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0 Introduction

The behavior of magnetic impurities in metals has been an enduring challenge in con-
densed matter theory over the past forty years. The essential physics of this problem
is captured in single impurity models where a single magnetic impurity is coupled to
a fermionic host. Single impurity models are—despite their formal simplicity—difficult
many-body problems at the very basis of the description of strong correlation phenom-
ena. Landmarks in this field of research are the Kondo problem and the single impurity
Anderson model.

Single impurity Anderson model

The essential physics of a single magnetic impurity coupled to a fermionic host is
embodied at its simplest in the single impurity Anderson model (SIAM): a correlated,
non-degenerate impurity with local interaction, hybridized with a non-interacting host
band. In the conventional case of a metallic host, the SIAM serves as a basic model
for understanding magnetic impurities in metals. It has become highly topical again in
the context of quantum dots for instance or surface atoms probed by scanning tunneling
microscopy (STM).

The dynamic mean-field theory (DMFT) represents another broad and very active field
where the SIAM occurs. In this approach, as in all mean-field approaches, the lattice
problem of strongly interacting fermions is mapped onto an effective single-site problem,
namely a STAM. This SIAM is linked to the original lattice problem by a self-consistency
condition. The clue is that the mean-field, the Green function of the bath, is a dynamic
quantity depending on frequency. Thus, the quantitative determination of the dynamic
correlations of single impurity models is essential for the solution of the DMFT equations.
The numerical method of our choice to solve the dynamics of the SIAM is the dynamic
density-matrix renormalization.

Dynamic density-matrix renormalization

The density-matrix renormalization group (DMRG) is a numerical technique for the
efficient truncation of the Hilbert space of one and quasi-one-dimensional strongly cor-
related quantum systems. Since its was introduced more than ten years ago the DMRG
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has been successfully applied to both fermionic and bosonic low-dimensional quantum
lattice systems. Originally designed as a real-space scheme for finding accurate approxi-
mations to the ground state and the low-lying excited states of one-dimensional quantum
lattice systems at zero temperature the field of application has been extended in 1995 to
the calculation of dynamic quantities. We use the dynamic density-matrix renormaliza-
tion (D-DMRG) in a correction vector scheme with optimized direct matrix inversion.
This allows us to calculate the local propagator of a fermionic impurity in a bath at con-
stant energy resolution. The approach is particularly useful for energetically higher-lying
excitations.

Objective of this Thesis

The objective of this thesis is to develop and optimize a D-DMRG program which
calculates the local dynamics of a SIAM with arbitrary (but non-interacting) fermionic
bath with constant (or at least adaptive) energy resolution over the full frequency range
accurately and within a reasonable amount of time. A well-controlled numerical approach
to impurity problems will be a useful tool in the field of the dynamic mean-field theory
as well as for more complex impurities like quantum dots, molecules, or for the effective
problems of extended DMFT schemes. It will complement the numerical methods which
theorists have been using for solving models like the SIAM in the past, e.g. the quantum
Monte Carlo (standard QMC, accurate for high temperatures but difficult to extrapolate
to zero temperature; or projective QMC at T = 0, difficult to extrapolate from complex
to real frequencies) or the numerical renormalization group (NRG, works very accurately
for low energies but resolving high energy features is difficult).

In this thesis the algorithm is gauged and optimized by applying it to the STAM with a
semi-elliptic hybridization function I"'(®). The hybridization V (which couples the bath
to the impurity) and the local Coulomb interaction U on the impurity are varied and the
corresponding local dynamics on the impurity is calculated. We check that the Kondo
energy scale can be resolved and we analyze the lineshape of the Hubbard satellites.
Furthermore, we report briefly on the application of the DMRG program developed in
this thesis as “impurity solver” in the framework of the DMFT. The investigated model
is the d = o Hubbard model on a Bethe lattice. The focus is the Mott-Hubbard metal-
insulator transition and the electron spectra close to the transition.



Thesis Outline

* Chapter 1: Single impurity Anderson model

In this chapter the SIAM is introduced. The model’s origin and some basic proper-
ties are discussed.

The SIAM is mapped onto a semi-infinite chain in a first step. In a second step the
fermionic model is mapped by Jordan-Wigner transformations onto a spin chain
which is an advantageous representation for the DMRG. The single-particle dy-
namics of the symmetric SIAM is discussed. An alternative approach to calculate
spectral functions is presented: The computation of the irreducible self-energy X(z)
via the reducible self-energy Q(z) increases the accuracy in comparison to the direct
calculation of the local propagator G(z).

* Chapter 2: Dynamic density-matrix renormalization

The conventional DMRG and the D-DMRG are explained and presented in the
way they are implemented in the C++ program. Special emphasis is put on the
most time consuming step in a correction vector scheme: the calculation of the
frequency dependent correction vector |&) itself. It turns out that inversion of the
linear equation [@+in — (% — Ey)]|E) = d'|0) for the calculation of the correction
vector is very efficient for low and intermediate frequencies when using a special
iterative solver, i. e. the quasi-minimal residuum method (QMR).

* Chapter 3: Deconvolution

The DMRG provides the density of states convolved with a Lorentzian of width
n. Choosing 7 is a trade-off between run-time and energy resolution. Thus, ac-
curate deconvolution strategies are essential. We analyze several linear deconvo-
lution methods to calculate continuous spectral densities and propose a novel non-
linear algorithm, the least-bias algorithm (LB). The LB deconvolution provides a
continuous and positive-definite spectral density (opposed to linear deconvolution
schemes). The positive-definiteness of the LB scheme is essential in the robust
implementation of the DMFT self-consistency condition as non-causal artefacts in
the Green function would pose a severe problem when closing the self-consistency
cycle of the DMFT.

* Chapter 4: Results for the STAM
The central peak at @ = 0, 1. e. the Abrikosov-Suhl resonance or the Kondo peak,
is analyzed. This is a first important benchmark for the D-DMRG, as the exponen-
tially small Kondo energy scale has to be resolved. We check that the density at
zero energy p(0) is pinned to its non-interacting value as required by the sum rules.
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In a next step we focus on an analysis of the high energy features of the model,
1. e. the upper and lower Hubbard satellites. In contrast to other approaches, sharp
dominant resonances at high energies are found. We analyze their line shapes and
discuss their origin and importance.

Chapter 5: Results for the d = o> Hubbard model on a Bethe lattice

A short summary of the findings of Mihat Karski’s diploma thesis is presented here.
This was the first time the impurity solver developed in this thesis was used in the
context of the dynamic mean-field theory. Some modifications of the program had
to be done when treating spectral densities with energy gap.

Chapter 6: Summary
The thesis concludes with a brief summary.



1 Single impurity Anderson model

1.1 Historical remarks

When magnetic impurities are embedded in metals a variety of interesting many-body
phenomena can arise. This has attracted theory and experiment for many years [ ].
Starting in the early 30s of the last century [ ] the observation of the resistivity min-
imum in some metals has posed a severe problem to solid state theory. The resistivity
minimum at low temperatures and the increase of the resistivity when further lowering
the temperature was in contradiction to the behavior expected for ordinary metals, i.e.
the phononic contribution to the resistivity decreases proportional to 7° (“Bloch T law”)
[ ]. It was recognized later that the existence of a resistivity minimum is an impurity
effect. A significant advance in the theory of magnetic impurities was the explanation of
this effect by J. Kondo in 1964 [ ], nowadays called the Kondo effect. The Kondo
theory is based on a model where a local magnetic moment with spin S is coupled via an
exchange interaction J with the conduction electrons (s-d model, Zener model [ D.
Kondo used a third order perturbation theory analysis in the coupling J to show that this
interaction leads to singular scattering of electrons near the Fermi level and a InT con-
tribution to the resistivity. The logarithmic term increases at low temperatures for an
antiferromagnetic coupling. Combined with the phonon contribution to the resistivity this
is sufficient to explain the observed resistance minimum. An the other hand it is obvi-
ous that Kondo’s perturbational calculations are not valid at low temperatures due to the
logarithmic divergence. The difficulties to construct a fully consistent theory for the limit
T — 0 led to a lot of theoretical interest in the late 60s and early 70s and the search for a
theory became famous as the “Kondo problem” [ , ]. The puzzle was finally
solved in a non-perturbative way by K. G. Wilson using the “numerical renormalization
group” [ ]. Another breakthrough were the exact Bethe-ansatz solutions found in-
dependently by Andrei [ | and Wiegmann [ ] in 1980." The developments
and the interest in this field never ceased; for a extensive overview see the monograph
Ref. [ ]. In recent years the interest in the Kondo effect peaked again—Ieading to

IFurther early papers on Bethe ansatz techniques applied to the s-d exchange model are Refs. [ ,
, ]. For a detailed review of the Bethe-ansatz approach to the solution of various versions
of the Kondo problem see Refs. [ s s ].
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a “revival of the Kondo effect” [ ]. The reason for this are new experimental tech-
niques from the rapidly developing field of nanotechnology which gave a unprecedented
control over Kondo systems.

The s-d model can be deduced from the Anderson model in the appropriate parameter
regime [ ]?. The model was introduced by P. W. Anderson in 1961 [ ] as
a different formulation of the concept of “virtual bound states”. The properties of 3d
(transition metal) and 4f (rare earth) electrons impurities distributed statistically in a host
metal can be accounted for in the framework of the Anderson Hamiltonian. The model
contains, in addition to a narrow resonance associated with the impurity states, a short
range Coulomb interaction U between the localized electrons.*

After some more general remarks on models of impurities in host metals in the next
section 1.2, the single impurity Anderson model (SIAM) is introduced in Sect. 1.3. As
the dynamics of this model is investigated in this thesis with a numerical approach work-
ing especially well for low-dimensional systems (the D-DMRG, see Chapt. 2) we map
the SIAM onto a semi-infinite linear chain in Sect. 1.4. Sect. 1.5 introduces the basics
of the single-particle dynamics of the SIAM, 1i.e. the most important formulas and the
expected qualitative behavior. In Sect. 1.6 the fermionic model is mapped via Jordan-
Wigner transformations onto a spin S =1/2 model. This representation is very convenient
when applying the DMRG. In brief, Sect. 1.7 explains where single impurity Anderson
models come into play when investigating lattice models in the framework of the dynamic
mean-field theory.

1.2 Impurities in host metals

A system of an impurity in a metallic host can be described by a general Hamiltonian
incorporating all Ny electrons and their interactions,

No pg No L2 No
T = Z —l+Uhost(ri)+‘/imp(ri> + = T Z)”(ri)li'ci : (1.1)
= 2m iy ‘ri_rj‘ i=1

The kinetic energy of the electrons is represented by the first term, the second one repre-
sents the periodic potential Uy Of the host metal due to the nuclei without the impurity.
Thus, an additional potential Vi, due to the nucleus of the impurity has to be added (third

We will briefly recall the relation between the Anderson and Kondo Hamiltonians pointed out by
J. R. Schrieffer and P. A. Wolff [ ] in Sect. 1.3.
3Virtual bound state (VBS): state which is almost localized due to resonant scattering at the impurity site.
4For exact results for various versions of the Anderson model obtained via Bethe-ansatz see Refs. [ s
, s s , s s s , s , ] or the mono-
graph Ref. [ ].



1.2 Impurities in host metals

term). The Coulomb interactions between the electrons are given by the fourth term and
the last term is the spin-orbit interaction, which is a relativistic correction. The strong
Coulomb interaction prohibits perturbational calculations starting from the Hamiltonian
Eq. (1.1). A possible treatment via the density-functional theory (DFT) [ ] would be
appropriate as long as the electrons are only weakly correlated. For systems with strong
local Coulomb interaction, such as systems with incomplete d or f shells, correlations are
expected to be strong. As this is the generic scenario for transition metal and rare earth
impurities—though DFT might work for the ground state properties—it will fail to give
accurate results for excitations or dynamic properties.

The route we will follow is to use simpler model Hamiltonians which describe the low
energy excitations associated with the impurity and ignore features that are not directly
relevant to the calculation of impurity effects. The first simplification arises from the fact
that in simple metals the conduction bands derived from s and p states are broad. Then
the wide band conduction electrons behave approximately as independent particles mov-
ing within a periodic potential. Long range Coulomb interactions between the conduction
electrons are screened. Thus, they are essentially quasi-particles (electrons together with
their screening cloud). Quasi-particle interactions are usually neglected due to the pre-
dominant delocalization in the wide conduction bands. This is reasonable as it is known
from Landau Fermi liquid theory that the lifetimes of single quasi-particles near the Fermi
level &g are very long. In this spirit the host metal conduction electrons can be described
by a one-electron Hamiltonian,

M = kz €L 6Cho - (1.2)
Nej

where c;; o and ¢, ; are the creation and annihilation operators for Bloch states Ok o (1)

of wavevector k and spin component ¢ corresponding to an energy eigenvalue €. The
creation and annihilation operators in second quantization fulfill the standard fermionic
anticommutation rules

{cf o+ o} = Ok Oo.0 {ekorewo} =0 (1.3)

The conduction states are characterized by a density of states pp(€) (DOS) at energy &,
po(e) =) (e —ex) . (1.4)
k

Using the free particle picture for the conduction electrons we can include the impurity

within the same independent particle picture by introducing an effective potential Vuenf;(r)

Expressing the effective potential via the Bloch states of the host metal’s conduction elec-
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trons the combined Hamilton operator reads

_ i i
H = Z gkck,ack,o + Z Vk,k’ckﬁck’,c (1.5)

k,o kK o
where we introduced Vy v = (k|V§§£\k’ ) for the matrix elements. This ansatz turns out to
yield a bad description for transition metal or rare earth impurities [ ]. Nevertheless,

it is useful to note it here as an intermediate step. In the next section we will introduce
the full interacting Anderson model also starting from a “non-interacting” variant like
Eq. (1.5).

1.3 Single impurity Anderson model

If the local impurity potential Viy,, is sufficiently attractive a local bound state below
the conduction band of the host metal is formed. The wave function of an electron in
this bound state localized in the vicinity of the impurity falls off exponentially with the
distance r from the impurity as r — oco. Even if the impurity potential is not sufficiently
attractive to produce a “real” bound state it may tend to localize the conduction electrons
in the vicinity of the impurity. Such virtual bound states (VBS) are observed for transition
metal (3d) or rare earth (4f) impurities when the d or f levels lie within the conduction
band of the host metal.” The resonant scattering at the impurity induces a narrow peak in
the conduction band density of states. Such a scattering process can be viewed as a process
in which an electron with momentum & out of the host metal s/p band collides with the
impurity atom and resides for an average time At at the impurity site in an impurity 3d
state. A conduction electron in a virtual bound state spends a relatively long—but finite—
time in the impurity region. Then, it continues its path as a free electron with momentum
k' through the metallic host. Thus, it is not a real bound state because the electron escapes
from the VBS into the continuum of free electron states and the wave function becomes a
Bloch state far from the impurity. This concept is known as virtual bound state resonance
and was the starting point of early interpretations of transition metal impurity effects in
metals [ , ].

Let us follow Anderson’s route to explain these resonances [ ]. Using the atomic
d functions of the isolated impurity ion Anderson calculated their modification induced
by the presence of the neighboring metal ions in the host metal. Let &4 represent the
atomic d level, ¥ 5 the Wannier wave function of the conduction electrons at site dg and
¢ the full Hamiltonian Eq. (1.1). Then the overlap or hybridization matrix element Vi

>We drop the repetitive phrases like “d or f states” and let the term “d state” stand for the impurity state,
“g4” for the impurity energy level, etc.
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O &gq+U O gq+U o

O &4 o €4 @
i) J ™

0 &4 &4 2e4+U

Figure 1.1: Configurations for the impurity state (a non-degenerate d level)
assuming the hybridization to the conduction band vanishes, Vx = 0. Left:
empty (E = 0). Middle: single occupancy (E = &;). Right: double occupancy
(E=2¢&4+0).

of an impurity state with the conduction electron Bloch states is given by

Vie = Y e (dy| | W, ) - (1.6)
1)

In this mixed representation the Hamiltonian can be expressed in the form

H =Y &b+ Y 66k o010+ X (Vedber o+ Viich odo ) (1.7)
(o3

k,o k,o

where &4 is the energy of the d level of the impurity ion and d; and ds are creation
and annihilation operators for an electron in this state. Note, that we ignored any orbital
degeneracy® of this state and treat it as a state with spin degeneracy only.

The Hamiltonian Eq. (1.7) (without any explicit inter-electron interactions) is usually
referred to as the non-interacting Anderson model. If a local magnetic moment shall
be described within the framework of the Anderson model the Coulomb interaction U
between the electrons in the impurity ion d states has to be included,

62

v —r|

Adding the Coulomb interaction to Eq. (1.7) we get the Hamiltonian of the interacting

U= / &7 () Bi(r) &, (') (r)drdr’ . (1.8)

Anderson model

A =Y &anao+Unging| + Y &y oot Y, (Vk dgcy o+ Vi CLoda) (1.9)
o

k,o k,o

where we introduced the particle number operator ng ¢ = afj,d(7 for the d electron and

6 Anderson treats the case of a two-fold degenerate d level in Appendix A of Ref. [ 1.
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again only the simplest case of a non-degenerate d orbital has been used. Thus it has at
most a double occupancy with a spin T and a spin | electron. In the trivial case where
the localized impurity d states are decoupled from the conduction electrons, i.e. the hy-
bridization Vi vanishes, there are three different energy configurations for the d states (cf.
Fig. 1.1): (i) zero occupation with vanishing energy contribution Ey = 0; (ii) single occu-
pation by a spin ¢ with a total energy E| s = &g where ¢ =T, |; (iii) double occupation
with a spin T and a spin | with a total energy E> = 2€4 + U, as the Coulomb contribution
has to be added to the binding energies of the impurity electrons. In this “atomic limit”
of an isolated impurity the condition for a “local moment” to exist is that the singly oc-
cupied configuration lies lowest, which requires € < €, so that it is favorable to add one
electron, and €5+ U > &€ so that it is unfavorable to add a second electron.

In the regime for sufficiently small hybridizations Vi the Anderson model can be
mapped onto the s-d model (Kondo model) [ ]. Applying a canonical transforma-
tion to the Anderson Hamiltonian (1.9), Schrieffer and Wolff derived an effective model
with an s-d Heisenberg exchange interaction between a local moment with spin S4 and
the conduction electrons

Hog = Z Jk k' [Sjircli,ick’ﬁ +SEC§,TCk’,l +85 (Clt,TCk/,T — Cl:lck’,lﬂ (1.10)
Kk k'
with a coupling constant (Eq. (1.73) in Ref. [ 1
Sk = ViV, { ! + ! ] (1.11)
TN Ut ea—a0)  (ec—ea)] '

The complete Hamiltonian is given by the sum of 7% 4 and the potential scattering term
(1.5). For conduction electrons in the region of the Fermi level, k ~ kg and K’ ~ kg, Jk k'
is given by (see Eq. (13) in Ref. [ 1%)

e ke ::—|ka|2@ >0 (1.12)
where we set &g = 0. This coupling is antiferromagnetic provided the above-described
conditions for the existence of a local moment are fulfilled, i.e. &g < €r and €4+ U > &f.
The exchange interaction is inversely proportional to U. Therefore the limit of strong
Coulomb interaction corresponds to the weak coupling limit of the Kondo model and
conversely the weak Coulomb interaction corresponds to the Kondo model with strong
coupling. It is important to keep in mind that for small U, the Anderson model is no longer

7See also Eq. (9b) in Ref. [ 1. Note that the conventions for Jy i differ by a factor of —2.
8 Again a factor of —2 is different here.
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impurity
o 7 V. Y
5o 0 0 o
€d €1 & &3 &4
bath

Figure 1.2: Left: Cartoon of the single impurity model before the mapping
onto a linear chain. Right: Single impurity model with the bath as half-infinite
chain.

in the local moment regime and the Schrieffer-Wolff transformation is not applicable. In
the Kondo model the d electron is fixed at its lattice site.

We are interested in the intermediate range for the hybridization and the Coulomb inter-
action. Thus we treat the more general Anderson model where double or zero occupancies
of the impurity site are allowed. This gives rise to interesting high energy features in the
one-particle dynamics of the SIAM which are not present in s-d models.

1.4 Linear chain version of the SIAM

For a theoretical investigation of the Anderson model (1.9) with a method designed for
the treatment of low-dimensional quantum systems it is very efficient to map the Hamilto-
nian onto a linear chain (see Fig. 1.2). The result of this mapping is a representation of the
single impurity Anderson model as a semi-infinite tight-binding chain with the impurity
at the head of the chain and nearest-neighbor hopping only. The bath of conduction elec-
trons is characterized by a continued fraction representation [ ] of the hybridization
function.

The creation operators c;

k.o Of the Nc conduction electrons directly coupled to the im-

T

purity via the hybridization Vj are superposed to a new operator ¢; .,

1 .
o= V%‘,chlﬁ’c with V2= §|Vk|2 9 (1.13)

T

The operator ¢,

is the creation operator for a localized one-electron state |1) on the first

Note that the hybridization matrix elements Vi decay like 1/1/N. which makes the sum defining V? in
Eq. (1.13) finite.
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site of the conduction electron chain,

1) =cl ]0), (1.14)

Nej
where |0) denotes the Fock vacuum. With c; - and ¢,  the hybridization part of (1.9) can
be written as

y (Vk dbey o +V£c£76dd> =Yv (dj,cl,(, +c;6dc) . (1.15)
k,o c

We introduced the hybridization V' as a real positive definite number here. Assume,
V — Ve'¢ is complex. Then we can gauge away this additional phase by applying a
unitary transformation to the operators c‘;, c c]: Ge’i"’. Thus, to keep things as simple
as possible, we restrict ourselves to the case of real “hopping amplitudes” V and ¥;. The
latter ones are introduced in the next step.

The contribution .7 from the free conduction electrons [cf. Eq. (1.2)],

T
% — Z 8ka7GCk7G 5
k,o

to the full Hamiltonian (1.9) is transformed using a Lanczos tridiagonalization [ ].
A new single-particle basis for the conduction electron states starting the state |1) is con-
structed. We get a sequence of new basis states for the conduction electrons by applying
a Schmidt orthogonalization to |1), J%|1), Z22(1), ..., 27! |1). Given the state |1),
the next basis state |2) can be constructed from |1) and J%|1),

2) = %(%lﬂ—ll)ﬂl%!l)) : (1.16)

where the orthogonality (2|1) = 0 is obvious and ¥; has to be chosen as to normalize |2).
The recursive relation to get the (n+ 1)th state [n+ 1) for 1 <n < (N, — 1) of the basis
set from the two “precursors” reads

1) = o= (eln) = ) ) — = 1) = 1 l)) . (117)

where again };, normalizes |[n+ 1). This procedure guarantees orthonormality for all states
1), ..., |N.) of the new conduction electron basis.!” Multiplying Eq. (1.17) on the left by

10° A more frequently-used notation is: Choose an initial arbitrary Lanczos vector |1). The second Lanczos
vector is given by |2) = J%|1) —a;|1) with a; = (1|2%|1)/(1]1). The next Lanczos vectors for n >
1 are calculated using |n+ 1) = % |n) — a,|n) — b2|n — 1) with a, = (n|#|n)/(n|n) and b2 = (n —
U Ae|n)/(n—1ln —1).
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a state (m| and exploiting the hermiticity of .72, we find the matrix elements

&, if m=n,
if m=n+1,
(m|lAln) = T ' (1.18)
Yo—1 if m=n—-1,

0 else ,

where we introduced the €, as the diagonal elements of J7, i.e. (n|.7#|n) = €,. Thus, the
Hamiltonian is tridiagonal in the new basis and .77 acting on a state yields

1) =n2) +ell)
Hn) =y |n+1) +&n) + Y_1jn—1) (I<n<N) (1.19)
H|Ne) = en Ne) + W —1|Ne — 1)

and the conduction electron Hamiltonian in second quantized form becomes a tight bind-
ing linear chain

Ne Ne—1
— i i i
He= ), €CioCict ) (Ci,aci+1,o+ci+1,cci,a> ; (1.20)

i=1,0 i=1,0

with nearest-neighbor hoppings only. In the case of N, = oo we get a semi-infinite chain
for the representation of the conduction electrons. For the numerical solution of the SIAM
we have to restrict ourselves to finite N, anyway, so it is useful to keep N, in the formulas.
For practical calculations N, has to be chosen large enough to yield a good approximation
for the thermodynamic limit of the conduction electron band. Typical values of N, in the
DMRG calculations will be between 120 and 400 at most.'! Using (1.15) and (1.20) the
full interacting single impurity Anderson model Hamiltonian (1.9) can be written as

N .

H =Y gnact+ Y, &¢sCo+tUnging+
o i=1,0

T et T T (1.21)

ZV(d;;cl?G—l—cLGdG)—i— Z Y; (Ci,oci+l7o+ci+l,cci,6) :
(e}

i=1,0

"Strictly speaking, we should use the numbers 119 and 399 here. The total number of fermions Nf (one
impurity plus N, conduction electrons) will be kept even for calculations in the metallic regime, thus N
will be odd.
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Introducing the impurity site as site “0” using the compact notation
g:=€ W=V cy=ds Mig = C] 4Cig (1.22)

the SIAM Hamiltonian (1.21) reads
N Ne—1
H =Y emotUnono+ Y, (%ot othe) . (1.23)

i=0,0 i=0,0

In this representation the coefficients & and ¥; for i > 0 are the continued fraction coef-

ficients of the hybridization function [ , 1,
I'z)=V?A(z) with z:=w+i0" (1.24)
and |
A(z):<1|z_%|1>. (1.25)

The connection between the tridiagonal Hamiltonian and the continued fraction repre-
sentation of A(z) can be established recognizing that the resolvent (1.25) is given by the
(11)-element of the inverse of the (N, x N.)-matrix [z — %] gained by the Lanczos algo-

rithm,
1

(1\Z_%|1>:[[z—%]*1}11. (1.26)
with
(z—&1) —n
= | M mE) . (1.27)

-n  (z—&) -

For a tridiagonal matrix [z — %] this matrix element can be expressed as the ratio of two

determinants [ 1,

Ty(z)
Az) = .
The determinant of the full matrix [z — %] is denoted with T;(z), whereas T;(z) (1 <i <
N¢) has the first (i — 1) rows and columns of [z — /%] omitted and Ty, := 1. Using a
Laplace expansion for the first column of 7;(z) we find [ ]

(1.28)

Ti(z) = (z—&)2(2) — RT3(2) - (1.29)



1.5 Single-particle dynamics of the symmetric SIAM

15

The general recursion relation for the determinants 7;(z) is then given by

Ti(z) = (z— €)Ti41(z) + ¥ Tiyn(z)  for  i=1,...,N;
Tne—1(2) = (2= &ne—1) T (2) + W1
Tv.(z) = (z—&n,) -
Insertin
e i) 71122
Tiv1(2) Ti11(2)

into Eq. (1.28) recursively yields A(z) in continued fraction representation,

:(Z—Ei)—}—’}’iz

_ D(z) 1 B 1 _
SR T R 1 P
A %E@ can c ﬁﬂw
i—& — 2T3(Z)

Hence, the hybridization function can be written as continued fraction via

VZ
F(Z) = 5
N
1—&— 2
71— & —
or for finite NV, as
VZ
F(Z) = ,}/2
zZ— & — 1
z2— & — 5
YN.—1
Z—EN—1— —
Z— &N,

-2

(1.30)

(1.31)

(1.32)

(1.33)

(1.34)

In this way, the bath of conduction electrons is represented by the coefficients y; > 0 and g;

in (1.21). They are the coefficients of the continued fraction of the hybridization function

I'(z).

1.5 Single-particle dynamics of the symmetric SIAM

The model investigated at zero temperature is the fully particle-hole symmetric version

of the single impurity Anderson model using the linear chain representation derived in



16

1 Single impurity Anderson model

the previous section. Before we specialize in the symmetric case, let us briefly collect
the more general things first. The dynamics we wish to compute is the dynamics of the
fermionic single-particle propagator of the d electron representing the impurity which is
correlated due to the interaction U > 0. Aiming at the properties at 7 = 0, the one-particle
Green function reads

1
> : _ T
G (w+in) = <0 do o Tin (77— %0 o> (1.35)
1
< : _ T
G (w+in) = <o d"w+in+(%”—Eo) dg o> (1.36)

where the superscripts ~ and < imply that G~ and G represent only the part of the usual
Green function at positive or negative frequencies, respectively. Here the ground state is
denoted by |0) and its energy by Ey. Since we focus on a spin-disordered solution the
propagator has no dependence on the spin index ¢. Hence it is not denoted as argument
of G. The frequencies @ and 1 are real. The complete propagator is recovered by

Glw+in) =G (0+in)+ G~ (0 +in) (1.37)
and the standard retarded Green function is obtained for n — 0T,

Gz (w) = lim G”(w+in)

n—0*
< o . < .
G (@) —nlggﬁ (@+in) (1.38)
Gr(w) = lim G(w+in).
n—0+*

The quantity we are looking for is the spectral density
1
p(w):= —;JmGR(a)) : (1.39)

If necessary the real part can be obtained from the Kramers-Kronig relation

1 *° _ImG()

%Gw:——ﬁ/ dd ———= 1.40
with & denoting the Cauchy principal value and dropping the subscript R from now on
as we only deal with retarded Green functions.

The experimental methods by which the spectra removing (G<) and adding (G~) elec-
trons can be measured, are photoemission spectroscopy (PES) [ ] and inverse pho-
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Figure 1.3: Configurations for the impurity state assuming the hybridization
vanishes, V = 0, and setting &g = 0. Compare this scenario with the general
case depicted in Fig. 1.1.

toemission spectroscopy (IPES)'?, respectively. In PES photons incident on a sample
excite photoelectrons which are detected and analyzed for their kinetic energies, whereas
in IPES the reverse experiment is performed (cf. Ref. [ ] and references therein).

In the previous section 1.4 we introduced the STAM in a linear chain version (1.21) with
arbitrary hybridization function I"(z) describing the coupling of the conduction electron
bath and the impurity d electron. The one-particle Green function for the non-interacting
case U = 0 is then given by (z := @ +i0™)

1 1 1
Gol(z) = = = 1.41
0(2) z—&—T'(z) z—€&—-V?A(2) % (14D)
Z— & — >
— 82 — e
and the corresponding free density of states (DOS) is
| ) )
po(®) := —=Jm lim Go(@w+in) . (1.42)
T n—0+

As any hybridization function with non-negative DOS can be represented by an appropri-
ate choice of the ¥; and &;, the representation of the bath as semi-infinite chain does not
restrict the generality of the model. Note that A(z) is by construction the single-particle
propagator of the first site of the conduction electron chain, cf. Egs. (1.14) and (1.25).

If ¢4 = €y = ep — U/2 the model is symmetric in the atomic limit V = 0: the impurity
levels in the one-particle spectral density are placed symmetrically about the Fermi level

12Also known as Bremsstrahlung isochromat spectroscopy (BIS) when performed with X-ray photons

[ 1
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gr at (cf. Fig. 1.3 and left plot of Fig. 1.4)

E-=E,—E|=2¢4+U—¢g=¢€p+U)2 and

(1.43)
E-.=E —Ey=¢-0 IEF—U/Z.

Choosing also an conduction band which is symmetric about the Fermi level and half
filled, the model has complete particle-hole symmetry and the impurity state is on average
singly occupied, (ng) =1,

gg=¢&=-U2 and &=0 V;»9 = particle-hole symmetric , (1.44)

where the chemical potential is set to t = &g = 0. For the particle-hole symmetric case
(half-filling and symmetric conduction band) the STAM Hamiltonian is conveniently writ-
ten in symmetrized form

Ne—1 '
Z Yi (CiT,cch—l,o_'_h'C')
i=1,0

(1.45)
which differs for the parameter choice (1.44) from Eq. (1.21) only by a constant U/4.

A =U (ng1—1/2) (na —1/2) +ZV (d;cLG ~|—h.c.> +
(¢

Eq. (1.45) is invariant under particle-hole transformations. In the particle-hole symmetric
case, the Green function and the DOS fulfill the symmetry relations

ReG(w+1in) = —ReG(—w +in)
ImG(w+in) = ImG(—w+in) (1.46)
p(w) =p(-0)

and the reconstruction of the full Green function is much easier because only G~ (z) is
needed,

Gw+in)=G" (0+in) -G (-0 —in) =G (0 +in)+ G (—w+in) . (1.47)

We will restrict ourselves to this particle hole-symmetric case and look at a generic situa-
tion with finite band width W = 2D. For simplicity we choose a A (@) with semi-elliptic
DOS, i.e., v = D/2 for i > 0. The full free Green function Gy can be easily constructed
using the recurrence relations used in the previous section. The partitioning of the matrix
[z — ] led to the result

1 1

with Ai(z) = ————. 1.48
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Figure 1.4: Schematic scenarios for the one-particle density of states of the
particle-hole symmetric SIAM. Left: atomic limit (V = 0) with §-peaks at
the impurity levels. Middle: non-interacting case (U = 0) with semi-elliptic
p(w) = po(w). Right: interacting case with non-vanishing hybridization V
and finite interaction U yields the typical three-peak structure of upper and
lower Hubbard bands/peaks and the Abrikosov-Suhl resonance (ASR).

For the specific parameter choice of a homogeneous conduction electron chain with
N, =00
(yi:=7y:=D/2 for i>0) = Al(z) = A (2), (1.49)

so Eq. (1.48) becomes a quadratic equation for A;(z) with the solution

A(z)zziyz(zi—\/zz—@y)z) :§<zi—\/zz—D2> (1.50)

where the signs have to be chosen such that 2ieA(z) decays like 1/9Re(z) and that the
imaginary part is negative semi-definite, JmA(z) < 0. This yields

. 2 .
A(a)+1n):ﬁ(z—sgn(a))\/(a)+1n)2—D2) (1.51)
2 ® —sgn(®)V ®? —D2> for |w|>D

Alw) = — - (1.52)

D »— wz_Dz) for |o|<D.

Choosing also V = yy = D/2, the free Green function
Gole) = — (1.53)
0= T VIA(R) '

is (for N, = =) equal to A(z) and the free DOS of the d-electron is also semi-elliptic (cf.
middle plot of Fig. 1.4),
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Figure 1.5: Free Green function for §; = y = P/2 (i > 0) and various values
of V. Choosing V = y = D/2, the imaginary part of the Green function is also
semi-elliptic. Left: imaginary part. Right: real part.

D2
0 else .

VD —w? if |o/<D
po(w) = (1.54)

Fig. 1.5 shows the imaginary (left) and real (right) parts of the free Green function for
various values of V. The imaginary part ImGy = —1/zp is for most of the calculations
chosen to be semi-elliptic, i.e. V = D/2. For V > D/\/2 ~ 0.707D bound states at @, =
+2V?/4/(2V)2 — D? emerge from the bare band with a spectral weight of I(V) = [2V? —
D?]/[(2V)? — D?] for each of the peaks according to

B JG, (o)

~1
1 = o (1.55)

W=y

Note that I(V = D/v2) = 0 for w,(V =D/v2) = D and I(V = ) = 1/2. Another special
case is determined by

9*ImG . 0.541D
Jm—g((o) L0 = V=D \/1Lt1/Vir (1.56)
dw 1.307D

w=0

where the smaller value of V ~ 0.541D in regime with no bound states is shown in
Fig. 1.5. For V =~ 0.541D the free DOS is totally structureless around @ ~ 0 and is
similar to a well-known particular case of the SIAM, the flat-band model [ ]. In the
case of a real flat-band model, the width of the host band W is much larger than any other
energy scales and the hybridization function is assumed to be constant on these scales,
I'(w) = I.
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The DOS is chosen such that the overall weight is normalized,

oo D
/ po(w)do =1 :/ po(®)dm (1.57)
o -D
where the last equals sign only holds for V < D//2. The total weight does not change for
finite interactions U > 0,

/_Zp(a))da):/:po(w)dw. (1.58)

This can be used as an accuracy benchmark for the numerics.

If the local Coulomb interaction U on the impurity site is switched on a universal three-
peak structure emerges which can be understood on a qualitative level from the limiting
cases U = 0 (non-interactive) and V = 0 (atomic limit, isolated impurity). We show a
typical scenario in the right plot of Fig. 1.4). The central peak at @ = 0 is the Kondo
or Abrikosov-Suhl resonance (ASR). The DOS at @ = 0 is pinned to its non-interacting
value

D
po(@=0) =57 =p(U,0=0) (1.59)

V:i=Dh = po(w=0)= %:p(U,a)zo) (1.60)
independent of U as required by Friedel’s sum rule and the density of states rule
[ , , , ]. We take this as check for the reliability of the numer-
ical algorithm. The pinning is visualized in Fig. 1.4 as horizontal line. For larger U
(smaller V) the peak’s width decreases rapidly so that the ASR is very difficult to resolve
[ ]. The ASR is characterized by the exponentially small Kondo energy scale Tx.
This scale can be read off from the spectral densities, for instance as half the width at half
the maximum, i.e. at zDp (@ = Tx) = 1 for V = D/2. The analytic formula for the Kondo
temperature Tx will be compared with the widths derived from the D-DMRG calculations
in Sect. 4.4. This provides a tool to check how and under which conditions very sharp
peaks can be resolved systematically with the dynamic density-matrix renormalization
group.

An increase in U leads to the formation of Hubbard satellites below and above the
free band (Fig. 1.4). The satellite positions are slightly shifted from the position of the
atomic peaks at +U/2 due to level repulsion. They are situated at energies Wyp/iow =
+(U/2 + i) Oshife > 0 and become more pronounced on increasing U in two ways.
They capture more weight and they become sharper. We analyze these features in Sect. 4.5
and compare to results from leading order perturbation theory for the widths and the
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shifts of the peaks. The lineshape of the Hubbard satellites is investigated and is found to
become asymmetric for large interactions U.

1.6 Density-matrix renormalization for SIAMs

1.6.1 Introduction

So far, the methods applied to the SIAM were designed to capture the low-energy physics,
in particular the fixed points and the thermodynamics [ , ]. The numerical
renormalization group (NRG) was later extended to calculate also dynamic, 1. e., spectral
information [ , ]. It provides reliable data on the scale of the Kondo temper-
atures Tk, see Ref. [ , ] and references therein. On larger scales, the energy
resolution is less well-controlled [ ].

But in various applications the behavior at higher energies is important to achieve quan-
titative accuracy. For instance, the self-consistency cycle of the DMFT mixes modes at
all energies. Hence, excellent quantitative control over the dynamics at high energies is
indispensable, even if finally only the behavior at low energies matters.

Another application is the optical control of isolated S=1/2 impurities or quantum dots
coupled to narrow bands [ , ]. If the impurities differ so that the energy be-
tween the singly occupied ground state and the excited double occupancy differs, they
can be switched selectively from the ground state to the double occupancy (and back) by
shining light at the resonant frequency onto the sample. The lifetime of the double occu-
pancy, i.e., the inverse line width of the resonance, determines how well the resonance
condition has to be met, how selective the switching can be, and how stable the excited
state is.

In view of the above, we perform a numerical investigation which aims to describe
both the low-energy dynamics and the high-energy dynamics quantitatively. Features at
low energies are not as delicately resolved as by NRG, but in return features at high
energies are much better under control. We apply the dynamic density-matrix renormal-
ization (D-DMRG) [ , , , ] to compute the one-particle propa-
gator (1.35). The DMRG is a real-space approach [ , , ] which works
best for open boundary conditions so that it is particularly well-suited to treat impurity
problems. In this section we present the representation of the model used in the DMRG
program and the observables calculated in this way. A general introduction to DMRG as
well as technical and algorithmic details are postponed to Chapt. 2.
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1.6.2 Jordan-Wigner transformation for the SIAM

In Sect. 1.4 we derived a linear chain version of the SIAM where the bath of conduction
electrons is described by a hybridization function in continued fraction representation,
cf. Fig. 1.2. The problem is illustrated in the upper part of Fig. 1.6. The fermionic
representation of the model is mapped by two standard Jordan-Wigner transformations
[ ] onto two XY spin 1/2 chains, the S-chain and the T-chain. The S-chain results from
the T fermions, the T-chain from the | fermions. We map the four possible configurations

{Tih T L {1} {__} onto

- { occupied =>S T B { occupied =>T |

un-occupied => S | un-occupied =>T |

They are coupled at site zero where the density-density coupling is mapped onto the
product of z-components. The resulting chain is depicted for the symmetric SIAM in the
lower part of Fig. 1.6. The mapping procedure is explained in detail on the following
pages. The couplings are given by % =V and 7; for i > 1. The mapping from fermions
onto spins avoids the fermionic Fock space which would require to keep track of long-
range phases. The mapping makes the Hilbert space the direct product of the local Hilbert
spaces at each site. The DMRG is a real space blocking scheme where blocks (parts of the
full system) are enlarged by one lattice site iteratively. In the spin representation a single
site has Hilbert space dimension two, while for a “true” fermionic site the local Hilbert
space dimension is four. As the enlarged basis of a block in DMRG is projected onto a
reduced basis set, it is clear that the projection error is smallest when the Hilbert space
enlargement prior to projection is kept small. Thus, adding a single “Jordan-Wigner site”
instead of a “Hubbard site” is advantageous.

In the following we derive the full Jordan-Wigner transformed Hamiltonian in detail.
Assume we deal with a spin-up T for a moment and let us collect some formulas for
the S spins representing the T fermions of the model. The spin one-half operators S; =
{S¥,S),S¢} behave in the usual way, i.e.

171

] <ietsia, v el = (e
S =S; +iS]

- + + \2 2

sr.st| =28t [snsT|=as7a,  (S7)=(87)=0.

In one dimension, there is a deep connection between the physics of fermions, bosons,
and spins that does not hold in higher dimensions [ ]. There are several different
hand-waving ways of expressing what is special in one dimension: one way to put it is
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Figure 1.6: Top: single impurity model with the bath as half-infinite chain.
Bottom: equivalent spin model after the Jordan-Wigner transformations: S-
spins come from T-fermions, T-spins from |-fermions.

that particle statistics are defined in terms of exchanges of particles. In one dimension any
exchange requires that the particles pass through each other (collide), which is not true in
higher dimensions. The simplest such transformation that changes the particle statistics
in one dimension is the Jordan-Wigner transformation [ ]. For a single spin-half, one
can try to write it in terms of spinless fermion using
cjci =Si+1)2 clT = S;“ c;, =S .

However, this will not work for many spins because spins have fermion commutation
rules on sites but commute on different sites (i. e. behave like bosons) while fermions
anticommute, i. €.

TS} =1 and  [SESE| =0 (vy)

Tl

The answer is to add a nonlocal “string” of operators

i—1
i = exp [ijr Y sjsj] : (1.61)
Jj=0
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As
exp(S;S;) eXp(S}’ST) =exp(S;S; + STS;) Vi
because  |SS[,STS;| =0 v
we may use

- - +1 ifS'S; =0
exp [£inS; 'S, | = exp(zin S'S; — (=SS = i
p[ i i } p(+in) =(-1) Ui S;FSZ-_ |

=1-2S/S; .

Using (1.62) in Eq. (1.61) yields a simple expression for %},

i—1
= jo[l—s+s].

The Jordan-Wigner strings .#; obey the following identities
HiH = A A= A =1

HiH = K
ﬁi% = T],%/]ﬁ,

(1.62)

(1.63)

for 0; € {S¥}, and n = +1 for i > jbut n = —1 if i < j. Using (1.63) the explicit

transformations for the fermionic operators read

c; =8 = exp| im Z S+S_ S d=cy=S8,

1

-1
=8t =Stexp —17IZS;FS]7 d"=c)=S7.
J=0 i

(1.64)

(1.65)

One can check that these preserve the ordinary spin [and (for the inverse relations) the
fermionic] commutation relations. The reason the Jordan-Wigner transform works is very
simple: the string is designed such that so that it changes sign from +1 to —1 depending

on whether the number of fermions to the left of site i is even or odd.

Now let us transform the operators appearing in the fermionic Hamiltonian. The density
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operators read

ni=cic, =S exp[in0]S; =SS =12+8 < Si=n—1)
S; explin0]S; =S; S =128 .

The hopping terms are translated via

cle,, =STexp [inSS; ]S, =S [1-287S;]S;,

i+1 = i+1
=[SF —28/8/S/]S;,, =SS,
0
C;L—l—lci =S/ jexp [-inSS; ]S, =S | [1 -28/S; ]S/
=Si[ST—2878 S | =Si,S
0

Using the new spin representations S and T of the fermionic operators we find for the
Jordan-Wigner representation of the SIAM Hamiltonian (1.21)

Nc N
H =Ufateq+ Y &+ (a+U/2) (S5+T5) + ) &(Si+T5)
i=1 i=1
N.—1
+USTi+ Y [%(S7Si, +T/T;,) +he] .
i=0

(1.66)

For the particle-hole symmetric case, cf. Eq. (1.44),
Eg=& = —U/2 and &=0 v,->0 ,

we find

Ne
H = U+ US§Ti+ Y [% (S8 + T/ T, ) +hel]
=0

1

Ne
= (VSgS; +hec)+ Y (4SS, +hc.) +UST) + const. (1.67)
i=1
Ne
+ (VT{ T, +hec.)+ Zl (%T/ T, +hc.) .
1=

The constant shift of —U/4 drops out if we use the particle-hole symmetric Hamiltonian
(1.45). Thus, the constant shift can be safely omitted.
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1.6.3 Green function of the SIAM

The DMRG can easily determine the ground state |0) and its energy Ey for a finite chain.
So the chain in the lower part of Fig. 1.6 is truncated such that there are Nf spins in
the upper and in the lower part of the chain corresponding originally to a finite bath
representation of N, = Ny — 1 fermions plus the impurity. The dynamic quantity we are
interested in is the retarded Green function at zero temperature (1.35). In terms of the
spin operators it reads

- 1
O 0+in — (A —E)

G (0+in) = <0 Sq

0> . (1.68)

In the symmetric case, the complete Green function G(® +in) is recovered via (1.47),
while in the asymmetric case,

1
Sy S,
O @+in+ (# —Ep)

G (w+in) = <0

0> (1.69)

must be determined separately and (1.37) has to be used. We stress that G(w +in) is
the fermionic propagator even though it is computed in terms of spins after the Jordan-
Wigner mapping, cf. Egs. (1.64) and (1.65). As the fermionic propagator is evaluated
for the head of the chain no additional phase factors appear in Egs. (1.68, 1.69) after the
Jordan-Wigner transformation.

The key idea of the dynamic DMRG is to include the real and the imaginary part of
a frequency dependent correction vector |£) in the target states of a standard DMRG
algorithm [ , , ]. The natural choice is

&) SJ10) . (1.70)

- o +in — (A —Ey)

The computation of |£) is numerically the most demanding step due to the inversion of an
almost singular non-hermitian matrix. We prefer to stabilize this inversion by optimized
algorithms [ ] instead of using the variational approach proposed by Jeckelmann
[ ] which requires a minimization in a high-dimensional Hilbert space. The details
of these “correction vector D-DMRG” schemes are postponed to Sect. 2.2.3.

The numerical calculations cannot be performed for 7 = 0. Even small values of 1 are
very time consuming. So we compute first G(@ +in) at finite 1. The spectral density
(1.39)

p () := —%JmG(ahLin) (1.71)
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can be seen as the actual spectral density p(®) convolved by the Lorentzian

pLio)= 1 (1.72)

#(a?+ )
of width 1. Hence it is possible to retrieve p (@) by deconvolution. A standard technique
for deconvolution is Fourier transformation, realized best by fast Fourier transforms, di-
vision by exp(—n7) plus low-pass filtering, and the inverse transform. A flexible alterna-
tive with similar properties is the explicit matrix inversion of the convolution procedure
[ , ]. A third variant of deconvolution is the non-linear Least Bias (LB) al-
gorithm [ ], which belongs to the class of maximum entropy methods. We present
these deconvolution schemes in Chapt. 3.

1.6.4 Self-energy of the SIAM via the QO-function

The key problem that must be solved to determine the dynamics of the SIAM is the
calculation of the full local Green function G(z) (1.37) or, equivalently, the local self-
energy X(z). In this section a sum rule for the for the self-energy X(z) of single impurity
models is derived. This sum rule provides a simple check for numerical and analytical
impurity solvers.

In a first step we follow Ref. [ ] and derive a representation of X(z) which turned
out to be numerically more stable in NRG calculations. We then go one step further fol-
lowing Ref. [ ] and derive the “improper” self-energy Q(z) and the relations between
G(z), 2(z), O(z) and their corresponding sum rules.

A convenient representation of the generic single impurity Anderson model (1.9) to be
solved is given by the spin-symmetric Hamiltonian

H = %mp + jﬁlyb + r;ﬁ)ath . (1.73)

The constituents are given by

Himp =U (na1—n) (na, —n) = o}, (ra.c —n) (1.74a)
(o3
Ao = Y Vi (dhey o +hc.) (1.74b)
k,o
Hyan =Y € Cf 5Ckoo - (1.74¢)
k,o

where U is the interaction strength and Ly the chemical potential at the impurity site, Vx
is the hybridization, Ny = d:;dc and n := (nq,c) are the particle density at the impurity
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site and its spin-independent expectation value, k parameterizes the continuum of bath
levels with energy €. Defining the hybridization function (1.24)

1
riz)=Yw 1.75
D=EW 4 (175)
the free, i. e. non-interacting, local Green function at the impurity site is given by
Gy'(2) =z+u—T(z). (1.76)

Knowing the self-energy X(z) at the impurity site allows to express the full Green function
by

Gl2)=z+p-T(z)-Z(2) =G, (z) - Z(z) . (1.77)
Let us generally define fermionic Green functions [ ] by
(A|B), = —i / ({A(t),B(0)})ei?ds (1.78)
0

where the brackets (.) stand for conventional expectation values whereas the brackets
(.|.); will be used for the above Green functions. By integration by parts we obtain

2(A|B): + (ZA|B); = ({A(0),B(0)}) (1.79)

where £ is the Liouville operator defined by ZX = [ X]| [ ].  For in-
stance, the time evolution of an operator can be expressed conveniently by A(¢) =
exp(i.7t)Aexp(—i7t) = exp(i-Zt)A. The invariance with respect to translation in time

{A@),B(0)}) = ({A(0),B(—1)}) yields
z(A|B); — (A|ZB). = ({A(0),B(0)}) . (1.80)

In a first step, we apply (1.79) for A =ds,B = dj, in order to learn something on the
Green function G(z) = (d|d});

(24 H0)G(2) ~ UF () = Y Vi (cico

d§> —1 (1.81)
k Z

where the definition
F(z):= <d6 (ng,—o —n) ‘dj, >Z (1.82)
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is employed. Next, we choose A = ¢ 5, B = d; to obtain

(z— &) <ck7(, dj,> “ViG(z) =0. (1.83)

Solving Eq. (1.83) for <ck?c|d§> . and inserting the result in (1.81) yields
lz+uo—I'(2)]G(z) —UF(z)=1. (1.84)

Comparing this relation to (1.77) leads to

2(z) = U% (1.85)

which is the relation derived and used in Ref. [ 1.
But one does not have to stop here [ ]. In a second step, we apply (1.80) with

A=ds(ng_g—n),B= d? to arrive at
(4 HO)F () ~UQ() ~ YV (4 dl g ) =0 (1.86)
k Z

where we introduce the important generalized fermionic Green function

0(z) :== <dc (ng,—c —n) ‘dé (nd,— —n) > . (1.87)

4

T

Ko and A as before

Next, we choose B = ¢

(z— &) <d6 (ng,—o —n) cjm> ViF(2) =0. (1.88)

Solving Eq. (1.88) for (ds(ng,—¢ —n) |CLG>Z and inserting the result into (1.86) yields
2+ 1o —I'(2)]F(z) —UQ(2) =0 (1.89)
whence we conclude F(z) = UQ(z)Go(z). Together with Eq. (1.85) follows

_ 22@)6G0(z)

6o U@ -E@)G() - (1.90)

Z(2)

I3For the advantage of Eq. (1.85) over a direct calculation of the self-energy via (1.77), Z(z) = G, ' (z) —
G~'(z), in NRG calculations see Sect. 2.2 in Ref. [ ].
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The last identity allows to express the self-energy as

_ UP0(~)
T 14+U20(z)Go(z)

2(2) (1.91)

which represents the main result of this section. Eq. (1.91) has many interesting implica-
tions.

1. Knowledge of a single diagonal response function, namely Q(z), allows to com-
pute the self-energy. The previously used relation (1.85) required two non-trivial
response functions of which F(z) is a non-diagonal Green function.

2. The full Green function can be expressed directly by the Q-function
G(z) = Go(2) [1+U*Q(2)Go(2)] - (1.92)
3. Since Q(z) is a straightforward fermionic response function it has the same analytic
properties as for instance the singe particle Green function [ ]. Its positive
spectral function pp(®) is given by

po(®) = —%ij(aHio*) : (1.93)

From the definition (1.87) the asymptotic behavior

im0 = ({a o). e )} = (o)

(1.94)
=n(l—n)
follows directly. From the Hilbert representation we conclude the sum rule for the Q
function -
/ po(®)do =n(1—n). (1.95)
But the identity (1.91) implies also the asymptotic behavior of the self-energy
lim[zX(z)] = U?n(1 —n) . (1.96)
7—00

Note that in the way we defined the self-energy the constant Hartree term was excluded
since it was explicitly accounted for in the normal-ordered form in which Hjy,, was de-
noted, cf. Eq. (1.74a). As for the Q-function we conclude that (1.96) implies the sum rule
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for the spectral density py(®) = —7~'JmZ (w +i07T) of the self-energy

/ pr(®)do =U?n(1—n) . (1.97)
The asymptotic form (1.96) was already exploited previously [ ], but the resulting
sum rule (1.97) has not been mentioned in the literature before in this form to our knowl-
edge. But similar approaches have been used for the SIAM [ ] or for the d = oo

Hubbard model [ ]. We advocate to use the sum rules (1.95) or (1.97) to check
explicit calculations or Q(w) or X(w). We expect these sum rules to be of particular
use for for numerical calculations like numerical renormalization group, density-matrix
renormalization or exact diagonalization where the spectral weights in certain frequency
intervals are directly computed.

Second, we suggest to compute in the first place the generalized Green function Q(z) to
find the self-energy in a second step via Eq. (1.91). The advantage is that only a diagonal
response function has to be found which does not have a pronounced dependence on
the interaction, for instance its sum rule (1.95) is interaction independent. This response
function is not I-particle irreducible so that no numerically complicated projection is
required. Hence it is directly accessible to numerical techniques like NRG, DMRG or
exact diagonalization. In the particle-hole symmetric case, the definition and evaluation
of Q(z) (1.87) is straightforward because n = (nq o) stays at its constant value n = 1/2 (also
for finite temperatures). Nevertheless, it is worthwhile noting that away from half-filling,
n has to be determined by the calculation to define the Q operator. In this thesis only
particle-symmetric problems are treated, so no difficulties arising from the n-dependent
definition of 0 are expected.

In the half-filled case, n = 1/2 and py =0,

. d (”dl . 1/2) (1.98)
:< > < (ndl—1/2 ’d ndl—1/2)> .
translates to
0:=S{T}
(1.99)

0():=(0"10) =(S,T5|8;T5)

in the language of the Jordan-Wigner spins. In the D-DMRG one simply has to replace
Sy by Sg T in Eq. (1.68) (and S by S, T§) and to adjust the definition of the correction
vector |£) (1.70). The raw data output of the DMRG is then the broadened Q-function
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Q(w—+in). Calculating the Q-function via DMRG and subsequent extraction of the Green
function instead of directly calculating G is advantageous. The propagator for a finite
chain of length L has a number of poles of the order &'(L). The self-energy and the Q-
function have ¢'(L?) finite size poles, cf. Ref. [ ] or Eq. (1.104). Thus, finite size
effects due the rendering of the bath with finite instead of semi-infinite chains are reduced.

The optimum procedure to get the unbroadened Green function from the broadened
QO-function is as follows:

(1.91) deconvolution (1.101) G(a))
D-DMRG > 0(z) > X(z) > X (w) > (1.100)
cf. Chapt. 3 (1.102) O(w)
where we used in the last step
Go(2)Z(z) } 1
G(z) =Golz) |1+ = (1.101)
( ) 0( ) 1—G0(Z)2<Z) Gal(Z)—Z(Z)
and 5
0(z) () (1.102)

- U1-Go(a)Z(2)] |
A different route is to translate Q(z) into G(z) via (1.92) and to deconvolve G(®w +in) to
G(w). The direct deconvolution of Q(z) to Q(w) and subsequent translation to G(®) via
(1.92) turned out to be unstable. The three routes to obtain G(®) from Q(w +in) have
been tested in great detail in Ref. [ ] on the basis of DMRG data produced with the
impurity solver developed in this thesis.

Note that for the formulas relating a broadened quantity with another broadened one,
also the broadened Gy(z = @ +in) has to be used. If an unbroadened quantity shall be
related to another unbroadened one, Go(@) has to be used. This is easy in the case of the
semi-elliptic DOS where the analytic formula is known, cf. Egs. (1.52) and (1.53). If only
the continued fraction representation of Go(®) is available an appropriate termination
scheme has to be used, cf. Ref. [ ].

The self-energy is zero for the non-interacting case U = 0. But the generalized Green
function Q(z) does not vanish in this case. To obtain an impression what the Q-function
looks like, we calculate it for the non-interacting case. We follow Ref. [ ]. The
first order (Hartree) self-energy X; = O is trivial. The leading dynamic effects in the
weak coupling expansion given in Ref. [ ] are contained in the second order self-
energy. It is represented by the skeleton diagram shown in Fig. 1 in Ref. [ ] and its
imaginary part is given by

JmE, (@ —i0") = nU%q(w) (1.103)
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. — . - Re Q (D-DMRG) e
02—~ — —- ImQ (D-DMRG) . . —
Im Q, exact ! N
-0.403 ©° SN

01~ -0.321 © oA / ‘~.
1/(40) / .

Figure 1.7: Q-function for vanishing interaction U = 0 and semi-elliptic free
DOS with bandwidth W = 2D. The exact result (thin solid line) for the imagi-
nary part is compared to the deconvolved D-DMRG data.

with

(0] (]
q(w) ::/0 dwp(0; — o) A donp(w)p (@) — o) . (1.104)
Using (1.102) for
Jim X = lim (Z; + X)) (1.105)
yields
lim JmQ(z) = Jm lim Z(@) =nq(o) . (1.106)
U—0 U—0U?[1 —Gy(2)Z(z)]

The complete Q-function is obtained through the Kramers-Kronig relation.'*

Fig. 1.7 shows the real and imaginary parts of the Q-function for the case of vanishing
interaction and a semi-elliptic free DOS with bandwidth W = 2D. For the D-DMRG cal-
culation we used m = 256 states in the projected basis and a chain of Ny = 200 fermions.
The exact result (for Nf = o) and the deconvolved DMRG data for the imaginary part
are nearly indistinguishable on this scale. The maximum difference between the DMRG
data for JmQ and the exact result is |IJm(QpmMrG — Qexact)| = 0.00285D reached for
® ~ 1.2D. The sum rule (1.95) predicting a value of —% ~ —0.7853982 for the inte-

“From Eq. (1.104) we can learn why the Q-function has ¢'(L*) poles: The two-fold convolution of a
function p (@) with & (L) poles has &'(L?) poles.
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grated imaginary part of Q() is fulfilled by the D-DMRG result —0.7853999 with a
relative error of 2 - 10~*%. The high-frequency limit of the real part ReQ(w) — 1/(4®)
[cf. Eq. (1.94)] and low-frequency fits for the real and the imaginary parts are shown
in Fig. 1.7 for comparison. The imaginary part is expected to behave like ImQ(®) =
—4/r2@* ~ —0.4050° for @ — 0 which agrees nicely with the low-frequency fit on the
fit-interval @ € [~0.2D,0.2D] of —0.403w?. The value JmQ(0) = —0.000101D at zero
frequency provides a further indication for the accuracy of the DMRG if compared to the
expected exact result of JmQ(0) = 0.

1.7 Effective impurity models in the framework of
dynamic mean-field theory

The interest in the quantitative analysis of STAMs has been intensified considerably by the
advent of a systematic mapping of strongly correlated lattice models such as the periodic
Anderson or Hubbard models onto an effective quantum impurity hybridizing with the
surrounding fermionic bath. This is the key point of dynamic mean-field theory (DMFT)
[ , ] which is based on an appropriate scaling of the non-local parts of the
Hamiltonian [ , ], for reviews see Ref. | , , ]. In Chapt. 5
a one-band Hubbard model on the Bethe lattice with infinite coordination number z — oo
in the half-filled case with one electron per site, nearest-neighbor hopping ¢, and Coulomb
repulsion U is investigated, cf. also Refs. [ , ]. In the none-interacting case
U = 0 we choose as “free” bandwidth W = 2D introducing D as energy scale. Scal-
ing the hopping r = D/(2/z) [ ] leads to the dynamic mean-field theory (DMFT)
[ , , ]. For treating Hubbard models in the framework of the DMFT the
lattice problem is mapped onto an effective single impurity Anderson model (SIAM) sup-
plemented by the self-consistency conditions that the interaction U, the full local Green
function G(w) and the local self-energy X () are the same in the lattice and in the SIAM
[ I

The DMFT as an approximation to finite dimensional systems is by now a widely em-
ployed technique [ ]. In recent years, the DMFT is applied very successfully in
combination with ab initio density-functional theories to include important correlation
effects in the description of real materials [ , ]. In this way, the unbiased
knowledge about the bands could be enhanced by the inclusion of interaction effects be-
tween the excited quasi-particles. It turned out that the combination of density-functional
results and DMFT makes the quantitative understanding of spectroscopic data possible
[ , , , , , , , , ]. Hence the quanti-
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initialization —— I7(z), G2"*%(z) —— | D-DMRG impurity solver

i o,
self-consistency? T l
And,0,_y (1.107)
L), GO L0 Gl = GAn(y)

Figure 1.8: Schematic representation of the iterative self-consistency cycle
for the Bethe lattice with nearest-neighbor hopping.

tative understanding of all features of the DMFT solution of the Hamilton operator of a
“simple” one-band Hubbard model [cf. Eq. (5.1) in Chapt. 5] is mandatory.

Recent progress in the numerical calculation of dynamic quantities for quantum impu-
rity models [ , , , ] by dynamic density-matrix renormalization
(D-DMRG) [ , , ] make calculations possible with well-controlled
resolution at all energies. Thereby, spectral functions and ground state energies be-
come accessible which so far eluded a quantitative determination. With the correc-
tion vector method we compute p(®) broadened (convolved) by Lorentzians of width
1 €[0.01,0.1]D. The unbroadened p (®) is retrieved by least-bias deconvolution [ ].
It is used to determine the continued fraction of the bath function in the next iteration of
the DMFT self-consistency cycle [ ].

The DMFT self-consistency cycle is sketched in Fig. 1.8. Starting from an initial (in-
dices “1”) hybridization function I the effective single impurity Anderson model is solved
by D-DMRG. The self-consistency conditions of the DMFT (see above) lead to the simple
relation

Ii(z) = (B/2)° Gg**(2) = (£/2)* G5 (=) (1.107)

between the final (indices “f”’) hybridization function It and the Green function of the
SIAM. The new effective SIAM is extracted via (1.107) and the procedure is repeated
iteratively until convergence is reached. At self-consistency, the Green function of the
impurity problem gives the Green function of the Hubbard model. For results and details
see Chapt. 5 and Refs. [ , ].



2 Dynamic density-matrix
renormalization

The density-matrix renormalization group (DMRG) is a numerical technique for the effi-
cient truncation of the Hilbert space of one and quasi-one-dimensional strongly correlated
quantum systems. Since it was introduced in 1992 by Steven R. White [ , ]
the DMRG has been applied to both fermionic and bosonic low-dimensional quantum
lattice systems. Originally designed as a real-space scheme for finding accurate approxi-
mations to the ground state and the low-lying excited states of one-dimensional quantum
lattice systems at zero temperature the field of application has been extended remarkably.

Sect. 2.1 of this chapter presents a short introduction to the conventional density-matrix
renormalization group. The main part of this chapter describes the concrete DMRG
implementation developed in this thesis and the methods used to calculate the zero-
temperature dynamics of single impurity Anderson models.

Let us collect some introductory and reviewing literature on DMRG. The proceedings
of the workshop “Density-Matrix Renormalization” held in Dresden in 1998 edited by
Peschel et al. | ] give a pedagogical introduction to real-space DMRG and present
some of the most important applications. The DMRG has its origin in the numerical
renormalization group (NRG) by Wilson [ ]. This connection is worked out in
Refs. [ , ]. An introductory course to the Lanczos method and to DMRG
algorithms can be found in Ref. [ ]. For a more complete overview to applica-
tions in and beyond condensed matter physics we refer to the review articles from Hall-
berg | , ] and Schollwick [ ]. These review articles describe apart
from the calculation of static, dynamic, and thermodynamic quantities the potential of
DMRG in two-dimensional quantum systems, quantum chemistry, three-dimensional
small grains, inclusion of phonons and disorder, equilibrium and non-equilibrium sta-
tistical physics, nuclear physics, and high energy physics. Shibata [ ] concentrates
on DMRG methods applied to finite temperatures and two-dimensional systems. Dukel-
sky and Pittel | ] give an overview of DMRG for finite Fermi systems such as
small grains, small molecules and nuclei (including momentum space DMRG (kDMRG)
[ , ], particle-hole DMRG (phDMRG) [ , ], and preservation
of symmetries throughout the iterative truncation process [ , 1). Nishino
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[ ] introduces the DMRG from a variational point of view. Pati et al. | ] describe
and compare exact and approximate theoretical techniques for quantum magnetism in low
dimensions putting special emphasis on DMRG. To finish this summary of the introduc-
tory literature we want to hint to the homepage of the workshop on “Recent Progress
and Prospects in Density-Matrix Renormalization” held in Leiden in 2004 [ ] which
gives an up-to-date list of groups working on and with DMRG and their current projects.

2.1 Conventional DMRG

After Wilson was so successful applying his numerical renormalization group approach
to the single impurity Kondo problem [ ] there was great hope that other many-
body problems such as the one-dimensional Hubbard model [ , , ]
or Heisenberg models [ ] might be treated in a similar fashion. But the real-space
renormalization group (RG) techniques [ ] applied to these models turned out to
give rather poor results.

2.1.1 Standard real-space blocking scheme

The key idea of all real-space renormalization group techniques is to enlarge the system
iteratively while keeping only a constant number m of basis states. Thus in standard
approaches one begins with breaking up the full system into several sublattices (finite
parts of the system, “blocks”) B,, and proceeds with building larger blocks out of the
smaller ones. Let us denote the Hamilton operator involving the sites contained in block
B, by ¢p,. Usually one starts with a small system By, that can still be treated exactly.
The dimension of the Hilbert space grows exponentially with the system size L,

dim = f*, (2.1)

assuming we have f degrees of freedom per lattice site (e.g. f = 2 for a single S=1/2
site). Thus the number of sites in the small block By,j, which can still be represented by

m states is
Lin = TRUNC(log 7 m) . (2.2)

The real-space blocking scheme consists of the following steps:

® Choose two blocks B and B’ of the set {B, }. Preferably, these blocks contain Ly,
sites and can be represented by m basis states.

® Construct the Hamilton operator .73 consisting of .73, .7/ and the part contain-
ing the interblock terms (involving sites of block B and B'.)
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B —_— B — C = BB
— |

Figure 2.1: Joining two sublattices (“blocks™) B and B’.

® If the size of the Hilbert space of the concatenated system C = BB’ (see Fig. 2.1)
does not exceed m continue with step @ replacing B and B’ in {B, } by C.

® Otherwise, diagonalize .7¢ obtaining the m eigenvalues lowest in energy and their
corresponding eigenvectors.

® Perform a base transformation projecting .7¢ onto the truncated space spanned by
the m lowest-lying eigenstates: Form J% = 0. ¢ where the columns of & are
the m lowest eigenvectors of J7¢.
All operators o7 of interest (observables which shall be evaluated finally) or opera-
tors at the block edges (needed to glue the new block C to another one) have to be
transformed also to the new basis: &7 = 0.7/ 0.

® Replace blocks B and B’ in {B,} by block C.
@ Continue with the first step @.

It is important to keep in mind that the Hamiltonian .7 is only an approximation for the
Hamiltonian of block C = BB’ since its projected on the states kept during the iterative
procedure. The selection criterion—which states to keep in the reduced basis and which
to drop—is based on the energies of the corresponding states in the above-described real-
space RG scheme. An important difference to Wilson’s solution of the Kondo model
is that this truncation procedure does not lead to an effective (“renormalized”) model
with exponential decrease of the couplings between adjacent “momentum shells” which is
essential for the method to work [ , , ]. Instead the coupling remains
constant. Thus, the selection criterion is not the optimum. Improvements have to be
found. This is the topic of Sect. 2.1.3.

2.1.2 Boundary conditions

One of the reasons for the unreliability of the attempts to extend Wilson’s approach to a
real-space scheme could be identified by White and Noack [ ]. Fig. 2.2 illustrates
the ground state wave functions of two blocks B and B’ and of the compound block C =
BB'. The lowest-lying states of B and B’ all have nodes at the block ends. Thus, they
are a bad choice to describe the ground state of C because all product states of BB’ have
nodes at the center of the combined block. In this sense the low-lying eigenstates kept in
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Figure 2.2: Cartoon of the ground state wave functions of blocks B, B', and
the fusion block C = BB'.

| block S | | block E |

/ 2 sites \

______

| system ! environment |
¢ superblock ¢

new block § new block E

| | |

Figure 2.3: Schematic form of a superblock procedure. Open rectangles rep-
resent blocks and solid circles are single sites. The system (§) and environment
(E) block are enlarged by one site ®. Together they form the superblock where
the target states are calculated. The new blocks are obtained by a density-
matrix projection (cf. Sect. 2.1.3).

standard renormalization group blocking schemes only provide a too incomplete basis set
to obtain an accurate eigenstate for a larger lattice size.

By applying a variety of boundary conditions (and combinations of them) to a real-
space block in order to simulate the effect of the environmental blocks White and Noack
obtained excellent results for the toy model investigated (the “particle in a box” prob-
lem). A different way to ensure the use of correct boundary conditions is the so-called
superblock procedure. The key idea is to consider not merely isolated blocks which
would impose wrong boundary conditions but to embed the block in a larger system, the
superblock. This superblock method seemed to be much better suited for applications
to interacting systems, since the general behavior at the boundaries is provided automat-
ically by the embedding of the block of interest in a large superblock, mimicking the
thermodynamic limit system in which the block is ultimately embedded.

2.1.3 Density-matrix projection

The other key essence of an appropriate real-space renormalization scheme was added
by White in two subsequent papers [ , ]: What is the correct prescription to
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select the relevant states of a system? In Wilson’s NRG the systematic thinning out of
degrees of freedom—Ileading to simplified (“renormalized”) effective Hamiltonians—is
performed via integrating out contributions from high-lying energy levels. This truncation
or projection scheme was called into question by White. He replaced the tracing out of
high energy states (to describe the physics on successively lower energy scale) by a new
selection prescription: The optimum states to keep are the most probable eigenstates of
the reduced density-matrix of the block. This decimation procedure—the density-matrix

projection—can be justified following three different routes [ ]:
1. optimization of expectation values [ 1,
2. optimization of the wave function [ , ] and
3. optimization of entanglement [ , , , ].

All three lines of argument lead to the same truncation prescription based on properties
of density-matrices. In the following two sections the basic arguments of White’s lines of
arguments is presented.

2.1.4 Optimization of expectation values

Let us consider a finite part of the lattice called the system block with a Hilbert space
of dimension M. The goal is to derive a truncation procedure from M to m < M states.
The rest of the lattice is called environment block, which may be finite or infinite. Let
i) denote the entire set of many-body states of the system block and |j) the many-body
states of the environment block. If ¥ is a pure state of the entire lattice (the superblock,
sometimes also called “universe” in the DMRG literature), we can write it as

P) =) Wildlj) with (P|¥)=1. (2.3)

i,
Then the state of the system block can be described in terms of a reduced density-matrix
P = Treny |'P) (], (2.4)

where the states of the environment have been traced out,

pir = (ilpli") =) Wiy, . (2.5)
J
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The density-matrix operator p is hermitian (p = p*) or symmetric (p = p') if p;7 is real.
Let p have M eigenvalues wy, and orthonormal eigenstates |ug),

fj|ua> :Walua> . (26)

p is positive semidefinite, p > 0, as (B|p|B) = Yo Wa|(Blue)|* > 0 for every |B), and
M
Trp =1 Z = (2.7)
We can write p as a sum of weighted projection operators |ug ) {1y,

M
Z Wt (U - (2.8)

The wq > 0 are the probabilities of the states |uy). It is intuitively clear that those m
states with the largest weights wy, in the reduced density-matrix are the important ones
when describing the ground state of the system. Let A be an arbitrary operator acting on
the system. Its expectation value is, using Egs. (2.3) and (2.5),

(PIA|P)

A =)

e ZAii/pii, = Trsys (ﬁAA) . (29)

il

Expressing Eq. (2.9) in terms of the density-matrix eigenbasis |uy) (2.8), we find

M
(A=Y walua|Alug) . (2.10)

a=1

This equation is the key result of this section: If for a particular o, wy ~ 0, we make
(nearly) no error in (A) if we discard the corresponding state |ug ), for any A.

Let us assume the states |uy) are ordered such that w; > wy > w3 > ... and project
the system state space onto the m dominant eigenvectors |uy) with the largest eigenvalues

Wa,
m

(A)approx = Y wa (e |Alua) - (2.11)

a=1
If A is a bounded operator, such as the energy per lattice site,

<¢|A|¢>’
(99)

Al = =cqa, 2.12)

ma
{45}
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Figure 2.4: Weights in the reduced density-matrix of a § = 1/2 Heisenberg
chain with 40 sites in the first symmetric block configuration after the build-
up (system and environment block with each 20 sites). The first m = 128 of
M = 256 eigenvalues of p are shown. The truncated weight is £, = 1.38- 10713
for this example.

the error for (A) is bounded by the truncation error

A

‘ <A>approx - <A>

M
< ( y Wa) cA = €pca - (2.13)

a>m

The error for local quantities, such as energy, magnetization or density, is of the order of
the truncated weight
m M
gp=1—Y wa= Y wq. (2.14)
o=1 a>m

The discarded (M —m) states contribute with a relative weight of €,. Thus, a fast de-
cay of density-matrix eigenvalues wy, is essential for this truncation procedure. A typical
example for the decay of the weights is given in Fig. 2.4 for the DMRG ground state
energy calculation of a §=1/2 Heisenberg chain. The discarded weight of Eq. (2.14) is
proportional to the total error in the quantity of interest only in one DMRG step assuming
the system had been embedded in the final and exactly described environment. In a real
calculation, the errors accumulate and additional sources due to the approximate repre-
sentation of the environment come into play (environmental error). After additional steps
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to eliminate environmental errors (i.e. a considerable number of finite size sweeps, cf.
Sect. 2.1.8) the error (though often larger than the truncated weight) remains small.

In summary, we have convinced ourselves that if the superblock is in a pure state, the
optimum states to keep are the m most significant eigenstates (i.e. the states with the
largest eigenvalues) of the reduced density-matrix of the system block, obtained from
the wave function of the superblock via Eq. (2.5). The state |¥) in Eq. (2.5) is called
target state as the reduced basis is optimized to represent this specific state. One can also
consider the superblock to be in a mixed state, which we will address in Sect. 2.1.6.

2.1.5 Optimization of the wave function

In this section we follow White’s original way [ , ] to justify the truncation
scheme we derived in the previous section via “optimization of expectation values”. Let
us assume we obtained one particular state | ), typically the ground state. The task is now
to find a truncation procedure such that the approximate wave function |‘f’) minimizes the
distance in the quadratic norm,

S = H|l{f>—|§f>H . (2.15)

Using |i) (i = 1,...,Ms) for the full basis set of Mg states of the system block S, |j)
(j=1,...,Mg) for the environment E, and |uy) (@ = 1,...,m) with m < Ms and |ugy) =
Y.;uq i|i) for the reduced set of m states of the system, the approximate wave function p
can be written as

m<Ms Mg Ms Mg
=) Z“ow ua)|j) = ZZ'H,\ 17) - (2.16)
a=1 j= i=1j=

Given a specified value of m, the minimization of .% has to be achieved by varying over
all ag j and |ug), subject to (uq|uy) = 8¢ o Writing

V) =Y aglua)|ve) (.17

where vq j := (j|va) = Naaq,j. The constants Ny are chosen to normalize |v), i.e.
Yilva, j|2 = 1. In matrix notation and assuming real coefficients for simplicity, we find

m 2
7 =Y (%- ¥ aatama) (2.18)

i,j a=1
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and .#” has to be minimized over all uq ;, v, j, and aq. The solution of this minimization
problem is given by the singular value decomposition (SVD) [ , Jof ¥,

¥ = UDV'. (2.19)

U € RMs*Ms ig orthogonal, V € RMs*Me ig column-orthogonal, and D € RMe*Me jg di-
agonal and contains the singular values of ¥.! Let uy and vq denote the octh column of
the matrices U and V, respectively. The ugy, v¢, and ag which minimize .% are given
according to the SVD decomposition: the m largest-magnitude diagonal elements of D
are the aq and the corresponding columns of U and V are the uy and vg.

The optimal states |uy) are the eigenvectors of the reduced density-matrix p of the
system block (2.5),

Mg
pir = (ilpli') =) Wi %Wy; ,
j=1
where the ¥; were assumed to be real. With this definition of p we find
— t t oyt — 2t
p=UDVYV ll)) U =UD"U (2.20)
1

and conclude, that U diagonalizes p. The eigenvalues of the density-matrix p are
Wo = a%x and the optimal states |uy) are the eigenstates of p with the largest eigenval-
ues. Again, each wq represents the probability of the system block being in state |u),
with Zlgsz | Wa = 1. The deviation from unity is the truncated weight (2.14)

m Ms
£p—1—2wa— Z Wo
o=1 oa>m

To conclude, the findings are the same as in Sect. 2.1.4. When the superblock is assumed
to be in a pure state |¥), the optimal m states to keep to represent |¥) are the m most sig-
nificant eigenstates of the reduced density-matrix of the system block. They are obtained
from the wavefunction via Eq. (2.5).

2.1.6 Multiple target states

So far, we optimized the reduced basis to represent a specific state |¥), the target state.
One can also consider the superblock to be in a mixed state. This would be a natural
assumption for finite temperatures, but it is also necessary if we want to target multiple
states simultaneously: e. g. if one wants to find several of the lowest lying eigenstates or

'For a more detailed discussion see Sect. 2.2 of Ref. [ ] or Sect. 3.2.1 and App. A of Ref. [ ].
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if one wants to target for different physical quantities (such as the ground state energy
and a dynamic quantity, cf. Sect. 2.2). One represents the mixed case by defining that the
superblock has probability W* to be in state [*). The appropriate definition for the error
corresponding to the one-target-state formula (2.18) is then given by [ ]

U 2
S =Y WY (W= Y dbgih;) @.21)
k i,j a=1

The goal is determine a single set of optimal uy for the system block, whereas the en-
vironmental part of the system is allowed to choose a different |v& ) for each state |¥*).
Minimizing over the ug, V%, and a¥, the result can again be written in the form of an
eigenvalue equation,

Plua) =walug) , (2.22)

with the |uy) being the eigenstates of p. For this case of the superblock being in a mixed
state the reduced density-matrix is given by

D =YW (W) e @)

pir = (i1pli) = <i

(;W"Trenv Pk gk y)

and the weights w, are given by
k()
wa =Y W (ab) . (2.24)
k

The conclusion for the mixed case scenario is the same as for the pure state case: the
optimal states to keep are the eigenvectors of the reduced density-matrix with the largest
eigenvalues.

2.1.7 Infinite size algorithm

The simplest implementation of a numerical scheme based on a density-matrix truncation
and a superblock procedure is the so-called infinite size DMRG algorithm [ 1.

@ Choose a lattice of some small size Lg, forming the initial system block S. At initial-
ization, the system block normally contains Lyy;, sites, 1. e. the basis is complete for
this block and of dimension Mg < m. Thus, the Hamiltonian %’gLS and all operators
acting on the block are known exactly.

® Add a single lattice site ® with f degrees of freedom to the system block S yielding
anew system block S’ with Ly = Lg+ 1 sites represented by Mg = fMg > m states.
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Figure 2.5: Scheme of our implementation of the infinite size DMRG algo-
rithm (routine ABuild of the C++ program). Shaded rectangles are exact
blocks of length Ly, or Ly + 1, solid circles are single sites. The system
(S) block is enlarged by one site ® and the small environment (E) block is cho-
sen such that the total chain length stays even during the build-up procedure.
The last configuration marked with % is not mandatory as the resulting pro-
jected system block cannot be used as new environment block in the finite size
algorithm, cf. Sect. 2.1.8.

pImgy

e L . o
The Hamiltonian J7, S acting on S’ can now be expressed in this new enlarged

basis. The same has to be done for all boundary operators or operators of interest.

Form an environment block E. In symmetric problems this could be a mirrored
version of the system block. For our asymmetric situation we choose a small block
of Lpin or Ly, + 1 sites which can be represented exactly with m or fm states,
respectively: Mg < fm. The size of E is chosen in such a way that the superblock
size remains even.

Form the superblock of length L = Lg + Lg from S’ and E. In principle the su-
perblock Hamiltonian could be constructed explicitly on the Hilbert space prod-
uct basis of size MSrME This would lead to matrix-vector multiplications scaling
with M. ,M2 o m*. A more efficient implementation provides routines for applying
g @1, 1g ® 7 and g containing the inferblock terms (involving sites of
block S’ and E). This leads to an DMRG algorithm of order &'(m?).

By using large sparse matrix algorithms find all target states |¥*) in the superblock,
i.e. the ground state, excited states, and in the dynamic DMRG a frequency de-
pendent correction vector (see Sect. 2.2). Calculating all target states is the most
time-consuming part of the algorithm.
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® Form the reduced density-matrix (2.23) of the system block: p =
Y WrTrg |[P%) (P*|. Determine its eigenbasis |ug) ordered by descending eigen-
values (density-matrix weights) wq. Construct a rectangular (Mg X m) matrix &
where the columns of & are the m eigenstates of p with the largest weights.

@ Now apply a density-matrix projection: form a new (reduced) basis for S’ by car-
rying out the reduced basis transformation % = 0.4 0 onto the new m basis
states.

All operators o7 of interest (observables which shall be evaluated finally) or opera-
tors at the block boundaries (needed to glue the new block S’ to another one) have
also to be transformed to the new basis: &7 = 0.7 0.

® Replace system block S with S’ (and Lg with Lg) and continue with step @ until the
desired final length is reached.

® Calculate desired properties (energies and correlations) for the final length. This
step is normally also carried out at each intermediate length. This allows to do a
finite size scaling for the desired properties and to extrapolate the results to infinite
system size.

Some additional notes to this version of the infinite size algorithm, cf. Fig. 2.5, are neces-
sary.

The system block S is enlarged by one site ® and the environment block E is chosen
such that the total chain length stays even while building up the system. This prohibits the
superblock ground state from switching the total spin-z sector (S, + T5,) in the build-up
procedure. As the final length of the spin chain is of size Lgpin = 2Lferm, and thus always
even, the ground state of the final system has always zero total spin-z component. It has
turned out to be useful not to allow for configurations differing from this prescription, i. e.
we do not construct Jordan-Wigner spin chains of odd length. In the fermionic language
these considerations reflect the fact that our calculations are done at half-filling.

In translationally invariant chains the environment block can be handled in the same
way as the system block: enlarge E by one site E/ — oE, use the superblock target states
to find the reduced density-matrix of the block E’ (by tracing out the system §’ this time),
project it onto a reduced basis of size m, and replace E with E’. For the spin chain version
of the SIAM (where the hopping constants ¥; differ in principle from bond to bond for a
general bath function) this build-up procedure would assume wrong couplings for the en-
vironment. Thus, we use the somewhat slower but model-independent version described
above and depicted in Fig. 2.5. Additionally, for reflection-symmetric Hamiltonians, one
may consider system and environment to be identical. This again is not useful here as the



2.1 Conventional DMRG

49

targeting itself is asymmetric in our D-DMRG program. We will address the reason for
the asymmetry in the target states in Sect. 2.2.3.

Another aspect addresses the efficiency of the large sparse matrix operations. The
separate bookkeeping of system and environment basis can be used to formulate a well-
performing scheme for matrix-vector operations. In step @ the product basis of the system
block S (not the superblock) is built explicitly. Alternatively, the basis sets of the system
block S and the single site ® can be handled separately. Thus, a routine which performs
the application of f%’féy = %”SES 1 in terms of a basis of product states is needed. Let us
collect the orders of all involved multiplications for both schemes assuming for simplicity
that we have fm states in the system block S’ = Se and in the environment block E/ = ¢E
as well as only nearest-neighbor interactions. Let s denote system and e environment
block states. Applying 7%y ® 15 to a superblock vector |¥) gives

@) = (Hy @1p)|¥)

fm
(se|P) = Z(seL%’fg/ ® 1p|5€) (se|¥) .

,e

i

Applying the Hamiltonian this way would result in a & ([ f m]4) algorithm with very poor
performance. By decomposing the products in system and environment contributions we
end up with a well performing &'(m?) algorithm.

decomposition:  (se| #y @ 1g/|5¢) = (s|.7#|5) (e|1g/|é)

fm fm
(Se|@) =} (el1p|e)(se|®) and (se|®) =} (s|-75]3)(Se| )

= ﬁ(fm[fm]z) = ﬁ(f3m3) ,

10 where / is the last site of ' and /+ 1 the

while for a typical interaction ¢y g = SZS
first site of E’,

@) = (S, @S, ))|¥)

fm
<se\(15)=Z(se]SZ®SZ+1]§é><s“é\’P) = ﬁ([fm]“)?

El

“n
™

decomposition:  (se|S;” @S, ,158) = (s|S/15)(e|S.. [é)

fm fm
(Se|@) =) (eS;,112)(52|®) and (se|®) =) (s|S/5)(5e|o)

= O([fmP+[fm]*) =20(f*m’) .
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Summarizing the orders of this decomposition scheme we find
H =My @+ Hyp +lg@Hp = 40(fm’). (2.25)
—— —— ——
o(pm)  20(pm)  o(Pm)

If the single sites are not incorporated into the blocks, the decomposition can be taken one
step further, leading to

%:%(glooﬁ;"— %0@1.@ +15®%0®1EJ+ 150@%[2 +1Soo®%

-~

o(rm)  o(Pm+rm) 20(f3m?) ﬁ(f3m;1f2m3) o (r2m)
= 4O0(fm+ ) . (2.26)

Both schemes are of order ¢(m?) which is essential for the algorithm’s performance.
Scheme (2.25) is easier to implement as only two basis sets have to be managed. Further-
more, an efficient preconditioner based on diagonalization of the block Hamiltonians .7¢%
and .77z can be used, cf. Sect. 2.2.4. Nevertheless, if the number of degrees of freedom
per site f is large, scheme (2.26) can be more efficient [ ]. As in our case f = 2,
we use the simpler deconstruction scheme not managing the single sites separately.”

The infinite size algorithm is intended to describe the properties of low-dimensional
quantum systems in the thermodynamic limit L — co. Systems of growing size (L — L+ 1
or L — L+2 in each step) are investigated, identifying converging properties (ground state
energies, energies of excited states, correlation functions, etc.) and taking their limits as an
approximation for the values at infinite system size. With system size growing but keeping
fixed the number of states m kept in the reduced basis, truncation errors accumulate.
This causes rather significant errors especially for approximate correlation functions when
very large system sizes are treated. Another reason for the failure of the infinite size
DMRG is the fact that the idea of simulating the final system size by small environment
blocks in the early DMRG steps cannot be implemented very well. As DMRG is usually
formulated in the canonical ensemble, the number of particles is kept fixed for a given
system size L. In electronic systems where the particle number is growing during system
growth (step ® in the infinite size¢ DMRG algorithm) to maintain the particle density
approximately constant, a lack of “thermalization” of the particles injected during system
growth is observed [ ]. Hubbard models far from half-filling or with complicated
filling factors and models with the strong physical effects of impurities or randomness

2We kept track of the number of operations arising in a specific order of f and m. This is of course not a
rigorous counting as implementation-dependent overhead might come into play in either of the schemes.
Nevertheless, for small f and moderate m the prefactors might be of interest and thus we kept them in
the formulas.
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in the Hamiltonian are affected by this problem. They cannot be accounted for properly
by the infinite-size algorithm as the total Hamiltonian is not yet known at intermediate
steps. This can be overcome by optimizing for a given system size L using the finite size
algorithm described in the next chapter.

2.1.8 Finite size algorithm

The finite size DMRG manages to eliminate the problems of the infinite size algorithm to
a very large degree and to reduce the error almost to the truncation error. The idea is to
carry out the infinite size algorithm until the superblock reaches some preselected size L
which is kept fixed in all subsequent steps. These steps are similar to the prescription used
in the infinite size DMRG, but instead of growing the system block § while keeping the
size of the environment block E constant (or simultaneous growing both blocks S and E
in the case of reflection symmetry), growing one block is accompanied by shrinking the
other block. The system block § is enlarged by one site and the environment block E is
chosen such that the total chain length stays constant during building up the system. The
reduced basis transformations (projections) are carried out only for the growing block. We
refer to the growing block which undergoes the projections always as the system block. As
environment block a previously stored system block is taken. Thus, system blocks of all
sizes and operators acting on this block (expressed in the actual block’s basis) must have
been stored in preceding steps. They might result from the build-up via the infinite size
algorithm or from previous applications of the finite size DMRG. The growth direction
is reversed if one block (in our nomenclature always the environment block E) reaches
some minimum size Ly, Which is normally chosen via Eq. (2.2) such that a block of size
Lin can be represented exactly. Reversing the growth direction implies interchanging the
role of the two blocks: The former system blocks are now the environment blocks for
the opposite growth direction; the former environment blocks are the new system blocks
which are enlarged by one site prior to projection. In case of a system which is symmetric
under reflection, blocks can be mirrored at equal size. In the asymmetric case studied in
this thesis the environment block is shrunk to the minimum size for both directions. A
complete sequence of growth and shrinkage for both blocks is called a finite size sweep.
Let us collect all necessary steps of our implementation of the finite size algorithm.

©® Build-up
Build a superblock of size Lg using the infinite size algorithm described in
Sect. 2.1.7. End up with a configuration shown in the last line of Fig. 2.5 or the
first line of Fig. 2.6. All system blocks constructed during the infinite size build-up
have to be stored after the density-matrix projection (cf. Sect. 2.1.3). This includes
the block Hamilton operators, all other operators of interest (observables which
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Figure 2.6: Scheme of our implementation of the finite size DMRG prescrip-
tion done just after a infinite size build-up. Shaded rectangles are exact blocks
of length Lp,,, solid circles are single sites. The final block configuration is
symmetric [marked with (sym) in the figure] and is the starting point for a
finite-size sweep, cf. Fig. 2.7.

shall be evaluated finally), and operators at the block edges (needed to glue the
saved block to another one).

Warm-up

Continue with the procedure illustrated in Fig. 2.6. Interchange the role of system
block S and environment E. Let the new small system block (shaded block in the
second line of Fig. 2.6) grow until the environmental block reaches a minimal size
of Ly, ending up with the configuration marked with Y. The blocks stored in step
© serve as environment blocks for this right-to-left sweep. This part is handled by
the routine ASweep2 of the C++ program.

The steps to add a single site to block S and the adjacent density-matrix projec-
tion are nearly the same as in steps @ to © of the infinite size scheme. The only
difference is that the total chain length L = Lg+ Lg is kept at a fixed value while
Ls— Ls+1and Lg — Lg — 1.
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® Now the sweep direction is switched and the role of system and environment blocks
is interchanged again. The system configuration is brought back to a symmetric
situation [marked with (sym) in Fig. 2.6]. This half of the left-to-right sweep is
done by the ASweep3 routine.
This and the preceding step are the warm-up procedure. They are only performed
just after a new build-up via step @. They ensure that most of the stored blocks
have been optimized once using the full system size L and restores a symmetric
configuration before the real sweeping procedure starts in the next step.

® Full Sweep

Starting from a symmetric configuration perform a full finite size sweep with fixed
chain length L, i.e. do in a row a middle-to-right sweep (ASweep1), a right-to-left
sweep (ASweep2), and a left-to-middle sweep (ASweep3). This part is visualized in
Fig. 2.7.

Continue sweeping @ until the desired accuracy in the calculated properties is
reached or no further improvement (keeping the number m of states in the reduced
basis fixed) is observed.

Again we note that the environmental blocks E are the projected system blocks of the
previous steps. After the warm-up 3/4 of the environment blocks and after the first middle-
to-right sweep of step @ all blocks E are optimized for the final chain length L. So all
calculations after this stage of the algorithm are performed under knowledge of the full
Hamiltonian and optimized environmental blocks. The superblock Hamiltonian is given
for chains with nearest-neighbor couplings only as a sum of the system Hamiltonian,
the environment Hamiltonian, and the contribution connecting the two blocks [cf. i.e.
Eq. (2.25)],

T =I5 g+ g + 15 R HE . (2.27)

The importance of using large sparse matrix operations to evaluate an application of 7
to a superblock vector |¥) has been discussed in Sect. 2.1.8.

Configurations marked with % are not mandatory as the resulting projected blocks
can not be used as new environment blocks, so they could be dropped from the scheme
introducing Ly,i, + 1 as new minimal block length. But these configurations are special
in the sense that the environmental blocks of length L, are exact. Thus, we use these
boundary configuration to analyze the numerical configuration dependence of physical
quantities during a finite size sweep. For large L the inclusion of the % configurations
does not slow the algorithm significantly, so we prefer to keep them in the sweeping
process.

The finite size algorithm mostly gives substantially more accurate results than the infi-
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Figure 2.7: Scheme of our implementation of a full finite size DMRG sweep.
Shaded rectangles are exact blocks of length Ly, or Ly + 1, solid circles are
single sites. Starting point is the last configuration reached in Fig. 2.6.

nite size algorithm for a given system size L. Therefore the finite size algorithm is usually
preferred unless there is a specific reason to go to the thermodynamic limit.

2.1.9 Checks via conventional DMRG

Before we calculate dynamic properties with DMRG in Sect. 2.2, the “conventional”
DMRG part of the C++ program has to be checked. This is most easily done by compar-
ing the ground state energies obtained by DMRG with analytical results.
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L 20 40 60
DMRG || -6.190744 999 827 379e+00 | -1.255389 855581 186e+01 | -1.891904911985461e+01
exact -6.190744 999 827 377e+00 | -1.255389 855581 189e+01 | -1.891904 911 985 469e+01
L 80 100 120
DMRG || -2.528 471689739 627e+01 | -3.165059457770 153e+01 | -3.801 657 806 512475e+01
exact -2.528471689739745e+01 | -3.165059457771009e+01 | -3.801657806516 119e+01
L 140 180 220
DMRG || -4.438262233186449e+01 | -5.711481260771376e+01 | -6.984707 715424 186e+01
exact -4.438262233198018e+01 | -5.711481260834951e+01 | -6.984707 715 641 598e+01
Table 2.1: Ground state energy Ey(L) of an XY chain (2.28) of even length
L. The exact results are obtained using Eq. (2.30). The DMRG values were
calculated with m = 256 states and five sweeps.
fit order ) l;o l~7_1 Z)_z
L —0.317132
L —0.31829 | +0.177503
L! —0.318309 | +0.181568 | —0.12266
L2 —0.31831 +0.181687 | —0.13056 | +0.1174
L2 fixed exact | +0.181689 | —0.130684 | +0.119118
L2 fixed exact | fixed exact | —0.13079 | +0.120927
L2 fixed exact | fixed exact | fixed exact | +0.123356
exact —0.318310 | +0.181690 | —0.130900 | +0.130900
Table 2.2: Fit parameters obtained by least-square fits of DMRG results for
the ground state energy of free fermions using m = 256 states and 5 finite size
sweeps for system sizes between 20 and 220 in steps of 20 sites. The exact
coefficients, cf. (2.30), are given for comparison.
XY chain

In the Hamilton operator (1.67) the case of spinless fermions corresponding to an XY spin
S=1/2 chain is included. If we choose a vanishing Coulomb interaction U = 0, the S spins
in (1.67) decouple from the T spins. Hence only the S part of the chain has to be included
in the DMRG calculations. By further specializing to constant couplings V = 7 1= J/2
introducing the energy scale J, the Hamiltonian is simply given by>

M=

i+1 . (SiSi +87Si,,) - (2.28)

1

L
Sy =7/2) (S{Sii, +he) =J
i=1

Il
—

We discussed the Jordan-Wigner mapping which relates this model to free fermions in
Sect. 1.6.2. This allows us to use the dispersion relation (k) = — cos(k) for free spinless

3In a more strict nomenclature the term XX model is more appropriate as the coupling constants for the

S;Sy,, and S7S;, | terms are chosen to be equal here.
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Figure 2.8: Ground state energy of an isotropic XY chain of length L calcu-
lated by finite size DMRG with m = 256 states and five sweeps (dots). Larger
plot: relative finite size deviation vs. 1/L on double-log scale. Inset: Ey(L) on
linear scale. The straight line corresponds to a fit including powers in L from
L' to L2, The fit parameters are given in the fourth line of Tab. 2.2. The exact
curve (dashed line) is nearly indistinguishable from the fit.

fermions, where we have chosen J = 1 and measure all energies in units of J for the
remaining part of this section. For open boundary conditions—which are used in all
our calculations—no particle creation at sites with indices ‘0’ and ‘L + 1’ is possible.
This restricts the possible momenta, k(L + 1) = mm with m = 1,...,L. Summing up the
negative contributions from the full set of energy eigenvalues EZ for a chain of length L,

mm
EL = —
" cosLle ,

me{l1,2,....L} (2.29)

we find the exact finite size energy Eo(L). The result for chains of even length L is given

L2 1 oo
&@—Z%—zlf—j——:MAZLE’ (2.30)
m=1 Sin (m) i=0

L 1 1 T 1 T _5 -3
~—— ———)——L —L O (L 2.31
+( ) 24 Jr24 +o(L™) ( )
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and for odd L by

L/2-1 sm(2 7L )

(L+1)
EL)= Y EL=-1]1 : . (2.32)

m=1 s1n<2(L+1)

L 1 1 T 4 T _5 -3

~—— - —— —L " ——L O(L 2.33
7r+<2 n)+12 12 +oL™) (2.33)

Tab. 2.1 compares the ground state energies obtained with finite size DMRG using
m = 256 states and five sweeps with the exact values. As the number of decimal digits of
precision in a double floating point number is 15 and the difference between 1.0 and the
minimum double greater than 1.0 is 2.2204460492503131e-16, agreement in 15 digits is
the maximum one can achieve. For 20, 40, and 60 this maximum accuracy was obtained
with the before-mentioned DMRG parameters, cf. Tab. 2.1. Enlarging the chain length up
to 220 sites, the precision is only reduced to 10 digits.

Fig. 2.8 shows the data of Tab. 2.1 as relative deviation of the finite size energy per
site Eg(L)/L from the bulk energy per site versus 1/L on a double-log scale and the
energy Eog(L) on a linear scale in the inset. The data is nearly indistinguishable from
the exact results shown as dashed line. Thus, we extracted the prefactors in the leading
contributions of an 1/L expansion of the exact solution. The analytical values can be
read off from Eq. (2.31) and are given for comparison in the last line of Tab. 2.2. This
table summarizes the results from the fits using a fit function with an 1/L? term as highest
power in 1/L, i.e. Eo(L) = egL+bo+b_1L~' +b_»,L 2. To test the stability of the
least-square fits, we checked various orders of the polynomial—sometimes fixing one or
more of the coefficients to the exact value. The agreement is excellent for ey (the bulk
value for the ground state per site) and b (a surface term which would vanish for periodic
boundary conditions). For the 1/L coefficient the relative error is about 0.25 %, if the
fourth line (“unbiased” four parameter fit) was used. For a stable determination of the
1/ L? coefficient, the data is not precise enough. Nevertheless, the series of fits shows a
clear tendency to reach the correct value from below. A series of values calculated for
small chains would help to fit the higher order coefficients. But here we concentrated on
the accuracy aspect of the energies obtained via DMRG. With only 11 system sizes the
leading three coefficients of the scaling law for the energies of the XY chain could be
extracted in a quantitative fashion.

To find the ground state energy Eo(L) (2.30) we have summed up the energy eigenval-
ues EL (2.29). During the exact build-up phase @ of the DMRG algorithm no projections
are made as long as the Hilbert space size of the represented block does not exceed the

4Cf. DBL_DIG and DBL_EPSILON from float.h.
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Figure 2.9: All energy eigenvalues of an isotropic XY chain of length L =8
calculated during the exact stage of the build-up compared to the exact result.

number of states in the reduced DMRG basis. We can use this to compare all energy
eigenvalues of the still exactly represented system block to the exact eigenvalues EL.
The diagonalization of a block Hamiltonian is easy as the Hamilton matrix is a sparse
block-diagonal matrix. The total magnetization S, (or Si, + T5,, if also T operators
are involved) is due to U (1) symmetry of the model a good (conserved) quantum number.
Thus, all operators including the Hamilton operators of system and environment block can
be expressed in matrix form as dense blocks of non-zero matrix elements with all other
matrix elements zero. These dense blocks can be labelled by the good quantum number.
Fig. 2.9 shows all 256 energy eigenvalues of an XY chain with L = 8 sites labelled by Sj.
The numerically determined eigenvalues agree perfectly with the EL from Eq. (2.29). We
performed similar check for larger chains, where DMRG projections have already been
performed. Here the low-lying eigenvalues of the different Sf,, sectors can be compared.
Furthermore, we checked the correct implementation for even and odd length of the block
and for the first stages of a sweep.

Up to this stage, we have only checked the correct implementation of the S™S™ or
T+T~ operators, i. e. the hopping terms of the SIAM. To check in our C++ program the
S*T? term included in the STAM Hamiltonian, i. e. the Coulomb repulsion, an additional
analysis is needed.
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L 10 20 22

exact -0.425 803 520 728 288

ED -0.425803 520728286 | -0.434 123666719945 | -0.434912539 817420
iDMRG || -0.425803520728288 | -0.434123666719692 | -0.43491253981651
L 24 26 28

ED -0.435574406 683723 | -0.4361376789521 105 | -0.436 622876735 809
iDMRG || -0.435574406 681765 | -0.436137678948903 | -0.436622876731205
fDMRG -0.436 622876735817

Table 2.3: Ground state energy per site of Heisenberg chains of length L.
The results obtained exactly (using a computer algebra tool), via exact Lanc-
zos diagonalization, and via infinite (iDMRG) or finite (fDMRG) size density-
matrix renormalization group are compared. For the DMRG calculations up to
m = 256 states and five sweeps for the fDMRG value have been used.

fit order ) Eguf beont b_,

L —0.442876

L0 —0.443142 | +0.184717

L1 —0.443147 | +0.188607 | —0.166862

L2 —0.443147 | +0.188742 | —0.18125 +0.319
L2 fixed exact | +0.188845 | —0.1905 40.505
L2 fixed exact | fixed exact | —0.188249 | 4+0.457753
L2 fixed exact | fixed exact | fixed exact | +1.00407
exact —0.443147 | +0.188825 | —0.205617

Table 2.4: Fit parameters for the finite size scaling behavior of ground state
energy of a Heisenberg chain obtained by least-square fits of DMRG results
using the data set presented in Fig. 2.10.

Heisenberg chain

In the language of the SIAM the on-site Coulomb repulsion was mapped onto a USyT§,
term on the impurity Jordan-Wigner spins. Keeping the hopping constants fixed to V =
% :=J/2 but allowing for S7S7, ; contributions on every bond instead of a single one—
which is not included the Hamiltonian (1.67)—a full isotropic Heisenberg Hamiltonian

L
Hreis =7 Y SiSis1 (2.34)
i=1

can be investigated. No additional programming had to be done for this, simply an if
clause has to be changed. The analytical results available for the ground state energy of
the Heisenberg chain (or the XXX Hamiltonian) are highly non-trivial compared to the
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Figure 2.10: Ground state energy of an isotropic Heisenberg chain of
length L € {10,...,100,500, 1000} calculated by finite size DMRG with m €
{128,256,512} states and five sweeps (dots). ep = 1/4 —In2 denotes the exact
value for the ground state energy per site for a chain of infinite length. Larger
plot: relative finite size deviation vs. 1/L on double-log scale. Inset: Ey(L)
on linear scale. From this data set the leading finite size scaling behavior was
extracted and the resulting fit parameters, cf. Tab. 2.4, can be compared to the
analytical values.

XX case and are summarized in the following formula (again the energy unit is J = 1)

Eo(L) = eoL + Eug + beont L1 +b_2 L2+ O(L73) (2.35)
1—4In2

eo = Tn ~ —0.443147 (2.36)

T—1—2In2
Egus = fn ~0.188825 (2.37)

T

beont = —% — 7%/48 ~ —0.205617 . (2.38)
The contribution e is the exact ground state energy per site of the isotropic Heisenberg
chain [ , ]. The surface term Eg,s vanishes for periodic boundary conditions.
The exact value for open boundary conditions was determined by Batchelor and Hamer
[ ]. The L~! contribution was calculated by conformal field theory [ 1°. The

For a comment on the b_, L2 term used in Eq. (2.35) cf. footnote 7.
®For the exact result in the case of periodic boundary conditions see also Ref. [ ].
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Figure 2.11: DMRG convergence for growing m. The relative finite size
deviation in the ground state energy per site of an isotropic Heisenberg chain
of length L is shown vs. 1/m on a double-log scale. The sizes of the truncated
Hilbert space m used for this figure are {4,8,16,32,64,128,256,512}.

conformal anomaly (or conformal charge) ¢ for the Heisenberg model is ¢ =1 [ ,
, ] and the “sound velocity” is v = 7/2 [ ].

For the Heisenberg chain no simple explicit formula for the finite size ground state
Eo(L) energy is available. To check the DMRG numerics for small systems, we used exact
(Lanczos) diagonalization to produce numerically exact results for Eo(L). The Lanczos
routines themselves were checked for very small systems by solving the problem exactly
with computer algebra tools. The results are summarized in Tab. 2.3. When finite size
DMRG starts to loose accuracy for moderate system sizes, doing finite size sweeps regains
the full floating point precision of 15 digits, cf. L = 28 in Tab. 2.3.

Fig. 2.10 shows the ground state energy obtained via DMRG for system sizes up to
L =1000. Repeating the analysis done for the XY chain, the finite size scaling behavior
can be extracted. The exactly known values ey, Egyf, and beons [cf. (2.36-2.38)] are
compared to the results obtained by least-square fitting the DMRG values. The findings
are presented in Tab. 2.4. The bulk value of the ground state energy per site ey and
the surface energy Eg,s can be determined accurately and in a robust fashion. For the
coefficient b¢opr reflecting the conformal invariance of the underlying model the relative
error is about 12 %, if the fourth line (“unbiased” four parameter fit) is used. Here—
and especially for the higher order 1/L contributions or logarithmic corrections—more
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values for Ep(L) would be very useful. The fit procedure for b_, already turns out to be
unstable.’

Nevertheless, it is obvious from the preceding analysis that the operators needed for the
construction of the full STAM Hamiltonian are correctly implemented. Furthermore, the
modified build-up and sweeping scheme described in Sect. 2.1.7 and used in our program
is capable of correctly approaching the thermodynamic limit of the models investigated.
We complete the analysis using the conventional DMRG by investigating the convergence
behavior with growing m or additional sweeping.

Fig. 2.11 shows the convergence of DMRG calculations for the finite size ground state
energy of Heisenberg chains of length L € {100,500,1000} by increasing the number of
states m kept in the reduced basis set. Up to m = 512 states for L = 100, m = 256 for
L =500, and m = 128 for L = 1000 were used for this calculation. Note, that typical
chains investigated by D-DMRG will be of length Ly = 240 (Nf = 120) and at maximum
Ls = 800 (N; = 400). The plot clearly shows that enlarging the number of states beyond
m = 128 is only necessary for very large chains. For the D-DMRG this means—as we
need additional target states there—that m = 128 is a reasonable value for intermediate
chains of Lg = 240 and m = 256 can be used to enhance accuracy for larger L.

Another aspect of optimizing the DMRG efficiency is the number of finite size sweeps.
Fig. 2.12 shows the convergence behavior of the ground state energy of a Heisenberg
chain of length L = 500 for fixed values of m between 8 and 256. When keeping only
a small number of states in the reduced basis additional sweeping enhances the accuracy
significantly. If m is already fairly large , cf. Fig. 2.13, the accuracy gain is only moderate.
Clearly visible in Fig. 2.13 is that for m = 128 additional sweeping increases the accuracy
in the ground state energy. Doubling the size of the reduced Hilbert space to m = 256
states, we gain an order of magnitude in the accuracy without additional sweeping. Thus,
the number of sweeps and m have to be chosen in a reasonable fashion to obtain accurate
results in an efficient way. For the application in the dynamic density-matrix renormal-
ization using a second sweep turned out to be not very useful. As a second sweep doubles
the computing time compared to one-sweep calculations we preferred to increase m when
additional accuracy is needed. It easier to find good a trade-off between computation time
and accuracy by optimizing m than by doing additional very time-consuming finite size

sweeps.
7 For periodic boundary conditions Lukyanov [ ] has shown that the correction beyond the L~ contri-
bution is proportional to (Lln3 L)™', cf. also Refs. [ , , ]. It is a plausible assumption

that this logarithmic correction also appears for open boundary conditions. Replacing the L~2 term in
the fit function by the logarithmic term does not improve the results significantly, i.e. bgons Obtained
from the fitting still deviates from the exact value.
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DMRG results for the relative finite size deviation in the ground state energy
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2.2 Dynamic DMRG

2.2.1 Introduction

In the previous section 2.1 we introduced the DMRG as an excellent method to calculate
ground states. Targeting also selected excited states they can be obtained at almost ma-
chine precision. The fact that for an accurate calculation of e. g. an excitation energy the
corresponding excited state has to be included in the set of target states might lead us to
the conclusion that even at zero temperature DMRG is not suitable to calculate dynamic
properties as the time evolution of general excited states will explore large parts of the
Hilbert space [ ]. Nevertheless, it has turned out [ , , ] that the
relevant part of the Hilbert space can be properly addressed by DMRG.

Let <7 be some operator and o7 (¢) its representation in the Heisenberg picture. Then
we can define the time dependent correlation function

Cylt—1")=(0l" ()7 (1)|0)  with ¢ >1 (2.39)

where |0) denotes the ground state of the system. Fourier transforming C,,(r —t’) we can
express the correlation function in spectral or Lehmann representation using the eigen-
states |n) of the Hamiltonian .7 with energy E,

Co(®) =Y [(n]27|0)*8(® - (En — Eo)) - (2.40)

This frequency-dependent correlation function is related to the Green function®

1
i) — T
Gy(o+in) = <o‘¢ w+in—(<%”—Eo)%‘0> (2.41)
via 1
Cy(w)=—=Tm lim Gy (w+in). (2.42)

T n—0+

The parameter 1 ensures causality in Eq. (2.41) and provides a Lorentzian broadening
of Co/(w). The broadened correlation function can be written in terms of a convolution
integral

Co(@+in) = /dw’Cd(w’)pén)(w—w’) (2.43)

8 For the definition of the full retarded Green function see Egs. (1.35, 1.36, 1.37, 1.38) in Sect. 1.5.
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where p]En) is a Lorentzian of width n

o) = (2.44)
introduced in (1.72). The broadening serves either to broaden numerically obtained spec-
tra of finite systems into some “thermodynamic limit” (L = o) behavior or to broaden
analytical results for C,, for comparison to numerical spectra where 1 is finite. The lat-
ter route implies that one is not interested in sharp features in the correlation function as
they are washed out by the broadening. If resolving peaks corresponding to excitations
with very long lifetimes is the objective then one should follow the “opposite” route: re-
trieve C ./ (@) from the numerically calculated C, (@ +in) by deconvolution. We present
various deconvolution schemes in Chapt. 3.

The one-particle Green function with &7 = d;(; for the single impurity Anderson model
has been introduced in Sect. 1.5, cf. Eq. (1.35). Reformulating the SIAM in the lan-
guage of Jordan-Wigner spins we wrote the Green function with .o/ = Sg via Eq. (1.68),
cf. Sect. 1.6.3. Switching from the direct calculation of the local propagator to a
calculation of the “improper” self-energy Q(w + in), cf. Sect. 1.6.4, we have to set
o = d; (”d,l — 1/2) in fermionic language, cf. Eq. (1.98), or &/ = S(J{Tf’) in terms of
Jordan-Wigner spins, cf. Eq. (1.99).

The calculation of the T = 0 one-particle dynamics for symmetric single impurity An-
derson models is the objective of this thesis. In the next sections the various ways how
this can be achieved by the means of the density-matrix renormalization are presented.

2.2.2 Lanczos method

The function G,/ (®) can be written in the form of a continued fraction, cf. Sect. 1.4:

(0.7 27 |0)

2.45
0 (2.45)

2
bl

1—a— —————
Z_az_...
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The coefficients a, and b,, can be obtained by the Lanczos recursion formula [ ] (cf.
footnote 10)

|fri1) = (F —an)|fn) — B2l ft) with (2.46)
| fo) = <7|0) (2.47)
(ful 7| fn)
p= oW 2.48
KA TATS (2.48)
by =0 (2.49)

b2 — <fn—1|<%ﬂ|fn> _ <fn|fn> ) (2'50)

" <fn—1‘fn—l> <fn—1|fn—l>

The iterative procedure generating the coefficients a, and b2 is equivalent to a Lanczos
tridiagonalization of the Hamiltonian with starting vector <7|0). In the normalized basis
| /) and accompanying rescaling of the a, and b2 the Hamiltonian .7 has the matrix
representation

a b3 0
B a b 0
=l o B a B o @31
0 . . .0

The continued fraction (2.45) can be calculated by DMRG [ ]. A number of Lanczos
vectors |f,) (n =0,1,...) has to be included in the set of target states in addition to the
ground state |0). Unfortunately, the number of target states necessary for precise calcu-
lations becomes fairly large [ ]. This in turn implies the necessity to keep a large
number of states m in the reduced DMRG basis. In practice, a minimum of 4 Lanczos
vectors has to be used as target states. In our calculations, the accuracy and stability of
the Lanczos procedure was optimum with 8 Lanczos vectors in the set of target states and
m = 256 states in the reduced basis. Keeping m fixed to 256 and increasing the number of
targeted Lanczos vectors did not improve the results further. This is not very surprising,
as describing a continuum of states completely with a finite amount of states (Lanczos
vectors) cannot work.

In practice, the Lanczos DMRG also suffers from other limitations [ , 1,
e. g. the loss of global orthogonality during the Lanczos iteration. The orthogonality of
the states |f,) is only guaranteed locally in floating point computations. This problem
might be overcome partly—though not fully resolved—by re-orthogonalizing the vectors
| fn). To really ensure global orthogonality it is best to run a Gram-Schmidt orthogonaliza-
tion two times, in forward and backward direction. Nevertheless, if global orthogonality
cannot be re-established the generation of coefficients has to be stopped. For details how
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to choose the stopping criterion see Refs. [ , ]. In our implementation the
building of the continued fraction is stopped when |{fo| f,)| > 10712,

To see whether the Lanczos DMRG fulfills our requirements we did calculations for
the non-interacting case U = 0 of the STAM using a semi-elliptic free DOS (1.54). The
one-particle-propagator (1.35) was calculated for systems with 40 and 100 fermions by
means of finite size DMRG using 5 sweeps, m = 256 states and targeting the ground
state and 8 Lanczos vectors. The continued fraction was then evaluated numerically for
the symmetric configuration where system and environment block have equal size and
truncation errors are expected to be smallest. For this first check, the non-interacting
case has the advantage that we can compare directly to exact results also for finite system
sizes. Fig. 2.14 summarizes our findings. The first row shows the exact results for systems
with 40 and 100 fermions compared to the limit of infinite system size. Note, that only
the contribution for positive frequencies is shown. The full propagator is recovered by
Eq. (1.37).

The finite size spectral density shows L/2 d-peaks for positive frequencies. For graph-
ical rendering they have to be broadened. For comparison, the result for the thermody-
namic limit, the positive frequency part of a rescaled semi-circle, is also shown. The
second row shows the Lanczos DMRG results rendered using a broadening n = 0.1D.
Note that the exact finite size result broadened with 1 = 0.1D would be indistinguishable
from the broadened exact infinite size curve (on the shown scale). The Lanczos DMRG is
capable to reproduce the overall shape qualitatively. The agreement is excellent for small
and high frequencies but only moderate for intermediate ones. Here the Lanczos DMRG
produces additional structures on the DOS where the exact result is a smooth curve. What
happened becomes clearer if we render the spectral densities with a smaller broadening
N = 0.01D, cf. third row of Fig. 2.14. The finite size peaks are clearly visible in the exact
curve. The Lanczos DMRG results reproduce for L = 40 the first low-frequency peak
quantitatively and the two next peaks qualitatively. All peaks at intermediate and high
frequencies are missed. Of course, by targeting approximately L/2 Lanczos vectors |f;)
and enlarging m significantly the agreement is expected to be better. But as we are inter-
ested mainly in the thermodynamic limit the L = 100 results already show that Lanczos
DMRG is not the appropriate tool to resolve the spectrum adequately. The L /2 finite size
peaks distributed in a regular pattern in the bandwidth interval “collapse” to a small num-
ber of peaks carrying much weight. These spurious peaks induce the substructures on the
N = 0.1D curves. The overall shape is captured by the Lanczos vector method, but with
no additional knowledge on the expected result the curves could be misinterpreted easily.
It is a priori not clear whether additional peaks in the broadened spectra are physical or
an effect of the spurious “peak clustering” visible in the last row of Fig. 2.14.
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Figure 2.14: Lanczos DMRG results for the non-interacting case (U = 0) for
L =40 (left column) and L = 100 (right column). Only the particle propagator
(1.35) has been evaluated. Upper row: exact finite size results with broad-
enings 1 = 0.01D, n = 0.05D, and 1 = 0.1D and exact unbroadened result
in the thermodynamic limit (L = o). Middle row: comparison of Lanczos
DMRG and exact results for broadening 1 = 0.1D. Lower row: nn = 0.01D.
The Lanczos DMRG was performed with m = 256 states in the reduced basis
and targeting the ground state and 8 Lanczos vectors.
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Figure 2.15: Lanczos DMRG results with frequency-optimized basis. The
Lanczos algorithm was used in steps of §@ = 0.05D for L = 40 fermions with
m = 256 states and targeting 8 Lanczos vectors. Lanczos results for adjacent
intervals are shown in different shades or symbols.

We conclude that the Lanczos DMRG is a fast tool to get a quick overview of spec-
tra, but it is not suited for detailed quantitative calculations for excitation continua. For
excitation bands where no significant substructures are expected the broadened spectra
provide a valuable insight, nevertheless they should be interpreted with care. Another
field of application for the Lanczos method are dominant single modes. Isolated promi-
nent structures in the spectrum can be described with continued fractions fairly low in
depth and thus are in the regime where Lanczos DMRG works reliably.

By combining the Lanczos method with the method described in the next section 2.2.3
the results obtained from the continued fractions (2.45) can be improved. The price one
has to pay is a much slower algorithm.

The key idea is to optimize the DMRG basis for a given frequency w; by targeting an
o-dependent correction vector. The Lanczos algorithm is performed for each frequency
®; yielding continued fractions which are optimized for a specific frequency interval.
We chose for L = 40 sites a frequency stepsize of 0@ = 0.05D: w;; = w;+ d®. The
spectrum is scanned in the interval [—0.2D, 1.2D]. It is worthwhile mentioning that this
does not mean that the frequency-optimized Lanczos DMRG is slower by a factor of the
number of frequencies @; compared to the standard Lanczos (where the whole spectrum
is rendered using one continued fraction). The calculation of the w-dependent “correction
vector” is numerically extremely demanding and this slows down the performance by an
additional order of magnitude. We postpone the details to the next section.

Fig. 2.15 shows the results of the frequency-optimized Lanczos procedure. The con-
tinued fractions are plotted for the intervals [@; — 8®/2, @; 4+ d®/2]. To render curves be-
longing to adjacent intervals distinguishably, we use two different shades (left) or symbols
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(right). The first five finite size peaks are described excellently by the Lanczos results. For
0.4 < o/p <0.75 the agreement is good but the spectral weight at the minima or maxima
of the peaks is over- or underestimated. The high-frequency part below the band edge D is
only a poor approximation to the true spectrum. A problem of this way of calculating and
presenting the findings is that the curves for adjacent intervals need not be connected con-
tinuously. It depends on the way the data is used whether the discontinuities are a severe
drawback or a minor problem. For the implementation in the self-consistency cycle of the
dynamic mean-field theory the jumps must be taken seriously. We note here that this ap-
proach can be improved further by targeting two correction vectors for frequencies @; and
@, and obtaining the spectrum via continued fraction expansion in the interval [o;, @]
(slowing down the performance by a factor of two), for details see Ref. [ ].

Instead of using Lanczos vector DMRG and trying to eliminate the problem of discon-
tinuities we use a different scheme, nowadays known as ““correction vector DMRG” in the
literature.

2.2.3 Correction vector method

The key idea of the dynamic DMRG is to include a frequency dependent correction vec-
tor |&) in the target states of a standard DMRG algorithm [ , , ,
1.2 The natural choice is

1

&) = M—_A%W\m (2.52)

where we introduced A ¥ := ¢ — Ey. The computation of |£) is numerically the most
demanding step due to the inversion of an almost singular non-hermitian matrix A:

[o+in—AX]|E) = |0) . (2.53)
~ N——
A %)

We can split the correction vector into real and imaginary part, |E) =: |E™¢) +i|E7™). The
non-hermitian equation system (2.53) can then be reformulated as hermitian equation for

|£7™)
[(0—A2)* +1n?]|E™™) = —n|) (2.54)

~ /
-~

B

%For other applications of the correction vector D-DMRG see for example Refs. [ , , ,

5 ’ ]'
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and the real part |E7) is obtained via the relationship

£ = —%[co—wmm | (2.55)

The standard tool to solve either of the equations (2.53) or (2.54) is an appropriate iterative
Krylov subspace method. We address the inversion problem in the next section. Let
us assume we have successfully inverted A or B, i.e. we have calculated the complex
correction vector |£). The target states of the correction vector scheme are given by the
ground state, the excitation vector |<7), and the real and the imaginary part of |£):

0)  40% |EI™) 20%
/) 20% |ETY 20%

The weights WK (k=1,2,3,4) given above to construct the reduced density-matrix (2.23)
are experience values. For accurate calculations the real part of the correction vector
|EM¢) has to be included in the set of target states, cf. e. g. [ , ], though it
is not always needed to derive the spectral function. For example, we can evaluate the
Green function (2.41) by

Gy (o+in) = (|57™) (2.56)

and the spectral density is given by

—npy = (A|ET™  (#1). (2.57)
These are the relations used by Kiihner and White [ ].
A different approach was proposed by Jeckelmann | ]. He reformulated the cor-

rection vector scheme in terms of a minimization principle.'? The functional

Wy n(0,%) = (P (0 = A + 02 |¥) +1( |¥) + 1 (¥ ) (2.58)

10Jeckelmann calls his approach the “dynamical DMRG” (D-DMRG). We use a different nomenclature
here: “dynamic DMRG” (D-DMRG) is the calculation of dynamic properties in the frequency domain
by the means of DMRG. This can be done with Lanczos DMRG, cf. Sect. 2.2.2, or with correction
vector DMRG, cf. this section, or with Jeckelmann’s variational correction vector DMRG. All variants
belong to the family of D-DMRG algorithms.
A new approach to calculate time-dependent correlation functions (in the time domain) is the real-time
DMRG [ , R s ] implementing Vidal’s TEBD algorithm [ , ] in the
DMRG framework. For applications see Refs. [ , s s ].
A path-integral variant of the DMRG method to calculate real-time correlation functions at arbitrary
finite temperatures has been introduced recently [ 1.
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is minimized with respect to a state |¥). At the minimum, the minimizing state is

[Phnin) = 1£77) . (2.59)
The value of the functional itself is
W (@, ¥hnin) = —7NC (@ +in) (2.60)
so that we find 1 )
— Py = Ewﬂ,nm,ém) (#2) . (2.61)

The variational approach is equivalent the original scheme if |E”™) could be calculated
exactly. Let us assume we have an approximate solution |¥) = |E7™) + ¢|®) with
(®@|P) =1and € < 1. Using |¥) in Eq. (2.57) the error in the correlation function is also
of the order of €. By general properties of variational methods the error for Eq. (2.61) is
only of the order of €2. Thus, using (2.61) instead of (2.57) is a good idea. But this does
not mean one is obliged to perform the minimization of the functional (2.58). Solving
the equation system (2.53) or (2.54) for the correction vector and using (2.61) instead of
(2.57) is also possible.

We can follow a third approach to calculate p, (@ +i7) from the correction vector |&).
Using

1 1
IS = o in — a7 [0 rin—a] (2.62)
— (| [(0—A)+1?] " | ) (2.63)

we find with Eqgs. (2.57, 2.54)
—npy =-n(lE)  (#3). (2.64)

We compare the three methods to use the correction vector to calculate the imaginary
part of the Green function in Fig. 2.16. Here the matrix A has been inverted using pre-
conditioned complex symmetric QMR as iterative solver (for details cf. Sect. 2.2.4). The
shown convergence behavior is generic and does not depend very much on which system
(hermitian or non-hermitian) is solved with which Krylov subspace algorithm. For every
iteration we calculate the spectral density p,,. The iterative solver is stopped when for
the residuum vector

res) 1= [@+in —AA]|E) — | ) (2.65)
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Figure 2.16: Comparison of the convergence behavior of the three differ-
ent methods to evaluate the spectral density by correction vector DMRG, cf.
Egs. (2.57, 2.61, 2.64). The spectral density is shown via the iteration depth in
an iterative solver. The SIAM and D-DMRG parameters used here are U = 2D,
V =D/2, Ny =120, m = 128, @ = 1D, 1 = 0.1D. The operator </ is given by
Sg ., cf. Sect. 1.6.3.

the condition
(res|res) < 10713 (2.66)

is fulfilled. Clearly visible, all three methods converge towards the same value, as ex-
pected. But variant #3 (2.64) performs worst, as can be seen from the inset in Fig. 2.16.
The values for p,, obtained via the functional (2.61) shows the smoothest convergence
behavior.

To make things more transparent, we plot the relative errors in Fig. 2.17 on a loga-
rithmic scale. All methods are compared with the converged results of the variational
approach #2 (2.61). The relative error for the variational result is over the full iteration
range approximately proportional to the residuum vector squared,

#2conv - #21'

res|res) & const. , (2.67)
#ZCOHV / < ’ >

where the constant fluctuates between 1.5 and 5 only, indicating that the £2 property of the
functional W, ,, (see above) is fulfilled. Things are not so obvious for the method #1 as
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Figure 2.17: For the same parameters as in Fig. 2.16 the absolute value of
the relative deviation from the converged variational result #2 obtained via
Eq. (2.61) is shown versus the iteration number. The dotted line is the square
of the residuum vector (2.65). The iterative solver is stopped when the squared
residuum is less then le-15 (marked with a filled dot here).

the the curve shows big kinks. Nevertheless, the tendency that the convergence behavior
of (2.57) is approximately proportional to € is visible for iteration number > 40. From
this analysis we advocate using Jeckelmann’s functional W, ,, to evaluate the imaginary
part of the Green function.

The error in the real part (2.55) is of order &'(¢) for all three methods. Whether this
is a drawback or not depends on how the data is used. If we are only interested in
the spectral function then knowing the imaginary part accurately is sufficient. Decon-
volving JmG(w +1in) and subsequent Kramers-Kronig-transformation of JmG(®) gives
ReG(w). If we do not calculate G directly but the Q-function introduced in Sect. 1.6.4
then we might need the real part of Q(®+in), i. e., when translating Q into the self-energy
Y using Eq. (1.91). This spoils the €2 property of the functional to some extent.

We make a last remark on the three methods to calculate p,. In Fig. 2.17 we compared
the approaches by assuming implicitly that the converged result of method #2 is the true
one. A more rigorous study of the errors of the three approaches should compare to an
exactly solvable case where the exact finite-size spectral functions are available, i.e. the
XY model setting U = 0 in the STAM. This analysis would also allow to investigate the
error caused by the fact, that neither the ground state |0) nor the excited state | <) are
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known exactly. Using a frequency @ equal to the exact frequency of a finite-size pole in
JmG and a fairly small broadening 11 would make the analysis extremely sensible to all
kind of errors. We postpone this study to future work.

Asymmetric targeting

In most of our calculations the operator .2 is given by S(}L (or in the fermionic language
by a’; ). Since we focus on a spin-disordered solution the propagator for this operator has
no dependence on o,

Gi(w+in) =G| (0w +in) = G(w+in) , (2.68)

and we don’t account for the operator Tg (dj) when defining the target states. Note that
with T(J)r |0) and the real and imaginary parts of the correction vector for Tar we would
have to include three additional vectors in our set of target states. As both operators
would—in our model—give exactly the same results we prefer to focus on one of the
d" operators. The price we have to pay for this is that the targeting itself is asymmetric.
This has to be taken into account when something like “mirroring” blocks shall be done.
As soon as the sweeping procedure starts, system and environment blocks start to differ
in geometry (except for the one symmetric configuration). Thenceforward both operators
would have to be handled separately, irrespective of the fact that the spectral functions will
be the same. This also means that two correction vectors have to be determined which
will slow down the algorithm by a factor of two. The loss of accuracy for fixed m due to
the enlarged number of target states is difficult to guess. Targeting both, S(J)r |0) and T(J{ |0)
could enhance the accuracy in expectation values like

(0[S S;10) = (0d, d][0) = 1/2
(0|Ty T [0) = (0ld, d[[0) = 1/2.

This might be of interest for special cases where two almost degenerate ground states
(spin T or | at the interacting site) are observed, cf. Eq. (5.2) and the discussion above.

2.2.4 Inversion performance

In the previous section we analyzed the accuracy of three schemes to calculate a corre-
lation function provided the correction vector |£) is known. The calculation of the ®-
dependent correction vector is numerically extremely demanding. Approximately 80 %
of the run-time of the D-DMRG algorithm is used for calculating the correction vectors.
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Thus, the inversion problem is the most important part of the program when efficiency is
concerned.

The correction vector is the solution of either of the equation systems, cf. Egs. (2.54,
2.55)

x=1[¢) a=|d)
A=w+in—Ax# Ax=a (2.69)
BZ (0—AX) +1? Bx’™ = —na’™. (2.70)

The equation system defined via the non-hermitian matrix A is linear in the Hamiltonian
S but is solved for the complex correction vector |&). In the matrix B the Hamiltonian
enters squared but the equation system is only solved for the imaginary part of |£). Thus,
(2.70) is supplemented by (2.55) to obtain |£™¢). A standard method to solve large sparse
linear systems like (2.69, 2.70) are iterative Krylov subspace methods [ , ,

, , , ]. To decide whether it is more efficient to solve the linear
complex problem (A) or the squared real system (B) we performed tests with a variety of
iterative solvers.

We prefer to stabilize these inversion problems by optimized algorithms instead of
using the variational approach proposed by Jeckelmann | ] which requires a mini-
mization in a high-dimensional Hilbert space, cf. (2.58). The minimization is normally
performed by using an iterative minimization algorithm which is again a Krylov subspace
method. Solving the equation systems instead of minimizing W, 5, does not hinder us
from using (2.61).

We compared the performance of various iterative solvers. The standard tool is the con-
jugate gradients method (CG) by Hestenes and Stiefel | ]. We also tried BICGSTAB
by van der Vorst | ], Bi-CGSTAB2 | , ], Bi-CGSTAB(Y) | , ]
[especially Bi-CGSTAB(2)], and an algorithm proposed by Ramasesha [ ]. These
algorithms are applied to the hermitian equation system to invert B.

The linear system (2.69) is a shifted real symmetric system that is also complex sym-
metric, A = AT. The shifted real symmetric structure can be exploited when special
Krylov subspace methods are used [ , ]. Thus, we used a special algorithm,
complex symmetric QMR (quasi-minimal residual) by Freund [ 1'", to invert A.
All before-mentioned methods like CG or BICGSTAB(2) applied to (2.70) do not exploit
complex symmetry.

Another very important issue in the efficient solution of linear systems is the concept
of preconditioning. A preconditioning matrix P is used to transform the linear system and

HGee also Refs. [ , 1.
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solve the transformed system instead of the original one:

Mx=a = PMXZ P~a . 2.71)
M a

A standard preconditioning method is incomplete LU factorization (ILU). But this is diffi-
cult here as the matrix elements of M are not known. Of course, they could be constructed
for both cases, M = A or M = B, but this would be extremely inefficient, as this corre-
sponds to explicit construction of the full superblock Hamiltonian,

%Z%g@l};—l—ls@%—%:ﬁfﬁg. (2.72)
Hy

This is not within the spirit of the DMRG concept. Thus, we decided to use a DMRG-
inspired preconditioner which takes the splitting in system and environment block into
account. The Hamilton operators of system and environment block can be diagonalized
easily due to their sparse block matrix structure. After “prediagonalization” of %5 and
J we can construct the inverse of .7Z). This operator does not include the 775y part
connecting system and environment block but can serve as pseudo-inverse of the full
Hamiltonian .77. The same can be done for the shifted operator

Ay=0+in—2p :=o+in— (HH—Ey) . (2.73)
Thus we can transform
(@+in - — Hse) &) =|o/) = (Ao+A)x=a

into
(1+A,'A))x=A,"a (2.74)
—_——— ~——
A a
or
(A0 "ALAL + A, a1A; AL ) x = Ay
— (144, A1A ) Ax =4, "a (2.75)

N N~ =
X X a

Introducing bold symbols for matrices, the Hamilton matrix H can be written as Hy + Hgg
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where the inverse of Hy is known. Splitting in real and imaginary parts we find

(A0+A1)X:a -

®1-Hy | —n1 —Hgz | 0 x| [ a
nl | @1—H, o | —Hgg xm e )

As the constituents of Hy have been prediagonalized all four blocks of the matrix Ag are
diagonal and constructing Ay L A, v 2, and A(l)/ ? is trivial. We preferred the preconditioning
(2.75) as it can be implemented efficiently in a QMR solver. The catch is that the matrices
AS‘L Y2 can be redistributed in the steps of the algorithm so as to minimize the necessary
matrix operations. We don’t include excessive detail here and refer the reader to algorithm
3.2 of Ref. [ ] and shortly note that the vectors v, ; (in the notation of [ D
should be replaced by two set of vectors v | = Aar v *rs1 and T =Ay t Bt

Let us make a last remark on preconditioning. The shifted real symmetric structure

of (2.69) is lost when preconditioning is used, except for polynomial preconditioners,
which, however, are not very powerful. The complex symmetric structure, on the other
hand, is preserved when preconditioning is used, as long as the preconditioner is complex
symmetric. Any reasonable preconditioner of a complex symmetric system will indeed
be complex symmetric. This is obviously the case for A, and Ay V2

Fig. 2.18 shows the performance of various iterative solvers. We plot the integrated
time used for all correction vector calculations performed within a finite size sweep for
frequencies @ € [—3,3]D in steps of d@ = 0.1D. Using the operator .o/’ = Sar gives us
G~ (w+1in) and thus the positive frequency part of the spectrum. Nevertheless, the neg-
ative frequencies have to be evaluated also because we want to use (1.37) in the particle-
hole symmetric version (1.47). The first observation is that the inversion time is strongly
frequency dependent. For low and intermediate @ the preconditioned QMR (PreQMR)
outperforms all other iterative solvers. The performance gain by preconditioning is not
immense but definitely worth the effort. PreQMR run-time is about 50 % to 75 % of the
unpreconditioned QMR. For @ = 0 the inversion time for PreQMR 1is about 12 % of the
CG time. At ® ~ 1.3D the CG and the PreQMR curves intersect. For high frequencies
the standard CG algorithm turned out to perform best. We did not encounter an example
where BICGSTAB in all its variants cited above performed better than CG. The reason for
the subtle convergence differences for high frequencies are somewhat obscure to us. Nev-
ertheless, the tactics is obvious: Choose in a frequency-dependent fashion the iterative
solver which performs best. In our model PreQMR and CG turned out to be the opti-
mum choice. Keeping track of the inversion times, it is possible to find an algorithm that
switches from PreQMR to CG when PreQMR starts to perform worse than CG for high
frequencies. This “switching recipe” turned out be stable when gauged by benchmark
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Figure 2.18: Performance of iterative solvers. The SIAM and D-DMRG
parameters used here are U = 2D, V =D/2, Ny =120, m = 128, 1 = 0.1D. The
operator .27 is given by ST, cf. Sect. 1.6.3.

results and some practical experience is used. Summarizing, we can follow the lowest
line in Fig. 2.18.

To construct the preconditioner for the QMR algorithm we prediagonalized the system
and environment block Hamiltonians. This can be used at a different stage of the DMRG
algorithm, the determination of the ground state. An initial guess for the ground state can
be constructed from the product state of the system and the environment ground state,
which are trivially known as both Hamiltonians are diagonal. This initial guess is used as
starting vector in a Lanczos or Davidson algorithm to find iteratively the ground state of
the full Hamiltonian. This turned out to perform as well as the concept of “transformation
of the wave function” described in Refs. [ , ].

2.2.5 Projective D-DMRG

The basic idea behind the correction vector method is based on optimizing the DMRG
basis to represent a correlation function for a given frequency. The correlation function
has to be determined for frequency @ using a finite broadening: @ — @ +1n. Thus,
C./(@w+1in) carries information on the full frequency range due to the Lorentzian broad-
ening.

We can go one step further and concentrate solely on a finite frequency interval
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[@min, Omax|. Assume we can construct a projection operator

A

P(A)

O(AA — Onin) O(Omax —AH)
= Z@((En —Eo) — wmin)@(wmax - (En _EO))|n> <n’

Y, In){n]

Omin <E;<®max

(2.76)

where again A = # — Ey was used. With the correction vector |Ep) for the finite
interval
() = Ple) . 2.77)

we find

(Ep|&p) = (o |P'P|ot) = (o7 |P|ot) = ||B| )|

Omax ‘ (2.78)
— da)pQ{((D) —- Wg)mmva)max]
®Omin
using P = P = P2 Wif%i“’w‘m] is the spectral weight for the interval [®pin, @max]-
Wi;’minawmax} — <%‘§P> (279)

can be used as additional check. Note that no finite broadening 1) enters here compared
to to standard correction vector DMRG, cf. Eq. (2.57),

p M () = — <£y

E™w-+in) )

The task is now to construct a projection operator that has finite density of states only
in a given frequency interval. In this way we gain frequency selectivity by filtering. As
we do not know all eigenvalues and eigenstates of .7Z precisely the projection operator
cannot be evaluated via Eq. (2.76) directly. But we can calculate an approximation to the
“box operator” of (2.76) by Gaussian numerical integration using a finite number of node
points [ ].

We illustrate the procedure for a simple example of a box function

P(w)=0(w+1)0(l —o) . (2.80)
The function is shown in Fig. 2.19 as P.. Using the Cauchy formula

= 10

C2mi) z—z
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Figure 2.19: Schematic example: approximation of a frequency filter. The
P.. is the exact sharp filter function, the P, are approximations using a finite
number of 2n node points in a Gaussian numerical integration scheme.

we can simplify P

2T Ll
P(a)):®(a)+1)@(1—m):2an f d —ime/ ‘?dq’

-0 2%m eld —
n¢
1 /”d 1—wcos@ 1 1—|—a)sm(7>
C2n)og (p(cosq)—a) + sin’ q) 21+2a)sm(7€>
= fw(C )
The integration can be approximated by a Gaussian numerical integration
Jmz A
2n node
points |
P)= [ fo(6)dS
—1 1 — "
Rez ~ wa(ci)wl
i=1

(2.81)

The weights w; and the abscissas {; can be derived using Legendre polynomials, cf.
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[ ], or can be looked up in tables for generic values for the number of node points
[ ]. The results for the box function are summarized in Fig. 2.19. The approximated
functions using n € {1,3,5,7} are compared to the exact P... We see that already for a
fairly low numbers of node points the approximation is accurate except for the overshoot-
ing and undershooting at the box edges.

Now let us use this scheme to find an approximation for

P 1 dz
P()=—7T j{ . 2.82
() 27 m 7— A ( )
Assume we want to construct a projection operator for the interval [®uin, Omax] =: [0 —

r, @ + r| centered about @y and of width 2r (r > 0). Introducing

z2(@) = wp+Ep+ o+in (2.83)
N——

rei®

we can write

L1 irde r . ei%de r T el?de
Pesmp P T [T [T
7 L) = 2w o A=A m o )=
Substituting (&) = 7(£ + 1) we end up with
oy I elege ro & e?@dg
P:—i)f{/ —— xR ——— 2.84
T B e v M ra e

where the integral was approximated with Gaussian numerical integration (n node points
i and weights w;). Now we have to solve

1
&) = . _%\;zi) (2.85)
for n vectors |&;) where
zi:=2(8) = wp+Eg+rcose () +irsing(g;) . (2.86)
—— N—

®; ni

We have discussed in Sect. 2.2.3 and Sect. 2.2.4 how these equations can be solved. Note
that the 1); can get very small for a large number of node points. This makes the inversions
at the interval boundaries very time-consuming. If all n vectors |&;) are calculated we have
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to take care of the e'? factors in the denominator of (2.84)
Jm|&;) :=Tm[(cos @; +isin @;) (Re|&) +iTm|&))]
=sin @; Re|&;) + cos ; Tm|E;) (2.87)
MRe| &) :=cos g; Re|&;) — sin g, Tm|E) .

We finally get the projected correction vector
&p) = Plet) =~ szliiz : (2.88)

The interval weight is then given by (2.79)

W[COO roy+r] <§9‘ie|§9%> or (2.89)
WD RN (g | £ (2.90)

W[wo PO 2rp ().

The projective D-DMRG algorithm is useful to calculate the total weight of isolated
structures in spectral densities which are very sharp and thus hard to deconvolve. But
in the self-consistency cycle of the DMFT it is not very helpful. It is hardly possible to
extract the new hybridization function for the next DMFT iteration from a discrete set
of weights. Furthermore, the projective D-DMRG is very slow when applied to the full

For small r and a large number of node points

frequency range due to the large number of necessary inversions (n times the number of
intervals compared to the number of frequencies in standard correction vector DMRG).
On the level of the STAM we were more interested in resolving sharp structures and ana-
lyzing their lineshapes than in calculating the integrated weight for given intervals. Thus,
we did not use the projection scheme extensively. We present a brief “proof of concept”
calculation for the XY chain where we can compare directly to the analytical values.

Fig. 2.20 shows the results for a small chain of free fermions. For Ny = 10 the spectral
density has 10 poles for @ > 0. The exact pole positions and their corresponding weights
are shown with filled dots. The frequency range [0, 1]D is subdivided into ten intervals of
width 0.1D. The bars depict the exact interval weights. For the dot at @ = 0.5 the pole
frequency is located exactly at an interval boundary. So we attributed the weight W of
this pole to both adjacent intervals with W /2. The pluses and crosses are the projective
D-DMRG results with n =4 and n = 11. The results are satisfactory for n = 11. But we
can analyze some principle problems which can come up. The n = 4 result for the interval
centered about @ = 0.25D predicts a negative weight. This is due to the fact (2.79) was
used which is not positive-definite. The approximate projector itself is expected to show
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Figure 2.20: Comparison of the interval weights obtained from projective
D-DMRG for the positive frequency part of an XY chain with the exact result.
The SIAM and D-DMRG parameters used here are U = 0, V = D/2, Ny = 10,
m =128, 8w = 2r = 0.1D. The operator <7 is given by S7, cf. Sect. 1.6.3.

features akin to the undershootings visible in Fig. 2.19 close to the box edges. Using
(2.78) would help here. But in our limited amount of tests with this algorithm W ~ (<7 |Ep)
performed better. Another typical source of error are frequencies very close to an interval
boundary. The pole at @ ~ 0.901D is marked with an arrow in Fig. 2.20. Apparently
a fraction of the weight of this pole was assigned to the neighboring interval. This can
partly be healed by “sharpening” the projection operator, i.e. taking a larger number of
node points. But even for n = 11 we observe a tiny mismatch between the interval weight
for [0.8,0.9]D and [0.9, 1.0]D. Further tests and improvements of the projective D-DMRG
are called for.
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3.1 Introduction

The computation of spectral properties is a central issue in theoretical physics. Many
spectroscopic probes provide experimental information about the investigated systems.
In order to understand the meaning of such data it is indispensable to be able to compute
the corresponding quantities theoretically. This task is particularly demanding if the sys-
tem under study is characterized by strong correlations. Then standard approaches like
diagrammatic perturbation theory have difficulties to provide quantitative results.

An archetypal class of strongly correlated systems are impurity models where a small
subsystem, the impurity, is coupled to a bath of degrees of freedom. The discrete levels
of the impurity are broadened due to the interaction with the bath. The most fundamental
fermionic representative of this class of models is the single impurity Anderson model
(SIAM), cf. Ref. [ ] and Chapt. 1.

The SIAM describes a plethora of physical problems. Historically it was used for
diluted magnetic impurities in metals, see e. g. Ref. [ ]. But it also describes the
electronic transmission through quantum dots, see e. g. Ref. [ ]. The smallness of the
quantum dot implies a small capacitance, hence a large charging energy which represents
the interaction energy U. The bath is given by the external leads. The dynamic mean-field
theory (DMFT) [ , ] represents another broad and very active field where the
SIAM occurs. In this approach, as in all mean-field approaches, the lattice problem of
strongly interacting fermions is mapped onto an effective single-site problem, namely a
SIAM. This SIAM is linked to the original lattice problem by a self-consistency condition.
The clue is that the mean-field, the Green function of the bath, is a dynamic quantity
depending on frequency.

The above examples illustrate that it is very important to be able to compute the dynam-
ics of a SIAM in a reliable fashion. There are several numerical approaches which can
be applied. Among the most prominent ones are quantum Monte Carlo (QMC) [ ]
and the numerical renormalization group (NRG) [ , ]. Both approaches are
powerful but do not have a high resolution away from the Fermi level. For QMC this is
so since the dynamics is computed in imaginary time and the analytic continuation to real
frequencies represents an ill-conditioned problem. Moreover, care must be taken to reach
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low temperatures. The NRG can be used directly at zero temperature. But it is set up to
focus on the limit @ — 0. The energy levels kept are broadened by a broadening which
is proportional to the frequency which implies that features at higher energies tend to be
smeared out [ ].

We investigate in this thesis a third complementary numerical approach given by the
dynamic density-matrix renormalization (D-DMRG), cf. Refs. [ , , ,

, , , ] and Sect. 2.2. Dynamic density-matrix renormalization
provides valuable numerical information on dynamic correlations by computing convolu-
tions of the corresponding spectral densities. The dynamics at zero temperature is deter-
mined by computing the expectation values in the local propagator, cf. Sect. 2.2.3. This
can be realized by targeting not only at the ground state and the excited state, but also
at the resolvent applied to the excited state. This additional targeted state is called the
correction vector. The main limitation of the D-DMRG is that one cannot obtain data for
purely real frequencies but only for frequencies with a certain imaginary part. Hence the
extraction of the behavior at purely real frequencies is one of the main problems to be
solved in using the D-DMRG [ , , ]. Here we illustrate how and to
which extent such data can be deconvolved to retrieve the wanted spectral densities. It
is the main aim of this chapter to discuss and to compare various algorithms to achieve
this extraction. In particular, we will present a non-linear approach from the family of
maximum entropy methods. This approach provides a continuous, positive ansatz for the
wanted spectral density with the least bias (LB).

In Chapt. 4 we apply the D-DMRG to the the symmetric single impurity Anderson
model and compute the 7 = 0 dynamics of the fermionic single-particle propagator of the
d electron, cf. Sect. 1.5 and Eqgs. (1.35, 1.36, 1.37):

G(w+in) = <O O>

+<0d o>.

The frequencies @ and 7 are real. The standard retarded Green function is obtained for
n — 0T, cf. Eq. (1.38),

d dl

1
Cw+in— (4 - Eo)
+ 1
70 +in + (A — Ey)

do

Gr(w) = lim G(ow+in) .
n—0"

The quantity we are looking for is the spectral density

() = —%JmGR(a)) |
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The D-DMRG provides data points at given values of @ = &; for finite values of 1);

1. , I ~ np(o)do

8i= nJmG(§,+1n,) T /_oo (éi_w)z_’_niz ) (3.1)
where we used the Hilbert representation in the second equation. No data can be obtained
directly at n = 0 since the inversion of the Hamiltonian is singular and cannot be achieved
numerically in a stable way. Henceforth, we will call data at finite values of 1 raw data.
One way to extract the physically relevant data on the real axis is to look at a sequence of
decreasing values of 7 in order to extrapolate the result [ ] to n = 0. This approach,
however, is time-consuming and requires many resources, in particular, if one is interested
in the whole spectral density. So the line followed in this chapter is to use the raw data as
input of a generalized scheme to extract the information on the spectral density p(®).

The features of these schemes will be illustrated by some toy spectral densities for
which the broadened and the unbroadened data is analytically available. Results by the
LB algorithm for the Kondo peak and the Hubbard satellites of the STAM will be presented
in the next chapter in Sects. 4.4 and 4.5.2, respectively.

If the unavoidable imaginary part 7 is constant for all frequencies Eq. (3.1) becomes

G im = L [T nple)do
8i = nJmG(§l+ln)_7t/_m(éi—a))2+n2 (3.2)

so that the raw data is the convolution of the true spectral density p (@) with the Lorentzian

1 7
Lp(w)=——— 33
71( ) T 02 + nz ( )
of width 1. Hence the necessary step for retrieving p(®) is a deconvolution. It can be
achieved in various ways. We consider two classes of extraction schemes, linear ones
(Sect. 3.2) and non-linear ones (Sect. 3.3). Linearity means that there is a linear relation
between the raw data and the wanted spectral density. We will give a short summary of

our findings in Sect. 3.4.

3.2 Linear Extraction Schemes

3.2.1 FFT

One standard way is to deconvolve the raw data. This is done in the time domain reached
by Fourier transform because the convolution in Eq. (3.2) becomes a product in the time
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domain
P(T)raw = exp(—1n|t|)p(7) , (3.4)

where we use p(7) for the Fourier transform of p(®) and p () for the Fourier trans-
form of the raw data. The raw data {g;} is obtained in the first place as a discrete set.
In order to obtain a quasi continuous distribution we interpolate the discrete set {g;} by
splines [ ] which leads to p(®);aw-. The Fourier transforms are most efficiently done
by Fast Fourier algorithms [ ]. The actual deconvolution is done by dividing by
exp(—n|t|) which inverts Eq. (3.4). Then one transforms back to the frequency domain.
So this procedure is very efficient and straightforward [ ].

The restriction to be kept in mind is that splining and deconvolution cannot create infor-
mation where no information was present before. If the input data is not precise enough or
if the spline does not approximate the true continuous function p(®);aw Well enough the
deconvolution will fail to produce reasonable results. In practice this is seen in unreason-
able values of p(7) after the division by exp(—mn|7|) because this division amplifies any
inaccuracy for large values of |t|. This problem is circumvented by a suitable low-pass
filter pz, A¢(7T) which suppresses inaccurate values

P (T)rawexp(n|7]) — P(T)rawexp(n ’TDPTQ,AT(T) (3.5)

at large values of |t| beyond 7y on the scale At. Of course, this implies that only a
certain resolution in frequency can be achieved. In view of the inevitable inaccuracies
of any numerical calculation one has to accept such a bound to the enhancement of the
resolution. Nevertheless, the deconvolution enhances the resolution considerably and the
final curve obtained is continuous for all practical purposes since the interpolation allows
to make the grid as fine as needed.

The procedure is illustrated in Fig. 3.1 where we display a power law singularity s(®) =
o~ %0 (w) exactly and convolved by a Lorentzian Ly(®) of width y = 0.05

_ cos[n(l—a)/2— avarctan(®w/7)]

s(w;y) = sin () (@2 1 7272 : (3.6)

This line shape is well known in photoelectron spectroscopy [ ], named the Doniach-
Sunjié line shape [ ]. Note that we changed the normalization so that (3.6) repre-
sents exactly the convolution of @~ *® (w) with Ly(®). The raw data g; = s(&;; Y= 1) that
we use for these curves is obtained analytically at & = i+ 0.05 in the interval &; € [-3,5],
see the curve with the circle symbols. We do not use real D-DMRG here since we want
first to illustrate the extraction schemes under ideal circumstances. The effect of inaccu-
racies will be discussed below.
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Figure 3.1: Doniach-Sunji¢ line shape [Eq. (3.6)] for a = 1/4 with (thin
black solid line with circles representing the raw data at & = 0.05{) and with-
out broadening (thick black solid line) ¥ = 11 = 0.05. The results of various
schemes to retrieve the unbroadened line are shown: by deconvolution via fast
Fourier transform [FFT], by matrix inversion assuming spikes [MI(S)] or his-
tograms [MI(H)] or a piecewise linear continuous function [MI(C)], by the
non-linear least-bias algorithm [LB]. All schemes are described in the main
text.

In judging the effect of the deconvolution one must keep in mind that the reconstruc-
tion of a diverging singular line is the worst case for any algorithm. We have chosen the
Doniach-Sunji¢ line shape for illustration in order to highlight the differences in the vari-
ous schemes. Below (Fig. 3.3) we will present results also for a smoother curve to show
that such a curve can be reconstructed in a quantitatively reliable way.

The dashed-dotted line is the result of the above described deconvolution using the
low-pass filter

for |7 <1 —AT
for |7|>1+AT (3.7)

1
pro,Ar(T) =40 ]
{1 +exp [tan <%>} } otherwise
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p(®) (a) p(w) (b) p(w) (c)

N ]

(0] (O] ()

Figure 3.2: Illustration of various assumptions on the behavior of the spectral
density p(w). (a) Spikes: p(w) consists of a set of 6-functions with given
positions, but unknown weights. (b) Histogram: p(®) is piecewise constant
with given positions of the jumps, but unknown heights p;. (c) Continuous:
p(w) is piecewise linear and continuous with given positions of the cusps, but
unknown values p ().

which was also used to achieve the deconvolutions shown in Fig. 2 of Ref. [ ] and
Fig. 4.1. The parameter 7y determines where the low-pass cutoff is done; the parameter
AT determines on which time-scale the cutoff function switches from 1 to 0. We used
To ~ 10.7 and AT ~ 0.763. In practice, it turns out that it is fairly obvious in the 7-domain
which values one has to choose for the low-pass filter. The data for too large values of |7
scatter very much.

3.2.2 Matrix inversion

A robust alternative to the deconvolution by Fourier transform is the explicit matrix in-
version of the convolution procedure. This procedure shares the linearity with the Fourier
transform and it may also lead to negative spectral weight close to abrupt changes of
p(w), for instance at singularities. An advantage over the Fourier deconvolution is that
one may also consider variable widths 7;. In principle, this allows to adapt the grid {&;}
to the expected behavior of p(®). A denser grid can be taken where the spectral density
varies more rapidly.

The raw data {g;} provided by D-DMRG for a set of {&;} are taken as the components
of the vector g. Then the process of convolution can be described by a linear mapping M
of a set of linear parameters {/;} characterizing p(®) onto the raw data {g;}. Let us take
the {/;} also as components of a vector 1. Then the convolution reads

g=MI. (3.8)

Clearly, the deconvolution implies the inversion of this equation. To this end, we have to
choose the matrix M to be square which means that there must be as many data values g;
as there are parameters /; to be determined. It is obvious that this analysis is linear. The
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precise form of the matrix M depends on further assumptions. Three generic scenarios
are studied; they are illustrated in Fig. 3.2.

Spikes

Assuming that p(w) is given as set of d-functions (cf. Fig. 3.2a) with weights {w;} at
given frequencies {@;}. Then the weights constitute the linear parameters defining the
spectral density. The matrix M is derived from Eq. (3.1); it has simple matrix elements
given by Lorentzians

Mn,i = LT]n ((1),' — gn) . (39)

This approach has been proposed and used by Jeckelmann and coworkers [ ,
]. To have a square matrix problem the number of spikes has to equal the number
of g; determined by D-DMRG.

The rendering of the results is subtle. Since one cannot plot §-functions they have to be
broadened which adds another free parameter. Which broadening one has to choose is not
a priori clear. For equidistant grids ®; the distance between two consecutive peaks is a
natural choice [ , ], cf. Fig. 3.1. The values plotted in Fig. 3.1 are 2w; /(&; 11 —
&i_1), i.e. for rendering the spectral density p (@) it is treated as if it were piecewise
constant. We stress again that this is not completely consistent with the way the weights
are determined because there §-spikes are assumed. Nevertheless, for equidistant grids
{®;} the procedure appears to be plain sailing.

Histogram

One assumes that p(®) is piecewise constant p(®) = p; for ®; < ® < w;4 (cf. Fig. 3.2b)
where the frequencies @; are given beforehand. The set of linear parameters defining the
spectral density are the values /; = p;. Again, Eq. (3.8) has to be solved. The matrix
elements of M are found from the integration of the right hand side of Eq. (3.1)

1 w—
M, ; = —arctan ( 5")

T Nn

Wit

(3.10)

O=0;

The number of values p; (not the number of ®;) must be equal to the number of &; to
ensure that M is square. The rendering is straightforward since the values p; represent
densities which can be plotted directly, cf. the histograms in Fig. 3.1.



92

3 Deconvolution

Continuous

One assumes that p(®) is continuous and piecewise linear (cf. Fig. 3.2¢) with p(w;) = p;,
j€{1,2,3,...,p} at given frequencies @ ;. The obvious ansatz is given by

§—w; i ,a)j+1—§

A =p; =a;E+b; 3.11
introducing the abbreviations

a4 Pj+1—Pj

J=

Oj+1— @)
3.12

b._::0U+1Pj—-OUPj+1 ( )

! Wj 11— O

The values p; represent the linear parameters /; = p; which are determined by Eq. (3.8).
The matrix elements M, ; result from the integration in Eq. (3.1),

; o; LA 160 o
AP (E) =+ / M Al )‘[2“’1’“”;” do . (3.13)
T o (E— ) +n;
They are given by
My,i = 9pAn(Gn) (3.14)
with
—1 .
A,(8) =Y AP (&) (3.15)
=1
j @j+1

+2(Eaj+b;) arctan(wn_&)}

Using
W;— én
M

Cn,j =
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the matrix elements M, ; evaluate to

n 1= apl Z A aPl (én)

Mo In (%g?) —2(an — &) [arctan(§, 2) —arctan (&, 1)]
2m(wy — @)

aP Z A aPp (5”)

1 n,
M ln <]+J2§[;”1) —2(w,—1 — &) [arctan(§, ) — arctan(§, p—1)]

27 (0p — @p—1)

Mo =0y ZA =0, A1 (&) + 4 (&)

1482
Ny In <1+J2§’f*’1) —2(wi—1 — &) [arctan(, ;) — arctan(&y, i—1)]
2n(@w; — wi—1)

2
Ny ln (Tf’g:l ) —2(oi1 — &) [arctan(§, ;1) — arctan(G, ;)]

_ for 1<i<p.
27 ( @it — ;)

The number p must be equal to the number of raw data points. An example is depicted
by the piecewise linear dashed curve in Fig. 3.1.

In all schemes, the numbers must be chosen such that M is a square matrix. This is a
necessary but not a sufficient condition for the existence of a unique solution I in (3.8). In
practice, we did not encounter problems in the inversion of Eq. (3.8) as long as the raw
data points were distributed rather evenly along the real axis. Only if there are data points
accumulating in certain regions, for instance several data points at the same frequency,
the inversion can be problematic. Loosely speaking this may occur since the raw data is
slightly contradictory due to numerical inaccuracies. The broadening by the {7, } reduces
the differences between the spectral densities. Hence small deviations in the raw data have
large effects on the extracted spectral densities.

All linear extraction schemes do not guarantee that the extracted spectral density is
non-negative, see Fig. 3.1. Whether this must be considered a serious drawback depends
on the extent to which negative values occur and on the context in which the result is used.
If the spectral density is the final result small regions of overshooting are unproblematic.
If, however, the overshooting is considerable and if the spectral density shall be used in a
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subsequent step, e. g. in the self-consistency of a DMFT calculation, then negative values
pose a severe problem. An important example is the determination of the coefficients of
the continued fraction of the spectral density. This determination is only possible if the
spectral density is really non-negative.

Another problem is the smoothness of the extracted density. Spurious discontinuities
like the ones assumed in the spike ansatz or in the histogram ansatz (see Figs. 3.1 and
3.2) imply singularities in the real part of the propagator which is determined by the
Kramers-Kronig relation. This in turn leads to unwanted features like slowly decaying
oscillations in coefficients of the continued fraction. Of course, various schemes can be
used to interpolate the discrete data provided by the matrix inversion approaches. But the
interpolation represents an additional approximation which can be difficult to control.

3.3 Non-Linear Extraction Schemes

3.3.1 Basic Algorithm

In view of the drawbacks of the linear extraction schemes it is worthwhile to think about
alternatives. The objective is to devise an ansatz for a continuous, non-negative spectral
density p (@) which is consistent with the numerically determined values of the raw data
{gi} in Eq. (3.1). The ideal ansatz is completely unbiased. That means it does not use
any information other than the one provided by the raw data. The information content of
a density p (@) is measured up to a constant by its negative entropy

—S:/Zp(w)ln(p(a)))dw. (3.17)

The least biased ansatz is the one with the least information content which is still com-
patible with the raw data. Hence we have to look for the density p (@) which minimizes
—S (maximizes S) under the conditions Eq. (3.1) given by the raw data {g;} and by the
known normalization

1:/Mp(co)dw. (3.18)

To find this least biased (LB) ansatz is a straightforward task. Using the Lagrange
multipliers {A;} for the p conditions set by the raw data {g;} and the Lagrange multiplier
i for the normalization (3.18) the least biased ansatz is characterized by 8S =0, i.e.

P
0=—1—In(p(®))+ Y AiLp(0—&)+1 . (3.19)
i=1
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This equation implies that the LB ansatz reads

p(w) =exp

1=

P
.U+Z7LiLn,-((D—€i)] : (3.20)
=1

where we defined 4 = 1 — 1. The Lagrange multipliers are determined by the non-linear
equations (3.18) and (3.1). They can be determined by any standard algorithm for a set
of non-linear equations. Via the ansatz (3.20), the p 4+ 1 Lagrange multipliers determine
the most unbiased spectral density p(®) which is still compatible with the numerically
measured information on p(®).

The LB ansatz (3.20) is positive and continuous. Hence it avoids two major drawbacks
of the linear extraction schemes. In spite of its continuity the LB ansatz is governed by a
restricted number of parameters. Despite its positivity, the LB ansatz is able to reproduce
rather abrupt changes in the spectral density, see Fig. 3.1. If arbitrarily accurate data at a
fixed value of ) were available on an arbitrarily dense grid, the LB algorithm were able
to provide the correct result with arbitrary resolution (see also the discussion of Fig. 3.4
below). But the accuracy of the raw data required to achieve a certain resolution in the
deconvolved result grows exponentially. So in practice this route cannot be followed very
far and the broadening 7 sets the scale for the achievable resolution.

The least bias approach belongs to the class of maximum entropy methods (MaxEnt)
[ ]. The main difference to standard MaxEnt is that we do not use a y-functional in
addition to the entropy function (3.17). The y-functionals are bilinear in the density. They
are introduced to account for possible deviations of the g; from their true values. Such
deviations occur for instance in quantum Monte Carlo calculations due to the inevitable
statistical error. The D-DMRG data is free from statistical errors. Hence we can use the
entropy functional alone as described above. The correction of numerical inaccuracies is
discussed in more detail below.

We emphasize a major difference between the extraction of the spectral density p(®)
from D-DMRG data and from QMC. In the former case the task to be solved is to remove
a small imaginary part @ +1in — @. This means that in the D-DMRG the raw data is
situated slightly above the real axis and has to be continued down to it. In the latter case
the task to be solved is to continue QMC data from the imaginary axis (no real part) to
the real axis i{ — ®. So the challenge in the QMC data analysis is much greater than
in the D-DMRG data analysis. This explains why the D-DMRG approach is suited to
investigate sharp features also at high energies [ ] while this is not a straightforward
task by QMC.

The solution of the non-linear equations (3.18) and (3.1) is done by a standard algo-
rithm. There is no mathematical argument to show that there is only one unique solution.
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For instance, we found that the normalization of the spectral density need not be ensured
by the parameter p. This parameter can be fixed to almost any value. The remaining
Lagrange parameters suffice to determine good approximations to p (@) which fulfill the
normalization condition (3.18) well. This implies that iterative numerical solutions have
difficulties to fix u independently. The root-finder algorithms run much more stable if
the normalization is not included in the set of equations. Yet the resulting densities are
normalized if the raw data provides a reasonable scan of the spectral density, i. e. if there
is raw data at all frequencies @ where the density is non-negligible.

For other sum rules, for instance the second moment (®?), the same conclusion holds.
If the raw data scans all relevant frequencies the sum rules do not provide useful additional
information. But if raw data is only available for restricted frequency intervals, the sum
rules help to improve the LB ansatz.

Furthermore, the iterative numerical solutions depend sometimes on the initial values.
But the resulting p(®) are in general (almost) identical. This remains true if the iterative
algorithm does not find a true solution of the set of non-linear equations but only a set of
parameters which makes the deviations

Agii=gi—— (3.21)

1 /°° ni p(@)do
oo (& — )2 +n}

small but fails to make them zero. In summary, the iterative determination of the Lagrange
multipliers does not represent a major problem.

In Fig. 3.1 we display a comparison of all data extraction schemes introduced so far.
The line shape to be found is a singular power law divergence. This line shape constitutes
an unsolvable task since a divergence cannot be reproduced by the algorithms discussed.
But this example illustrates well to which extent the algorithms manage to render the
true distribution of spectral weight. All the linear schemes lead to regions of negative
spectral densities which is a severe drawback. The divergence is approximated by a broad
peak located at 0.05 away from the position of the divergence. There are some spurious
oscillations in the approximated spectral density.

The LB scheme avoids negative spectral weight by construction. The divergence is
approximated by a sharper peak at about 0.02 away from the position of the divergence.
The algorithm implies spurious oscillations in the approximated spectral density. So we
conclude that the LB analysis represents a very efficient reconstruction of the unbroadened
data even though the spurious oscillations can be a nuisance.

On the other hand it is, of course, possible to improve the analysis. An additional
data point at @ ~ 0.02 will certainly help all algorithms to reproduce the unbroadened
density more faithfully. The same is trivially true for a denser mesh of raw data points.
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Figure 3.3: Exact (thick black solid line) and broadened (by 17 = 0.05, thin
black solid line with circles representing the raw data at & = 0.05i) lines de-
rived from the Doniach-Sunji¢ line shape in Eq. (3.6), see also main text. The
results of various schemes to retrieve the unbroadened line are shown: by de-
convolution via fast Fourier transform [FFT], by matrix inversion assuming
spikes [MI(S)] or histograms [MI(H)] or a piecewise linear continuous func-
tion [MI(C)], by the non-linear least-bias algorithm [LB].

The former solution, however, requires either to intervene manually in the data analysis
or to know beforehand where the peaks will be located. The latter requires much more
numerical effort on the D-DMRG level so that this is not the most efficient approach.

In Fig. 3.3 we present the analysis of a smooth exact curve, namely the line shape in
(3.6) at y = 0.01. The curve broadened by n = 0.05 is the one at Y = 0.06 since the
widths of Lorentzians is additive under convolution, in contrast to the root-mean-square
of narrower distribution functions. Clearly, the extraction schemes do a better job for
this non-singular case. The regions of negative spectral density in the linear schemes has
shrunk. The LB scheme manages to reproduce the true density almost perfectly. The
spurious oscillations are negligible. If we had chosen y = 0.02 for the exact curve the LB
density would be hardly distinguishable from the exact curve.
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Figure 3.4: Exact (thick black solid line) and broadened (by 11 = 0.05, thin
black solid line with circles representing the raw data at & = 0.02i) lines de-
rived from the Doniach-Sunjié line shape in Eq. (3.6). The dashed line depicts
the density extracted from exact raw data by the LB scheme (the curve lies on
top of the thick black line except at the maximum). The dotted oscillations are
the LB result from data contaminated by a random error, see main text. The
thin solid line represents the density derived from the contaminated data by the
robust LB scheme with A = 1 using Eqgs. (3.23, 3.24).

3.3.2 Robustness towards inaccuracies

So far we analyzed ideal raw data, i.e. no errors were considered. Statistical errors do
not occur in the D-DMRG approach but systematic errors occur. There are two main
sources for such errors. The first is the inaccuracy of the algorithm due to the truncation
of the Hilbert space. This is an unavoidable error; but it can be controlled by comparing
the results for different numbers of states kept in the density-matrix renormalization. We
perform our calculations for m = 128 and for 256 states using the representation of spinful
fermions as two kinds of spins via a double Jordan-Wigner transformation (cf. [ ]
and Sect. 1.6.2). The relative truncation error in the spectral densities is estimated to be
of the order of 107> to 1073 depending on the frequency where it is computed. For low
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values of the frequency (|@| < D in our model) the lower error applies; for frequencies
beyond D the larger value applies.

The second important source of inaccuracy are finite-size effects. In principle, we wish
to compute the spectral density for the infinite system. But this is not feasible numerically.
So the system—the infinite chain—is approximated by finite chains of L = 120 to 400
sites. In a rigorous sense, the spectral density of the finite system consists of d-functions,
i.e. it is not a continuous function. But we do not intend to resolve all the fine details of
the finite system. Rather we interpret our numerical raw data obtained for the finite chain
as an approximate description of the infinite system. The deviation of the raw data for the
finite chain from the desired raw data of the infinite chain is considered the source of a
systematic error, the finite-size effect. There are two conceivable ways to deal with this
error. One way is to perform an extrapolation in system size L for each raw data point g;
before the deconvolution is done. The other way is to deconvolve the raw data for various
chain lengths and to check whether the results still depend on the length L.

In our work, we have chosen the second approach because the first is hampered by
an unsystematic behavior of g; on L. Depending on details a particular 6-peak of the
finite systems contributes more or less to the g; under study. This makes a controlled
extrapolation for all {g;} difficult, if not impossible.

In the second approach, care must be taken that the length L is so large that the raw
data is sufficiently close to the raw data of the infinite system. In practice, this puts a
restriction on 1) and L, see Sect. 4.4 and Ref. [ ]. Of course, the use of finite chains
restricts the extent to which we may extract information on the exact infinite system from
the broadened data obtained for the finite system.

Another sort of errors are rounding errors. But they are of minor importance compared
to the two other sources discussed above.

In Fig. 3.4 we display the LB analysis of raw data for the exact curve at y = 0.01.
In contrast to the procedure in Fig. 3.3 we use a finer grid of & = i 0.02 for the raw
data (curve with circles). The extracted curve represents the exact one very well, see
the dashed line in Fig. 3.4. The agreement is significantly better than the one reached in
Fig. 3.3. This illustrates that sufficiently accurate broadened data at fixed 1 can be used
to resolve features of widths below 7).

As explained above, there are in practice restrictions to better resolutions due to the
systematic errors, namely the truncation of the basis and the finite-size effect. To examine
the effect of systematic errors on the LB deconvolution we deliberately contaminated the
raw data by an error of the order of 10~3 according to

gi— gi*(1+1073x) (3.22)
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where x is a random number between —1 and 1. The randomness is just used to mimic a
systematic error which is uncorrelated from frequency to frequency. We obtained quali-
tatively very much the same results for a non-random error g; — g; * [1 + 1073 cos(v/5)].

If the data is slightly inaccurate the deconvolution indeed fails as illustrated by the wild
oscillations of the dotted line. We conclude that the occurrence of strong oscillations can
be taken as criterion that the used raw data is not accurate enough for the LB analysis, i. e.
the systematic errors are too large.

The thinner solid line depicts a successful deconvolution of the contaminated raw data.
It is achieved by a modification of the LB algorithm which makes it a standard maximum
entropy approach. The negative entropy functional (3.17) is supplemented as shown

Flp(w)]:=—=S[p(0)]+Ax[p(®)]

3.23
= / p(@)In(p(@))do+A Y (Ag)? G2
by a quadratic functional ¥ which measures the distance from the perfect fulfillment of
the conditions (3.1). The differences Ag; are defined in Eq. (3.21). The minimization of
the functional F leads to the same ansatz (3.20) as before except that the parameters A;

are now given by
Ai=2AAg; . (3.24)

The set of these non-linear equations (instead of Ag; = 0 as for the pure LB approach) is
used to determine the parameters A;. It is obvious that the robust modification of the LB
ansatz becomes the pure LB ansatz in the limit of A — oo since in this limit the deviations
Ag; vanish for given values of the Lagrange parameters A;. If the data is only weakly
contaminated by inaccuracies, large values of A can be used to extract the spectral densi-
ties. Our example in Fig. 3.4 shows fairly strongly perturbed data. Still the robust LB can
make sense out of them and retrieves a good approximation to the underlying curve.

The modified LB ansatz (3.23) is more robust since it can deal with some inaccuracies
or inconsistencies of the raw data. Imagine that we deal with raw data on a fine grid
where the distance between the data points is significantly smaller than the Lorentzian
width 1; > (41 — &;). Then g;1 and g; may differ only slightly if they are derived
from a smooth continuous density p(®). Any inaccuracy spoils this relation and may
introduce significant spurious oscillations, see Fig. 3.4. As we stressed already previously
the broadening makes different data more alike. Hence, the inverse process enhances
slight differences like the ones between exact and inaccurate raw data greatly. The robust
LB ansatz (3.23) helps to make the data extraction less sensitive to such effects without
losing much resolution. Thereby, spurious oscillations can be suppressed.

The robust LB scheme opens the possibility to resolve features of widths below a given
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value of the broadening 1 by using a finer grid with A§ < 1 since slightly inaccurate
data can still be deconvolved. In this way, one may avoid the explicit use of small values
of 1. We emphasize, however, that the data must be accurate enough to contain the
information on the relevant physics. Of course, the robust LB approach is no means to
extract information which is not given by the raw data. For instance, one may stick to
short chain lengths only if the underlying physical problem does not demand to describe
long-range spatial fluctuations.

3.4 Summary

In this chapter, we discussed a variety of schemes to extract the spectral density p(®)
from the results of dynamic density-matrix renormalization data. All these schemes have
the aim to remove the unavoidable broadening which has to be included in a D-DMRG
calculation. The linear schemes use either Fourier transform to deconvolve the raw data
or they implement an explicit matrix inversion. These schemes are linear because there
is a linear relationship between the raw data and the extracted spectral density. If the
structures to be resolved are not too sharp the linear schemes work well. If there are sharp
structures the linear schemes are prone to lead to negative spectral densities which result
from spurious oscillations. Furthermore, they can resolve the positions of sharp peaks
only with the accuracy of the grid on which the raw data has been computed.

The non-linear scheme introduced belongs to the family of maximum entropy meth-
ods. If the raw data is sufficiently accurate the least-bias approach works very well. It
provides a positive and continuous ansatz for the spectral density with the least possible
bias. Even relative abrupt changes of the spectral density can be reproduced satisfacto-
rily. In the vicinity of singularities spurious oscillations occur. But they do not violate
the positivity of the ansatz. The least-bias ansatz can be made more robust towards small
numerical inaccuracies and finite-size effects by including besides the entropy functional
a x-functional in the functional to be minimized. Thereby, one can allow for small devi-
ations from the raw data.

The properties of the above mentioned schemes are illustrated by calculations for a
singular toy spectral density of the Doniach-Sunji¢ type.

In the next chapter we present results for the single impurity Anderson model.
D-DMRG calculations were carried out for the symmetric SIAM in the Schrieffer-Wolff
limit of U > W where U is the interaction and W the band width. We present the results
for the Kondo energy scale Sect. 4.4 and for the Hubbard satellites in Sect. 4.5.2. Here
the LB deconvolution will turn out to be a very useful tool for the analysis of D-DMRG
raw data.
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4 Results for the SIAM

4.1 Introduction

In Chapt. 1 and Sect. 3.1 we introduced and motivated the single impurity Anderson
model. The SIAM at half-filling is a very good and interesting testing ground. We will
focus on Eq. (1.45),

Ne—1

P2

,O

+
Y; <Ci,oci+1,0'+h'c') ’

1

A =U (ngy—1/2) (nq,) —1/2) +ZV (dj,cL0 —I—h.c.) +
(e}

with arbitrary symmetric density of states (DOS) po(®) of the free (U = 0) one-particle
Green function Go(®) of the d electron. The d electron represents the impurity which
is correlated due to the interaction U > 0. The bath is represented by the coefficients
% > 01in (1.45). They are the coefficients of the continued fraction of the hybridization
function I'(®), see Sect. 1.4. Any hybridization function with symmetric imaginary part
po(®) := —~'ImGy(w +i0") can be represented by an appropriate choice of the ¥.
Hence the representation of the bath as semi-infinite chain does not restrict the generality
of the model. For details see Chapt. 1, especially Sect. 1.5.

We set up an algorithm in Chapt. 2, the dynamic density-matrix renormalization, to
calculate the single-particle dynamics of the SIAM. Now let us apply the D-DMRG to
compute the 7 = 0 dynamics of the fermionic single-particle propagator of the d electron,
see Sect. 1.5 and Eqgs. (1.35, 1.36, 1.37):

: 1
G(w+in) = <0 dow+in_(%_EO)d§ 0>
1
)
+<o ddenH%_Eo)dc o> .

Here the ground state is denoted by |0) and its energy by Ey. Since we focus at a spin-
disordered solution the propagator has no dependence on the spin index o. Hence, it is
not denoted as argument of G. The frequencies @ and 1 are real. The standard retarded
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Green function is obtained for n — 0", see Eq. (1.38),

Gr(w) = lim G(ow+in) .
n—0*

The quantity we are looking for is the spectral density

p(o):= —%JmGR(a)) .

If necessary the real part can be obtained from the Kramers-Kronig relation.

The deconvolution schemes introduced in Chapt. 3 are illustrated for the line shape
and width of the Kondo peak (low energy feature, Sect. 4.4) and for the line shape of
the Hubbard satellites (high energy feature, Sect. 4.5.2) of the STAM. It is found that the
Hubbard satellites are strongly asymmetric. The non-linear least-bias deconvolution, see
Sect. 3.3, turns out to be a useful tool to analyze DMRG raw data.

4.2 Overview

In Fig. 4.1a, generic broadened spectral densities are plotted as they are computed by
D-DMRG. Obviously, the value p(™)(0) is not independent of U. Increasing the chain
length Nf does not lead to any significant change in the data (not shown). Fig. 4.1b
displays the FFT deconvolved data, see Sect. 3.2.1. The FFT deconvolution works
very well except for some slight overshooting in regions where the spectral density
changes rather abruptly. In particular, the value p(0) is pinned to D/(27V?) indepen-
dent of U [cf. Eq. (1.59)] as required by Friedel’s sum rule and the density of states rule
[ , , , ]. We take this fact as convincing evidence for the reliabil-
ity of the numerical algorithm.

The central peak at @ = 0 is the Abrikosov-Suhl resonance (ASR). For larger U (smaller
V) its width decreases rapidly so that the ASR is very difficult to resolve [ ] unless
more elaborate deconvolution schemes are used. So a quantitative analysis of the ASR
is postponed Sect. 4.4, where we use the non-linear least-bias (LB) deconvolution on
D-DMRG raw data obtained for larger chains.

For comparison, the thin dashed lines in Fig. 4.1b depict standard NRG data [ ,

]. For small frequencies NRG is well-controlled. Indeed, for |w| < P/3, NRG
and D-DMRG data agree excellently lending further support to the D-DMRG approach.
Outside the band, the NRG spectra appear to be too wide due to the chosen constant
broadening on a logarithmic mesh. This broadening does not account for the absence
of states outside the bare band. The NRG does not possess intrinsic information about
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Figure 4.1: (a) Spectral densities for V = D/2 broadened by 1 = 0.1D. Chain
length Ny = 80 fermionic sites; m = 128 DMRG states kept. (b) Spectral den-
sities from (a) deconvolved in the time domain by FFT. NRG data (A = 1.8,
1500 states) depicted by thin dashed lines. The exact curves represent the an-
alytic Ny = oo results.

the peak widths. The position of the high energy peak in the raw NRG data, however,
coincides with the D-DMRG result.

An increase in U leads to the formation of Hubbard satellites below and above the free
band (Fig. 4.1). They are situated at energies @Wyp/iow = £(U/2 + Sshift), Oshite > 0 and be-
come more pronounced on increasing U in two ways. They capture more weight and they
become sharper. For Tx — 0 the weight reaches 1/2, see Ref. [ ]. The sharpening has
not been discussed quantitatively before although the extended non-crossing approxima-
tion [ ] provides sharp satellites if they lie outside the bare bands, see e. g. Fig. 1 in
Ref. [ ]. Recently, indications have occurred [ ] that other standard algorithms
overestimate the width of the Hubbard satellites. The exaggerated width of the NRG data
at high energies results from the Gaussian broadening of the order of the energy range

[ 1.
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Figure 4.2: Non-interacting half-elliptic spectral density p(®) as obtained
from D-DMRG. Left: comparison of various deconvolution schemes. Chain
length N = 80 fermionic sites; m = 128 DMRG states kept. Right: results from
LB deconvolution (shown in the inset) compared to the exact curve. Ny = 200;
m = 256; N = 0.1D prior to deconvolution.

4.3 Non-interacting case

Fig. 4.2 shows the non-interacting half-elliptic spectral density p(®) as obtained from
D-DMRG in the vicinity of the upper band edge. The left graph compares the decon-
volutions from the various schemes introduced in Chapt. 3. The findings agree with the
observations made for the singular toy spectral density of the Doniach-Sunji¢ type. In
the vicinity of sharp edges the linear extraction schemes can produce negative spectral
densities. The LB curve remains positive-definite by construction and shows some negli-
gible oscillations. The sharp band edge is reproduced excellently by the LB data. We plot
the deviation from the exact curve in the right plot of Fig. 4.2. The LB extraction of the
D-DMRG raw data is shown on a larger scale in the inset.

The right plot showing the deviation between exact and LB data points up the spurious
oscillations that can occur in the vicinity of singularities. The regular pattern might sug-
gest to apply a filter function that filters out the oscillations. We prefer not to manipulate
the LB results this way. Often it is clear by intuition whether the oscillations are due to
the deconvolution of data with systematic errors, see Sect. 3.3.2, or have physical reasons.
Furthermore, the appearance of oscillations can be taken as a hint that the D-DMRG cal-
culation for the quantity of interest has to be redone with higher accuracy. If the DMRG
raw data is available on a relatively fine mesh of frequencies, it is advisable to thin out the
data set, e. g. to drop every second point of the raw data. Comparing the deconvolutions
of the reduced data set and of the original data delivers valuable insight in the quality of
the DMRG data. From our experience, excellent numerical data is very robust against this
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Figure 4.3: Kondo peaks for the single impurity Anderson model (1.45) for

a hybridization function with semi-elliptic spectral density and V = D/2. On
increasing interaction the Kondo peak becomes rapidly narrower.

manipulation. The less accurate the data is the more probable are spurious oscillations for
small stepsizes in the DMRG raw data, i.e. AE =& — & <n/2.

4.4 Kondo resonance

In the present section we focus on the behavior at low energies where p(®) is dominated
by the Kondo peak, see e.g. Ref. [ ]. This peak can be computed by NRG in a
very efficient way [ , , ]. So the idea of the present calculation is not
to provide novel data, but to gauge the D-DMRG and to demonstrate that features at low
energies can be resolved. We use the least-bias (LB) scheme to extract the real spectral
density from the raw data as explained in Sect. 3.3. This is one of the differences to
the investigation by Nishimoto and Jeckelmann [ ]. For details of the numerical
realizations we refer to Sect. 2.2.3 and Ref. [ ]. Another difference concerns the
parameter regime. We consider here interaction values U beyond the bare band width
W =2D,i.e. U > 2D, while Nishimoto and Jeckelmann look at Lorentzian bare spectral
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Figure 4.4: Kondo energy scale (Kondo temperature) for the single impurity
Anderson model (1.45) for a hybridization function with semi-elliptic spectral
density and V = D/2 in the Schrieffer-Wolff limit U > 2D. Symbols: half-
width-half-maximum (HWHM) read off from p(®) as found by the LB analy-
sis of D-DMRG raw data. Solid line: analytic result in Eq. (4.3). The propor-
tionality factor of the fit is cg = 3.887.

function whose band width is very large. But for the low energy region this difference is
only a quantitative one.

Our results are depicted in Fig. 4.3. We have chosen the parameters such that the
hybridization function has a semi-elliptic spectral density. The hybridization is taken to
be V = D/2 so that the spectral density of the d site without interaction is semi-elliptic,
too. Clearly visible is the rapid narrowing of the Kondo peak on increasing interaction.
Note that the density at zero energy p(0) is pinned to its non-interacting value 2/(zD)
[cf. Eq. (1.60)] as required by the sum rules [ , , , ]. This exact
result is fulfilled to numerical accuracy which ranges from 0.1% for smaller interactions
to 1% at larger interactions, see Fig. 4.3 and the following table (calculated for V = D/2,
Ny = 120400, m = 256, n = 0.1-0.05D):

0/o | 2Dp(0) || /o | aDp(0)
1.0 | 2.00015 || 3.0 | 2.00331
1.5 | 2.00094 || 3.5 | 2.00398
2.0 | 2.00384 || 4.0 | 2.00422
2.5 | 2.00711 || 5.0 | 2.04662
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The data in Fig. 4.3 is obtained on various grids in frequency, for various chain lengths
and for varying widths 1. All calculations are done with m = 128 sites kept in the trunca-
tions of the DMRG. The chain lengths N¢ vary between 120 and 400 fermionic sites which
translates to 240 (e. g. at U = 1.25D) to 800 (e. g. at U = 4.00D) spin sites after the double
Jordan-Wigner transformation. The smaller the widths 1 are chosen the longer the chains
have to be taken | , ]. A chain of Nf fermionic sites implies Ny main peaks
distributed over the band width W = 2D. Assuming a roughly equidistant distribution the
distance between two main peaks is W /Ny which should be significantly smaller than 1

2W /N¢ <1 (4.1)

in order to ensure that the discrete structure of the finite system is sufficiently smeared out.
Then the data provided can be interpreted reasonably well as data of the infinite system.

Since the calculations are less costly at low energies than at higher energies we used
mixed raw data coming from various chain lengths. The width 7 is varied correspond-
ingly; we always used A =& — & = 1. For instance at U = 4D, we used Ny = 400 with
n =0.01D between ® = 0.00D and 0.05D; Nr = 200 with 1 = 0.02D between @ = 0.06D
and 0.18D; Nf = 200 with n = 0.05D between @ = 0.20D and 2.95D; Ny = 120 with
N = 0.10D between @ = 3.00D and 4.00D. The analysis of the raw data was done in all
cases by the pure LB ansatz (3.20) with the conditions Ag; = 0. There was no need to use
the robust LB with A; = 2AAg;.

The rapidly narrowing peaks in Fig. 4.3 are characterized by the Kondo energy scale
Tx. This scale can be read off from the spectral densities, for instance as half the width
at half the maximum, i.e. at zDp (@ = Tx) = 1. From analytic considerations (Sect. 3.4
in Ref. [ ]), it is known that the Kondo energy scale is exponentially small in the
interaction (cf. Eq. (3.54) in Ref. [ )]

AU |8d||8d+U|)
kpTk o< Dy | ———exp | —pE T 42
BIK leallea + U] p( 2AU (4.2)

Using &g = ~U/2 and A = 2V*/D one finds

D UD

This formulas apply in the limit of U £ W = 2D which is called the Schrieffer-Wolff limit
of the STAM. It holds for U — oo.

The numerical results for the Kondo scale and the analytical prediction (4.3) agree very
well in Fig. 4.4. Only for U < W deviations occur as was to be expected. The widths at



110

4 Results for the SIAM

5 T I T T T
(a)V=05D T
4_ —
o U=2D
2 [ | ® U=4D .
23 U=6D —
2 U=8D
a
o2
=
1
0 AREEARRRAARRRRARRA A, 2 2 RRRRORIARRAAAS SolERAsasa4 S N ... YV V.Y
1 2 3 4 5
5 T I T I T I T
- (uU=4D v=02D| |
ar ¢\ V=04D|
. F o V=06D B
FONE V=08D| _|
9' 0y
s+ i
(oK
o2- _]
= L 4
1— _]
- © - - O = AAAA -
RBEEREanadhRXanasaxaiPO0B Baaaaﬁnuuumf,_..._..._u_.ééé‘f
1.5 2 2.5 3 3.5

w/D

Figure 4.5: D-DMRG data of the upper Hubbard satellite at n = 0.1D. Thin
lines are fits with Lorentzians and an offset o< Nefr/ (N2 + (@ — @yp)?) +C.
The fits were done for the intervals shown. (a) dependence on U at constant V
(Nf = 80); (b) dependence on V at constant U (Nf = 40).

large values of U (U > 4D) are found from results for p(®) where we extracted only the
behavior at low energies. To determine the HWHM it is not necessary to know the whole
line shape. It is an asset of the LB extraction scheme that it allows also to determine only
a part of the whole curve. In conclusion, Fig. 4.4 demonstrates that the dynamic DMRG
is able to reproduce the low energy scale of the SIAM over two orders of magnitude.

4.5 Hubbard satellites

4.5.1 Broadened data

To investigate the line shapes of the satellites we plot them for various values of U and V in
Fig. 4.5. The ASR at @ = 0 is not displayed since it is too much smeared out at n =0.1D
for larger values of the interaction. The shifts Oy increase on increasing V; they decrease
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Figure 4.6: D-DMRG data of the upper Hubbard satellite at 1 = 0.1D for
U = 6D, cf. Fig. 4.5b.

on growing interaction U. The widths behave qualitatively similar. A complete FFT
deconvolution suffers unfortunately from severe overshooting due to the sharpness of the
resonance. To make the analysis nonetheless quantitative we fit the broadened data by
Lorentzians plus an offset (Fig. 4.5 and Fig. 4.6). These fits work very well for large
values of U and not too large values of V. To deduce the true width of the Hubbard satellite
we assume that it is well described by a Lorentzian. The width ne¢ of the convolution
of two Lorentzians of widths 1y and 15 is Negr = N1 + N2 From the effective widths Negr
we deduce the true half-widths at half-maximum (HWHM) of the Hubbard satellite by
subtracting the artificial broadening 1, i.e., HWHM = neg — 1. In Fig. 4.7, the widths
are depicted as function of U and of V. The results show that the HWHM are proportional
to V4/ v2. The deviations for smaller widths must be attributed to the numerical constraints,
e. g., finite 1 and finite chain length Nt. The deviations for larger widths, mainly for larger
values of V and smaller values of U result from the vicinity of the bare bands. Fig. 4.8
displays the analogous analysis for the shifts O oOf the satellite positions. Again, strong
evidence for power law behavior is found, namely &gy, o< V*/U.

How can the above findings be understood? Let us start by the positions. The en-
ergy levels of isolated impurities, i.e., V = 0 are at £U/2 [ ]. Switching on V
mixes the impurity levels with the bath states which lie in the interval [—D,D]. If U
is large compared to D second order perturbation in V implies that the impurity levels
are repelled from the bath states. The shift should be of the order of J, see Eq. (11) in
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Figure 4.7: Widths (symbols) of the Hubbard satellites as found from the fits
in Fig. 4.5. The fit intervals are given in the legend. The lines show various
power law fits. (a) dependence on U at V = D/2; (b) dependence on V.

Ref. [ ]. The coupling constant J of the antiferromagnetic s-d exchange interaction
in the Schrieffer-Wolff limit of the SIAM is given by

o U _4v?
==V ~U/o(~Uh+U) U (44)

which is gained by inserting €g = —U/2 in Eq. (1.12). The shift dependence ;g o< VZ/U
agrees nicely with the power laws in Fig. 4.8.

The widths of the satellites have been discussed quantitatively when they lie within the
bare band [ ]. If the satellites lie outside, perturbation theory in U, to second order
or the random phase approximation, implies that a finite width is to be expected at least
for U < 6D. But the reasoning in powers of U is not helpful for U > 6D and it does not
explain the power laws found. So we return to perturbing in powers of V. The impurity

levels mix with particle-hole excitations in the bands, see Eq. (10a) in Ref. [ ]. In the
symmetric case the doubly occupied electron and hole state are degenerate so that mixing
with particle-particle (or hole-hole) states matters also, see Eq. (12) in Ref. [ ]. The

mixing is of order J = 4V*/u. So Fermi’s golden rule implies a lifetime of J>Ny where N



4.5 Hubbard satellites

113

1r I I I ]
o 0 [w,Aw, w +D/2] b
| UN(-0.94) |
——— UN(-1.06)
- ---- UMD
> |
Io(l)
4
()
01 \ \ \ \ \ \
2 3 u/p 4 5 6 7 8
\ \ \ \ \ \
(b) b
1 e N
D -
=
P U=4D [w,D/2, w+D/2]
01 —— U=4D: V*2.09 =
O U=6D [w,D/2 w+D/2]| ]
—— U=6D: V216 ]
- VA2 ]
\ \ \ \ \

0.2 0.3 04 y/p 05 0.6 0.7 08 09 1.0

Figure 4.8: Position shifts of the Hubbard satellites analyzed like the widths
in Fig. 4.7; (a) V = D/2; (b) see legend.

measures the density of states with which the impurity level mixes; Ny is of the order of
D~!. Indeed, HWHM o< J? explains conclusively the data of Fig. 4.7.

In summary, we have investigated the dynamic propagator of the SIAM by D-DMRG.
This powerful large-scale algorithm provides information with a constant energy resolu-
tion. Up to moderate interactions U ~ 2D, FFT deconvolution yields the explicit spectral
densities. For larger interactions, the width of sharp resonances can be extracted by fitting
Lorentzians. In particular, we analyzed the positions and widths of the Hubbard satellites.
The shifts are of order VZ/U due to level repulsion; the line widths are of order V4/U2.

So far, the width of the Hubbard satellites for U > 2D was extracted under the assump-
tion that the satellites are Lorentzians. We present a further investigation of the line shape
in the next section. Numerically, improvements of the resolution are necessary to deter-
mine the line shape of the satellites explicitly and an improved deconvolution scheme has
to be used. Analytically, the quantitative argument for the widths must be supplemented
by an explicit calculation of the line shapes for V*/u — 0.
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Figure 4.9: Upper Hubbard satellite for two values of the interaction U ob-
tained from D-DMRG raw data (V = P/2, n = 0.1D, m = 256; G calculation
shown as straight lines: AE = 0.05D, Ny = 120; Q calculation shown as dashed
lines: AE = 0.1D, Ny = 200) processed by the LB scheme. The inset shows
the spectrum on a larger scale. At larger U a strongly asymmetric line shape
occurs.

4.5.2 Deconvolved data

In this section we show that the D-DMRG combined with the powerful LB scheme allows
to resolve features at high energies which so far eluded a quantitative determination. The
calculation of the line shapes of energy levels at high energies represents a new field of
applications since previous methods are not suited to perform such computations. An
exception are features at high energies which can be understood and described as shifted
low energy features [ ]. We emphasize that the progress in the manipulation of
quantum dots by optical means has brought the measurements of high energy features
within reach, see e. g. Refs. [ ] and [ ].

In the previous section, we have shown that the Hubbard satellites at about @ = +U/2
become increasingly sharp once the interaction U is larger than the bandwidth W = 2D.
We were, however, not able to resolve the sharp Hubbard satellites since the deconvolution
by Fourier transform was not powerful enough to do so, see Chapt. 3. By means of the
LB extraction we are now able to address the line shape. In Fig. 4.9 the results for a
moderate value of U (2.5D) and for a larger value of U (3.5D) are shown. While the
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Figure 4.10: Upper Hubbard satellite for various values of the interaction U
obtained from D-DMRG raw data (Q calculation, V =D/2, n =0.1D, m = 256,
A& = 0.1D, Ny = 200) processed by the LB scheme. The inset shows the
spectrum on a larger scale.

line at U = 2.5D is still fairly symmetric (cf. also the line for U = 2D in Fig. 4.1) the
line at U = 3.5D has a clear asymmetric shape. The rise at the low energy side is rather
abrupt and steep while the decrease at the high energy side is much more gentle and
slow. The peak is very pronounced and the maximum value very high. We performed
our calculations using a direct calculation of the local propagator (G) and by means of the
“improper” self-energy (Q), see Sect. 1.6.4.

Let us first look at the results obtained via the Green function. The small bumps left of
the peak are artefacts of the data extraction similar to the small dip in front of the uprise
in Fig. 3.3. We also consider the shoulder on the right side of the peak in Fig. 4.9 to be an
artefact of the data analysis in analogy to the spurious oscillations in Fig. 3.1.

The curve obtained for U = 3.5D using the Q function does neither show the bumps
left of the peak nor the shoulder right side of the peak. The spurious oscillations which
can occur in the vicinity of sharp features in the DOS are attenuated by this alternative
calculation. We used the scheme (1.100) to derive the spectral density from the Q func-
tion. This has turned out to be the optimum procedure to translate Q(® +in) into G(w),
see Ref. [ ]. Fig. 4.10 gives an overview of the Hubbard satellites developing for in-
creasing U. For U > 4D the D-DMRG calculations become very difficult also when using



116

4 Results for the SIAM

100 3
10 .
E ﬁ §
1 =
B 3 E
g C ]
[a] L 4
© ¢t
0.1 S =
E / : 3
C / ]
- / —— U=15D .
B // ....... U=2.0D b
0.01 /4 U=25D =
TN ———U=30D E
e /) U=385D §
L) U=4.0D \ -
0,001 L~_L \ \ | . \
' -3 2 1 0 1
®/D

Figure 4.11: Same data set as Fig. 4.10, shown on a semi-logarithmic scale.

the Q function. Here the D-DMRG raw data lacks the accuracy necessary to deconvolve
in a robust fashion. As the Hubbard satellites are already very sharp and high for U = 4D,
we plot the data of Fig. 4.10 on a semi-logarithmic scale in Fig. 4.11. Two features are
eye-catching. The typical LB oscillations are visible on the semi-logarithmic scale in the
region between Kondo peak and the Hubbard satellites. The LB deconvolution has prob-
lems in reproducing the very small spectral weight in this region. This can be regarded
as a minor drawback. When comparing the heights of the Hubbard satellites with the
values for p(®) in these intermediate regions, the relative error is negligible. The second
prominent feature is the appearance of kinks at the outer side of the Hubbard satellites.

At present, we do not have an analytical description of the line shape in Figs. 4.9 and
4.10. Qualitatively, however, the following description holds. The doubly occupied level
has the energy U/2 in the atomic limit for V = 0. This level is shifted to higher energies by a
finite hybridization V > 0 [ ] and it is broadened (see Sect. 4.5.1). The shift < V2 JU
is due to level repulsion between the doubly occupied level and modes where the doubly
occupied level excites additional particle-hole pairs. A rough, averaged description of the
broadening is provided by Fermi’s golden rule implying that the width is proportional to
V4 U2,

In view of the asymmetric line shape and of the very narrow peak this averaged picture
can be improved. The narrow peak itself has a certain intrinsic width which is small. Note
that the general understanding of the STAM as a local Fermi liquid implies that there are
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Figure 4.12: Same data set as Fig. 4.10 shown on a double-logarithmic scale
in the main plot and on a semi-logarithmic scale in the inset. Frequencies
shifted by the position of the Hubbard peak maximum @y.x and ordinates
rescaled p(®)/p(Omax)-

no singularities in the propagator. The spectral density is a smooth function though it
may display very narrow features. This is in contrast to the X-ray edge problem where
the added fermion is completely immobile (no recoil).

The intrinsic width of the narrow peak results from the decay of the doubly occupied
level into particle-hole pairs of the local Fermi liquid. According to Fermi’s golden rule
such a decay can take place only if the energy of the initial and the final state is equal
which means that many particle-hole pairs have to be excited in order to make up for
the relatively large energy ~ U/2 of the double occupancy. Very many particle-hole pairs
are needed in view of the reduced effective band width of the order of the Kondo energy
scale Tx. This argument accounts for a finite, though very large, lifetime of the doubly
occupied level as seen in Fig. 4.9.

The high energy tail of the line in Fig. 4.9 can be understood as an effect of particle-
hole pairs which are generated by the double occupancy. This is not the same as the decay
of the double occupancy described above. In the decay the double occupancy disappears
in the process while it remains on generating additional particle-hole pairs. This explains
why the contribution of this process is found at the high energy side of the peak in Fig. 4.9.
The additional particle-hole pairs require an additional amount of energy to be created.
The physics of this process is similar to the physics of the X-ray edge problem where



118

4 Results for the SIAM

100

10

T HHH'
1| HHH‘

T \HHH'

| \HHH‘

0.1

7 D p(o)
LI HHH'
L1 HHH‘

0.01

T \HHH'
| \HHH‘

f

0.001

~
-~

Y\\\H TTTT
l/\/\\ HH‘

0.0001

Figure 4.13: Spectral densities obtained from D-DMRG raw data (Ny = 120,
n =0.1D, AE =0.1D, m = 128) for U = 2.0D and various values of the
hybridization V processed by the LB scheme.

the change of a local potential induces infinitely many particle-hole pairs thus leading to
slowly decreasing tails in the spectra, see for instance Ref. [ ] and references therein.
The main difference to the X-ray edge problem is that there is no true singularity here so
that the line shape is smoother.

At present, the accuracy of the data in the high energy tails is not sufficient to search
for approximate power laws which possibly describe the tails of the Hubbard satellites in
Figs. 4.9 and 4.10. This becomes apparent from Fig. 4.12. The figure shows the data of
Fig. 4.10 shifted in frequencies by the position of the Hubbard satellites maximum ®pax.-
We also rescaled the ordinates by plotting p(®)/p(®max) rather then £Dp (@) which
makes the curves for the various U values easier to distinguish. The possible approxi-
mate power laws describing the tails of the satellites cannot be identified from the fig-
ure. Further investigations are called for, regarding as well the accuracy of the D-DMRG
data as theoretical predictions for the expected behavior of the tails. It is apparent from
Fig. 4.12 that the kinks at the outer side of the Hubbard peaks are located approximately
at Wmax (U) + D (for the upper Hubbard peak, @ > 0).

Let us have a close look at these kinks. By using hybridizations V differing from D/2
we can change the shape of the free Green function, see Sect. 1.5. By enlarging V from
D/> to nearly P/v2 ~ 0.707D, we can make the band edges more and more singular, see
Fig. 1.5. Fig. 4.13 shows for U = 2D the D-DMRG results for hybridizations between
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Figure 4.14: Spectral densities obtained from D-DMRG raw data (Ny = 120,
N =0.1D, A, =0.1D, m = 256) for U = 2D and U = 3D and hybridization
V = 0.707D processed by the LB scheme. The inset shows the spectral densi-
ties shifted by @Wnax on a double-logarithmic scale.

V =0.3D and V = 0.7D. Indeed, the kink at wnax(U) + D is intensified by enlarging
V. Using the extreme value of V = 0.707D < D/v2, we show in Fig. 4.14 the D-DMRG
results for U = 2D and U = 3D. From the inset (frequencies shifted by @nax, see above)
we find again that the kinks are at frequencies Wmax + D. They are much more prominent
for V. =0.707D than for V = 0.5D, see Fig. 4.12. Also Fig. 4.14 does not provide a clear
indication for a possible power law in the region Wmax < ® < Omax + D for @ > 0. We
have to leave this aspect open for future work.

To our knowledge, numerically exact results like those obtained for the line shape of
the Hubbard satellites at @ = £U/2 beyond the region of the bare band w € [—D, D] are
not available in the literature. Especially the sharpness of Hubbard peaks is missed by
other zero temperature algorithms for the SIAM. By these line shapes we extended our
analysis of the Hubbard satellites based on broadened D-DMRG raw data, cf. Sect. 4.5.1.
Furthermore, these line shapes illustrate that the dynamic density-matrix renormalization
is suited to provide high resolution data at high energies, i.e. away from the Fermi level.
It is to be expected that such information will become more and more important as the
experimental techniques are improving. Hence the D-DMRG is a very valuable com-
plementary tool. Position and width of the Hubbard satellites are important for several
widely used applications, e. g., in the self-consistency cycle of the DMFT.
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5 Results for the d = -« Hubbard model
on a Bethe lattice

A high-resolution investigation of the electron spectra close to the metal-to-insulator tran-
sition in dynamic mean-field theory is presented [ , ]. The all-numerical,
consistent confirmation of a smooth transition at zero temperature is provided. In partic-
ular, the separation of energy scales is verified. Unexpectedly, sharp peaks at the inner
Hubbard band edges occur in the metallic regime. They are signatures of the important
interaction between single-particle excitations and collective modes.

5.1 Introduction

The interplay of electronic degrees of freedom with collective modes is one of the central
issues in current condensed matter physics. It is particularly intriguing when the collec-
tive modes are formed by the electrons themselves due to strong interactions. Famous
examples for the complexity of such systems are the high-temperature superconductors,
see e. g. Refs. [ , ], and materials displaying colossal magnetoresistance, see
e.g. Refs. [ , ].

We focus on charge and spin degrees of freedom by considering a narrow single-band
model with nearest-neighbor hopping ¢ where the interaction U stems from the Coulomb
repulsion. For simplicity, we study the half-filled case with one electron per site. Thus
the minimal model is the Hubbard model

T = —t Z CIGCj,G—i_UZ(ni,T_l/z) (ni,l—l/z) (5.1)
(i.j):0 i
where i, j denote sites on a lattice with (i, j) being nearest neighbors, ¢ € {7, ]} the spin
52 the electron annihilation (creation) and n; & their density.
Lez{ving aside all effects of long-range order like charge or spin density waves the sys-
tem is metallic for weak interaction and insulating for strong interaction. The weakly

interacting system does not have significant effects of collective modes because they are

and ¢

overdamped by Landau damping. The strongly interacting system is a paramagnetic insu-
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lator governed at low energies by the collective modes which are the magnetic excitations.
The charge modes display a large gap of the order of U. Thus charge and collective modes
are well separated in energy so that no significant interplay is to be expected. Hence, the
regime close to the transition between the metal and the insulator is the most likely to be
influenced by the interplay of single-particle and collective excitations.

An estimate shows that the two-dimensional (2D) superconducting cuprates are indeed
close to the metal-insulator transition. The magnetic coupling J is approximately given by
412 /U; empirically, one has J =~ /3 so that U /W =~ 1.5 where W = 8t is the band width
in 2D. This can be compared to the value of about U /W =~ 1.2 where the paramagnetic
insulating phase becomes instable due to closing of the charge gap [ ].

It is the aim of the present work to provide evidence that a generic paramagnetic system
with values of U /W in the range 1 to 1.5 constitutes a highly correlated metal with signif-
icant interplay between single-particle and collective modes. Since a controlled treatment
of finite dimensional systems other than the one-dimensional chain is not possible we
study the Hubbard model on the Bethe lattice with infinite coordination number z — oo.

At low, but finite, temperatures T the phase transition between metal and insulator is of

first order [ ] and takes place at U (T) [ , ] between U, 1 (T') (instability
of the insulator against infinitesimal changes in amplitude) and U, »(T') (instability of the
metal). At 7 = 0, the transition has peculiar properties [ , , , ] It

bears features from first order transitions: a jump in the entropy and a finite hysteresis
between U | := U 1(T =0) and U, := U.»(T = 0). But there are also second order
features because U, := U.(T = 0) = U, » where the quasi-particle weight vanishes contin-
uously and the ground state energy E(U) changes differentiably. The behavior of E(U)
is derived from a projective DMFT [ ] which is based on the hypothesis that the
energetically high-lying spectral features do not change at the transition from the metallic
to the insulating solution (separation of energy scales).

There are many determinations of U ; and U, ». They (almost) agree on (2.39+0.02)D
for Uc 1 [ , , ] with the outlier of (2.22540.025)D [ ]. For U.»
the values range from 2.92D to 3.0D [ , , , , , ].
The spectral densities p(®) := —n~'IJmG(w) (DOS) display a quasi-particle peak at
® = 0 in the metallic solution which is pinned to its non-interacting value py(0). But its
width decreases on U — U, [ , , , ]. The insulating solutions
display the lower and the upper Hubbard bands which merge for U — U ; when the
single-particle gap A closes [ , , , ].
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5.2 D-DMRG as impurity solver in a DMFT framework

Recent progress in the numerical calculation of dynamic quantities for quantum impu-
rity models, cf. [ , , , ] and Chapt. 4, by dynamic density-matrix
renormalization (D-DMRG, cf. | , , ] and Sect. 2.2) make calcula-
tions possible with well-controlled resolution at all energies. Thereby, spectral functions
and ground state energies become accessible which so far eluded a quantitative determi-
nation. With the correction vector method, cf. Sect. 2.2.3, we compute p (@) broadened
(convolved) by Lorentzians of width n € [0.01,0.1]D. The unbroadened p (®) is retrieved
by least-bias (LB) deconvolution, cf. [ ] and Sect. 3.3. It is used to determine the
continued fraction of the bath function in the next iteration of the DMFT self-consistency
cycle [ ]. The LB deconvolution provides a positive and continuous ansatz for the
spectral density with the least possible bias. Positivity is important in the robust imple-
mentation of the DMFT self-consistency conditions as non-causal artefacts in Jm G(o)
are absent. For all U about 20 iterations were performed till two subsequent p () differ
less than ~ 1073 /D everywhere and the ground state energy and the double occupancy
differ less than 1072 %. For the insulator, it is required in addition that the static gap,
derived from energy differences of the finite bath representation, differs less than 1%.
The D-DMRG is performed with 128 or 256 states in the projected DMRG basis. We
use 120, 160, or 240 fermionic sites in the metallic regime (one for the impurity site, the
rest representing the bath). An odd number of sites implies a pole at @ = 0 in po(®). This
pole is split by the interaction. The splitting results from a pole in X(®) at @ = 0. Such a
solution is insulating. Hence an odd number of sites is slightly biased towards an insulator.
Vice versa an even number of sites leads to a JmX(0) = 0 implying a small bias towards
the metallic solution. The relative bias is estimated by the inverse number of sites: 4 to
8-1073. In odd chains, we observe two almost degenerate ground states (spin | or | at the
interacting site) which must be considered both. Otherwise a spurious magnetic moment
is generated. If we find a ground state |1) with energy F; using a standard Lanczos or
Davidson algorithm starting from an initial guess |I;), the degenerate counterpart |2) with
E, = E| is easily calculated starting from a new initial vector |I,) = |I;) — (I;|1)|1). The
state |0) = o |1) + ]2) with appropriate ¢ and o is again normalized (0|0) = 1, has

(0

energy Eg = E| = E; and restores

dod),

0> — 1/ (5.2)

foro = {1,1}.
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Figure 5.1: Spectral densities p (@) deep in the metallic (upper row) and deep
in the insulating regime (lower row) in DMFT for the Bethe lattice at 7 = 0;
dashed lines: NRG data [ 1.

5.3 Results

In Figs. 5.1 and 5.2, our results for metallic and insulating p(®) are shown. In the metal-
lic solutions, the narrowing of the quasi-particle band around w = O is clearly visible.
From U =~ D on, the DOS displays side features which develop into the lower and upper
Hubbard band. At U ~ 2D the Hubbard bands are well separated from the quasi-particle
peak at @ = 0 by a precursor of the gap A in the insulator: a pseudo-gap. The comparison
with the NRG data from Ref. [ ] shows good agreement in the quasi-particle peak
but deviations in the Hubbard bands. There the DMRG data is much sharper and does
not have significant tails at higher energies. This difference stems from the broadening
proportional to the frequency which is inherent to the NRG algorithm [ , ].
The insulating solutions display the lower and the upper Hubbard bands clearly. They
agree excellently with the perturbative result (not shown) [ ]forU 2 3D. AtU =
Uc,1 = (2.38£0.02)D both bands touch each other. No upturn in p(®) as in Ref. [ ]
is found when we consider the deconvolved p(®) for all @. An upturn occurs only if the
static gap i1s used. But such a procedure did not lead to stable self-consistent solutions.
In Fig. 5.3 the quasi-particle weight Z in the metal and the single-particle gap A in the
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Figure 5.2: Spectral densities p(®) of the metallic (solid) and the insulating
solution (dashed) between U, ; and U >.

insulator are shown. The weight

z= #M (5.3)
is found from fitting the derivative of the Dyson equation
G(0) = Go(o - Z(w)) (5.4)
implying 5
1 D%dupG(0
z:—J%LZ (5.5)

where Go() is the bare local Green function of the lattice. The gap A is found from a
fit o< /@ — A to the sharp uprise of the DOS at the inner band edges. The DMRG data
agrees excellently with the perturbative results where the respective perturbation holds.
The comparison to the NRG data shows that the broader high energy features reduce Z to
some extent so that the NRG weight stays below the DMRG data.

From the power law fit

A=(U-Ue) a1 +a(U—Ue,)] (5.6)
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Figure 5.3: Dotted area: region of two solutions. Left curves: metallic quasi-
particle weight Z; line with circles: interpolated DMRG, line with pluses:
NRG [ ]; dashed line: perturbation up to U* [ 1. Right curves:
insulating gap A or pseudo-gap in the metal (line with diamonds); line with
squares: DMRG; dashed line: perturbation up to 1/U? [ ]. Inset: weight
S of the peaks at inner Hubbard band edges.

shown in Fig. 5.3 we find U, = (2.38 £0.02)D in perfect agreement with most of the
previous results [ , , ]. The exponent is found to be { = 0.72 +0.05.
The value for U.» = (3.07 £ 0.1)D is determined reliably from a second order extrap-
olation shown in Fig. 5.3. The value of U., agrees well with the previous results
[ , , , , , ]. We attribute the small deviation to the
enhanced accuracy of our D-DMRG algorithm.

Fig. 5.2 nicely shows the evolution of the metallic and the insulating p (@) between U |
and U, ». It represents the first all-numerical high-precision confirmation of the hypothesis
of the separation of energy scales. Clearly, the metallic Hubbard bands at higher energies
approach the insulating ones for U — U ». Differences remain at the inner band edges
and around @ = 0 as long as U < U.p. The frequency of the sharp uprise in p(®) at
the inner edges in the metallic solutions defines the pseudo-gap. Its evolution (Fig. 5.2)
shows that it tends to the insulating gap at U = U, . This corroborates strongly that
the metallic p(w) approaches the insulating p(®) for U — U, >. Remarkably, the metal
and the insulator have the same single-particle correlations at U = U, », which is again a
feature of a second order phase transition.
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Figure 5.4: Upper panel: ground state energy E(U) in the insulator (squares)
and in the metal (circles). Lower panel: corresponding double occupancy

d(U). At U, = (3.07£0.04)D the double occupancies intersect. The dashed
lines depict the derivative of the interpolations for E(U).

From equations of motion [ ] one obtains the ground state energy per site

Ol a0 e

where d(U) is the double occupancy (n; 1n; |). All the local expectation values are com-
puted directly at the interaction site of the SIAM at self-consistency. Then they equal the
local expectation values on the lattice. In Fig. 5.4, E(U) and d(U) are depicted. The
equality of d(U) in the SIAM [data points and interpolations (solid lines)] and in the lat-
tice, obtained from d(U) = dy E + 1/4 (dashed lines), is a very sensitive check of the data
quality. It is perfectly fulfilled in the insulator (difference < 2- 10~%). The comparison of
energies after integrating d(U) for U € [2.4,4.0]D as in Ref. [ ] shows agreement
within 8- 107°D. In the metal, our check for d (U) works very well, but not perfectly
(difference < 3- 1073). The remaining deviation is a finite-size effect of the bath because
the deviation decreases on increasing the number of fermionic sites.

Assuming a differentiable behavior of E(U) we deduce the critical interaction U, =
(3.07 £0.04)D from the intersection of the double occupancies. The corresponding
metallic and insulating energies differ less than 107*D. This justifies the assumption
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of differentiability a posteriori. The agreement of U, and U.» in our numerical treat-
ment proves the consistency of our data. Thereby, the previously proposed scenario
[ , , ] for the metal-insulator transition is numerically confirmed.

An unexpected feature in our metallic solution are the sharp peaks at the inner edges of
the Hubbard bands, see Fig. 5.2 and Fig. 5.1 for U = 2D. The only previous evidence for
similar features were weak shoulders in NRG [ ] and QMC data [ ]. Based on
the following arguments we interpret it as the signature of a collective mode.

Since the sharp peaks occur only in the metal the heavy quasi-particles must be in-
volved. But the peaks are located at relatively high energies compared to the quasi-
particle band. So a binding or antibinding phenomenon with something else must take
place. Since the peaks are very sharp (to numerical accuracy for U g, 2.6D) we conclude
that an immobile, local mode is involved. Spin excitations like spin waves are the best-
known collective excitations in Hubbard systems. In infinite dimensions, they are indeed
dispersionless [ ]. In absence of any magnetic order they are located at zero energy
in the insulator because the Hartree term vanishes [ ]. By continuity, we deduce
that their energy is very low also in the metal with an estimated upper bound of 0.2D
deduced from the energy of a spin wave in the long-range ordered Néel state which is
zJ /2~ D?*/(2U) =~ 0.2D at U = 2.5D. Hence, we conclude from the energy of the sharp
features that it signals the antibound state or resonance of a heavy quasi-particle with a
collective spin excitation. We refer to this state as antipolaron.

In the inset of Fig. 5.3 we plot the weight S of the antipolaron peak as function of Z. The
error bars result from the numerical difficulty to resolve this sharp feature and from the
analytical difficulty to separate it from the background of the Hubbard bands. For the sep-
aration, we fitted an approximate square root onset starting at the pseudo-gap, multiplied
with a quadratic polynomial, to the Hubbard bands. The excess weight S is attributed to
the antipolaron peak. From the inset in Fig. 5.3 we conclude that S vanishes linearly with
Z, rather than quadratically or cubically. Thus the antipolaron peak vanishes proportional
to the matrix element of a single quasi-particle. If S had vanished quadratically (cubi-
cally) one would have concluded that two (three) quasi-particles would be involved. The
linear dependence of S on Z corroborates the scenario of an antibound state formed from
one quasi-particle and one collective mode. Surely, further investigations are called for.

We point out that the antibinding between the heavy quasi-particles and the collective
magnetic modes suggests an interesting answer to the so far open question why the metal
forms Hubbard bands and eventually becomes insulating. The weight close to the Fermi
level is pushed away to higher energies by a strong repulsive interaction between the low-
lying quasi-particles and magnetic modes. Note that this scenario is also applicable in
finite dimensions if the finite dispersion of the collective modes is accounted for.

In summary, we provided the all-numerical confirmation of the metal-insulator transi-
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tion proposed earlier [ , , ] on the basis of the hypothesis of the sepa-
ration of energy scales. We found that the spectral density of the metal approaches the
one of the insulator for U — U, . The critical interactions U, ; = (2.38 +0.02)D and
Uco = (3.07+0.1)D were found; the latter value coincides with U, = (3.07 £0.04)D
where the ground state energies E(U) intersect differentiably. Hence, a consistent picture
of a differentiable E(U) emerged.

The unprecedented resolution of the spectral densities enabled us to detect sharp peaks
at the inner Hubbard band edges. We interpreted them as antibound states or resonances
formed from a heavy quasi-particle and a collective magnetic mode. The occurrence
of such signatures in electron spectra opens up the interesting route to investigate the
interplay of single-particle and collective excitations in photoelectron spectroscopy.
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6 Summary

The computation of spectral properties is a central issue in theoretical physics. Many
spectroscopic probes provide experimental information about the investigated systems.
In order to understand the meaning of such data it is indispensable to be able to compute
the corresponding quantities theoretically. This task is particularly demanding if the sys-
tem under study is characterized by strong correlations. Then standard approaches like
diagrammatic perturbation theory have difficulties to provide quantitative results.

An archetypal class of strongly correlated systems are impurity models where a small
subsystem, the impurity, is coupled to a bath of degrees of freedom. The discrete levels
of the impurity are broadened due to the interaction with the bath. The most fundamental
fermionic representative of this class of models is the single impurity Anderson model
(SIAM).

The SIAM describes a plethora of physical problems. Historically it was used for di-
luted magnetic impurities in metals. But it also describes the electronic transmission
through quantum dots. The smallness of the quantum dot implies a small capacitance,
hence a large charging energy which represents the interaction energy U. The bath is
given by the external leads. The dynamic mean-field theory (DMFT) represents another
broad and very active field where the SIAM occurs. In this approach, as in all mean-
field approaches, the lattice problem of strongly interacting fermions is mapped onto an
effective single-site problem, namely a SIAM. This SIAM is linked to the original lat-
tice problem by a self-consistency condition. The clue is that the mean-field, the Green
function of the bath, is a dynamic quantity depending on frequency.

The above examples illustrate that it is very important to be able to compute the dynam-
ics of a STAM in a reliable fashion. There are a several numerical approaches which can
be applied. Among the most prominent ones are quantum Monte Carlo (QMC) and the
numerical renormalization group (NRG). Both approaches are powerful but do not have
a high resolution away from the Fermi level. For QMC this is so since the dynamics is
computed in imaginary time and the analytic continuation to real frequencies represents
an ill-conditioned problem. Moreover, care must be taken to reach low temperatures.
The NRG can be used directly at zero temperature. But it is set up to focus on the limit
® — 0. The energy levels kept are broadened by a broadening which is proportional to
the frequency which implies that features at higher energies tend to be smeared out.
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6 Summary

Method

We investigated in this thesis a third complementary numerical approach given by the
dynamic density-matrix renormalization (D-DMRG). Dynamic density-matrix renormal-
ization provides valuable numerical information on dynamic correlations by computing
convolutions of the corresponding spectral densities. The dynamics at zero temperature is
determined by computing the expectation values in the local propagator. This can be real-
ized by targeting not only at the ground state and the excited state, but also at the resolvent
applied to the excited state. This additional targeted state is called the correction vector.
Three schemes how the correction vector can be used to determine the spectral density
were discussed. The calculation of the w-dependent correction vector is numerically ex-
tremely demanding due to the inversion of an almost singular non-hermitian matrix. We
compared the performance of several iterative solvers for linear equation systems and
managed to stabilize the inversion problem of the D-DMRG by using optimized algo-
rithms. For low and intermediate frequencies complex symmetric QMR (quasi-minimal
residual) with a DMRG-inspired preconditioning scheme turned out to perform best. The
preconditioner is based on a pseudo-inverse of the superblock Hamilton operator gained
by diagonalizing the system and environment block Hamiltonians. For high frequencies
the performance of the standard conjugate gradients method (CG) was best.

Calculating the “improper” self-energy (Q-function) via DMRG and subsequent ex-
traction of the Green function instead of directly calculating G is advantageous. Finite
size effects due the rendering of the bath with finite instead of semi-infinite chains are
reduced.

The main limitation of the correction vector D-DMRG is that one cannot obtain data
for purely real frequencies but only for frequencies with a certain imaginary part. Hence
the extraction of the behavior at purely real frequencies is one of the main problems to be
solved in using the D-DMRG. We illustrated how and to which extent such data can be
deconvolved to retrieve the wanted spectral densities. We discussed and compared various
algorithms to achieve this extraction. The linear schemes use either Fourier transform to
deconvolve the raw data or they implement an explicit matrix inversion. These schemes
are linear because there is a linear relationship between the raw data and the extracted
spectral density. If the structures to be resolved are not too sharp the linear schemes
work well. If there are sharp structures the linear schemes are prone to lead to negative
spectral densities which result from spurious oscillations. Furthermore, they can resolve
the positions of sharp peaks only with the accuracy of the grid on which the raw data
was computed. We presented a non-linear approach from the family of maximum entropy
methods. This approach provides a continuous, positive ansatz for the wanted spectral
density with the least bias (LB). Even relative abrupt changes of the spectral density can
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be reproduced satisfactorily. In the vicinity of singularities spurious oscillations occur.
But they do not violate the positivity of the ansatz. The least-bias ansatz can be made
more robust towards small numerical inaccuracies and finite-size effects by including
besides the entropy functional a y-functional in the functional to be minimized. Thereby,
one can allow for small deviations from the raw data.

Applications

We investigated the dynamic propagator of the symmetric single impurity Anderson
model by D-DMRG. This powerful large-scale algorithm provides information with a
constant or adaptive energy resolution.

The central peak at @ = 0 is the Abrikosov-Suhl resonance (ASR). For larger U (smaller
V) its width decreases rapidly so that the ASR is very difficult to resolve. We calculated
the ASR to gauge the D-DMRG and to demonstrate that features at low energies can be
resolved. The least-bias (LB) scheme was used to extract the real spectral density from
the raw data. We were able to reproduce the low energy scale of the SIAM over two
orders of magnitude.

An increase in U leads to the formation of Hubbard satellites below and above the free
band. They are situated at energies @yp/iow = £(U/2+ Oshift), Oshife > 0 and become more
pronounced on increasing U in two ways. They capture more weight and they become
sharper. The width of sharp resonances can be extracted by fitting Lorentzians to the
broadened D-DMRG raw data. In particular, we analyzed the positions and widths of the
Hubbard satellites. The shifts are of order V*/u due to level repulsion; the line widths are
of order V*/u2.

By means of the LB extraction we were now able to address the line shape of the
Hubbard satellites. It is found that the Hubbard satellites are strongly asymmetric. We
illustrated this for the upper Hubbard satellite: the rise at the low energy side is rather
abrupt and steep while the decrease at the high energy side is much more gentle and slow.
The peak is very pronounced and the maximum value very high. At present, the accuracy
of the data in the high energy tails is not sufficient to search for approximate power laws
which possibly describe the tails of the Hubbard satellites. But we were able to resolve a
generic feature in the asymmetric tails of the satellites. A kink is observed at +|®pax| +=D
where +|max| are the positions of the satellite maxima and W = 2D is the bandwidth.
We showed that the D-DMRG combined with the powerful LB scheme allows to resolve
features at high energies which so far eluded a quantitative determination. Especially the
sharpness of Hubbard peaks is missed by other zero temperature algorithms for the SIAM.
The calculation of the line shapes of energy levels at high energies represents a new field
of applications since previous methods are not suited to perform such computations.
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6 Summary

We investigated the Hubbard model on the Bethe lattice with infinite coordination num-
ber by means of the dynamic mean-field theory (DMFT) using the D-DMRG as impu-
rity solver. A high-resolution investigation of the electron spectra close to the metal-
to-insulator transition in dynamic mean-field theory was presented. The all-numerical,
consistent confirmation of a smooth transition at zero temperature is provided. In par-
ticular, the separation of energy scales is verified. We found that the spectral density
of the metal approaches the one of the insulator for U — U, >. The critical interactions
Uc,1 = (2.38+£0.02)D and U, = (3.07 £ 0.1)D were found; the latter value coincides
with U, = (3.07 £0.04)D where the ground state energies E(U) intersect differentiably.
Hence, a consistent picture of a differentiable E(U) emerged. The unprecedented res-
olution of the spectral densities enabled us to detect sharp peaks at the inner Hubbard
band edges in the metallic regime. We interpreted them as antibound states or resonances
formed from a heavy quasi-particle and a collective magnetic mode. The occurrence of
such signatures in electron spectra opens up the interesting route to investigate the inter-
play of single-particle and collective excitations in photoelectron spectroscopy.
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Kurze Zusammenfassung

In dieser Arbeit wurde ein numerischer Zugang, die dynamische Dichte-Matrix-Renor-
mierung (D-DMRG) untersucht, implementiert, geeicht, optimiert und angewendet. Die
dynamische Dichte-Matrix-Renormierung ist die Erweiterung der Standard-DMRG auf
die Berechnung dynamischer Grolen. Die D-DMRG berechnet numerisch die Faltungen
von Spektraldichten zu dynamischen Korrelationsfunktionen. Die Dynamik bei 7' = 0
wird durch Bestimmung der Erwartungswerte des lokalen Propagators gewonnen. Dies
wird ermoglicht, indem neben dem Grundzustand und dem angeregten Zustand auch die
Resolvente angewandt auf den Anregungszustand als DMRG-Zielzustand benutzt wird.
Dieser frequenzabhingige zusitzliche Zielzustand wird Korrekturvektor genannt. Seine
Berechnung ist der anspruchsvollste Teil in einem D-DMRG-Algorithmus, da ein beina-
he singulires nicht-hermitesches Gleichungssystem gelost werden muss. Wir haben das
Laufzeitverhalten mehrer iterativer Gleichungssystem-Loser verglichen und so das Inver-
tierungsproblem der D-DMRG unter Verwendung spezialisierter Algorithmen stabilisie-
ren konnen.

Die Haupt-Einschrinkung der Korrektur-Vektor-DMRG besteht darin, dass man nicht
bei rein reellen Frequenzen sondern nur bei Frequenzen mit einem kleinem Imaginérteil
rechnen kann. Daher ist die Extraktion des Verhaltens bei reellen Frequenzen ein essen-
zielles Problem bei der Verwendung der D-DMRG. Wir diskutieren und vergleichen ver-
schiedene Algorithmen, die diese Entfaltung vornehmen. Ein nicht-linearer Zugang aus
der Familie der Maximum-Entropie-Methoden, die Least-Bias-Entfaltung (LB), wurde
vorgestellt. Das LB-Schema berechnet mit einem kontinuierlichen und positiv-definiten
Ansatz die Entfaltung mit der geringsten Voreingenommenheit. Sogar sehr abrupte An-
derungen in der Spektral-Dichte konnen zufriedenstellend reproduziert werden. In der
Nihe von Singularititen treten storende Oszillationen auf. Der Least-Bias-Ansatz kann
beziiglich kleiner numerischer Ungenauigkeiten in den Rohdaten stabilisiert werden.

Wir haben den dynamischen Propagator des symmetrischen Einstorstellen-Anderson-
Modells mittels D-DMRG untersucht. Die Abrikosov-Suhl-Resonanz (ASR) wurde zur
Eichung der D-DMRG untersucht. Damit belegen wir, dass mit der D-DMRG die
Niederenergie-Skala des Modells aufgelost werden kann, was iiber zwei GréBenordnun-
gen hinweg reproduziert werden konnte. Weiterhin wurden die Hubbard-Satelliten unter-
sucht. Aus verbreiterten Rohdaten konnten die Breiten und die Peak-Verschiebungen aus
den atomaren Niveaus bestimmt werden. Mit Hilfe der LB-Entfaltung wurde die Linien-
form der Satelliten untersucht. Diese stellen sich als stark asymmetrisch heraus.

Das Hubbard-Modell auf dem Bethe-Gitter mit unendlicher Koordinationszahl wurde
mit Hilfe der dynamischen Molekularfeldtheorie (DMFT) und der D-DMRG als Storstel-
lenloser untersucht. Eine Berechnung der Spektren nahe des Metall-Isolator-Ubergangs
wurde mit hoher Auflosung durchgefiihrt. Wir bieten mit dieser rein numerischen Unter-
suchung eine konsistente Bestiitigung des Szenarios eines glatten Ubergangs bei T = 0.






Abstract

In this thesis we investigated, implemented, gauged, optimized, and applied a numer-
ical approach given by the dynamic density-matrix renormalization (D-DMRG). The
dynamic density-matrix renormalization is the extension of standard DMRG to the cal-
culation of dynamic quantities. D-DMRG provides valuable numerical information on
dynamic correlations by computing convolutions of the corresponding spectral densities.
The dynamics at zero temperature is determined by computing the expectation values in
the local propagator. This can be realized by targeting not only at the ground state and the
excited state, but also at the resolvent applied to the excited state. This additional targeted
state is called the correction vector. The calculation of the frequency-dependent correc-
tion vector is numerically extremely demanding due to the inversion of an almost singular
non-hermitian matrix. We compared the performance of several iterative solvers for lin-
ear equation systems and managed to stabilize the inversion problem of the D-DMRG by
using optimized algorithms.

The main limitation of the correction vector D-DMRG is that one cannot obtain data
for purely real frequencies but only for frequencies with a certain imaginary part. Hence
the extraction of the behavior at purely real frequencies is one of the main problems to be
solved in using the D-DMRG. We illustrated how and to which extent such data can be
deconvolved to retrieve the wanted spectral densities. We discussed and compared various
algorithms to achieve this extraction and presented a non-linear approach from the fam-
ily of maximum entropy methods. This approach provides a continuous, positive ansatz
for the wanted spectral density with the least bias (LB). Even relative abrupt changes of
the spectral density can be reproduced satisfactorily. In the vicinity of singularities spu-
rious oscillations occur. The least-bias ansatz can be made more robust towards small
numerical inaccuracies and finite-size effects by including besides the entropy functional
a x-functional in the functional to be minimized.

We investigated the dynamic propagator of the symmetric single impurity Anderson
model by D-DMRG. The Abrikosov-Suhl resonance (ASR) was calculated to gauge the
D-DMRG and to demonstrate that features at low energies can be resolved. The low
energy scale of the SIAM was reproduced over two orders of magnitude. The Hubbard
satellites were investigated. From the broadened D-DMRG raw data we extracted the
width and the shifts from the atomic positions. By means of the LB extraction we were
able to address the line shape of the satellites. It was found that the Hubbard satellites are
strongly asymmetric, the peak is very pronounced and the maximum value is very high.

The Hubbard model on the Bethe lattice with infinite coordination number was in-
vestigated by means of the dynamic mean-field theory (DMFT) using the D-DMRG as
impurity solver. A high-resolution investigation of the electron spectra close to the metal-
to-insulator transition in dynamic mean-field theory was presented. The all-numerical,
consistent confirmation of a smooth transition at zero temperature is provided.
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