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Abstract

Topological insulators are unique quantum states of matter. Although they behave like ordi-
nary insulators in the bulk, states involving massless Dirac fermions at the surface of suchma-
terials are found to bemetallic. Since their discovery in two-dimensional HgTe quantumwells,
topological insulators have been very actively studied, both experimentally and theoretically.

In this thesis, we investigate how amagnetic field induces one-dimensional edge channels
when the two-dimensional surface states of three-dimensional topological insulators become
gapped. The Hall e�ect, which can be measured by contacting those edge channels, remains
integer-quantized even when the topological θ-term in the bulk (and the associated surface
Hall conductivities σsurf

xy ) are not quantized due to time-reversal symmetry breaking. We show
that the quantization of theHall conductivityσHall

xy arises as the θ-term changes by±2πn along
a loop around n edge channels. Analytical calculations on a model based on strained HgTe
are presented, which show how the interplay of orbital and Zeeman e�ects leads to quantum
Hall transitions where channels get redistributed along the edges of the crystal. This network
of edges, the existence of which we confirm by numerical tight-binding calculations, opens up
new possibilities to investigate the coupling of edge channels.

In the last part of this thesis, we investigate whether long-ranged Coulomb interactions,
controlled by the dimensionless coupling constant α = 1/(~εvsurf

F ε), can induce spontaneous
symmetry-breaking on the surfaces of a three-dimensional topological insulator, thereby cre-
ating a gap in the metallic surface states. This would allow an anomalous quantum Hall e�ect
without explicitly breaking time-reversal invariance, i.e., without the application of an external
magnetic field. We find that one prerequisite for observing this e�ect is to reduce the Fermi ve-
locity vsurf

F of the surface Dirac fermions. However, we find that screening due to bulk metallic
states renders the e�ective interaction strengthα small instead of large and therefore prevents
chiral symmetry breaking. We confirm this scenario by explicit numerical tight-binding calcula-
tions for variousmodels in slab geometries, and by an analytical calculation of the correspond-
ing polarization functions. We also derive topological criteria for the existence of flat surface
bands and discuss under which conditions short-ranged Hubbard interactions may lead to an
interaction-induced band gap in the surface states. In particular, we find a generic scenario for
a surface band gap due to local interactions in the Fu-Kane-Mele model.





Kurzzusammenfassung

Topologische Isolatoren stellen eine neue Klasse von Materialien dar, die sich im Volumen wie
gewöhnliche Isolatoren verhalten, auf ihrer Oberfläche aber metallische Zustände besitzen.
Diese metallischen Randzustände lassen sich durch Dirac-Fermionen, d.h. durch masselose
ultra-relativistische Teilchenmit linearer Energie-Impuls-Relation beschreiben undweisen au-
ßergewöhnlicheEigenscha�enwieeinehalbzahligquantisierteHall-Leitfähigkeit oderden sog.
magneto-elektrischen E�ekt auf. Seit ihrer Entdeckung in HgTe-Heterostrukturen vor wenigen
Jahren sind topologische Isolatoren ein sehr aktives Forschungsgebiet.

Indieser Arbeit betrachtenwir zunächst dreidimensionale topologische Isolatoren inAnwe-
senheit eines äußeren Magnetfeldes und untersuchen die Netzwerke eindimensionaler Rand-
kanäle der zweidimensionalen Oberflächenzustände. Wir zeigen, dass die entsprechende Hall-
Leitfähigkeit σHall

xy stets in Vielfachen von e2/h quantisiert ist, wohingegen der sogenannte θ-
Term und die verwandte Oberflächen-Leitfähigkeit σsurf

xy auf Grund gebrochener Zeitumkehr-
invarianz keine Quantisierung mehr erfahren. Wir analysieren mittels Modellrechnungen den
Einfluss des äußerenMagnetfelds, das zugleich an Ladungs- und Spin-Freiheitsgrade der Dirac-
Fermionen koppelt, auf die Randkanäle und zeigen, dass dies zu einer Verschiebung der Quan-
ten-Hall-ÜbergängeaufdenOberflächendes topologischen Isolators führt.DesWeiterengehen
wir kurz auf mögliche Anwendungen derartiger Randkanalnetzwerke ein.

Im letzten Teil der vorliegenden Arbeit untersuchen wir den E�ekt von langreichweitigen
Coulomb-Wechselwirkungen, die durch chirale Symmetriebrechung eine Bandlücke in den an-
sonstenmetallischenOberflächenzuständen erzeugen kann.Wir diskutieren die Voraussetzun-
gen für chirale Symmetriebrechung und zeigen, dass es ausreicht, die Fermi-Geschwindigkeit
der Oberflächen-Dirac-Fermionen zu verringern, sofern die Dielektrizitätskonstante des topo-
logischen Isolators endlich bleibt. Allerdings beobachtenwir, dass eine Reduzierung der Fermi-
Geschwindigkeit in den betrachtetenModellen stetsmit einer Divergenz der Polarisationsfunk-
tion (und damit der Dielektrizitätskonstanten) einhergeht, sodass langreichweitige Coulomb-
Wechselwirkungen abgeschirmt werden, was wir durch explizite numerische und analytische
Rechnungen überprü� haben. Zum Schluss diskutieren wir unter welchen Bedingungen gene-
risch flache Bänder in topologischen Isolatoren au�reten können, und zeigen mögliche Wege
auf, den E�ekt der chiralen Symmetriebrechung durch lokale Hubbard-Wechselwirkungen zu
realisieren, um beispielsweise den magneto-elektrischen E�ekt auf der Oberfläche eines drei-
dimensionalen topologischen Isolators zu beobachten.
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CHAPTER 1

Introduction

I
n the last decade, physicists have begun to question one of the most basic classifica-
tions of materials as being either conductors or insulators. It was only rather recently
understood that this distinction, based on the ability to conduct an electric current, is

not as sharp as it was once thought to be. The essential subtlety is that all real materials are of
finite size and hence have surfaces which can have very di�erent properties from those of the
bulk.

A huge theoretical and experimental research e�ort has now established that band insula-
tors can actually be divided into two classes: the first one describes the “ordinary” band insu-
lators, in which electrons fully occupy valence bands, while all available conduction states are
well-separated by a large energy gap. Since there are no low-energy excitations, the system is
trivially insulating. The second class, however, are the topological insulators, in which the en-
ergy gap between the occupied and empty bands is fundamentally modified due to spin-orbit
interactions of relativistic origin. In topological insulators, the coupling of the spin and orbital
angular momentum of an electron leads to an inversion of the band gap: states formerly lying
above the gap are now below, and vice versa. Similar to the Möbius strip, this “twist” in the
electronic band structure cannot be simply unwound, and this feature leads to the notion of
topology in such insulators. Another consequence of this winded band structure is the appear-
ance of metallic states at the surfaces of topological insulators which, in general, do not exist
in the ordinary band insulators. Theoretically, those topological surface states have been pre-
dicted to show a linear energy-momentum relation similar to Dirac fermions, and an unusual
spin texture due to a locking of spin and momentum. The experimental confirmation of those
metallic surface states in HgTe quantum wells spurred a large activity in this field of research,
serving as a platform for both fundamental physics and technological applications like spin-
tronics or quantum computing.

From a historical point of view, the first and probably best-known example of a topologi-
cal insulator is the integer quantumHall e�ectwhich shows a quantized Hall conductivity in a
perpendicularmagnetic field 1. Haldane later realized that the quantumHall e�ectmayalso oc-
cur in systems without an external magnetic field, and proposed amodel for spinless fermions
on the two-dimensional honeycomb lattice under the influence of a fictitious inhomogeneous
magnetic field2. By including the spin degree of freedom and making the magnetic field spin-
dependent, Kane and Mele restored the time-reversal symmetry of the Haldane model, sug-
gesting that the single-layer graphene sheet with intrinsic spin-orbit interactions indeed con-
stitutes a new quantum phase of matter—the quantum spin Hall insulator3,4. Soon a�er, the
quantum spin Hall e�ect was in fact observed experimentally in HgTe quantum wells which
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possess a larger spin-orbit coupling than the graphene system due to its heavier constituent
elements5,6.

In general, symmetry-protected topological insulators like the quantum spin Hall insula-
tor can be described as quantum states of matter which are insulating in the bulk, but exhibit
topologically protected edgeor surface states at their boundaries. The surface states of a three-
dimensional topological insulator are gapless and protected against arbitrary deformations
and perturbations of the Hamiltonian as long as (i) time-reversal invariance as the most fun-
damental symmetry of the Hamiltonian is preserved and (ii) the bulk band gap is not closed.
In three dimensions, the di�erent phases of topological insulators are characterized by four
topological Z2 invariants νi, of which ν0 is the most important.

In the simplest case, a three-dimensional topological insulator canbe constructedby stack-
ing layers of the two-dimensional quantum spin Hall insulator on top of each other. The helical
edge states of these layers hybridize and form surface states which can be localized by disor-
der, since time-reversal symmetry does not protect such states. This state of matter is aweak
topological insulatorwhich has ν0 = 0. On the other hand, ν0 = 1 describes a strong topolog-
ical insulator which cannot be interpreted in terms of the 2D quantum spin Hall insulator. To
be precise, in a strong topological insulator, there exists an odd number of Dirac points on the
surface of the crystal. In the simplest case of a single Dirac point, the two-dimensional surface
metal can be described in terms of a Dirac Hamiltonian with linear spectrum.

In this thesis, we focus on the three-dimensional topological insulator as a novel quantum
state of matter. We begin in chapter 2 with a brief introduction to topological insulators and
explain the topological order in the quantum Hall e�ect. We also give a short introduction to
the Haldane model2 and the quantum spin Hall insulator introduced by Kane and Mele3,4,7,8.
A feature common to all thesemodels is the bulk-boundary correspondencewhich relates the
topological structure of the electronic bulk band structure to the presence of gapless bound-
ary modes. We discuss conceptually how to calculate both analytically and numerically the
boundary states of topological insulators.

In chapter 3, we first describe the electronic band structureofmercury telluride (HgTe) and
cadmium telluride (CdTe), and discuss the discovery of the quantum spin Hall insulator in two-
dimensionalCdTe/HgTe/CdTequantumwell heterostructures5,6. Wegoon todiscussbriefly the
topological properties of bulk HgTe samples under applied biaxial strain, realizing an instance
of a strong topological insulator in three dimensions9,10. Finally, we develop a minimal model
for topological insulators in three dimensions, based on the states close to the Fermi level in
strained HgTe.

In chapter 4, we investigate the Hall response of a strong topological insulator and dis-
cuss the appearance of chiral edge states. We discuss the situation, where time-reversal invari-
ance is broken in a strong topological insulator, for example by an applied external magnetic
field, and show that a band gap opens for the otherwise gapless surface states. Those surface
states are then expected to become quantumHall stateswhich exhibit a half-integer quantized
Hall conductance σsurf

xy = ±e2/(2h) (Ref. 10). We also discuss the related phenomenon of the
magneto-electric e�ectwhich is regarded as one of the characteristic features of strong topo-
logical insulators 11–13. Although the Hall conductivity of the two-dimensional surface metal is
thus expected to be quantized in half integers, it is known from transport experiments that
charge quantization leads to a quantized Hall conductance with σHall

xy = n(e2/h) and integer
n (Ref. 14). To resolve this apparent contradiction, we develop an e�ective field theory for the
surface Dirac fermions and compute the Landau level sequence in the presence of an external
magnetic field. The results are confirmed by explicit calculations of the band structure and
the edge channels using exact diagonalization methods. Furthermore, we discuss the role of
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the topological θ-term in the e�ective action of topological insulators which is related to the
half-integer quantized conductance σsurf

xy , and show how it can be reconciled with the integer-
quantized Hall response σHall

xy from transport measurements. In particular, we show that the
value of θ and thus σsurf

xy are not quantized in a system with broken time-reversal symmetry
and broken inversion symmetry, but the Hall response σHall

xy as a global measurement indeed
remains quantized—as follows from the quantization of the elementary charge.

Chapter 5 focuses on the question whether a symmetry-broken state could appear on the
surfaces of a three-dimensional topological insulator due to an interaction-induced surface
band gap. We investigate long-ranged Coulomb interactions which can, in principle, lead to
a symmetry-broken state due to chiral symmetry breaking, where the Dirac fermions at the
surface exhibit a spontaneously generated mass 15–17. Once such a gap is opened, one expects
to see, for example, the anomalous quantum Hall e�ect or the surface magneto-electric e�ect
associated with topological insulators 11–13.

We start by reviewing themechanism of chiral symmetry breaking of Dirac fermions in two
spatial dimensions in the presence of long-range Coulomb interactions and briefly discuss the
current status regarding chiral symmetry-breaking in the context of two-dimensional graphene
sheets. We then introduce the two-dimensional Kane-Mele model as an e�ective low-energy
model of a topological insulator on the two-dimensional graphene lattice3,4. In particular,
finite-size graphene ribbons with zigzag edges host zero-energy edge states which form com-
pletely flat bands when spin-orbit interactions are absent, although those edge states are not
observed for armchair edges. We show how these flat bands are related to the topology of a
whole family of one-parameter Bloch Hamiltonians, and we give explicit criteria for the exis-
tence of those zero-energy boundary states for topological insulators in two and three dimen-
sions 18. The flat bands pave a way to achieve chiral symmetry breaking, and we discuss under
which conditions theone-dimensional edge states in graphene ribbons spontaneously develop
long-range ferromagnetic order in the presence of Coulomb interactions.

The results on the 2D graphene lattice can be generalized to strong topological insulators
described by the Fu-Kane-Mele model on the three-dimensional diamond lattice7,8. For cer-
tain surfaces of 2D slabs, we predict the existence of zero-energy states similar to the Kane-
Melemodelwhich form completely flat bands. We confirm the existence of those surface bands
by explicit tight-binding calculations and discuss the role of spin-orbit interactions generated
by second-nearest neighbor hopping. Concerning Coulomb interactions, the corresponding
surface Dirac fermions are expected to show a similar phase diagram as the Dirac fermions in
graphene, since the 2D surface states become more and more flat as the spin-orbit coupling
parameter is decreased. Furthermore, we show by an explicit calculation of the polarization
function to leading order in the spin-orbit coupling that the topological criterion for the exis-
tence of flat surface bands in that model also implies a sharp peak in the density of states. As a
consequence, long-range Coulomb interactions are screened, and chiral symmetry breaking is
ultimately avoided. Nevertheless, due to the vanishing kinetic energy of the Dirac fermions in
the flat bands, even local interactions can lead to spontaneous gap generation, andwe discuss
a possible scenario for this e�ect in a mean-field approach.

Another class of 3D topological insulators is exemplified by the minimal model developed
in chapter 3, wherein a similar situation for chiral symmetry breaking may occur. In that sys-
tem, we also find surface bands which become more and more flat as we approach the bulk
critical point. In contrast to the Fu-Kane-Mele model, the origin of the flat surface bands is
similar to “spectral pressure” exerted by the bulk conduction and valence bands rather than a
topological argument. However, in thismodel, a surface quantumphase transition to a gapped
state is also hampered by the diverging polarization function, which is discussed by means of
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an explicit calculation. However, due to the flatness of the surface bands also local interac-
tion become relevant close to the bulk quantum critical point, and we find a generic situation
for an interaction-induced surface band gap in the Fu-Kane-Mele model. On the other hand,
in the minimal HgTe model we find a diverging penetration length of the surface states into
the bulk which results in a vanishing e�ective interacction strength for the surface states. The
calculation of the susceptibility matrix shows that ferromagnetism on the surfaces of the 3D
topological insulator is the leading instability, but this occurs very closely to themagnetic bulk
instability, so that fine-tuning of themodel parameters is required for an observation of such a
surface band gap. In the last part of this chapter, we put our results in the broader context of
3D topological insulators, and discuss the relevance of chiral symmetry breaking as a general
mechanism involving surface states of topological insulators.

In Ref. 19, we published the construction of the minimal model based on the states in 3D
strained HgTe (cf. chapter 3) and the results of chapter 4 concerning the quantum Hall e�ect
and the non-quantized θ-term in topological insulators. The results of chapter 5 are currently
being prepared for publication20.



CHAPTER 2

Topological QuantumMatter

O
ne of the most important concepts in condensed matter physics is the classification
of states of matter by the principle of spontaneous symmetry breaking. For exam-
ple, a crystalline solid breaks translational symmetries even though the fundamental

inter-atomic Coulomb interactions are translationally invariant, or a magnet breaks rotation
symmetries, although the responsible spin-spin interactions are isotropic, while a supercon-
ductor breaks spontaneously theU(1)gauge symmetry of the condensate. Eachof those states
of matter is described by a unique order parameter which assumes a non-vanishing expecta-
tion value only in the symmetry-broken or ordered phase. The e�ective field theory, usually
referred to as Landau-Ginzburg theory, is determined by the general properties of the under-
lying systemand the symmetries of some local order parameter. For a long time it was believed
that this theory provides a universal description of all quantum states of matter.

In 1980, however, von Klitzing discovered experimentally a new quantum state of matter—
the so-called integer quantum Hall e�ect—which cannot be described in terms of a Landau-
Ginzburg theory. In anutshell, thebasic observationwas that the longitudinal conductanceσxx
of a two-dimensional electrongas subjected toaperpendicularmagnetic field almost vanishes,
while the transversal conductance or Hall conductance is an integer multiple of the conduc-
tance quantumG0 = e2/h (Ref. 1). This quantization turned out to be independent of micro-
scopic details such as the type of semiconducting material used, the quality of the sample, or
the precisemagnitudeof themagnetic field. “For the discovery of the quantizedHall e�ect” the
Nobel Prize in Physics was awarded to von Klitzing in 198521. Actual measurements of the Hall
conductance show that e2/h can be measured with a precision of about 10−9 or better, which
is a manifestation of charge quantization or, in other words, gauge invariance22. The quantum
Hall e�ect also allows for a redefinition of the international standard for resistance in terms of
the electron charge−e and Planck’s constant h alone, based on the resistance quantum given
by the von Klitzing constantRK = h/e2 = 25812.807557(18) Ω (Ref. 23).

Two years a�er the discovery of the integer quantum Hall e�ect Tsui, Störmer, and Gos-
sard discovered in high-quality samples with very low disorder that the Hall conductance σxy
also exhibits a fractional quantization24,25. Strong Coulomb interactions and correlations be-
tween the electrons are indeed responsible for the so-called fractional quantum Hall e�ect.
The quasi-particles condense into quantum states whose excitations show fractional quantum
numbers, including fractional charge and fractional (anyonic) statistics. The Nobel Prize in
Physics 1998 was awarded jointly to Laughlin, Störmer and Tsui “for their discovery of a new
form of quantum fluid with fractionally charged excitations”26.

Historically, the quantum Hall e�ect is the first example of topological quantum matter
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which, in general, is characterized by non-local properties instead of a Ginzburg-Landau the-
orywitha local orderparameter. In this chapter,webeginwithabrief reviewof the classical and
quantum Hall e�ect, discussing in particular the appearance of chiral edge states in the quan-
tum Hall state. A�er that we review the approach by Thouless, Kohmoto, Nightingale, and den
Nijs describing the Hall conductance as a topological invariant 14. Although there is also an al-
ternative approach due to Laughlinwhich is based on the gauge invariance of the response of a
system to a change in the external vector potential22, we do not consider Laughlin’s argument,
but rather focus on the approach by Thouless et al. as it demonstrates explicitly the concepts
of topology used in this thesis.

Another important step is to consider the so-called Haldane model which, in the origi-
nal work, borrowed the idea of the parity anomaly in quantum electrodynamics to construct
a quantum Hall state on the 2D honeycomb lattice2. In that model, the role of the external
magnetic field is taken over by an intrinsic magnetic field generated through second-nearest
neighbor interactions, and it turns out that this toy model shows a quantization of the Hall
conductance similar to the quantumHall e�ect. In both systems, fundamental symmetries like
time-reversal invariance, translation invariance, charge-conjugation (particle-hole) symmetry,
or chiral symmetry are broken by the appliedmagnetic field or disorder in the samples. In that
sense, the quantum Hall e�ect and related system represent a certain class of intrinsic topo-
logical insulators, whose properties will be studied later.

A second class is given by the so-called symmetry-protected topological insulatorswhich
have been studied extensively in the last decade. As was shown by Kane and Mele in 2005,
one can construct a certain model on the graphene lattice with non-trivial topological prop-
erties by adding up two time-reversed copies of the Haldane model, thereby restoring time-
reversal symmetry3,4. In contrast to the intrinsic topological insulators, the resulting model
shows a quantization of spin currents instead of charge currents which has lead to the no-
tion of the quantum spin Hall insulator. The existence of the quantum spin Hall insulator as
a two-dimensional topological insulator was first predicted by Bernevig, Hughes, and Zhang
in 20065, and was soon a�er realized by König et al. in CdTe/HgTe/CdTe quantum well het-
erostructures6,27. The experimental discovery of the two-dimensional topological insulators
has spurred a huge interest into topological quantum matter, both experimentally and theo-
retically.

The generalization of the TKNN invariant to the quantum spin Hall state by Kane and Mele
has also shown that all time-reversal invariant topological insulators fall into twodistinct topo-
logical classes (without ground state degeneracies) which are classified by aZ2 topological in-
variant3,4,7,8. Although this approach is based on the topological aspects of band theory and
is thus only valid for non-interacting systems, it has become an important tool in the discovery
of new topologicalmaterials 13. In the last part of this chapter, we briefly review the topological
band theory and theZ2 classification of symmetry-protected topological insulators in two and
three dimensions as introduced by Fu, Kane, and Mele3,4,7,8,28.

Finally, note that this is an introductory chapter, and thus it is intended to provide a broad
overview of the analytical and numerical concepts used in this thesis. As such, this chapter
does not cover more recent developments like, for example, dynamical e�ects.

2.1 Classical Hall e�ect

Let us first discuss the classical Hall e�ect. In a two-dimensional electron gas in the xy plane,
the application of an electric fieldE = Exex leads to a current density jx flowing in x direc-
tion. However, in a perpendicular magnetic field B = Bez (see Fig. 2.1), the Lorentz force
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(a)

C2 C3

C4

C5C6

C1

(b)

Figure 2.1. (a) Schematic view of a typical four-terminal setup for Hall measurements. An electron gas
confined to two dimensions is subjected to an electric field E = Eex within the plane and a perpen-
dicular magnetic fieldB = Bez . The voltage drop Vxx in longitudinal direction is measured between
contacts C5 and C6, while the Hall voltage VH is measured between contacts C2 and C6. (b) Sketch of
the Hall resistance ρxy and of the longitudinal resistance ρxx as function of the applied magnetic field
B. In the classical or low-field Hall regime, the transverse or Hall resistance ρxy is proportional to the
magnetic field, while for larger magnetic field strengths ρxy exhibits plateaus. Figure a�er Ref. 29.

F L = (q/m)(p ×B) deflects the electrons with charge q = −e and massm dri�ing in the x
direction with momentum p into the y direction. As a result of the accumulating charge at the
surfaces, an electric fieldEy builds up in y direction so that in equilibrium this electric field will
balance the Lorentz force, and the currentwill flow again only in thexdirection. In that system,
two quantities are of particular interest: First, the so-called longitudinal resistance ormagne-
toresistance is given by the ratio of the external field Ex and the current density jx, while the
transversal resistance or Hall resistance relates jx to the transverse electric fieldEy:

ρxx ≡
Ex
jx
, ρxy ≡

Ey
jx
. (2.1)

To gain a qualitative understanding of the classical Hall e�ect, let us consider the Drude
theory of metals, describing the di�usive transport of non-interacting electrons in solids. The
electrons with massm and charge q = −e are subject to the classical equations of motion,

ṗ = q

(
E +

p

m
×B

)
− τ−1p. (2.2)

The first term is the usual Lorentz force acting on charged particles, while the last term de-
scribes themomentum relaxation due to scattering of the charge carriers from impurities with
a characteristic relaxation time τ . In the steady state, the macroscopic transport is indepen-
dent of time, and therefore we find the following set of equations relating the electric fields to
the current densities:

0 = qEx − ωcpy − τ−1px, (2.3a)

0 = qEy + ωcpx − τ−1py. (2.3b)

Here, we have defined the so-called cyclotron frequency by

ωc ≡
qB

m
. (2.4)
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This quantity characterizes the cyclotronmotion of a charged particle in a perpendicular mag-
netic field due to the Lorentz force. Bymultiplying these equations by nqqτ/m, where nq is the
density of charged particles, we find that

σ0Ex = −ωcτjy + jx, (2.5a)
σ0Ey = ωcτjx + jy. (2.5b)

Here, we have introduced the current density j ≡ qnqv = qnqp/m, and the Drude conductiv-
ity is given by

σ0 ≡
nqq

2τ

m
. (2.6)

Obviously, the perpendicular magnetic fieldB leads to non-zero o�-diagonal matrix elements
of the resistivity tensor ρwhich relates the electric fieldE = ρj to the current density j:

ρ =
1

σ0

[
1 −ωcτ
ωcτ 1

]
. (2.7)

In the static limit, the electric fieldEy is determined by the condition that there is no transverse
current in y direction, jy = 0. Solving Eq. (2.5b) for jy = 0we find that

Ey =
ωcτ

σ0
jx =

B

nqq
jx. (2.8)

One can now easily read o� the Hall resistance as

ρxy = −ρyx = −Ey
jx

= −ωcτ
σ0

=
B

(−q)nq
. (2.9)

Here, some aspects are worth noting: First, in the semi-classical limit, the Hall resistance ρxy
of a one-band system is completely independent of microscopic details like, for example, the
relaxation time τ which strongly dependson thenature of inter-particle interactions or the type
of material used. Second, Eq. (2.9) shows that the Hall resistance ρxy grows linearly with the
appliedmagnetic fieldB [see Fig. 2.1 (b)], while the slope of theHall resistance ρxy(B)provides
access to the nature of the charge carriers and their densitynq. Note that ρxy(B) has a positive
slope for particles with negative charge like electrons.

Finally, the conductivity tensor σ defined by Ohm’s law j = σE follows from the resistivity
tensor ρ by straightforward matrix inversion:

σ =
σ0

1 + ω2
c τ

2

[
1 −ωcτ
ωcτ 1

]
. (2.10)

If we consider a clean system subjected to a magnetic field, i.e., we take the limit ωcτ → ∞
with finite cyclotron frequency ωc, the resistivity and conductivity tensors are given by

ρ = ρxy

[
0 1
−1 0

]
, σ =

1

ρxy

[
0 −1
1 0

]
. (2.11)

In that limit, the longitudinal components of the resistivity tensor ρ vanish. However, also the
longitudinal components of the conductivity tensor σ vanish as well despite the fact that we
consider a clean system here, where one would naively expect perfect conductance across the
sample. The resolution of this seemingly counterintuitive result is that in the presence of an ex-
ternalmagnetic field the charged particlesmove on closed orbits, leading to finite o�-diagonal
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elements in the resistivity tensor with ρxy 6= 0 [cf. Eq. (2.9)]. As a consequence, σxy = −1/ρxy
is finite as well.

Finally, note that the limits ωc → 0 and τ →∞ do not commute. If we had taken the limit
ωc → 0 first, the conductivity tensor simply becomes a diagonal matrix proportional to the
Drude conductivity σ0, where the scattering time enters as σ0 = nqq

2τ/m, and we recover the
usual conductivity of a normal metal in the absence of a magnetic field.

2.2 Integer Quantum Hall e�ect

The semi-classical linearbehavior of theHall resistivity as functionof theappliedmagnetic field
has been observed experimentally in two-dimensional electron gases at weakmagnetic fields.
By the end of the 1970s, the fabrication techniques of heterostructure devices had advanced
so far that one could produce two-dimensional electron gases with high mobilities at the in-
terfaces of semiconducting materials. In 1980, von Klitzing discovered that in such an electron
gas the Hall resistance ρxy develops plateau structures when it is subjected to strongmagnetic
fields (of about 15− 20 T) and cooled to very low temperatures (of about 1.5 K), thus inval-
idating the classical picture of the Hall e�ect 1. This striking phenomenon became known as
the integer quantum Hall e�ect and was recognized with the Nobel prize in Physics in 198521.
Fig. 2.2 shows the transport data for a real device in thequantumHall regime. Insteadof a linear
Hall resistivity [cf. Eq. (2.9)] we observe a series of so-calledHall plateaus in the Hall resistance
ρxy or equivalently in the Hall conductance σxy which are given by

ρxy =
1

ν

h

e2
or σxy = ν

e2

h
. (2.12)

Experimentally, the quantization of σxy with integer ν turns out to be independent of micro-
scopic details such as the type of semiconducting material used, the quality of the sample,
and the precise magnitude of the magnetic field. At each of these plateaus, the longitudinal
resistance ρxx vanishes by many orders of magnitude. As suggested by the name, the quan-
tum Hall e�ect requires inherently a quantum mechanical description of the electrons in two
dimensions. In this section, we first discuss the Hall e�ect of a two-dimensional electron gas
from a simple quantum mechanical point of view and derive the integer quantization of the
Hall conductance σxy, following the two reviews by Girvin30 and Goerbig31. Later, we review
the topological argument of Thouless, Kohmoto, Nightingale, and denNijs for the quantization
of σxy (Ref. 14).

2.2.1 Two-dimensional electrons in a magnetic field

To gain a basic understanding of the quantum Hall physics, we consider a free electron gas
whose movement is confined to the two-dimensional xy plane in an applied perpendicular
magnetic field B = Bez . We further assume that the electron spins are polarized, i.e., we
ignore the electronic spin degree of freedom in the following. Recall fromelementary quantum
mechanics that a single electronwith charge−e in a uniformmagnetic field is described by the
following Hamiltonian (throughout this thesis we choose units such that c = 1):

H =
1

2m
(p+ eA(r))2 =

Π2

2m
. (2.13)

Here, we have replaced the usual momentum operator p by the canonical momentum oper-
ator Π ≡ p + eA(r), withA(r) the vector potential generating the magnetic field,B(r) =
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Figure2.2. Integerand fractionalquantumHall transportdata showing theplateau regions in theHall re-
sistance ρxy and associatedminima in the longitudinal resistance ρxx for a single-interface GaAs/AlGaAs
heterostructuregrownbymolecularbeamepitaxy. Formagnetic fieldsbelow12 T the temperatureused
was about 150 mK, while the high-field measurements were performed at 85 mK. The numbers ν and
N indicate the filling factors ν and the Landau levels at which various features occur, as discussed in the
original publication by Willet et al. (see Ref. 25).

curlA(r). Note that neitherA(r) nor p are gauge invariant, but Π actually is. A straightfor-
ward calculation then shows that the components of the canonical momentum Π no longer
commute, but instead obey the following commutation relations:

[Πx,Πx] = [Πy,Πy] = 0, [Πx,Πy] = −~2

l2B
, (2.14)

where we have introduced themagnetic length as

lB ≡
√

~
eB

. (2.15)

lB is the fundamental length scale in the presence of a magnetic field. The physical interpreta-
tionof this length scale is that thearea2πl2B containsonequantumofmagnetic flux,Φ0 = h/e.
In other words, the density of magnetic flux is given by

B =
Φ0

2πl2B
. (2.16)

As a consequence of the non-vanishing commutator [Πx,Πy] = −~2/l2B we cannot find com-
mon eigenfunctions to Πx and Πy at the same time, in contrast to the zero-field limit, where
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the momenta px and py commute. In that sense, even a uniform magnetic field “breaks” the
translational invariance of the two-dimensional electron gas. Note that any gauge of the vec-
tor potential breaks translational invariance in at least one direction, and thus themomentum
in that directions is no longer a good quantum number to describe the quantum states of the
two-dimensional electron gas.

This fact becomes apparent for certain choices of the vector potential. The so-called sym-
metric gauge and the Landau gauge are two convenient and frequently used choices for the
vector potentialA(r). For a homogeneous magnetic field pointing in z direction, i.e.,B(r) =
Bez , those vector potentials are given by

Asymm(r) = B(xey − yex)/2, (2.17a)
ALandau(r) = −Byex. (2.17b)

The Landau gauge is particularly useful when it comes to band structure calculations, because
in this gauge the vector potentialA(r) points in the x direction, but varies only with the y posi-
tion. Hence, the system still possesses translational invariance in the x direction, and the cor-
responding momentum kx remains a good quantum number which can be used to calculate
the band structure of the quantum Hall system (see below).

To solve the stationary Schrödinger equation for the Hamiltonian (2.13) we consider the
Landau gauge,A = −Byex, and rewrite the Hamiltonian in terms of the kinetic momenta px
and py as

H =
1

2m

[
(px − eBy)2 + p2

y

]
. (2.18)

To take advantage of the translational symmetry in x direction let us consider a plane-wave
ansatz for the wave function of the form

ψk(x, y) = eikxφk(y) (2.19)

which is an eigenstate of the px operator with eigenvalue ~k. Substituting this ansatz into
the Hamiltonian (2.13) andmultiplying by exp(−i~k) from the le� we obtain the e�ective one-
dimensional Schrödinger equation

hkφk(y) = Ekφk(y), (2.20)

where hk is the Hamiltonian of a one-dimensional displaced harmonic oscillator:

hk =
p2
y

2m
+
mω2

c

2
(y + kl2B)2. (2.21)

Here, the frequency of the harmonic oscillator is determined by the cyclotron frequency ωc
[cf. Eq. (2.4)], and its central position Yk = −kl2B is proportional to the momentum k. From
quantummechanics we recall that the eigenvalues of the above Hamiltonian are simply given
by

En,k = ~ωc
(
n+

1

2

)
. (2.22)

Thus, for each plane wave with momentum ~k in the x direction there will be an entire set of
energy eigenvalues labelled by an integer n, and those energy levels are commonly known as
the Landau levels of the two-dimensional electron gas. They form completely flat, i.e., disper-
sionless “bands” as they are independent of the momentum k, leading to the electronic band
structure of a quantum Hall sample shown schematically in Fig. 2.3 (a). Note that generically
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the chemical potential lies in between the Landau levels, rendering the quantum Hall sample
a true bulk insulator. When the chemical potential of the system is fine-tuned to coincide with
one of the Landau levels, the system becomes metallic, leading to sharp steps in the Hall con-
ductance σxy. Those steps are, however, slightly broadened in a real sample due to disorder
e�ects in the bulk of the sample. As a consequence, in general one would not expect to ob-
serve any finite conductance in the system, i.e., naively σxx = σxy = 0. Nonetheless, the
experimentally observed quantization of the Hall conductance σxy = ν(e2/h) is not carried by
the bulk states of the sample, but rather stems from an integer number of edge states present
at the sample boundaries, as we show below.

A secondobservation fromEq. (2.22) is that the Landau levels are hugely degenerate as they
are completely independent of the momentum ~k in the x direction. To determine the degen-
eracy of the Landau levels, let us consider a rectangular sample with dimensionsLx ×Ly with
Lx, Ly � lB and periodic boundary conditions in the x direction. As mentioned above, it is
impossible to construct common eigenfunctions ofΠx andΠy, and therefore it is impossible to
also have periodic boundary conditions in the y direction. The eigenfunctions of the harmonic
oscillator (2.21) are strongly peaked at their center Yk = −kl2B ,

ψk,n(r) ∝ eikxHn(y − Yk) exp

[
− 1

2l2B
(y − Yk)2

]
, (2.23)

whereHn(x) is the nth Hermite polynomial, and the translational invariance in x direction is
taken into account by the plane-wave ansatz exp(ikx). Note that the width of the harmonic
oscillator wave functions in the nth Landau level is of the order

√
n lB which is microscopic

compared to the systemsize, but the spacingbetween thecentersof thewave functions ismuch
smaller, 2πl2B/Lx because Lx � lB . Consequently, the values of the wave vector k for which
the basis state is inside the sample run from k = 0 to k = Lx/l

2
B . The total number of states in

each Landau level is then

N =
Ly
2π

∫ Lx/l2B

0
dk =

LxLy
2πl2B

=
Φ

Φ0
≡ NΦ. (2.24)

Here,

NΦ ≡
Φ

Φ0
=
BLxLy

Φ0
(2.25)

is the number of flux quanta penetrating the sample. Importantly, there is one state per Landau
level per flux quantum. Since NΦ � 1 we find that the degeneracy of each Landau level is
huge. The reason for this is that the spacing∆k = 2π/Lx between the wave vectors k allowed
by periodic boundary conditions decreases as function of sample size Lx, while the range of
allowed wave vectors [0, Lx/l

2
B] increases.

Finally, note that the above results for the Landau levels (2.22) are independent of the par-
ticular gauge of the vector potentialA(r), whereas the corresponding eigenfunctions take the
particular form of Eq. (2.23) only in the Landau gauge. To solve the Hamiltonian (2.13) for a
generic vector potential it is convenient to introduce a pair of raising and lowering operators
a, a† similar to the quantum mechanical treatment of the harmonic oscillator. In the case of
the two-dimensional electron gas in amagnetic field, those raising and lowering operators are
given by

a ≡ lB√
2~

(Πx − iΠy), a† ≡ lB√
2~

(Πx + iΠy), (2.26)

where the prefactors ensure a proper normalization with respect to the commutator:

[a, a†] = 1. (2.27)
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Figure 2.3. (a) Schematic picture of the Landau levels for the homogeneous system in the absence of
disorder. In the Landau gauge, one can plot the Landau levels as function of the momentum k, where
they form “bands” which are completely flat, i.e., dispersionless. (b) In the presence of a harmonic con-
finement potential in y direction, Vconf(y) = mωconf(y

2/2), those bands acquire a finite curvature as
function of themomentum k. (c)Zoom into panel (b). In contrast to panel (a), for any chemical potential
there is an equal number of dispersing channelswith positive and negative group velocity traversing the
sample at opposite edges of the sample.

In terms of the gauge-invariant momentumΠ, the Hamiltonian (2.13) is given by

H =
Π2

2m
=

1

2m
(Π2

x + Π2
y). (2.28)

Substituting the ladder operators a and a† defined in Eq. (2.26) this Hamiltonianmay be rewrit-
ten in the usual form of harmonic oscillators:

H = ~ωc
(
a†a+

1

2

)
, (2.29)

where we have used the relation ωc = ~/(ml2B) between the cyclotron frequency ωc [Eq. (2.4)]
and themagnetic length lB [Eq. (2.15)]. The eigenvalues and eigenstates of the above Hamilto-
nian are those of the number operator n̂ = a†a. Thus, the energy levels of the two-dimensional
electron gas are given by

En,n′ = ~ωc
(
n+

1

2

)
, (2.30)

andwe obtain the same result as before. Although the original Hamiltonian for the two-dimen-
sional electron gas is formulated in terms of two pairs of conjugate operators, i.e., {x, px} and
{y, py}, and one expects in general the eigenvalues to depend on two independent quantum
numbers n, n′, we find that the Landau level sequence depends only on n. As a consequence,
they are highly degenerate, as shown above. By choosing a suitable gauge like the Landau
gauge,A(r) = −Byex, we have seen that the second quantum number n′ can be interpreted
as, for example, the conservedmomentum k along the x direction. Since this allows us to plot
meaningful band structures as function of k, in the following we always consider the Landau
gauge whenever a uniformmagnetic field is applied.

2.2.2 The appearance of boundary states

So farwe have considered the homogeneous quantumHall samplewhich turns out to be a true
bulk insulator, unless the chemical potential is fine-tuned to coincide with one of the Landau
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(a) (b) (c)

Figure2.4. (a) Illustrationof the skippingorbits: In a finite-size system, theboundariesprevent electrons
fromcompletinga full revolution, leading to chiral states locatedat theboundariesof the sample. (b)For
larger magnetic fields, higher Landau levels are populated, and electrons in those Landau levels also
form chiral edge states. For example, we can observe two chiral edge states at each boundary of the
sample if two Landau levels are activated (µL = µR). Moreover, by contacting the side surfaces of
a quantum Hall bar we may perform conductance measurements probing the number of edge states.
(c) If the electrochemical potentials lie between di�erent Landau levels, i.e., µL 6= µR, the number of
edge channels di�ers, and there is a net charge transport across the sample.

levels (2.22). However, the experimental observation of the quantization of the Hall conduc-
tance, σxy = ν(e2/h) with integer ν, contradicts this seemingly innocuous argument. The
solution to this paradox can be seen by explicitly considering the edges of the quantum Hall
sample.

Let us first discuss a classical picture which, for apparent reasons, is o�en referred to as the
skipping orbit interpretation. An electron subjected to a magnetic field will move on closed
orbits within the plane normal to the direction of the appliedmagnetic field due to the Lorentz
force. However, close to theboundaries of the sample the electron cannot complete the revolu-
tion, but instead “bounces o�” of the sample boundary. This leads to a uni-directional motion
of the electrons in one direction at the edge, while electrons at the opposite edge move in the
opposite direction. Fig. 2.4 (a) shows a schematic illustration of those chiral edge states occur-
ring at the boundaries of a quantum Hall sample.

We can now ask how this classical picture has to be modified when we take the quantum
nature of the electrons into account. To show the appearance of edge channels in the quantum
mechanical version we have to introduce the notion of “boundaries” into the model Hamilto-
nian. For simplicity, we consider a systemwith periodic boundary conditions in the x direction
and add a harmonic confinement potential

Vconf(y) =
1

2
mω2

conf y
2 (2.31)

in the y direction which is assumed to vary slowly of the scale of the magnetic length, i.e.,
ωconf � ωc. This is a very crude approximation of the boundaries of a real quantum Hall sam-
ple, but allows for ananalytic solutionwith respect to theLandau levels and theemerging chiral
edge states. The single-particleHamiltonian for a two-dimensional electrongas in thepresence
of the confinement potential Vconf(y) is given by

H =
Π2

2m
+ V (y) =

1

2m

[
(px − eBy)2 + p2

y

]
+

1

2
mωconf y

2, (2.32)

where we have employed the Landau gaugeA = −Byex for the perpendicular magnetic field
B = Bez . As before, the translational symmetry of the system in x direction allows us to
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choose eigenfunctions of the Hamiltonian which take the following form:

ψk(x, y) = eikxφk(y). (2.33)

This particular ansatz for a wave function leads to the one-dimensional Schrödinger equation
hkφk(y) = Ekφk(y) for φk(y)with the following single-particle Hamiltonian:

hk =
p2
y

2m
+

1

2
mω2

c (y − kl2B)2 +
1

2
mωconf y

2. (2.34)

Completing the square we see that this is again the Hamiltonian of a displaced harmonic oscil-
lator:

hk =
p2
y

2m
+
mω̄2

c

2
(y + Ȳk)

2 −
ω2

conf

ω2
c − ω2

conf

~2k2

2m
. (2.35)

Apparently, the displacement is di�erent compared to the homogeneous case, i.e., the har-
monic oscillator is now centered at the position

Ȳk = −kl2B
ω2
c

ω2
c − ω2

conf

, (2.36)

and the frequency of the harmonic oscillator is detuned from the cyclotron frequency:

ω̄c ≡
√
ω2
c − ω2

conf . (2.37)

Importantly, in the presence of the confinement potential Vconf(y), the set of energy eigenval-
ues does not only dependon the integern labeling the Landau levels, but also showsdispersive
behavior as function of the momentum ~k:

En,k = ~ω̄c
(
n+

1

2

)
+

~2k2

2m′
, (2.38)

where we have introduced the e�ective massm′ ≡ m(ω2
c − ω2

conf)/ω
2
conf . Fig. 2.3 (b) shows

the Landau levels as function of the momentum ~k in the presence of the confinement poten-
tial Vconf(y). By turning o� the confinement potential, ωconf → 0, the e�ective mass diverges,
m′ → ∞, and we recover the perfectly flat, dispersionless Landau levels (2.22) from the ho-
mogeneous quantum Hall system, as shown in Fig. 2.3 (a). Note that the Landau levels are
independent of the dispersive part ~2k2/(2m′) at k = 0, and therefore we describe the chemi-
cal potential with respect to the sequence of Landau levels at k = 0. For example, the dashed
lines in Fig. 2.3 (c) represent chemical potentials in between the first and second Landau level
and in between the second and third Landau level, respectively.

In contrast to the flat Landau levels, we find an even number of dispersivemodes, depend-
ing on the relative position of the chemical potential within the quantum Hall band structure
[see Fig. 2.3 (c)]. Specifically, between the first and second Landau level there we find a single
dispersive mode with positive group velocity

vk ≡
1

~
∂En,k
∂k

ex =
~k
m′
ex (2.39)

and another dispersive mode with negative group velocity −vk. These modes correspond to
the chiral edge channels with the first one running along one edge in x direction, the other
mode running along the opposite edge in −x direction. By tuning the chemical potential so
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that it lies in between the second and third Landau level, we find a total of four dispersing edge
channels, two of which with positive group velocities and two with negative group velocities.
Again, these modes are confined to the opposite edges of the quantum Hall system, and thus
are of chiral nature. Apparently, for each Landau level below the chemical potential we obtain
a set of two chiral edge channels propagating in opposite x and −x directions. Since these
edge channels always appear in pairs, there is no net current flowing through the quantum
Hall sample in x direction [cf. Fig. 2.4 (b)].

So far we have motivated and explained the appearance of edge states in a quantum Hall
sample, but we still have to relate their existence to the quantization of the Hall conductance,
σxy. Let us consider a finite Hall voltage VH across the quantum Hall sample in y direction,
corresponding to the di�erence in the chemical potential between the two edges, eVH = µR−
µL [see Fig. 2.4 (b)]. In the following, we assume that the charge transport occursmainly at the
edges and neglect the gradient in the chemical potential in the bulk. Moreover, we assume that
the chiral edge modes are spatially separated by the width Ly � lB of sample, and are thus
protected against backscattering from each other. Since the chemical potentials µL and µR of
the external leads can be controlled independently, we can, in principle, control the number of
chiral states at both edges independently. For example, by changing the chemical potentials
appropriately, we can increase or decrease the number of edge channels and induce a net Hall
current through the sample in x direction [see Fig. 2.4 (c)]. To calculate this Hall current we
have to sum up the current densities of all occupied states in the quantum Hall sample:

Ix ≡ e
ν∑

m=1

∫
dk

2π

(
vRk nF (Em,k − µR) + vLk nF (Em,k − µL)

)
, (2.40)

where vR,Lk denotes the group velocity of right- and le�-moving chiral edge states, andnF (ε) is
the Fermi distribution function. Note that we have assumed that there are ν Landau levels oc-
cupied in the bulk of the sample. In the zero temperature limit, only states below the chemical
potential are occupied, i.e., nF (ε− µ)→ Θ(µ− ε), and we can rewrite the integrand as a total
derivative of the energy eigenvalues:

Ix = e

ν∑
m=1

∫
dk

2π

(
1

~
∂Em,k
∂k

Θ(µR − Em,k)−
1

~
∂Em,k
∂k

Θ(µL − Em,k)
)

(2.41a)

=
e

h

ν∑
m=1

∫ µR

µL

dε = ν
e

h
(µR − µL). (2.41b)

Substituting the definition of the Hall voltage drop across the sample, eVH = µR − µL, we
obtain the current in x direction:

Ix = ν
e2

h
VH . (2.42)

As a consequence, we immediately see that the Hall conductance σxy = Ix/VH is quantized:

σxy = ν
e2

h
with ν ∈ Z. (2.43)

Consequently, when the Fermi energy of the two-dimensional electron gas lies in a gap be-
tween two Landau levels, then the zero-temperature Hall conductance is an integermultiple of
the conductancequantumG0 = e2/h. Asmentionedbefore, this result doesnot dependonmi-
croscopic details of the sample such as the type of semiconductingmaterial used or the quality
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of the samplewhich in general enter theband structureEk. It ismerely a result of the fact (i) that
charges are quantized in multiples of the elementary charge e and (ii) that there is an integer
number of conducting edge channels which cannot be changed adiabatically by tuning some
external parameter. Hence, the quantum Hall e�ect is also robust against symmetry-breaking
perturbations like disorder or crystal defects.

2.2.3 Chiral edge states in a tight-binding model

The appearance of current-carrying chiral edge states in a quantum Hall system actually does
not depend on the specific boundary conditions of the sample. To show that explicitly, let us
compute the spectrum of a tight-binding model on a square lattice and compare the results
to the case of the harmonic confinement potential [cf. Eq. (2.31)]. In the following, we assume
periodic boundary conditions in the x direction and open boundary conditions in the y direc-
tion. Note that the open boundary conditions can be considered as an e�ective, infinitely large
hard-wall boundary potential, where edge channels are expected to appearwhenwe switch on
the magnetic field.

In the absence of an external magnetic field, the single-band tight-binding Hamiltonian for
s orbital states on a two-dimensional square lattice takes the form

H = −t
∑
〈m,n〉

(c†mcn + H.c.). (2.44)

Here, t is the overlap parameter or hopping amplitude for s orbitals, 〈m,n〉 denotes nearest-
neighbor positionsm and n, and c†n and cn are fermion creation and annihilation operators at
site i satisfying the usual anti-commutation relations:

{cm, cn} = {c†m, c†n} = 0, {cm, c†n} = δmn, (2.45)

with δmn the Kronecker delta. To account for the externalmagnetic fieldB(r) = curlA(r), we
perform the so-called Peierls substitution which is the analogue of the minimal substitution
p→ Π = p+ eA(r) for the electron gas on a discrete lattice:

t→ t′ = t exp

(
− ie
h

∫ rf

ri

dr ·A(r)

)
, (2.46)

where the electron moves from the initial site ri to its final position rf . In the Landau gauge,
A(r) = −Byex, the overlap parameters t′x,y describing hopping in the x and y directions ac-
quire di�erent phase factors:

t′x = t exp(iNΦy), t′y = t. (2.47)

Here,NΦ ≡ Φ/Φ0 is the density ofmagnetic flux per unit cell, andΦ0 = h/e denotes the quan-
tum of magnetic flux. As a result, the tight-binding Hamiltonian in the presence of a uniform
magnetic field is translationally invariant only in the x direction:

H = −t
∑
〈m,n〉

[
exp(iNΦy)c†mncm−1,n + c†mncm,n−1 + H.c.

]
. (2.48)

Due to the translational invariance in x direction we may perform a Fourier decomposition of
the creation and annihilation operators:

c†mn =
1√
Nx

∑
k

eikmac†kn, c†kn =
1√
Nx

∑
m

e−ikmac†kn, (2.49)
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whereNx is the number of unit cells in x directions and a the lattice constant. This leads to the
following one-dimensional Bloch Hamiltonian:

H(k) = −t
∑
n

[
cos(ka+NΦna)c†knckn +

(
c†knck,n−1 + c†knck,n+1

)]
. (2.50)

Fig. 2.5 shows the energy eigenvalues or band structure of this tight-binding Hamiltonian as
function of themomentum ~k inx directionwhich is computed by exact diagonalizationmeth-
ods. Importantly, the hard-wall confinement by the sample edges due to the open boundary
conditions in y direction leads to dispersivemodeswith positive and negative group velocities,
ultimately resulting in the chiral edge states which are observed experimentally. Just as in the
case of the harmonic confinement potential considered before, those edge states are very well
localized at the boundaries of the sample [see Fig. 2.5 (c, d)]. We also find two chiral modes at
the edges of the sample upon activating the second Landau level by increasing the chemical
potential, etc. Note that the edge channel corresponding to the second Landau level is local-
ized slightly more within the bulk than the first one.

2.3 The Hall conductance as a topological invariant

In this section, we discuss the role of topology in the quantum Hall e�ect. The basic idea can
be easily understood by considering the single-particle Bloch functions of non-interacting elec-
trons moving in a two-dimensional lattice. In the absence of a magnetic field, those Bloch
functions are characterized by two quantum numbers, i.e., the band index n and the two-di-
mensional crystal momentum k. Since the wave function is periodic as a function of k, the
Brillouin zone is topologically equivalent to the two-dimensional torus T 2. This idea of Bloch
functions can be generalized to the so-calledmagnetic Bloch functions, where themomentum
k takes values in the magnetic Brillouin zone which is not the same as the crystalline Brillouin
zone (see below). As we show below, it turns out that the Hall conductance σxy is an integer
multiple of e2/h, where the prefactor is the integral of some curvature over the torus T 2. Math-
ematically, this quantity is a topological invariant which is known as the first Chern class of
a so-called U(1) bundle. This also implies that (i) the Hall conductance σxy is necessarily an
integer multiple of e2/h, and (ii) that this quantization is insensitive to experimental details
such as the material used, the sample boundaries, disorder, electron-electron interactions, or
an inhomogeneousmagnetic field. In the following, we start with a review of the original argu-
ment due to Thouless, Kohmoto, Nightingale, and den Nijs 14, before we proceed to rewrite the
topological invariant in terms of a Berry phase. The following discussion is due to Watson32.

2.3.1 The argument by Thouless, Kohmoto, Nightingale, and den Nijs

In this section, we review the original version of the argument for a quantized Hall conduc-
tance which was given by Thouless et al. in 1982 14. Let us start by considering a system of
non-interacting electrons moving in the xy plane on a square lattice and subject to a uniform
perpendicular magnetic field:

H =
1

2m
(p+ eA(r))2 + U(r) with U(x, y) = U(x+ a, y) = U(x, y + a), (2.51)

whereA(r) is the vector potential, and the potential U(r) simply represents the periodic po-
tential of the square lattice. Then theHall conductance can be calculated fromaKubo formula,
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Figure 2.5. (a) Band structure of a quantum Hall system with infinite extension in x direction and finite
width ofLy/a = 1000 sites in y direction. The flux density per unit cell is equal toNΦ = 2π/25 ≈ 0.251,
so that an electron has to hop around 25 plaquets to enclose a single quantumofmagnetic flux. In terms
of length scales this is equivalent to the hierarchy a � B � Ly . The flat parts of the band structure
correspond to the hierarchy of Landau levels, while the dispersing parts coincide with the chiral edge
states at the boundaries. Upon increasing the chemical potential we observe an increasing number of
le�- and right-moving edgemodes. (b) Zoom into the band structure close to the center of the Brillouin
zone (the Γ point). Upon placing the chemical potential (gray lines) in between the Landau levels we
observeanequalnumberof le�-and right-movingchiral edgestates. (c, d)Plotof the spatial distribution
function for theν = 1andν = 2 chiral edgemodeswithpositive andnegative groupvelocities. Theedge
states are well separated across the sample, leading to a vanishing overlap of the two wave functions
within the bulk of the sample.
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i.e., as response of the system to a small applied electric field in second-order perturbation the-
ory33:

σxy = i
e2

~A
∑

Eα<EF<Eβ

vαβx vβαy − vαβy vβαx
(Eα − Eβ)2

. (2.52)

Here, α, β label the single-particle eigenstates of the Hamiltonian with energies Eα and Eβ ,
vαβx,y denote the matrix elements of the particle velocity operator in x and y directions, andA
is the 2D area of the system. Note that the energy denominator simply stems from a second-
order process in which an electron below the Fermi surface (Eα < EF ) is scattered to an empty
state above the Fermi surface (Eβ > EF ). Second, note that in the above expression for the
Kubo formula we assume that the ground state is non-degenerate, and thus the denominator
is always well-defined.

Let us consider themagnetic unit cellwhich is an enlarged unit cell in real space so that an
integermultiple of themagnetic flux quantumΦ0 passes through it [see Fig. 2.6) (a)]. For exam-
ple, if theprimitive latticevectorsof themagneticunit cells takeon the formR = n(qa1)+ma2,
then qmagnetic flux quanta are in the unit cell formedby qa1 anda2. Similar to thewell-known
Bloch states in a usual solid, the single-particle eigenstates ψnk(r) of the above Hamiltonian
can be labelled by a band indexn and amomentumk in the so-calledmagnetic Brillouin zone
which, for the example given above, takes on values restricted by k ∈ [0, 2π/(qa)]× [0, 2π/a]
[see Fig. 2.6 (b)]. Taking the translational invariancewith respect to themagnetic unit cells into
account, the correspondingmagnetic Bloch functions unk(r) are normalized to unity,∫

d2r |unk(r)|2 = 1 with unk(r) ≡ e−ik ·rψnk(r), (2.53)

where the integral is taken over the magnetic unit cell. In terms of those Bloch functions, the
matrix elements of the particle velocity operator can then be written as

~vαβ = (Eβ − Eα)〈uα|∇kuβ〉 = (Eα − Eβ)〈∇kuα|uβ〉. (2.54)

As a consequence, the energy denominator in the Kubo formula (2.52) drops out upon substi-
tuting this expression for the components of the velocity operator vαβ . A�er rewriting the sum
over statesβ as

∑
Eβ>EF =

∑
Eβ −

∑
Eβ<EF it is then easy to show that the resulting expression

for σxy can be written as

σxy = −i e
2

~A
∑
Eα<EF

(〈
∂uα
∂kx

∣∣∣∣ ∂uα∂ky

〉
−
〈
∂uα
∂ky

∣∣∣∣ ∂uα∂kx

〉)
, (2.55)

where in the last step we have used the completeness of the eigenstates to eliminate the sum
over the eigenstates β. Note that the second term

∑
Eβ<EF gives zero which can be seen by in-

terchangingα and β eigenstates. The next assumption is that the Fermi energy lies in between
a band gap, so that the sum extends over a set of filled bands α which can be rewritten as a
momentum integral as follows:∑

Eα<EF

→
∫
d2r

∫
dkx

2π/(qa)

dky
2π/a

. (2.56)

Due to the translational invariance of the magnetic Bloch functions, the matrix elements take
values proportional toA/(qa2) times the integral over the magnetic unit cell. Hence, the area
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MBZ

MUC

(a) (b)

Figure 2.6. (a) The primitive lattice vectors of the magnetic unit cell (MUC), through which a total of q
quanta of magnetic flux pass, is formed by the vectors qa1 and a2, where a1 = aex and a2 = aey
denote the primitive lattice vectors of the atomic square lattice. (b) Similar to the construction of the
first Brillouin zone for solids, we can construct the magnetic Brillouin zone (MBZ) which, in this case,
is characterized by the reciprocal lattice vectors b1 = (2π)/(qa)ex and b2 = (2π/a)ey . The arrows
indicate the direction of the line integral in Eq. (2.59). Figure a�er Ref. 32.

prefactor A cancels, and we obtain the following momentum-space integral over magnetic
Bloch functions as a result for the Hall conductance:

σxy =
e2

h

∑
n occ.

∫
d2k

2πi

(〈
∂unk
∂kx

∣∣∣∣ ∂unk∂ky

〉
−
〈
∂unk
∂ky

∣∣∣∣ ∂unk∂kx

〉)
, (2.57)

where the sum runs over occupied Landau levels, and the momentum integral is taken over
the magnetic Brillouin zone only. Eq. (2.57) is the formula for the Hall conductance given by
Thouless et al. in their original work 14. At this point it is, however, not immediately clear that
the above integral is quantized and takes only integer values.

As shown by Thouless et al., the integrand appearing in Eq. (2.57) can be rewritten as the z
component of the curl of some “fictitious” vector potentialA which will be defined later and
whose interpretation is intimately related to the Berry phase of a spin 1/2. To show the integer
quantization of the integral appearing in Eq. (2.57), we focus on the contribution of a single
occupied band to the Hall conductance σxy. Starting from Eq. (2.57) we first insert a resolution
of unity, 11 =

∫
d2r |r〉〈r|, to rewrite thematrix elements in terms of complex-valued functions

uk(r) such that σxy takes the following form:

σxy =
e2

h

∫
d2r

∫
d2k

2πi

(
∂uk(r)∗

∂kx

∂uk(r)

∂ky
− ∂uk(r)∗

∂ky

∂uk(r)

∂kx

)
. (2.58)

We can write the integrand as the z component of the curl of some vector field, and then use
Stokes’ theorem to rewrite the integral as a line integral around the magnetic Brillouin zone
[see Fig. 2.6 (b)]:

σxy =
e2

h

∫
d2r

∫
d2k

2πi

[
∇k × (uk(r)∗∇kuk(r))

]
z

(2.59a)

=
e2

h

∫
d2r

∮
dk

2πi
· (uk(r)∗∇kuk(r)). (2.59b)
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The remaining line integral can be computed in a straightforwardway. First, note that thewave
functions uk(r) can di�er only by a phase factor γ(k) between corresponding points in the
magnetic Brillouin zone shown in Fig. 2.6 (b), i.e., on the horizontal (vertical) lines we have

ukx,π/a(r) = eiγ(k)ukx,−π/a(r), (2.60a)

uπ/(qa),ky(r) = eiγ(k)u−π/(qa),ky(r). (2.60b)

Note that γ(k) is independent of the position r. The line integral along the boundary of the
magnetic Brillouin zone then gives the following contribution to the Hall conductance:

σxy =
e2

h

∮
dk

2πi
· (i∇kγ(k)) =

e2

h

∮
dk

2π
·∇kγ(k), (2.61)

where we have used the fact that the magnetic Bloch functions are taken to be normalized to
unity [cf. Eq. (2.53)]. Therefore, the total line integral is proportional to the total change in the
phase γ(k)of thewave function around the boundary of themagnetic Brillouin zone, and since
that phasemust be an integermultiple of 2π, this finally shows that the Hall conductancemust
be quantized:

σxy =
e2

h

∮
dk

2π
·∇kγ(k) =

e2

h
× ν. (2.62)

Most importantly, ν is an integer number. That result can now be easily generalized to a set of
n occupied bands:

σxy =
e2

h

∑
n occ.

∮
dk

2π
·∇kγn(k) = ν

e2

h
(2.63)

with the integer ν known as the TKNN invariant. This concludes our review of the proof given
by Thouless et al. in their original work for the quantized value of the Hall conductance 14.

To sum up, we started from a Kubo formula (2.52) for the Hall conductance of a non-in-
teracting two-dimensional electron gas which is only valid (i) when the ground state is non-
degenerate and (ii) when linear response theory is applicable, i.e., when the electric field is
smaller than the energy gap and can be treated as a small perturbation. This expression was
then expressed in terms of magnetic Bloch functions unk(r), but very little information was
actually needed to rewrite the Kubo formula in the form (2.57) given in the original work by
Thouless et al. (Ref. 14). The only important fact used was that those Bloch functions can be
labelled by a band indexn and amomentumvectork in themagnetic Brillouin zone. Moreover,
we made use of the fact that the Bloch functions have a well-defined phase relationship when
taking the line integral along the boundary of themagnetic Brillouin zone. This ultimately lead
us the conclusion that the Hall conductance σxy of a non-interacting electron gas is necessarily
an integer multiple of the conductance quantum e2/h.

The weakness of the argument is, however, that the above reasoning only applies in clean
systems, andonemight askwhetherdisorder coulddestroy the translational symmetrywith re-
spect to themagnetic unit cells, so that the use ofmagnetic Bloch functionsunk(r) is no longer
applicable. The generalization of the argument by Thouless et al. was given by Niu, Thouless,
and Wu in another seminal work in 198534. This argument only assumes that the many-body
ground state of the system is non-degenerate and that an energy gap exists at the Fermi level,
so that all bands below the Fermi energy are completely filled. Niu et al. then showed that the
Hall conductanceσxy can be expressed as an integral similar to that one given in Eq. (2.57), and
thus σxy is quantized in integer multiples of e2/h.
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2.3.2 The TKNN invariant as a topological invariant

Mathematically, the integral appearing in Eq. (2.57) is indeed a topological invariant. It was
first recognized by Avron, Seiler, and Simon in 1983 that this integral is the first Chern class of
a so-called U(1) fiber bundle on the base manifold of a torus T 2 (Refs. 35,36). In the case of
non-interacting electrons, the fibers are the magnetic Bloch functions |unk〉, and the torus T 2

corresponds to the magnetic Brillouin zone. On the other hand, for interacting electrons the
integer quantization of the Hall conductance was previously shown by Laughlin in a seminal
work, where he viewed the quantumHall e�ect as a quantum charge pump, exploiting the fact
that the Hamiltonian must be the same when an integer multiple of flux quanta has passed
through the system22. Nevertheless, the recognition of the Hall conductance as a topological
invariant is not just a mathematical formality, but also of physical relevance as it explains the
robustness of the quantization of the Hall conductance against many kinds of perturbations.

To gain a better understanding of the relation between the Hall conductance and the first
Chern class of non-interacting electrons, let us consider the Hall conductance of a single band
in units of e2/h [cf. Eq. (2.59)]:

σxy
e2/h

=

∫
d2k

2πi
∇k ×

(∫
d2r uk(r)∗∇kuk(r)

)
z

. (2.64)

Now let us define a fictitious vector potentialA(k) in momentum space by

A(k) ≡ i
∫
d2r uk(r)∗∇kuk(r) = i〈uk|∇kuk〉. (2.65)

Here, two aspects are noteworthy: First, the vector potentialA(k) is formally defined in terms
of the magnetic Bloch functions |uk〉 in momentum space, and thus it has no connection at all
to any electric ormagnetic field in the sample. Second,A(k) is also known as theBerry vector
potential, and Eq. (2.64) shows that the Hall conductance σxy can be expressed as the curl of
A(k):

− σxy
e2/h

=

∫
d2k

2π
(∇k ×A(k))z =

∫
d2k

2π
Fz(k) =

φ

2π
, (2.66)

whereF(k) ≡ ∇k ×A(k) is the so-called Berry curvature, and φ ≡
∮
dk ·A(k) is the well-

knownBerry phase. Here, we have used that the integral of∇k×A(k) over themagnetic Bril-
louin zone canbe converted into a line integral of theBerry vector potential along theboundary
of the magnetic Brillouin zone. Note, however, that this Brillouin zone is topologically equiv-
alent to a torus T 2, and hence the Hall conductance necessarily vanishes if one can smoothly
define the vector potentialA(k) over the entire torus. Conversely, this implies that a neces-
sary condition for a non-trivial Hall conductance is that it is impossible to find magnetic Bloch
functions uk(r), so thatA(k) is smoothly defined on the torus. Therefore, one cannot apply
Stokes’ theorem globally over the whole magnetic Brillouin zone.

Mathematically, this observation can be reformulated more strictly using topology. Since
themagnetic Bloch functions are only defined up to a phase factor they form aU(1) fiber bun-
dle over the base manifold of the magnetic Brillouin zone which is topologically equivalent to
the torus T 2. As a consequence, the fictitious vector potentialA(k) possesses a U(1) gauge
freedom. The integral over the Berry vector potential A(k) is the Chern number which is a
topological invariant of the U(1) fiber bundle. AlthoughA(k) has a gauge degree of freedom,
the Chern number is invariant under gauge transformations, and thus the Hall conductance is
well-defined and an integer multiple of e2/h.
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This concludes the discussion of the topological aspects of the quantumHall e�ect. At this
point, the connection between the quantized value of the Hall conductance and the first Chern
number (or TKNN invariant), which is a measure for the non-trivial structure of a U(1) fiber
bundle, should have become clear. In the following, we will o�en use a similar terminology
when it comes to the discussion of the topological properties of somemodel Hamiltonian.

2.4 Quantum Hall e�ect without Landau levels: Haldane model

The quantumHall e�ect of a two-dimensional electron gas is usually associated with the pres-
ence of an applied externalmagnetic field which gives rise to the Landau level spectrum (2.22).
However, it was shown in 1988 by Haldane that one can observe a quantum Hall e�ect even
in a system without an external magnetic field, but with broken time-reversal symmetry2. In
general, the scenario considered in the Haldane model involves a two-dimensional semimetal
with a degeneracy of the valence and conduction bands at isolated points in the Brillouin zone.
If inversion symmetry is broken, a gap opens, and the system becomes a normal insulator with
σxy = 0. However, if a gapopensdue to thebreakingof time-reversal symmetry, the systembe-
comes an integer quantum Hall insulator with quantized Hall conductance σxy. Nevertheless,
if both perturbations are present, the two gaps compete, so that the relative strength of the
two symmetry-breaking terms determines whether the system exhibits a quantum Hall state
or not.

Although Haldane’s model was originally defined on the honeycomb lattice2, we consider,
for simplicity, the following two-bandmodel of s orbital states on the two-dimensional square
lattice:

H = −t
∑
i,j

(
Ψ†ij

σz + iσx
2

Ψi+1,j + Ψ†ij
σz + iσy

2
Ψi,j+1 + H.c.

)
+m

∑
i,j

Ψ†ijσzΨij . (2.67)

Here, t is the overlap parameter or hopping amplitude,m is the tuning parameter or fermion
mass, andΨ is a two-component spinor. Moreover, σx, σy, and σz are the usual Pauli matrices
in standard notation:

σx =

[
0 1
1 0

]
, σy =

[
0 −i
i 0

]
, σz =

[
1 0
0 −1

]
. (2.68)

To diagonalize this Hamiltonian we may perform a Fourier decomposition of the two-compo-
nent spinors Ψ and rewrite the model in momentum space, leading to the following Bloch
Hamiltonian:

H(k) = d(k) ·σ, (2.69)

where, for brevity, we have introduced the vector d(k) by

d(k) ≡
(
−t sin(kxa),−t sin(kya),m− t cos(kxa)− t cos(kya)

)T
. (2.70)

The band structure of the Haldanemodel is obtained by straightforward diagonalization of the
Bloch Hamiltonian, leading to the following conduction and valence bands:

E±(k) = ±|d(k)| = ±

√√√√ 3∑
j=1

dj(k)2. (2.71)

Fig. 2.7 shows the bulk band structure for m/t = ±0.1 for a system with periodic boundary
conditions in x and y directions as function of the crystal momentum k.
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Figure 2.7. Bulk band structure E±(k) of the Haldane model form/t = 0.1 [panel (a)] andm/t = −0.1
[panel (b)]. Obviously, the band structure is fully gapped with the size of the bulk band gap given by
Egap/t = 2|m/t| = 0.2which allows for the calculation of the Chern number. A close inspection reveals
only minor di�erences between the two band structures form/t = ±0.1. Nevertheless, the two band
structures are characterized by di�erent Chern numbers n = −1 and n = 1 form/t = ±0.1 in the le�
(right) panel, respectively.

2.4.1 The first Chern number

Despite the seemingly simply Hamiltonian (2.69), this model exhibits an unusual phase dia-
gram consisting of three phases thatmay be distinguished by some non-local order parameter
(see Fig. 2.9). It turns out that this non-local order parameter is identical to the first Chernnum-
ber ν, similar to theorder parameter describing thequantized conductanceσxy in thequantum
Hall e�ect. In terms of the vector d(k), this topological invariant ν can be written as

ν =
1

4π

∫
dkx dky d̂(k) ·

(
∂kxd̂(k)× ∂ky d̂(k)

)
∈ Z, (2.72)

where d̂(k) ≡ d(k)/|d(k)| is the unit vector in the direction of d(k). Geometrically, the Chern
number is equal to the number of times the unit vector d̂(k) wraps around the unit sphere as
we go through the whole Brillouin zone. Furthermore, note that the above construction of a
winding number has a deep relation to the second homotopy group of the unit sphere in three
dimensions, ν ∈ π2(S2) = Z. For example, the twoband structures shown in Fig. 2.7 look quite
similar on either side of the quantum critical pointm/t = 0, but the Chern number takes on
di�erent values ν = 1 or ν = −1 for−2 < m/t < 0 and 0 < m/t < 2, respectively. Although
the electronic band structures plotted in Fig. 2.7 do not immediately reveal their topological
properties, we can understand the di�erent Chern numbers by analyzing directly the vector
d̂(k)which enters Eq. (2.72).

Fig. 2.8 shows an illustration of the vector d̂(k) as function of the crystal momentum k for
di�erent values of the tuning parameterm. The color code in that figure is chosen such that
arrows pointing up (down) are indicated by red (blue) color, while arrows lying in the equato-
rial plane are shown in green color. The first Brillouin zone [−π/a, π/a] × [−π/a, π/a] is indi-
cated by the black square as a guide to the eye. Obviously, in the topologically trivial phases for
|m/t| > 2 the normalized vector d̂(k)points either up or down, but does not showanywinding
[cf. Fig. 2.8 (a, d)]. In the topologically non-trivial phases, however, we observe a skyrmion con-
figuration at k = (π/a, π/a)T with Chern number ν = 1 form/t = −1 and an anti-skyrmion
configuration at k = (0, 0)T with opposite Chern number ν = −1 form/t = 1 [cf. Fig. 2.8 (b,
c)]. Note that in order to change the Chern number ν, the system has to undergo a quantum
phase transition, where the bulk band gap vanishes, and the unit vector d̂(k) becomes singu-
lar. In theHaldanemodel, this can happen atm/t = ±2 andm/t = 0 (see Fig. 2.9) at one of the
high-symmetry points in theBrillouin zone, i.e.,Γ = (0, 0)T ,M = (π/a, 0)T orM = (0, π/a)T ,
andR = (π/a, π/a)T .
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(a) (b)

(d)(c)

Figure 2.8. Illustration of the winding of the unit vector d̂(k) as function of the two-dimensional crystal
momentum k, where d(k) is defined by Eq. (2.70) in the main text. The color code is chosen such that
red (blue) arrows point up (down), while green arrows lie in the equatorial plane, and the black square
indicates the first Brillouin zone [−π/a, π/a]× [−π/a, π/a] of the underlying square lattice. Panels (a)
and (d) show the absence of a winding of d̂(k) in the usual band insulator phase for |m/t| > 2. In con-
trast, for |m/t| < 2 we observe a non-trivial winding of d̂(k) which changes at the quantum critical
pointm/t = 0, as shown in panels (b) and (c). Moreover, form/t = −1we observe a skyrmion configu-
ration of d̂(k)with winding number ν = 1 located at the corner k = (π/a, π/a)T of the Brillouin zone,
while form/t = 1 there exists an anti-skyrmion located at the center k = (0, 0)T with winding number
ν = −1.
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Figure 2.9. (a) Phase diagram of the Haldane model (2.67) as function of the tuning parameterm. For
|m/t| > 2, the system describes an ordinary band insulator (BI) with Chern number ν = 0, while for
|m/t| < 2we have a Chern insulator (CI) with Chern number ν = ±1 for negative (positive)m. (b) Plot
of the Chern number ν as function of m, calculated numerically from Eq. (2.72) for the Chern insula-
tor (2.67). To change the topological sector, the system has to undergo a quantum phase transitions at
m/t = ±2 orm = 0, where the bulk band gap vanishes.
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2.4.2 The appearance of edge states in the Haldane model

To complete the discussion of the Haldane model, we discuss the e�ect of boundaries on the
band structure. Let us consider the tight-binding Hamiltonian (2.67) as real-space version of
the Haldane model with periodic boundary conditions in x direction and open boundary con-
ditions in y direction. Due to the translational invariance, wemay perform a Fourier decompo-
sition of the spinorsΨwith respect to the x direction, leading to an e�ective one-dimensional
Bloch HamiltonianH(k):

H(k) =
∑
j

ψ†j [−t sin(ka)σx+(m−t cos(ka))σz]ψj−t
∑
j

(
ψ†j
σz + iσy

2
ψj+1+H.c.

)
, (2.73)

where k denotes the conserved momentum in x direction. The band structure for this one-
dimensional Hamiltonian can be calculated numerically by exact diagonalization techniques.
As a result, we find that the spectrum is a projection of the bulk band structure (2.71) onto the
conserved momentum k within the bulk Brillouin zone, shown in Fig. 2.10 for m/t = ±0.1.
However, a close inspection of the band structure reveals additionalmodes traversing the bulk
band gap which basically invalidate the picture of an insulator away from the quantum critical
pointsm/t = ±2 andm/t = 0. Furthermore, those modes cease to exist when going into the
ordinary insulating phase (|m/t| > 2) with Chern number ν = 0. Similar to the chiral edge
states in the quantumHall state, wemay identify thosemodes as topologically protected edge
states being located at the boundaries, where the Chern number changes from a non-trivial
value ν = ±1 to the trivial case ν = 0, and those edge states cross in a Dirac-like fashion at the
time-reversal invariant momenta k = 0 or k = π (see Fig. 2.10)

2.5 Quantum spin Hall insulator

ThequantumHall stateprovided the first exampleof aquantumstate that cannotbe character-
ized by a local order parameter theory, but shows an intrinsic topological orderwhich is stable
evenwithout any symmetry. Recently, a new class of topological states has emergedwhich are
called quantum spin Hall insulators or topological insulators37. The quantum spin Hall insu-
lator has been theoretically predicted for graphene3,4, and has first been experimentally ob-
served in mercury telluride quantum wells5,6,8. This discovery has motivated the study of the
so-called symmetry-protected topological order. In contrast to systems with intrinsic topo-
logical order, the symmetry-protected topological states are only distinguishable from trivial
disordered phases when a certain symmetry is preserved, most notably time-reversal invari-
ance.

While the quantum spin Hall state and the quantum Hall state are quite similar and pos-
sess a lot of common properties, they also di�er in important ways, most importantly in the
presence or absence of time-reversal symmetry, respectively. Since the Hall conductivity σxy is
odd under time-reversal, the chiral edge states in the quantumHall state can only be observed
when time-reversal symmetry is broken, for example by a magnetic field. As discussed before,
time-reversal symmetry is also broken in the Haldane model (2.67) by an intrinsic staggered
magnetic field with no net flux through the unit cell, and this model also exhibits a quantized
Hall conductance. Starting from the Haldane model one can construct a toy Hamiltonian for a
quantumspinHall insulatorby combining two time-reversedcopiesof thatmodel in suchaway
that no net magnetic field (neither intrinsic nor externally applied) penetrates the sample. As
a result, this Hamiltonian preserves time-reversal symmetry, because time-reversal flips both
the spin-up and spin-down states as well as the sign of σxy. Moreover, in an applied electric
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Figure 2.10. Band structure for the semi-infinite Haldane model (2.73) with periodic boundary condi-
tions in x direction and open boundary conditions in y direction. While most bands are related to the
bulk band structure by straightforward projection of the bulk bands along the y direction, there exist
boundary modes (indicated by red color) traversing the band gap. The location of the crossing point of
the helical edge states changes from k = 0 form/t > 0 [panel (a)] to k = π/a with a = 1 form/t < 0
[panel (b)].
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field, the spin-up and spin-down electrons give rise to spin-polarized Hall currents flowing in
opposite directions which are referred to as helical edge states, in analogy to the relation be-
tween the spin and the momentum of a particle known as helicity from relativistic quantum
mechanics. Although the TKNN invariant is zero, there is, however, another topological Z2 in-
variant ν for the quantum spin Hall insulator which takes two possible values, ν ∈ {0, 1}, and
which distinguishes between two topologically distinct classes. The fact that there are only
two classes can be understood by considering the edge states in a quantum spin Hall insulator.
Being comprised of two copies of the Haldane model which are time-reversal partners, there
are always pairs of counterpropagating edge states with opposite spin present at each edge or
surface which we refer to as moving in “forward” and “backward” directions, respectively. For
a single pair of those edge states, backscattering by a non-magnetic impurity is forbidden due
to time-reversal symmetry. Kane and Mele showed that the reflection amplitude from a non-
magnetic impurity is odd under time-reversal, because it basically involves flipping the elec-
tron’s spin3. Unless time-reversal symmetry is broken by, for example, amagnetic impurity, an
incident electron has to be perfectly transmitted across the impurity region. In that sense, the
helical edge states are topologically protected by time-reversal symmetry.

2.5.1 Construction of the Z2 invariant for 2D topological insulators

Over the last couple of years, a large number of equivalent mathematical formulations of the
Z2 invariant ν have been developed3,8,11,38–46. The original approach by Fu and Kane38 is for-
mulated in terms of the occupied Bloch functions |um(k)〉. From quantum mechanics we re-
call that time-reversal symmetry is represented by an anti-unitary operator Θ̂ = exp( iπ~ Sy)K,
whereSy is the spin operator, andK denotes complex conjugation. Moreover, for spin 1/2 elec-
trons we know that Θ̂2 = −11, where 11 is the identity operator. Note that this leads to the
important constraint that all eigenstates of a time-reversal invariant Hamiltonian are at least
two-fold degenerate (Kramers’ theorem). Starting from the Bloch states |um(k)〉 one can ana-
lyze their properties under time-reversal by defining a unitary matrixw as:

wmn(k) ≡ 〈um(k)|Θ̂|un(−k)〉. (2.74)

Due to time-reversal symmetry, the matrix elements at k and−k are related by

w(k)T = −w(−k). (2.75)

In two dimensions, the Brillouin zone contains four time-reversal invariant momenta (TRIMs)
which are denoted by Γa with a = 1, . . . , 4:

Γ1 = (0, 0)T , Γ2 = (π, 0)T , Γ3 = (0, π)T , Γ4 = (π, π)T . (2.76)

At these four pointsw(Γa) is skew-symmetric since

w(Γa)
T = −w(−Γa) = −w(Γa). (2.77)

Mathematically, the determinant of a skew-symmetric matrix can be written as the square of
the Pfa�ian, a polynomial in the matrix entries. This allows for the definition of time-reversal
parities δa by

δa ≡
Pf w(Γa)√
detw(Γa)

= ±1. (2.78)

Provided the gauge of the Bloch states |um(k)〉 is chosen continuously throughout the whole
Brillouin zone, one can define the branch of the square root uniquely. Given a surface normal
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vectorG, we can identify pairs of time-reversal invariant momenta by Γa1 − Γa2 = G/2, and
the so-called “time-reversal polarizations” πa (see Ref. 38) associated with that surface can be
written as

πa ≡ δa1δa2 = ±1. (2.79)

For a topologically non-trivial surface state an odd number of states is required which have
an odd parity under time-reversal. This allows to define the Z2 invariant ν by the following
relation:

(−1)ν ≡
4∏

a=1

δa. (2.80)

In the two-dimensional quantum spin Hall phase with ν = 1 the product of two time-reversal
parity eigenvalues is equal to πaπb = −1, while all other combinations are equal to+1.

If the Hamiltonian contains additional symmetries, the calculation of the Z2 invariant ν
may be simplified. For example, if the Hamiltonian has inversion symmetry, the Bloch states
|um(k)〉 are also parity eigenstates at the special pointsΛa with eigenvalues χm(Λa) = ±1. In
that case, the polarizations δa entering the definition of ν [Eq. (2.80)] have been shown to be
equal to the products of parity eigenvalues of the occupied bands7:

δa =
∏
m occ.

χm(Λa). (2.81)

If, however, the Hamiltonian conserves the total spin Sz , then one can define two independent
Chern numbers n↑ and n↓ for the spin-up and spin-down electrons which describes the quan-
tized spin Hall conductance of the system3,4,39,47, where time-reversal invariance implies that
n↑ + n↓ = 0. Nevertheless, the Z2 invariant can be identified with the parity of the spin Chern
number:

ν =
n↑ − n↓

2
mod 2. (2.82)

However, in the presence of terms that do not conserve Sz , an experimental reality, the spin
Chern number loses its meaning, but the Z2 invariant retains its value and characterized the
quantum spin Hall phase.

The above construction of the Z2 invariant ν basically relies on the fact that the model is
time-reversal invariant. Kane and Mele showed that as a consequence of that symmetry the
edge states in the quantum spin Hall insulator phase are robust against the e�ects of weak
interactions, even when spin conservation is broken3,4. Nevertheless, for strong interactions
an electronic instability opening upabandgap is expected, and the resulting state breaks time-
reversal symmetry38,48,49.

2.5.2 Generalization to 3D topological insulators

The above construction of a topologicalZ2 invariant ν can be generalized to the case of three-
dimensional topological insulatorswhich are characterized by four Z2 invariants (ν0; ν1ν2ν3)
(Refs. 7,8). The surface states of a three-dimensional topological insulator can be described in
terms of a two-dimensional momentum k within the surface Brillouin zone. Like in the two-
dimensional case of a topological insulator—the quantum spin Hall insulator—there are four
time-reversal invariantmomentaΓa present in the surfaceBrillouin zone,where any statemust
be at least two-fold degenerate by virtue of Kramers’ theorem. These Kramers pairs of sur-
face states form two-dimensionalDirac points in the surface band structure. Between any pair
Γa and Γb of the special points in the surface Brillouin zone those surface states may connect
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Figure 2.11. Electronic band structure between two time-reversal invariantmomentaΓa andΓb as func-
tionof crystalmomentumk. In panel (a) the surface states cross the Fermi energyEF anevennumber of
times, whereas in panel (b) the number of crossing points is odd. Note that an odd number of crossings
leads to topologically protected metallic boundary states, as discussed in the main text. Figure taken
from Ref. 28.
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Figure 2.12. a, b) Schematic picture of the Fermi surface (red) in the surface Brillouin zone for (a) aweak
(ν0 = 0) and (b) a strong (ν0 = 1) topological insulator, respectively. The small arrows indicate the
electron spinwhich is locked to themomentumk due to time-reversal symmetry. c) In the simplest case
of a strong topological insulator, the Fermi surface encircles a single Dirac point with linear dispersion
relation. Figure taken from Ref. 28.

in such a way that they intersect the chemical potential either an even number of times [cf.
Fig. 2.11 (a)] or an odd number of times [cf. Fig. 2.11 (b)]. Which of the two alternatives is real-
ized is determined by the three Z2 invariants ν1, ν2, and ν3 for the three independent surfaces
of a crystal.

In the simplest case, a 3D topological insulator can be constructed by stacking layers of
the 2D quantum spin Hall insulator on top of each other. As a result, the helical edge states
of the layers hybridize and form surface states. Fig. 2.12 (a) shows one particular situation of
a Fermi surface for weakly coupled layers stacked along the z direction, where the Fermi sur-
face encloses an even number of time-reversal invariantmomenta on the surface (Γ1 andΓ3 or
equivalently Γ2 and Γ4). This state of matter is called aweak topological insulator with “triv-
ial” topological index ν0 = 0. It has been shown that the other three indices (ν1ν2ν3) can be
interpreted as Miller indices describing the orientation of the 2D quantum spin Hall layers (see,
e.g., Ref. 8). Although surface states must be present for clean surfaces, they can be localized
by disorder since time-reversal symmetry does not protect those states.

On the other hand, ν0 = 1 describes a strong topological insulator which cannot be in-
terpreted in terms of the 2D quantum spin Hall insulator. In a strong topological insulator, the
Fermi surface encircles an odd number of Kramers degenerate Dirac points on the 2D surface
of the crystal [cf. Fig. 2.12 (b) and (c)]. In the simplest case of a single Dirac point, the 2D surface
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metal can be described in terms of a Dirac Hamiltonian with linear spectrum:

Hsurf(k) = vF k ·σ. (2.83)

Here, vF is the Fermi velocity of the surface metal, and σ describes the electron’s spin. As a
result, the surface electronic band structure is similar to that of graphene, except that there
is just a single Dirac fermion instead of four as in graphene (due to valley and spin degenera-
cies). Note that the electron spin is locked to themomentumk due to time-reversal symmetry,
leading to the notion of helical surface states in strong topological insulators. Moreover, an
electron going around the Dirac point e�ectively rotates its spin by 2π, and therefore it picks
up a non-trivial Berry phase of π. Note, however, that the description of the two-dimensional
surfaceof a strong topological insulator in termsof a singleDirac fermionseemingly violates the
fermion doubling theoremwhich states that for a time-reversal invariant system Dirac points
must always come in pairs50. The resolution to this puzzle is that the partner Dirac fermion
resides on the opposite surface of the solid, restoring the counting scheme for Dirac fermions.
Finally, the surface states of a strong topological insulator cannot be localized even for strong
disorder as longas thebulkbandgap remains intact51. Alongwith thepresenceof time-reversal
invariance, this is o�en quoted as themajor reason for the topological protection of the surface
states against disorder and non-magnetic impurities.

2.5.3 Experimental realizations of strong topological insulators

In recent years, a class of 3D compounds—exemplified by Bi2Te3, Bi2Se3, and Sb2Te3—were
identified as strong topological insulators using ARPES (angle-resolved photoemission spec-
troscopy) measurements, where the surface state consists of a single Dirac cone52–54.

From an experimental point of view, the topological insulators are challenging to realize,
because there are two critical requirements that must be fulfilled simultaneously: First, the
bulk of the sample must be free of magnetic impurities, because otherwise time-reversal sym-
metry is broken, and a gap for the surface states opens. Second, the Fermi energy must lie
within the bulk gap. Chen et al. report in recent works on the realization of topological insula-
tors in Bi2Se3 samples, in which they were able to precisely control the position of the Fermi
energy52,55. Moreover, they managed to introduce a controlled amount of magnetic dopants
to break the time-reversal symmetry, which allows to study gapped surface Dirac fermions as
well.

The experimental results of the electronic band structure of undoped Bi2Se3 obtained by
ARPES measurements, shown in Fig. 2.13, beautifully exemplify the existence of the Dirac-like
spectrumof the surfaces states in topological insulators. Similar to theband structure of Bi2Te3
(not shown here, cf. Ref. 54), aside from the Fermi surface of the surface-state band (indicated
as SSB in Fig. 2.13), there is also the Fermi surface of the bulk conduction band (BCB). Note
that the bottom of the bulk conduction band is located about 190 meV above the Dirac point
labeled by Ed which is indicative of a direct bulk band gap [cf. Fig. 2.13 (c)]. As pointed out by
Chen et al., the Dirac point in Bi2Se3 is actually a better candidate than Bi2Te3 for realizing the
topological surface Dirac fermion state, because in the latter system the surface Dirac point is
below the top of the bulk valence band (BVB). However, experimentally one finds that the bulk
conductivity is not small due to a large impurities concentration whichmakes it hard to detect
the topological surface states54.

Fig. 2.13 (b) shows a cross section plot of the band structure for various binding energies.
Here,weobservehow theband structureof the surface state evolves from the singleDiracpoint
at the center of the surface Brillouin zone into a hexagonally shaped Fermi surface.
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Figure 2.13. Experimental measurement of the electronic band structure of undoped Bi2Se3 measured
by angle-resolved photo-emission spectroscopy (ARPES). (a) The bulk conduction band (BCB), bulk va-
lence band (BVB), and surface state band (SSB) are indicated, along with the Fermi energy (EF ), the
bottom of the BCB (EB), and the Dirac point (ED). (b) Constant-energy contours of the band structure
show the evolution of the surface state band from the Dirac point to a hexagonal shape (indicated by
green dashed lines). (c) Band structure along the K − Γ − K direction, where Γ is the center of the
hexagonal surface Brillouin zone, and theK andM points are the corner and the midpoint of the side
of the Brillouin zone, respectively. The BCB bottom is about 190 meV above ED and 150 meV below
EF . (d) Photon energy-dependent Fermi surface maps which have been symmetrized according to the
crystal symmetry. Figure a�er Ref. 55.
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Chen et al. also confirmed the nature of the hexagonal Fermi surface of the surface states
by the photon energy-dependent ARPES, as shown in Fig. 2.13 (d). Since the shape of the Fermi
surfaces does not vary upon changing the energy of the incident photons, the Fermi surface
of the surface Dirac fermions is truly two-dimensional, whereas the Fermi surface of the bulk
conduction band in the center clearly changes, which can be traced back to the kz dependence
of the dispersion relation.

Finally, topological insulators are also expected to occur in many other materials and not
only inbinary compounds likeBi2Te3, Bi2Se3, andSb2Te3. Promising candidates for topological
insulators are, for example, certain iridium-basedpyrochlorematerials56–59, but also the family
of ternary Heusler compounds60,61 are under current investigation.



CHAPTER 3

Electronic Band Structure
of Topological Insulators

I
n condensedmatter physics, the electronic band structure of a solid describes the al-
lowed energies an electronmay have in a periodic crystalline potential, thereby form-
ing energy bandswhich are separated by energy gaps orband gaps fromone another.

In general, band theory describes the behavior of electrons in crystalline solids by assuming
the existence of such energy bands, and it explains very well many physical properties such
as optical absorption or electrical resistivity. From a theoretical vantage point, the description
of electrons in a solid is generically a many-body problem and thus a complicated task. The
full Hamiltonian of a perfect crystal does not only contain single-electron potentials describ-
ing the interactions of the electrons with the massive atomic nuclei, but also pair potentials
describing the electron-electron interactions have to be taken into account. While many dif-
ferent approaches to the problem of calculating the band structure have been formulated in
the past decades, in this thesis we only consider the so-called tight-binding approach which
assumes that the electrons are tightly bound to the constituent atoms and can be described by
a time-independent single-particle Schrödinger equation.

In a simplified picture, we can identify three major types of band structures describing in-
sulators, semiconductors, and metals. Concerning the electronic properties, the only di�er-
ence between an insulator and a conductor is that the band gap between the so-called valence
band and the conduction band is much larger in the insulator than in the conductor. Here,
the valence band describes the highest occupied band, in analogy to the valence electrons of
individual atoms, whereas the lowest unoccupied band is referred to as the conduction band,
because current can only flowwhen electrons are excited to the conduction band, for example
by thermal fluctuations or by application of a gate voltage. The gap between valence band and
conduction band strongly influences, among other things, the electrical and optical properties
of a material, and is thus an important property of the solid.

In contrast to this simple picture, a topological insulator is a material which behaves like
an insulator in the bulk of the sample, but exhibits metallic states on its surfaces which allow
for charge transport or current. To be precise, the electronic band structure resembles an ordi-
nary band insulator in the bulk of the sample, where the Fermi level sits between the valence
band and the conduction band. However, on the surfaces of a topological insulator there ex-
ist states which (i) are exponentially localized at the surfaces, (ii) traverse the band gap, and
(iii) allow for conduction on the surfaces. Importantly, those surface states are protected by
certain fundamental symmetries of the system—time-reversal symmetry, particle-hole symme-
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try, or chiral symmetry—and by the inherent topological properties of the bulk band structure
(see, e.g., Refs. 62–67). Topologically protected boundary states were first predicted to occur
in graphene nanoribbons3,4 and quantum well heterostructures of mercury telluride (HgTe)
sandwiched between layers of cadmium telluride (CdTe) due to a particular band inversion
in HgTe, and they were observed experimentally in those quantum wells in 20075,6,68. Later,
topological insulatorswere also predicted on the surfaces of 3D bulkmaterials, forming a novel
type of a two-dimensional electron gas, where the electron’s spin is locked to the momen-
tum7,8. The first experimentally realized 3D topological insulator was discovered in bismuth
antimony (BiSb)69,70, but soon a�er the topologically protected surface states were also ob-
served inanumberofmaterials suchaspureantimony (Sb), bismuthselenide (Bi2Se3), bismuth
telluride (Bi2Te3) and antimony telluride (Sb2Te3) using angle-resolved photoemission spec-
troscopy (ARPES)28,52,53,71,72. Since then, manymore materials have been studied and some of
them are now believed to exhibit topological surface states as well60,61,73.

In this chapter, we focus on the electronic properties and topological surface states of mer-
cury telluride (HgTe) and cadmium telluride (CdTe). To develop a better understanding of the
electronic band structure of both HgTe and CdTe, this chapter has been divided into several
parts: First, we give a brief introduction into the general tight-binding approach to the elec-
tronic band structure of solids, following the textbooks by Yu and Cardona74, Winkler75, and
Kittel76. A�er that, we review the e�ect of spin-orbit interactions coupling the spin to the or-
bital angularmomentumof the electron. Since the strength of the spin-orbit interaction scales
with the atomic number of the atoms, the spin-orbit coupling is expected to be important for
heavy elements such as mercury, cadmium, and telluride. Importantly, the energy correction
of the levels due to spin-orbit interactions leads to an inversion of the bands in HgTe compared
to CdTe which results in topologically protected, chiral edge channels, as will be discussed be-
low. In the third section, we describe the crystal structure and the crystal symmetries of HgTe
and CdTe, both showing a zinc-blende-type lattice. We then compute the bulk band structure
and density of states of those materials using a 20-band tight-binding Hamiltonian which was
already studied in the 1970’s and 1980’s77–81. A�er that we focus on layered CdTe/HgTe/CdTe
quantum well heterostructures which are synthetic structures containing a thin layer of HgTe
sandwichedbetween two layers of CdTewith largebandgap. Inparticular, webriefly review the
theoretical aspects and the experimental discovery of the quantum spin Hall insulator in those
heterostructures. In the last two sections, we first discuss the e�ect of biaxial strain on theband
structure of HgTewhich is generated by the epitaxial growth of HgTe on a CdTe substrate. Here,
we show that biaxial strain opens up a direct band gap at the center of the Brillouin zone, but
also an indirect band gap which we obtain from the density of states. In principle, this obser-
vation paves the way for topologically protected states on the surfaces of a strained 3D HgTe
samples, because the surface states are no longer coupled to themetallic bulk states9,10. In the
last section, we construct a minimal model for 3D topological insulators which is based on the
states of strained HgTe close to the Fermi level. We discuss in detail the electronic band struc-
ture and the phase diagram which shows both strong and weak topological insulator phases.
In the next chapter, we will investigate the quantum Hall e�ect in this model and discuss the
relation between the edge channels and the so-called θ-term 19.

3.1 Tight-binding approach to the electronic band structure

In developing the tight-binding approach for electrons in a solid we start from the assumption
that the electrons are tightly bound to the nuclei, just like in the atomic limit. Bringing the
atoms closer together, the separation of the atomsbecomes comparable to the lattice constant
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in solids, so that their wave functions overlap, and it is possible to approximate the electronic
wave functions in the solid by linear combinations of the atomic wave functions. Accordingly,
this approach is also known as linear combination of atomic orbitals or LCAO approach82.
The justification for these approximations is that in a covalently bonded semiconductor such
as mercury telluride (HgTe) we can distinguish between two kinds of electronic states. On the
one hand, electrons in the conduction bands are delocalized and can be approximated well by
nearly free electrons. On the other hand, the valence band electrons aremainly localized in the
bonds and behave more like atomic states, so that their wave functions should be very similar
to bonding orbitals found in molecules.

To formulate the tight-binding approach, let us start by decomposing the position of an
atom in the crystalline lattice into rjl = Rj + rl, where Rj denotes the position of the jth
primitive cell of the Bravais lattice, and rl is the position of the lth atom within the unit cell.
Furthermore, let us consider a crystal HamiltonianH which is given by the sum of the atomic
Hamiltonians describing the atomic orbitals of the nuclei and an interaction term describing
the electronic interaction (hopping) between di�erent atoms. As mentioned above, we can
construct electronic wave functions as linear combinations of the atomic wave functions if the
interaction between the atoms is weak. Due to the translational invariance of the crystal, those
wave functions can be written in terms of Bloch functionsΦmlk(r) as

Φmlk(r) =
1√
N

∑
j

eik ·rjlφml(r − rjl), (3.1)

where m labels the electronic state of the lth atom with crystal momentum k, and N is the
number of unit cells in the crystal. The atomic orbitals φml(r − rjl), also known as Löwdin
orbitals, are constructed from the usual atomic orbital wave functions in such away that wave
functions centered at di�erent atoms are orthogonal to each other:∫

d3r φ∗ml(r − rjl)φm′l′(r − rj′l′) = δj,j′δl,l′δm,m′ . (3.2)

As a consequence from this orthogonality relation, the electronic wave functionsΦmlk are also
orthogonal to each other:∫

d3rΦ∗mlk(r)Φm′l′k′(r) = δ(k − k′)δl,l′δm,m′ , (3.3)

where δ(x) denotes the Dirac delta function. The eigenfunctionsΨk(r) of the HamiltonianH
are superpositions of the Bloch functionsΦmlk(r):

Ψk(r) =
∑
m,l

cml(k)Φmlk(r) (3.4)

with complex coe�icients cml(k) ∈ C to be determined. To compute the set of eigenvalues
Ek and eigenfunctions Ψk(r) of the Hamiltonian H, we multiply the stationary Schrödinger
equation HΨk(r) = EkΨk(r) by the wave function Ψ∗k(r) from the le� and integrate over
the spatial coordinate r. Using the orthogonality of the electronic wave functionsΦmlk(r)we
obtain a linear set of equations for the coe�icients cml:∑

m,l

cml(k)(Hml,m′l′(k)− Ekδl,l′δm,m′)
.
= 0. (3.5)
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Here,Hml,m′l′(k) represents thematrix element 〈Φmlk|H|Φm′l′k〉which in termsof the Löwdin
orbitals φml(r) can be written as:

Hml,m′l′(k) =
1

N

∑
j,j′

exp
[
ik · (rjl − rj′l′)

]
〈φm′l′(r − rjl)|H|φml(r − rj′l′)〉. (3.6)

For a material modeled byN bands including orbital and spin degrees of freedom the matrix
elementsHml,m′l′(k) form a Hermitianmatrix of sizeN ×N which can be easily diagonalized,
thereby solving Eq. (3.5). As a consequence, the eigenfunctionsΨnk(r) and the eigenenergies
Enk of the HamiltonianH are labeled by the so-called band index, which takes on the values
n = 1, . . . , N , and the crystal momentum k. A plot of the electron energies Ek as function of
the crystal momentum k is usually known as the electronic band structure of the crystal.

Assuming that the electrons are tightly bound to the atomic nuclei the overlap of orbital
wave functions decreases very fast with increasing distance between the unit cells j and j’.
Hence, instead of summing over all unit cells j and j′ in the crystal, we can approximate the
matrix elementHml,m′l′(k) by restricting the sum only over the nearest neighbors of an atom.
In that sense, j will be summed over the atom itself and its nearest neighbors:

Hml,m′l′(k) =
∑
j

exp
[
ik · (Rj + rl − rl′)

]
〈φml(r − rjl|H|φm′l′(r − rjl′)〉. (3.7)

Of course, this approximation is not limited to nearest-neighbor interactions only, but one can
easily include interactions between second-nearest or even further neighbors if needed by a
straightforward generalization of the matrix elements. Additional matrix elements describing
interactions over longer distances can be used, for example, to increase the accuracy of the
tight-binding calculations.

To conclude, within the tight-binding approach (3.5), the band structure of electrons in a
solid can be obtained by calculating the eigenvalues of a Bloch HamiltonianH(k), which de-
scribes the interactions of electrons tightly bound to the nuclei, as function of the crystal mo-
mentum k. The overlap of the orbital wave functions describes the hopping of electrons be-
tween di�erent atoms and leads to the formation of delocalized conduction bands. The va-
lence band electrons, on the other hand, are localized in the bonding orbitals and in general
responsible for the elastic properties of the crystal which are not at the focus of this chapter.

3.2 Spin-orbit interactions

It is well known fromatomic physics that the electron spin is coupled to the orbital angularmo-
mentumvia the spin-orbit interactionwhich is a relativistic correction to theusual tight-binding
Hamiltonian. The spin-orbit correction canbevisualizedwhenweshi� fromthe standard frame
of reference,where the electronorbits thenucleus, into a reference frame,where the electron is
stationary and the nucleus instead orbits the electron. In that case, the orbiting nucleus gener-
ates an e�ective magnetic field which couples to the electron’s spin. A Taylor expansion of the
Dirac equation in powers of (v/c)2, where c denotes the speed of light, leads to several terms
which are responsible for the hyperfine splitting of the atomic energy levels. In particular, the
atomic Hamiltonian for the spin-orbit interaction is given by

HSO =
~

4m2c2
(∇V (r)× p) ·σ =

~
4m2c2

εijk ∂jV (r)pkσi, (3.8)

whereV (r) is theCoulombpotential of theatomwithatomicnumberZ, andσ = (σx, σy, σz)
T

is the usual vector of Pauli spinmatrices [cf. Eq. (2.68)]. This energy correction is a factor (Zα)2
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smaller than the Coulomb energy, with α ≈ 1/137 the fine-structure constant. However, since
the Coulomb interaction V (r) and thus the strength of the spin-orbit interaction both scale
with the atomic numberZ of the atom, we expect the spin-orbit coupling to be important only
for materials which are made of heavy elements with large Z, such as CdTe and HgTe. There-
fore, especially for those compounds we have to include spin-orbit interactions into the tight-
binding Hamiltonian to properly describe their electronic band structures.

In atomic physics, the Hamiltonian for the spin-orbit interaction is o�en expressed in terms
of the orbital angular momentum operator l and the spin operator s as

HSO = 2λSO l · s, (3.9)

where λSO is usually referred to as the spin-orbit coupling parameter. In that representation
it becomes apparent that there is no spin-orbit correction to the s-wave-like states which have
an orbital angular momentum l = 0.

Todevelopa representationof the spin-orbit interaction (3.8)whichcanbeused in the tight-
binding approach, let us start with a brief review of some facts about orbital wave functions.
Fromquantummechanicswe know that the orbital electronic wave functions |l,ml〉 are classi-
fied according to their orbital angular momentum l, and they can be chosen as eigenstates of
the z component l̂z of the orbital angularmomentum operator l̂. The eigenvalues of l̂z , usually
denoted byml or justm if there is no ambiguity with other quantum numbers, are calledmag-
netic quantum numbers and take the values−l,−l + 1, . . . , l − 1, l. Furthermore, the eigen-
functions of the spin-orbit interaction (3.9) are eigenstates of the total angular momentum
ĵ = l̂+ ŝ and its z component, ĵz . In general, the magnetic quantum numbermj correspond-
ing to ĵz takes the values−j,−j+ 1, . . . , j−1, j. Sincewe consider a single electron (s = 1

2 ) in
a p orbital state (l = 1), the eigenvalues of ĵ can be either j = l + s = 3

2 or j = l − s = 1
2 . The

common eigenfunctions |j,mj , l〉 of ĵ and ĵz can be expressed as superpositions of the eigen-
functions |l,ml, σ〉 of the orbital angular momentum l̂ and spin ŝ. To be precise, we obtain a
j = 3

2 quartet:

|32 ,+
3
2 , 1〉 = |1, 1, ↑〉, (3.10a)

|32 ,+
1
2 , 1〉 =

1√
3

(|1, 1, ↓〉+
√

2|1, 0, ↑〉), (3.10b)

|32 ,−
1
2 , 1〉 =

1√
3

(|1,−1, ↑〉+
√

2|1, 0, ↓〉), (3.10c)

|32 ,−
3
2 , 1〉 = |1,−1, ↓〉, (3.10d)

and a j = 1
2 doublet:

|12 ,+
1
2 , 1〉 =

1√
3

(|1, 0, ↑〉 −
√

2|1, 1, ↓〉), (3.10e)

|12 ,−
1
2 , 1〉 =

1√
3

(|1, 0, ↓〉 −
√

2|1,−1, ↑〉). (3.10f)

Using the relation

2 l̂ · ŝ = (̂l+ ŝ)2 − l̂2 − ŝ2 = ĵ
2 − l̂2 − ŝ2 = j(j + 1)− l(l + 1)− s(s+ 1), (3.11)

we can easily calculate the matrix elements of the spin-orbit interaction (3.9). As a result, for
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the p orbital states we obtain:

〈32 ,mj , 1|2λSO l̂ · ŝ|32 ,mj , 1〉 = λSO, (3.12a)

〈12 ,mj , 1|2λSO l̂ · ŝ|12 ,mj , 1〉 = −2λSO. (3.12b)

Thus, in the basis of total angular momentum states, the spin-orbit interaction is diagonal:

HSO = λSO diag(1, 1, 1, 1,−2,−2). (3.13)

Obviously, the e�ect of the spin-orbit interaction is to split the j = 3
2 states (3.10a–3.10d) from

the j = 1
2 states (3.10e–3.10f), and for the j = 3

2 and j = 1
2 states this spin-orbit splitting is

equal to∆SO = 3λSO.
As mentioned before, the spin-orbit interactionHSO = 2λSO l · s couples the electron spin

σ to the orbital angular momentum. Using the following basis of p orbital states,

{|p, σ〉} = {|px, ↑〉, |py, ↑〉, |pz, ↑〉, |px, ↓〉, |py, ↓〉, |pz, ↓〉}, (3.14)

this coupling between orbital angular momentum and electron spin is easy to observe in the
following 6× 6 Hamiltonian for the spin-orbit interaction:

HSO = λSO



0 i 0 0 0 1
−i 0 0 0 0 i
0 0 0 −1 −i 0
0 0 −1 0 −i 0
0 0 i i 0 0
1 −i 0 0 0 0

 . (3.15)

Apparently, the o�-diagonal matrix elements couple the spin-up and spin-down states of the
di�erent p orbitals and thus lead to a non-trivial mixing of states. In particular, since the spin-
orbit interaction is quite strong in heavy elements like Hg and Cd, this coupling may lead to
sizable and important corrections of the electronic band structure, and thus spin-orbit interac-
tions cannot be neglected, but have to be considered within in the tight-binding approach.

In the following, we will develop a suitable Bloch Hamiltonian for the outermost, partially
filled s and p orbitals of HgTe and CdTe. Note that in HgTe the spin-orbit interactions are so
strong that they result in a band inversion within the electronic band structure. This is one
of the major reasons for the appearance of topologically protected edge and surface states in
two-dimensional quantumwells and strained 3D HgTe samples, as discussed later.

3.3 Electronic band structure of HgTe and CdTe

In this thesis we are mainly interested in the electronic band structures of mercury telluride
(HgTe) and cadmium telluride (CdTe). Both HgTe and CdTe are binary II-VI compounds, where
cadmium (Cd) and mercury (Hg) are group-II elements in the periodic table of elements with
atomic numbers Z = 48 and Z = 80, respectively, while tellurium (Te) is a group-VI element
with atomic number Z = 52. Furthermore, both CdTe and HgTe are tetrahedrally bonded
semiconductors in which each atom is four-fold coordinated, i.e., each atom is surrounded by
four nearest-neighbor atoms forming a tetrahedron (see Fig. 3.1). The ionicity of the covalent
bonds in II-VI compounds increases the Coulomb interaction between the ions, leading to an
increased band gap in the electronic band structure. CdTe, for example, has a direct band gap
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of about 1.6 eV at room temperature, but HgTe is actually a zero-band gap semiconductor or
semimetal. Due to the strong spin-orbit coupling in HgTe, the bands close to the Fermi level
are inverted compared to CdTe, as will be discussed in detail in section 3.3.4. Asmentioned be-
fore, the band inversion is one of the reasons for the edge states in quantum well heterostruc-
tures made of CdTe and HgTe which is discussed in section 3.4. In this section, however, we
first discuss the crystal properties of bulk HgTe and CdTe, and then construct a 20-band tight-
binding Hamiltonian following Refs. 77–81 which describes both the covalent bonding of the
outermost, partially filled sp3 orbital states as well as some excited conduction band states.
A�er that we review the electronic band structure of those materials and introduce the termi-
nology frequently used in semiconductor physics in section 3.3.4.

3.3.1 The crystal structure and symmetries of HgTe and CdTe

The crystal structure of HgTe and CdTe is the same as in the zinc-blende lattice with a two-
atomic unit cell consisting of anionic telluride (Te2−) and cationic mercury (Hg2+) or cationic
cadmium (Cd2+). The zinc-blende lattice shown in Fig. 3.2 (a) is a face-centered cubic (fcc)
Bravais lattice [see Fig. 3.2 (b)], and its primitive lattice vectors are given by

a1 =
a

2
(0, 1, 1)T , a2 =

a

2
(1, 0, 1)T , a3 =

a

2
(1, 1, 0)T , (3.16)

where a is the length of the crystallographic unit cell, and vT denotes the transpose of the
vector v, as before. The position of each atom in the crystalline solid can be decomposed into
rjl = Rj + rl, whereRj denotes the position of the jth unit cell of the Bravais lattice, and rl
is the position of the lth atom within the unit cell. Note that the mercury telluride lattice has
two atoms per unit cell, i.e., l = 1, 2 only, and those atoms are located at r1 = (0, 0, 0)T and
r2 = a

4 (1, 1, 1)T . Hence, the positions of the nearest-neighbor atoms in the zinc-blende lattice
are given by

d1 =
a

4
(1, 1, 1)T , d2 =

a

4
(1,−1,−1)T ,

d3 =
a

4
(−1, 1,−1)T , d4 =

a

4
(−1,−1, 1)T .

(3.17)

The reciprocal lattice is defined in terms of three primitive reciprocal lattice vectors b1, b2,
and b3 which are related to the direct lattice vectors a1, a2, and a3 by ai · bj = 2πδij , where

Figure 3.1. A tetrahedronwith amercury atom (red filled circle) in the center surroundedby four telluride
atoms (blue filled circles). The thickblack lines indicate thebonds in thehigh-symmetry directions [111],
[11̄1̄], [1̄11̄], and [1̄1̄1]. The coordinate axes are shown in black, where the [001] axis points out of the
plane.
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Figure 3.2. (a) The crystal structure of the mercury telluride (HgTe) lattice. (b) The face-centered cubic
lattice with a set of primitive lattice vectors a1, a2, and a3. (c) The reciprocal lattice of the fcc lattice
and the first Brillouin zone. Points of high symmetry are denoted by Γ = (0, 0, 0)T ,X = 2π

a (1, 0, 0)T ,
K = 2π

a ( 3
4 ,

3
4 , 0)T , and L = 2π

a ( 1
2 ,

1
2 ,

1
2 )T , while the three high-symmetry directions [100], [110], and

[111] in the Brillouin zone are denoted by∆,Σ andΛ. Figure a�er Ref. 74.

δij is the Kronecker delta. In three dimensions, a general solution for this relation is given by

bi = εijkπ
aj × ak

|(a1 × a2) ·a3|
,

where i, j, and k represent a cyclic permutation of the three indices 1, 2 and 3, εijk denotes the
fully anti-symmetric tensor with ε123 = 1, and |(a1 × a2) ·a3| is the volume of the primitive
cell. The reciprocal lattice points of the fcc lattice form the body-centered cubic (bcc) lattice,
so that the primitive reciprocal lattice vectors of the HgTe crystal are given by

b1 =
2π

a
(−1, 1, 1)T , b2 =

2π

a
(1,−1, 1)T , b3 =

2π

a
(1, 1,−1)T . (3.18)

The first Brillouin zone of the fcc lattice, i.e., the unit cell of the reciprocal lattice, is also shown
in Fig. 3.2 (c). Since the reciprocal lattice vectors are obtained from the lattice vectors a1, a2,
and a3, the symmetries of the Brillouin zone are determined by the symmetries of the crystal
lattice, as discussed below.

The space group of the zinc-blende structure has the number 216 and is denoted by T 2
d in

Schönflies notation or F 4̄3m in international notation, where the symbol F 4̄3m describes a
face-centered cubic lattice with four-fold improper rotations about the 〈001〉 axes, three-fold
rotations about the 〈111〉 axes, and reflections on the {110}mirror planes. Note that this space
group is symmorphic, i.e., apart from the lattice translations, all generating symmetry opera-
tions leave one common point fixed which implies that generators of such a space group can
only include the point-group operations, i.e., rotations, reflections, inversions, and improper
rotations. The corresponding point group of the zinc-blende lattice has 24 elements which are
identical to the elements of the point group of a tetrahedron, denoted by Td. The point group
symmetry operations of the zinc-blende crystal are defined with respect to the three mutually
perpendicular crystallographic axes, where the origin is placed at one of the two atoms in the
unit cell. With this choice of coordinates, the 24 symmetry operations are listed in Table 3.1.
The elements of this point group can be divided into five classes {E}, {8C3}, {3C2}, {6S4},
and {6σ}, because rotations by the same angle with respect to equivalent axes belong to one
class, while all reflections on equivalent planes belong to a di�erent class. Hence, Td has five
irreducible representationswhich are usually denoted byA1,A2,E, T1, and T2, whereE de-
notes the identity operation in group theory.
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class symmetries of the space group #216 / T 2
d /F 4̄3m

{E} identity
{8C3} three-fold clockwiseandcounterclockwise rotationsof120◦ about the [111],

[1̄11], [11̄1], and [111̄] axes
{3C2} two-fold rotations of 180◦ about each of the [100], [010], and [001] axes
{6S4} four-fold improper clockwise and counterclockwise rotations of 90◦ about

the [100], [010] and [001] axes
{6σ} reflections on each of the (110), (11̄0), (101), (101̄), (011), and (011̄) planes

Table 3.1. The space group T 2
d of the zinc-blende lattice has the same symmetry operators as the point

group of the tetrahedron, denoted by Td.

molecular
notation

Koster
notation

BSW
notation

A1 Γ1 Γ1

A2 Γ2 Γ2

E Γ3 Γ12

T2 Γ4 Γ15

T1 Γ5 Γ25

Table 3.2. List of commonly used notations for the irreducible representations of the Td point group.
Note that Γ4 and Γ5 are sometimes interchanged in the literature.

However, using the notation A1, A2, E, T1, and T2 to label the irreducible representation
of the Td group is more commonly used in molecular physics than in semiconductor physics,
where a di�erent notation is used. First, note that the wave functions of a crystal with wave
vector k at the center of the Brillouin zone, i.e., the Γ point, transform in a way that is specified
by the irreducible representations of the point group of the crystal. Thus, the corresponding
Bloch functions at the Γ point can also be classified according to these irreducible representa-
tions. Historically, in semiconductor physics it is more common to use “Γ” plus a subscript “i”
to label the irreducible representations of Td, but there are two di�erent conventions used for
labeling the same irreducible representation by the index i. The first convention to label the
five irreducible representations by Γ1, . . . ,Γ5 is due to Koster and is used most commonly in
the literature, but the Bouckaert-Smoluchewski-Wigner (BSW) notation (Γ1,Γ2,Γ12,Γ15,Γ25)
is also sometimes used. For reference, the di�erent notations for the Td point group are listed
in Table 3.2.

3.3.2 Tight-binding Hamiltonian for HgTe and CdTe

To properly describe the sp3 hybridized bonds of the those materials, we formulate the tight-
binding HamiltonianH = H0 + HSO for CdTe and HgTe in terms of an sp3s∗ basis which de-
scribes the covalent bondingof theoutermost, partially filled sp3 orbital states on theonehand
and some excited s∗ conduction band states on the other hand77–81. To be specific, we consider
the following basis of 20 orbital angular momentum states, {|ν, α, σ,k〉}, where ν ∈ {a, c} de-
notes the atom and distinguishes between the anion (ν = a) and the cation (ν = c) in the
unit cell. α ∈ {s, px, py, pz, s∗} denotes the orbital symmetry, σ ∈ {↑, ↓} is the electron spin,
and k denotes the crystal momentum. This basis set of states has the distinct advantage that
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one can in a straightforward and direct way write down the tight-binding HamiltonianH0 de-
scribing the hopping of electrons between orbitals on nearest-neighbor atoms. On the other
hand, as discussed before, the spin-orbit HamiltonianHSO then contains o�-diagonal matrix
elements coupling di�erent spin stateswith angularmomentum l = 1whichmakes the analyt-
ical calculation of the band structure much more complicated. As a consequence, for generic
crystal momentum kwe have to numerically compute the electronic band structure bymeans
of exact diagonalization. Note that one can also write down the tight-binding Hamiltonian in
the basis of total angular momentum states, {|ν, j,mj , l,k〉}, in which the spin-orbit Hamilto-
nian is diagonal, but the corresponding tight-bindingHamiltonianbecomesmore complicated.
We refer the reader to Ref. 79 for an explicit form of the 20-band tight-binding Hamiltonian in
terms of those eigenstates.

The 20 × 20 Bloch Hamiltonian matrix H0 describing the hopping processes of electrons
between nearest-neighboring atoms turns out to be block-diagonal in momentum space and
can conveniently be written in terms of the 5× 5matrices h0

νν′(k) as follows:

H0(k) =


h0
aa(k) 0 h0

ac(k) 0
0 h0

aa(k) 0 h0
ac(k)

h0
ca(k) 0 h0

cc(k)0 0
0 h0

ca(k) 0 h0
cc(k)

 . (3.19)

First, note that the diagonal block matrices h0
νν(k) describe the energies of the s, p, and s∗

orbital states of the anion (ν = a) or the cation (ν = c) with respect to each other. Hence, the
block matrices hνν(k) are diagonal themselves and independent of the crystal momentum k:

h0
νν(k) =


Esν 0 0 0 0
0 Epν 0 0 0
0 0 Epν 0 0
0 0 0 Epν 0
0 0 0 0 Es∗ν

 . (3.20)

On the other hand, the o�-diagonal block matrices h0
ac(k) and h0

ca(k) describe the hopping
of electrons between the di�erent orbital states of anion and cation, independent of the spin
orientation. To be specific, h0

ac(k) takes the following form:

h0
ac(k) =


Vss g0(k) Vsp g1(k) Vsp g2(k) Vsp g3(k) 0
Vps g1(k) Vxx g0(k) Vxy g3(k) Vxy g2(k) Vps∗ g1(k)
Vps g2(k) Vxy g3(k) Vxx g0(k) Vxy g1(k) Vps∗ g2(k)
Vps g3(k) Vxy g2(k) Vxy g1(k) Vxx g0(k) Vps∗ g3(k)

0 Vs∗p g1(k) Vs∗p g2(k) Vs∗p g3(k) 0

 . (3.21)

For example, the matrix element of two s orbital states on the anion and cation is given by:

〈a, s, σ,k|H0|c, s, σ,k〉 = 〈s|H0|s〉
4∑
j=1

eik ·dj ≡ Vss g0(k), (3.22)

where we have taken the anion (ν = a) to be located at the origin, and dj (j = 1, . . . , 4) de-
notes the positions of its four nearest-neighboring cations (ν = c) in the zinc-blende crystal.
The othermatrix elements can also be expressed in terms of the four phase factors exp(ik ·dj)
and the overlap parameters Vssσ, Vspσ, Vpsσ, Vppσ, Vppπ, Vs∗pσ, and Vps∗σ. Hopping from the
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excited s∗ orbital to the s and s∗ orbitals of neighboring sites have been neglected for simplic-
ity, following Refs. 79,80. In appendix A we have summarized the general construction scheme
of (i) the overlap parameters and (ii) the above matrix elements. However, note that the p or-
bital states have to be decomposed into the so-called σ and π components due to the crystal
structure of the zinc-blende lattice, as shown in appendix A in detail. As a consequence, this
decomposition introduces a factor of cos θ = ±1/

√
3, where the sign depends on the relative

orientation of the positive and negative lobes of the p orbitals. It is thus convenient to define
the following overlap parameters for the tunneling or hopping of electrons between di�erent
orbitals:

Vss ≡ Vssσ, Vsp ≡
Vspσ√

3
, Vps ≡

Vpsσ√
3
,

Vxx ≡
Vppσ + 2Vppπ

3
, Vxy ≡

Vppσ − Vppπ
3

,

Vs∗p ≡
Vsp∗σ√

3
, Vps∗ ≡

Vps∗σ√
3
.

(3.23)

and the relative orientation of the anions and cations in the zinc-blende lattice enters in the
functions gj(k) with j = 0, . . . , 3. In contrast to the construction of overlap parameters for
molecules shown in appendix A, we allow that, for example, Vsp and Vps di�er from each other,
so that one can use an additional parameter in fitting the calculated band structure to first-
principle band structure calculations or experiments. The four momentum-dependent func-
tions gj(k) (with j = 0, . . . , 3) obtained from summing over the phase factors exp(ik ·dj) are
then given by

g0(k) ≡ 1

4

4∑
j=1

eik ·d =
1

4

(
eik ·d1 + eik ·d2 + eik ·d3 + eik ·d4

)
, (3.24a)

g1(k) ≡ 1

4

4∑
j=1

sgn(dj · x̂)eik ·d =
1

4

(
eik ·d1 + eik ·d2 − eik ·d3 − eik ·d4

)
, (3.24b)

g2(k) ≡ 1

4

4∑
j=1

sgn(dj · ŷ)eik ·d =
1

4

(
eik ·d1 − eik ·d2 + eik ·d3 − eik ·d4

)
, (3.24c)

g3(k) ≡ 1

4

4∑
j=1

sgn(dj · ẑ)eik ·d =
1

4

(
eik ·d1 − eik ·d2 − eik ·d3 + eik ·d4

)
. (3.24d)

Finally, the spin-orbit interaction contains o�-diagonal matrix elements coupling spin-up
and spin-downelectronic states of di�erentporbital states asdiscussedpreviously. In thebasis
of orbital angular momentum states we obtain:

HSO =


hSO
aa (↑↑) hSO

aa (↑↓) 0 0
hSO
aa (↓↑) hSO

aa (↓↓) 0 0
0 0 hSO

cc (↑↑) hSO
cc (↑↓)

0 0 hSO
cc (↓↑) hSO

cc (↓↓)

 (3.25)

with the 5× 5matrices hSO
νν (σσ′) given by

hSO
νν (↑↑) =


0 0 0 0 0
0 0 −iλν 0 0
0 iλν 0 0 0
0 0 0 0 0
0 0 0 0 0

 , hSO
νν (↑↓) =


0 0 0 0 0
0 0 0 λν 0
0 0 0 −iλν 0
0 −λν iλν 0 0
0 0 0 0 0

 . (3.26)
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In addition, the spin-orbit interaction for spin-up and spin-down states is related by

hSO
νν (↓↓) =

[
hSO
νν (↑↑)

]∗
, hSO

νν (↓↑) =
[
hSO
νν (↑↓)

]†
, (3.27)

where h∗ and h† denote the complex conjugate and the Hermitian conjugate of the matrix h,
respectively.

3.3.2.1 Energy levels at the Γ point

To give an explicit example of how to compute the electronic band structure of the HgTe and
CdTe and to develop a better understanding of the spectrumat the center of the Brillouin zone,
let us calculate the eigenenergies of the Hamiltonian matrix at the Γ point. For k = (0, 0, 0)T

we findwith Eq. (3.24) that g0(k) = 1 and gj(k) = 0 for j = 1, 2, 3. As a result, the 20×20 tight-
bindingmatrix simplifies into two 2× 2matrices for the bonding and anti-bonding s electrons
and two 2× 2matrices describing the excited s∗ orbitals:[

Esa Vss
Vss Esc

]
,

[
Es∗a 0

0 Es∗c

]
. (3.28a)

Moreover, the p orbital states are coupled due to spin-orbit interactions, resulting in two equiv-
alent 6× 6matrices: 

Epa −iλa λa Vxx 0 0
iλa Epa −iλa 0 Vxx 0
λa iλa Epa 0 0 4Vxx
Vxx 0 0 Epc −iλc λc
0 Vxx 0 iλc Epc −iλc
0 0 Vxx λc iλc Epc

 . (3.28b)

These three matrices can be easily diagonalized, giving the following spectrum:

Es±(Γ) =
Esa + Esc

2
± 1

2

√
(Esa − Esc)2 + 4V 2

ss, (3.29a)

Es∗±(Γ) =
Es∗a + Es∗c

2
± Es∗a − Es∗c

2
, (3.29b)

Ep±(Γ) =
Epa + Epc + λa + λc

2
± 1

2

√
(Epa − Epc + λa − λc)2 + 4V 2

xx, (3.29c)

Ep±(Γ) =
Epa + Epc − 2λa − 2λc

2
± 1

2

√
(Epa − Epc + 2λa − 2λc)2 + 4V 2

xx. (3.29d)

In the atomic limit, i.e., for vanishing inter-atomic interactions, Vss = Vxx = 0, we observe the
aforementioned spin-orbit splitting between the j = 3

2 and j = 1
2 states:

∆SO =

{
3λa for the anion (ν = a)
3λc for the cation (ν = c)

(3.30)

with the correspondingmagnitudes for anion and cation in the two-atomic unit cell. Note that
this energy splitting of the j = 3

2 and j = 1
2 states at the Γ point is used to determine the

strength of the spin-orbit coupling parameter λSO by fitting some experimental data to band
structure calculations with and without spin-orbit interactions79.
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3.3.3 Bulk band structure and density of states of HgTe and CdTe

The empirical tight-binding parameters for the electronic band structures which are listed in
Table 3.3 were obtained by Kobayashi, Sankey, and Dow by fitting numerical band structures
of HgTe and CdTe at the Γ point and theX points of the Brillouin zone [see Fig. 3.2 (c)] to ex-
perimental data79. Furthermore, the spin-orbit coupling parametersλa andλcwere fitted from
the spin-orbit splitting at the Γ point between the j = 3

2 and j = 1
2 states.

Figures 3.3 and 3.4 show the computed electronic band structure of CdTe and HgTe along
the principal symmetry directions of the zinc-blende-type solid (le� panels) and the correspon-
ding density of states (right panels). For clarity, the bulk bands with so-called Γ6, Γ7, and Γ8

symmetries are shown in red, green, and blue colors, respectively. These bands are particularly
important in the CdTe/HgTe/CdTe quantumwell heterostructures hosting two-dimensional va-
riants of a topological insulator, which will be discussed in the following section. For example,
in ordinary insulators like CdTe, spin-orbit interaction is not very strong, so that the Γ8 bands
are below theΓ6 band (see Fig. 3.3). However, sinceHghas a larger atomic number,Z = 80, the
spin-orbit interactions are much larger in such heavy-element compounds which modifies the
topology of the electronic band structure. In particular, the spin-orbit interaction leads to the
aforementioned band inversion of theΓ6 andΓ8 bands andmakes HgTe actually a semimetal.
Also, note that the larger splitting of the peaks in the density of states of HgTe compared to
CdTe is indicative of strong split-orbit interactions.

CdTe HgTe

on-site energies:

Esa −8.891 −9.776
Epa 0.915 0.155
Es∗a 7.000 6.000
Esc −0.589 −1.404
Epc 4.315 4.300
Es∗c 7.500 6.500

overlap parameters:

4Vss −4.779 −3.267
4Vsp 1.739 2.412
4Vps −4.767 −3.243
4Vxx 2.355 1.443
4Vxy 4.124 3.639
4Vs∗p 1.949 3.520
4Vps∗ −2.649 −0.323

spin-orbit couplings:

λa 0.367 0.299
λc 0.013 0.286

Table 3.3. Tight-binding parameters in electronvolt of the 20-band model for CdTe and HgTe including
nearest-neighbor interactionsonly, obtainedbyKobayashi, Sankey, andDow79. Theoverlapparameters
Vss, etc. are related to those in the standard notation due to Slater and Koster82 as follows: Vss = Vssσ ,
Vsp = Vspσ/

√
3, Vps = −Vpsσ/

√
3, Vxx = (Vppσ+2Vppπ)/3, Vxy = (Vppσ−Vppπ)/3, Vs∗p = Vs∗pσ/

√
3,

and Vps∗ = −Vps∗σ/
√

3.
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Figure 3.3. (a) Band structure E(k) of cadmium telluride (CdTe) as function of crystal momentum k
along the principal symmetry directions. The high-symmetry points are denoted by L = 2π

a ( 1
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1
2 ,

1
2 )T ,

Γ = (0, 0, 0)T , X = 2π
a (1, 0, 0)T , and K = 2π

a ( 3
4 ,

3
4 , 0)T , while the three high-symmetry directions

[100], [110], and [111] in the Brillouin zone are denoted by∆,Σ andΛ. The so-called Γ6 and Γ8 valence
and conduction bands are shown in blue and red color, respectively, while the spin-orbit split-o� Γ7

valence band is indicated by green. (b) Density of states ν(ω) of CdTe calculated numerically from the
band structure E(k) performing exact diagonalization of the tight-binding HamiltonianH = H0 +HSO

for 5 · 109 random sampling points in momentum space.
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Figure 3.4. (a)Band structure E(k)ofmercury telluride (HgTe) as function of crystalmomentumk along
the principal symmetry directions. As in Fig. 3.3, the points of high-symmetry are denoted by L, Γ,X ,
and K, while the lines of high-symmetry in the [100], [110], and [111] directions are denoted by ∆, Σ
andΛ. Similarly, theΓ6 andΓ8 bands are shown in blue and red color, respectively, while theΓ7 valence
band has a green color. Importantly, note that the Γ6 and Γ8 bands are inverted with respect to the
usual band order as in CdTe. (b) Density of states ν(ω) for HgTe calculated numerically from the band
structure E(k) performing exact diagonalization of the tight-binding HamiltonianH = H0 + HSO for
5 · 109 random sampling points in momentum space.
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3.3.4 Irreducible representations, symmetries, and terminology of the bulk bands

In this section, we briefly introduce a certain notation of the electronic band structure of the
diamond- and zinc-blende-type semiconductors which is based on group theory74. Since the
electronsmove in the presence of a periodic crystal potential, their wave functions can be sym-
metrized to reflect the crystal symmetry, i.e., the wave functions can be written in a form such
that theybelong to certain irreducible representationsof the space groupof the crystal. In par-
ticular, the symmetries of thewave functions close to theΓpoint, i.e., the center of the Brillouin
zone are important, because the energy bands have a simple parabolic form in the vicinity of
that point. In the following, we therefore introduce the terminology which is frequently used
in the context of zinc-blende-typematerials such as HgTe and CdTe, and we refer the reader to
Ref. 74 for details.

Althoughwehave introduced theBlochHamiltonian in termsof orbital angularmomentum
states labeled as {|ν, α, σ,k〉}, where α ∈ {s, px, py, pz} specifies the orbital symmetry of the
wave function and σ ∈ {↑, ↓} the electron spin, we focus on a di�erent basis of total angular
momentum states which will be denoted by {|ν, j,mj , l,k〉} due to the strong spin-orbit inter-
actions in heavy elements. Here, j is the total angularmomentum,mj the correspondingmag-
netic quantum number, and l the orbital angular momentum. From quantum mechanics we
recall that the transformation between the two basis sets of wave functions can be performed
in a straightforward manner:

|j,mj , l〉 = |l ± 1
2 ,mj , l〉 ≡ α±|l,mj − 1

2 , ↑〉+ β±|l,mj + 1
2 , ↓〉, (3.31)

where the so-called Clebsch-Gordan coe�icients for a spin 1/2 electron with angular momen-
tum l are given by

α± ≡

√
l ±mj + 1

2

2l + 1
≡ ±β∓, α2

+ + α2
− = β2

+ + β2
− = 1. (3.32)

In the literature, it is common to classify total angular momentum eigenstates according
to their behavior under symmetry transformations of the crystal by means of group theory.
Aside from the orbital part of the wave function, one has to take the spin of the electron into
account as well. Groups containing symmetry operations of wave functions including the spin
degree of freedom are known as double groups1. In most cases it is su�icient to know only the
irreducible representations for the double group at the center of the Brillouin zone, i.e., the
Γ point. In the case of the zinc-blende crystal, the 48 elements of the double group are divided
into eight classes which are labeled byΓ1, . . . ,Γ8, whose representations can be found, for ex-
ample, in the textbookbyYuandCardona74. A careful inspectionof the symmetries then reveals
that the two-fold degenerate, s-like |j = 1

2 ,mj = ±1
2 , l = 0〉 states belong to the so-called Γ6

representation74. In addition, the two-fold degenerate, p-like |j = 1
2 ,mj = ±1

2 , l = 1〉 states
belong toΓ7 representation, whereas the four-fold degenerate, p-like |j = 3

2 ,mj = ±3
2 , l = 1〉

and |j = 3
2 ,mj = ±1

2 , l = 1〉 states belong to the Γ8 representation, because this is the only
four-dimensional representation in this group. Although those representations describe the
symmetries of the corresponding atomic wave functions, the electronic bands in a solid inherit
their symmetry properties and are labeled accordingly as Γ6 band, Γ7 band, and Γ8 band,
respectively.

1It is beyond the scope of this thesis to describe double groups in detail. The reader should refer to the textbooks
by Yu andCardona 74 and LewYan VoonandWillatzen 83 and references therein for details on the definition of double
groups.
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Figure 3.5. (a, b) Schematic picture of the bulk band structure of HgTe and CdTe close to the Fermi
level at E = 0 eV. At the Γ point there are four important bands: The Γ6 band is two-fold degenerate,
stems from the |j = 1

2 ,mj = ± 1
2 , l = 0〉 states, and shows an s-orbital like behavior. Moreover, the Γ6

band is usually referred to as electron (E) band. The Γ7 band is also two-fold degenerate, but stems
from |j = 1

2 ,mj = ± 1
2 , l = 1〉 states, and thus shows a p-orbital like behavior. Due to the spin-orbit

splitting between the Γ7 and Γ8 bands, the Γ7 band is usually called the spin-orbit split-o� (SO) band.
The Γ8 band is, however, four-fold degenerate, because it originates from the |j = 3

2 ,mj = ± 3
2 , l = 1〉

and |j = 3
2 ,mj = ± 1

2 , l = 1〉 stateswith p-orbital like character. The |j = 3
2 ,mj = ± 3

2 , l = 1〉 states are
known as heavy-hole (HH) bands, while the |j = 3

2 ,mj = ± 3
2 , l = 1〉 states are referred to as light-hole

(LH) bands due to their di�erent e�ective masses. Figure a�er Ref. 27.

group
theory

k ·p
theory

|j,mj , l〉
states

|α, σ〉
states

|Γ6,+
1
2〉 |E,+1

2〉 |12 ,+
1
2 , 0〉 |s, ↑〉

|Γ6,−1
2〉 |E,−1

2〉 |12 ,−
1
2 , 0〉 |s, ↓〉

|Γ7,+
1
2〉 |SO,+1

2〉 |12 ,+
1
2 , 1〉

1√
3

(|px, ↓〉+ i|py, ↓〉+ |pz, ↑〉
|Γ7,−1

2〉 |SO,−1
2〉 |12 ,−

1
2 , 1〉

1√
3

(|px, ↑〉 − i|py, ↑〉 − |pz, ↓〉
|Γ8,+

3
2〉 |HH,+3

2〉 |32 ,+
3
2 , 1〉

1√
2

(|px, ↑〉+ i|py, ↑〉
|Γ8,+

1
2〉 |LH,+1

2〉 |32 ,+
1
2 , 1〉

1√
6

(|px, ↓〉+ i|py, ↓〉− 2|pz, ↑〉)
|Γ8,−1

2〉 |LH,−1
2〉 |32 ,−

1
2 , 1〉

−1√
6

(|px, ↑〉− i|py, ↑〉+ 2|pz, ↓〉)
|Γ8,−3

2〉 |HH,−3
2〉 |32 ,−

3
2 , 1〉

−1√
2

(|px, ↓〉+ i|py, ↓〉

Table 3.4. List of commonlyusednotations for theband topologyof semiconductors likeCdTeandHgTe.
Note that the notations are o�en used synonymously in the literature.
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There exists, however, another frequently used naming convention for the topology of the
band structure which is related to the so-called k ·p theory and describes the particular cur-
vature of the bands at the Γ point in the Brillouin zone. In normal semiconductors and insu-
lators, the Γ6 band describes an s-like electron band (E), because it has positive curvature at
the Γ point with e�ective mass meff > 0, i.e., EΓ6(k) ≈ k2/(2meff) [see Fig. 3.5 (b)]. How-
ever, theΓ8 bands describing the p-like valence bands have negative e�ectivemassesmeff < 0
describing hole-like excitations. Moreover, themj = ±3

2 states are referred to as heavy-hole
band (HH), while themj = ±1

2 states are called the light-hole band (LH), becausemeff,LH <
meff,HH . For reference, the di�erent notations for the band topology are listed in Table 3.4.

As mentioned before, the Γ7 and Γ8 states with orbital angular momentum l = 1 are split
by the spin-orbit interaction, HSO = 2λSO l̂ · ŝ (see section 3.2). Typically, the magnitude of
the spin-orbit splitting ∆SO = 3λSO in a semiconductor with relatively light atoms is small
and thus negligible. However, in semiconductors containing heavier elements such as CdTe
or HgTe, the spin-orbit gap can be as large as the band gap, ∆SO ≈ 1 eV, pushing down the
Γ7 states in energy (see Fig. 3.5). Consequently, the Γ7 states are referred to as the spin-orbit
split-o� band (SO) in the literature and usually not taken into account. Moreover, in HgTe the
energy correction of the Γ8 bands due to spin-orbit interactions is so large that the Γ8 bands
are pushed above theΓ6 band (see Fig. 3.5). This reversal in the band ordering of theΓ8 andΓ6

bands is one of the major reasons for the topological properties of HgTe.

3.4 CdTe/HgTe/CdTe quantumwell heterostructures

In the context of topological insulators, we nowdiscuss CdTe/HgTe/CdTequantumwellswhich
are synthetic heterostructures containing a thin layer of HgTe of thickness dHgTe sandwiched
between two thin layers of CdTe of equal thicknesses dCdTe (see Fig. 3.6). Over the past two
decades, fabrication techniques for quantumwell heterostructures have greatly improved, and
ultimately these achievements have led to the experimental discovery of the so-called quan-
tum spin Hall e�ect and topological edge states in CdTe/HgTe/CdTe quantum wells5. These
quantum well heterostructures show the interesting property of having either a normal or an
inverted band structure, depending on the thickness of the sandwiched HgTe layer. Heuris-
tically, in a large quantum well, the confinement of the electronic states within the quantum
well is small, so we may expect that the electronic band structure of the quantum well at the
Γ point mostly looks like HgTe which has an inverted band structure. However, upon reduc-
ing the thickness of the HgTe epilayer the confinement energy increases, thus shi�ing the en-
ergy bands. Eventually, the thickness of the HgTe epilayer will fall below a critical thickness,
dc ≈ 63 Å, and the energy bands will start to align in a normal way, i.e., the quantum well be-
havior is dominated by properties of CdTe (see Fig. 3.7). At the critical thickness dc, the band
inversion takes place, and one-dimensional helical edge states appear at the boundaries of the
two-dimensional quantum well heterostructure, giving rise to the quantum spin Hall e�ect
in the absence of any external magnetic field5,6,68. In this section, we review the basic proper-
ties of CdTe/HgTe/CdTequantumwell heterostructures, anda�erwardswe study the electronic
band structure of these quantumwells, depending on both growth direction andquantumwell
width.

One of the important properties of CdTe/HgTe/CdTe quantum wells is that the lattice con-
stants of HgTe and CdTe are almost identical to each other:

aHgTe = 6.46 Å and aCdTe = 6.48 Å. (3.33)

This nearly perfect lattice alignment allows for pseudomorphic growth and is desirable for
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CdTe CdTeHgTe

dCdTe dHgTe dCdTe

Figure 3.6. Schematic picture of a CdTe/HgTe/CdTe quantum well heterostructure in which the central
HgTe epilayer of width dHgTe is surrounded by CdTe epilayers of width dCdTe on both sides.

high-quality quantumwell heterostructures, because it allows to significantly reduce the num-
ber of crystal defects such as dislocations or vacancies. However, having the same lattice con-
stants is not a necessary condition for pseudomorphic growth of the so-called epitaxial layer
(epilayer) on the substrate. Growing the epilayer on a substrate with a di�erent bulk lattice
constant results in a strained, but otherwise perfect epilayer. Nevertheless, there is a limit to
the thickness of a strained layer one can grow while maintaining a perfect lattice. Since the
strain energy increases with the thickness, the epilayer may lower its total energy by relieving
the strainbeyond some critical layer thickness through the creationof dislocations. Obviously,
the critical thickness for twomaterials grown on top of each other depends on the di�erence of
their lattice constants. ForCdTe/HgTe/CdTeheterostructures, the critical thickness for theHgTe
epilayer is about 200 nm 10. Hence, to leading order, we neglect the lattice mismatch for nar-
row quantum wells (dHgTe � 200 nm) and use the bulk material properties of HgTe and CdTe
tomodel the quantumwells. Later, in section 3.5 we consider strained HgTe systems and show
that the application of biaxial strain leads to the opening of a small band gap at the Γ point.

Furthermore, due to the band di�erence between CdTe and HgTe, their conduction and
valence band edges do not align with each other. The creation of quite sharp interfaces be-
tween CdTe andHgTe, however, allows to control the shape of this band gap discontinuity, and
comparisons between experimental results and theoretical calculations have shown that these
band edge discontinuities can be rather abrupt, making a simple square well a good approxi-
mation for the confinement potential inmost quantumwell structures. Thedi�erencebetween
the band edges is also known as the valence band o�set. For example, in semiconducting de-
vices this bando�set produces the potential which is responsible for confining the charge carri-
ers (electrons or holes) in one layer only. For CdTe/HgTe/CdTequantumwells, the valence band
o�set has been investigated in detail by a number of di�erent methods84–89, yielding approxi-
mately

EVBO = (560± 50) meV. (3.34)

In the following, we consider symmetric CdTe/HgTe/CdTe quantum well heterostructures
which have a fixed numberNCdTe = 8 of CdTe layers surrounding a variable numberNHgTe of
HgTe layers on each side. To calculate the electronic band structure of such a quantumwell, we
first have to construct a Bloch Hamiltonianmatrix for a systemwith open boundary conditions
in the growth direction of the quantumwell and periodic boundary conditions in the two direc-
tions perpendicular to it. However, within the tight-binding approach these two-dimensional
surfaceswill always generate some surface states, even for trivial band insulators such as CdTe.
These surface states correspond to dangling sp3-hybridized bonds at each surface atom, and
thus strongly depend on the details of the surface. On the other hand, the topology of the con-
duction and valence bands of CdTe andHgTe are quite di�erent, so thatwemay distinguish be-
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Figure 3.7. (a, b) Schematic picture of the bulk band structure of HgTe and CdTe close to the Fermi level
at E = 0 eV. The important bands at the Γ point are given by the s orbital band Γ6 and the p orbital
bands Γ7 and Γ8 corresponding to the j = 1

2 and j = 3
2 total angular momentum states, respectively.

(c, d) Sketch of the band structure in CdTe/HgTe/CdTe quantum wells as function of the quantum well
width d. Solid lines indicate the bulk bands, and the dashed lines show the energy bands within the
quantumwell which di�er from the bulk bands by some confinement energy [cf. Eq. (3.37)]. For d < dc,
the quantumwell bands are dominated by the CdTe layers, while for d > dc the bands are inverted due
to the strong spin-orbit interaction in HgTe. Figure a�er Ref. 27.

tween them. Since the Γ6, Γ7, and Γ8 bands of CdTe are in the usual, non-inverted order, CdTe
canbe adiabatically connected to the vacuumby taking the bandgapof CdTe to infinity, so that
the topological properties of the interfaces betweenCdTe andHgTe are completely determined
by HgTe. It turns out that the topological properties of the HgTe layer are insensitive to the de-
tails of the surface and do not depend on the exact surface renormalization scheme, sowemay
choose a surface regularization which removes the trivial surface states. Thus, in the following
we consider periodic boundary conditions between the top and bottomCdTe layer, connecting
the sp3-hybridized dangling bonds and thereby removing those trivial surface states.

To construct a tight-binding Bloch Hamiltonian for CdTe/HgTe/CdTe quantum well hetero-
structures we have to describe (i) the intra-layer hopping within a single epilayer and (ii) the
inter-layer hopping between the CdTe and HgTe epilayers. Therefore we start by developing a
tight-binding Bloch Hamiltonian for CdTe and HgTe in a slab geometry with planar surfaces
describing the intra-layer hopping of electrons. A�er that we will couple those epilayers in
the perpendicular direction, resulting in the tight-binding Hamiltonian for a quantumwell het-
erostructure.
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N HgTe[001] HgTe

substrate

Figure 3.8.NHgTe layers of HgTe are grown epitaxially along the [001] direction, forming a so-called slab
geometry with planar surfaces whose normal vectors are along the [001] direction.

3.4.1 HgTe and CdTe in a (001) slab geometry

So far we have considered the properties of electrons in the bulk, i.e., either in an infinite solid
or a solid with periodic boundary conditions. Now let us assume that the crystal is finite in the
[001]directionand that thereare two impenetrablebarriers (infinite energybarriers) associated
with the two (001) surfaces which are separated by a distance d. These surfaces reflect the
bulk Bloch wave functions along the [001] direction and break translational symmetry in that
direction which has to be taken into account in the tight-binding approach to quantum well
heterostructures. Furthermore, those surfaces reflecting the wave functions lead to standing
waves whose wavelength λ takes on the discrete values

λn =
2d

n
with n = 1, 2, 3, . . . (3.35)

In other words, the confinement leads to a quantization of states. For a free particle with mass
m, the allowed wave vectors of the Bloch waves are given by

kz,n =
2π

λn
=
nπ

d
with n = 1, 2, 3, . . . (3.36)

The confinement of the particle within a distance d along the z direction also increases the
kinetic energy relative to the free case by the confinement energywhich for n = 1 is given by

Econf =
~2k2

z,1

2m
=

~2

2m

π2

d2
. (3.37)

Note that this confinement energy is inversely proportional to the layer thickness, i.e., Econf ∝
d2, and thus goes to zero as d grows. Recall from quantum mechanics that in an infinite one-
dimensional square well potential the energies of excited states are given by En = n2Econf

with n = 1, 2, 3, . . . . The e�ect of this confinement on the electronic band structure is shown
schematically in Fig. 3.7 (c, d). For small quantum wells, i.e., small thickness d, the energy cor-
rection due to the confinement energy Econf is large and leads to a sizable correction of the
energy levels within the quantum well. In the opposite limit, i.e., for large quantum wells, the
confinement energy Econf is rather small, and the HgTe epilayer in the center of the quantum
well shows a band structure which is very close to the one of bulk HgTe.

Now, let us construct the tight-bindingHamiltonian for a single layer of either CdTe orHgTe.
Since the translational symmetry is broken in the [001] direction, the construction of electronic
wave functions can only include Bloch wave functions within the (001) plane perpendicular to
the [001] direction.
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Figure 3.9. Schematic picture for the construction of the surface Brillouin zones by projecting the bulk
Brillouin zoneonto the surfaceswithnormal vectors in the [001], [110], and [111]directions, respectively.
Figure taken from Ref. 90.

3.4.1.1 Intra-layer hopping

Similar to the tight-binding approach for the bulk crystal, we can write down a 20 × 20 intra-
layer Bloch HamiltonianH0‖ which describes the hopping of electrons within a single layer of
HgTe or CdTe. It turns out thatH0‖ is also block-diagonal in momentum space:

H0‖ =


h

0‖
aa(k‖) 0 h

0‖
ac(k‖) 0

0 h
0‖
aa(k‖) 0 h

0‖
ac(k‖)

h
0‖
ca(k‖) 0 h

0‖
cc (k‖)0 0

0 h
0‖
ca(k‖) 0 h

0‖
cc (k‖)

 . (3.38)

Here, k‖ = (kx, ky, 0)T denotes the conserved momentum within the surface Brillouin zone
of the (001) plane, and the construction of such a surface Brillouin zone and its high-symmetry
points is schematically shown in Fig. 3.9 for di�erent orientations of the slab.

Thediagonal blockmatricesh0‖
νν(k‖) inH0‖ are independent of themomentumk‖, describ-

ing the relative energies of the orbital states with respect to each other:

h0‖
νν(k‖) =


Esν 0 0 0 0
0 Epν 0 0 0
0 0 Epν 0 0
0 0 0 Epν 0
0 0 0 0 Es∗ν

 , (3.39)

whereas the o�-diagonal block matrices h0‖
ac(k‖) describe the intra-layer interaction matrix el-

ements between di�erent orbitals on the anion and cation:

h0‖
ac(k‖) =


Vss g0‖(k‖) Vsp g1‖(k‖) Vsp g2‖(k‖) Vsp g3‖(k‖) 0

Vps g1‖(k‖) Vxx g0‖(k‖) Vxy g3‖(k‖) Vxy g2‖(k‖) Vps∗ g1‖(k‖)

Vps g2‖(k‖) Vxy g3‖(k‖) Vxx g0‖(k‖) Vxy g1‖(k‖) Vps∗ g2‖(k‖)

Vps g3‖(k‖) Vxy g2‖(k‖) Vxy g1‖(k‖) Vxx g0‖(k‖) Vps∗ g3‖(k‖)

0 Vs∗p g1‖(k‖) Vs∗p g2‖(k‖) Vs∗p g3‖(k‖) 0

 . (3.40)
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Just as in the bulk crystal it is convenient to define a set of functions gj‖(k‖) by summing over
those phase factors exp(ik‖ ·dj) which describe the intra-layer hopping. Note that the phase
factors exp(ik‖ ·dj) entering the definition of the functions gj‖(k‖) depend on the orientation
of the slab. To be specific, for the [001] oriented slab these functions are given by

g0‖(k‖) ≡
1

4

(
eik‖ ·d1 + eik‖ ·d2

)
, (3.41a)

g1‖(k‖) ≡
1

4

(
eik‖ ·d1 + eik‖ ·d2

)
, (3.41b)

g2‖(k‖) ≡
1

4

(
eik‖ ·d1 − eik‖ ·d2

)
, (3.41c)

g3‖(k‖) ≡
1

4

(
eik‖ ·d1 − eik‖ ·d2

)
. (3.41d)

For slabs with (111) faces and growth direction in the [111] direction those functions would
have to be defined appropriately, taking into account the symmetries of the crystal lattice.
Nevertheless, the overall form of the Hamiltonian matrix in the tight-binding approximation
[cf. Eq. (3.40)] is independent of the slab orientation.

3.4.1.2 Inter-layer hopping

In a slab geometry consisting ofN layers with planar surfaces, the Bloch Hamiltonian matrix
describing such a slab can be conveniently written as anN ×N super-matrix:

H0 =



H0‖ H0⊥ 0 0

H†0⊥ H0‖ H0⊥ 0 0

0 H†0⊥ H0‖ H0⊥
. . . . . . . . . . . . . . .

H†0⊥ H0‖ H0⊥ 0

0 0 H†0⊥ H0‖ H0⊥
0 0 H†0⊥ H0‖


, (3.42)

where each element ofH0 is a 20×20matrix by itself. Consequently, the full BlochHamiltonian
matrix for a slab consisting ofN layers has the dimensions 20N × 20N .

Here, the matrix elements of the inter-layer HamiltonianH0⊥ describe the inter-layer hop-
ping between the cation in the lower layer and the anion in the upper layer. In contrast to the
block matrices H0‖ on the diagonal of H0 describing the intra-layer hopping [cf. Eq. (3.38)],
the matrix H0⊥ does not contain any diagonal elements and does not need to be Hermitian,
because it appears on the super- and sub-diagonals ofH0:

H0⊥ =


0 0 0 0
0 0 0 0

h0⊥
ca (k‖) 0 0 0

0 h0⊥
ca (k‖) 0 0

 . (3.43)

For the sake of completeness, these 5× 5matrices h0⊥
ca (k‖) = h0⊥

ac (k‖)
† = h0⊥

ac (−k‖) in a [001]
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oriented slab geometry take the following form:

h0⊥
ac (k‖) =


Vss g0⊥(k‖) Vsp g1⊥(k‖) Vsp g2⊥(k‖) Vsp g3⊥(k‖) 0

Vps g1⊥(k‖) Vxx g0⊥(k‖) Vxy g3⊥(k‖) Vxy g2⊥(k‖) Vps∗ g1⊥(k‖)

Vps g2⊥(k‖) Vxy g3⊥(k‖) Vxx g0⊥(k‖) Vxy g1⊥(k‖) Vps∗ g2⊥(k‖)

Vps g3⊥(k‖) Vxy g2⊥(k‖) Vxy g1⊥(k‖) Vxx g0⊥(k‖) Vps∗ g3⊥(k‖)

0 Vs∗p g1⊥(k‖) Vs∗p g2⊥(k‖) Vs∗p g3⊥(k‖) 0

 ,
(3.44)

where we have introduced another set of functions gj⊥(k‖)with j = 0, . . . , 3. These functions
are defined by a summation over those phase factors exp(ik‖ ·dj) connecting the adjacent
layers. Like the intra-layer functions gj‖(k‖) the particular form of these functions depends
on the orientation of the slab, and thus gj⊥(k‖) has to take the symmetries of the slab into
account. For example, for slabs with (001) surfaces, those function are given by

g0⊥(k‖) ≡
1

4

(
eik‖ ·d3 + eik‖ ·d4

)
, (3.45a)

g1⊥(k‖) ≡
1

4

(
−eik‖ ·d3 − eik‖ ·d4

)
, (3.45b)

g2⊥(k‖) ≡
1

4

(
eik‖ ·d3 − eik‖ ·d4

)
, (3.45c)

g3⊥(k‖) ≡
1

4

(
−eik‖ ·d3 + eik‖ ·d4

)
. (3.45d)

3.4.1.3 Spin-orbit interaction

Finally, the spin-orbit interaction coupling spin-up and spin-down states of di�erent p orbitals
on each atom is given by the same interactionmatrix as was introduced for the bulk electronic
band structure [cf. Eqs (3.25–3.27)]:

HSO =


hSO
aa (↑↑) hSO

aa (↑↓) 0 0
hSO
aa (↓↑) hSO

aa (↓↓) 0 0
0 0 hSO

cc (↑↑) hSO
cc (↑↓)

0 0 hSO
cc (↓↑) hSO

cc (↓↓)

 . (3.46)

Since this is a local interaction,we take spin-orbit interactions in a finite-size slab geometry into
account by adding the 20× 20matrixHSO to the diagonal elements of the Bloch Hamiltonian
for the slab,H0‖.

3.4.2 Quantumwells with (001) oriented faces

Finally, to construct the full BlochHamiltonianmatrix for a CdTe/HgTe/CdTe quantumwell het-
erostructure consistingofNCdTe layersofCdTe surroundingNHgTe layersofHgTeonboth sides,
we proceed in a straightforward manner by combining the three super-matrices for the sepa-
rate CdTe and HgTe (001) epilayers. Note that one has to properly connect these epilayers at
the interfaces between CdTe and HgTe, depending on the termination of each of these layers.
The interface between cadmium, tellurium, and mercury can be modeled by either an abrupt
change of the empirical tight-binding parameters from one layer to next, or by a linear interpo-
lation of the tight-binding parameters for tellurium. However, the electronic band structure of
the quantum well structure turns out to be insensitive to the qualitative model details of the
interface, but is rather determined by the bulk properties of the materials, in particular by the
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CdTe HgTe CdTe

c‖ c⊥ c†⊥
c†⊥ c‖ c⊥

Cd
Te . . . . . . . . .

c†⊥ c‖ c⊥
c†⊥ c‖ i⊥

i†⊥ h‖ h⊥
h†⊥ h‖ h⊥

H
gT
e

. . . . . . . . .
h†⊥ h‖ h⊥

h†⊥ h‖ j⊥

j†⊥ c‖ c⊥
c⊥ c‖ c⊥

Cd
Te . . . . . . . . .

c†⊥ c‖ c⊥
c⊥ c†⊥ c‖

Table 3.5. Generic formof a tight-bindingHamiltonian for a CdTe/HgTe/CdTe quantumwell heterostruc-
ture containing NHgTe = 5 epilayers of HgTe sandwiched between two CdTe layers of equal width
(NCdTe = 5). The elements describing intra- and inter-layer interactions are labeled by the subscripts
“‖” and “⊥” and are represented by 20 × 20 matrices as follows: c‖ ≡ H0‖ + HSO and c⊥ ≡ H0⊥ for
CdTe, while h‖ ≡ H0‖ + HSO and h⊥ ≡ H0⊥ for HgTe. The “interface” matrices i⊥ and j⊥ connect-
ing neighboring HgTe and CdTe layers in the quantum well are given by either c⊥ or h⊥, depending on
the termination of the epilayers. To avoid trivial surface states corresponding to the dangling sp3 hy-
bridized bonds at each surface atom, we consider periodic boundary conditions between the top and
bottomCdTe layer. They are connected accordingly by the c⊥ and c†⊥matrices in the lower le�andupper
right corners of the matrix, respectively.

band inversion of HgTe. For reference, the full Bloch Hamiltonianmatrix for a CdTe/HgTe/CdTe
quantumwell structure used in our calculations takes the form shown in Table 3.5.

Fig. 3.10 shows the subband spectra of a [001] quantum well heterostructure as function
of the quantumwell widthNHgTe close to the Fermi level. Since a symmetric CdTe/HgTe/CdTe
quantum well grown in the [001] direction has the point groupD2d (Ref. 75), all electron and
hole bands are doubly degenerate at the Γ point [see Fig. 3.10 (a)]. In contrast to the bulk band
structure of HgTe, the level crossing at the Γ point is avoided in quantum well heterostruc-
tures due to the bulk inversion asymmetry of the zinc-blende-type crystal lattice, and around
N crit

HgTe = 18 we obtain an anti-crossing between the highest conduction band and the lowest
valence band with an energy gap of about 18 meV. Nevertheless, level crossings remain pos-
sible for some non-zero k points at the critical quantum well width N crit

HgTe = 18 layers [see
Fig. 3.10 (b)]. Furthermore, in agreement with Refs. 9,91 we find that for each valence band
o�set EVBO there exist critical values k, φ, and N crit

HgTe for the two-dimensional momentum
k‖ = k(cosφ, sinφ) and for the quantum well width that give rise to a band crossing. In prin-
ciple, this could also be used as an additional method to numerically determine the valence
band o�set and to compare with related k ·p calculations or spectroscopic methods84,85,92,93.
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Figure 3.10. (a) Plot of the subband spectrum at the center of the Brillouin zone, i.e., the Γ point, as
function of the layer thicknessNHgTe for a (001) oriented CdTe/HgTe/CdTe quantumwell withNCdTe =
8 epilayers of CdTe surrounding HgTe on both sides. (b) Plot of the subband spectrum at one of the non-
zero crossing points, where a crossing of the conduction and valence bands is observed. Note that away
from the Γ point the double degeneracy of the subbands is removed due to the absence of inversion
symmetry in (001) quantum wells. Depending on the overlap parameters and the valence band o�set
EVBO we find certain points in the surface Brillouin zone, where the subbands cross as function of the
quantum well thickness d. The exact position in the Brillouin zone, however, depends on quantitative
details. Figure similar to Ref. 9.
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Figure 3.11. (a) Schematic illustration of the layered CdTe/HgTe/CdTe quantum well heterostructures
grown epitaxially by MBE. (b) Longitudinal four-terminal resistance R14,23 for di�erent quantum well
heterostructures as function of the gave voltage measured at T = 30 mK. Sample I with quantumwell
width d = 5.5 nm < dc is in the normal regime, while samples II, III, and IV with quantum well width
d = 7.3 nm > dc show an inverted band structure. Most importantly, in the normal regime, the system
resembles an ordinary insulator with a very large resistance. In the inverted regime, however, there
exist topologically protected edge states running along the samplewhich lead to a quantized resistance
of 2e2/h. The inset shows an illustration of the devices used by König et al., where the edge states at
the boundaries of the gated region (indicated by the red and blue lines) run in opposite direction. Figure
a�er Refs. 6,27.

Finally, note that the situation in [001] quantumwell heterostructure is somewhat special.
For instance, a quantum well heterostructure grown on a substrate with (111) faces has the
point group C3v, and hence the surface states must always cross at the Γ point as a function
of layer thickness, i.e., one cannot observe the above anti-crossing of levels close to the Fermi
level. To conclude, the character of the quantum well subbands and the corresponding band
structure topology depends sensitively on the growth direction of the quantum well and its
crystal symmetries91.

3.4.3 Experimental discovery of the quantum spin Hall insulator

In this section, let us briefly review some of the experimental observations of the transport
properties of CdTe/HgTe/CdTe quantum wells made by König et al. (Refs. 6,27). Experimen-
tally, they have investigated the properties of HgTe samples which have a quantumwell width
in the range4.5− 12 nm, and thereby theyhave studied samples both in thenormal and the in-
verted regime. The samples grown bymolecular beam epitaxy and structured bymeans of op-
tical and electron lithography have a particular sequence of di�erent layers made of CdTe and
HgTe, as shown in Fig. 3.11 (a). Here, theHgTequantumwells are surroundedbymercury-doped
Hg0.3Cd0.7Te barriers and by iridium-doped layers, which allows to control the electronmobil-
ity in the samples. For example, Königetal. report electronmobilitiesof several1015 cm2/(V s)
even at low densities n < 5 · 1011 cm−2, while the elastic mean free path is of the order of sev-
eral µm, which opens up the possibility for transport measurements on those devices. For the
investigation of the transport properties König et al. have used devices in a conventional six-
terminal Hall bar geometry, with quantumwell widths of about 4.5− 12 nm.

In particular, the appearance of edge channels in the inverted quantum wells with thick-
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ness d > dc = 6.3 nm was studied in small six-terminal Hall bar geometries. The data shown
in Fig. 3.11 (b) from Ref. 6 shows the four-terminal resistance R14,23 = V23/I14 as function of
the normalized gate voltage for several devices. Apparently, the data for sample I with a quan-
tumwell width d = 5.5 nm < dc shows the behavior expected for a device with a normal band
structure, because the resistanceR14,23 increasesbymanyordersofmagnitudewhen theFermi
level is in the gap. On the other hand, samples II, III, and IV show that the resistance remains
finite in the insulating regime, i.e., for Vg− Vthr ≈= 0 V, which is the key signature of the edge
states in the quantum spin Hall insulator phase. The inverse of the resistance,G14,23, reaches
a plateau close to the predicted value of 2e2/h for the two edge states running in opposite di-
rections. König et al. have also checked that the sample geometry does not a�ect this result by
investigating samples of di�erent dimensions [samples II, III, and IV in Fig. 3.11 (b)]. For further
details on the fabrication of those CdTe/HgTe/CdTe quantum wells and experimental results
see Refs. 5,6,27 and references therein.

3.5 Strained HgTe as three-dimensional topological insulator

The discovery of the two-dimensional quantum spin Hall insulator in CdTe/HgTe/CdTe quan-
tumwell heterostructures has generated a lot of interest in the topological properties of semi-
conductors, especially the generalization to three dimensions7,8,28,52,53,69–72. However, many
of those compounds under investigation, which have been predicted theoretically to realize 3D
topological insulators, show strong defect doping and low carrier mobilities which makes the
observation of charge transport on the surface quite di�icult 10. HgTe samples, on the other
hand, can be produced with high quality and high carrier mobilities, thereby opening up the
possibility to perform transportmeasurements. Furthermore, HgTe is charge-neutral when the
Fermi energy lies exactly at the band touching point of the Γ8v valence band and the Γ8c con-
ductionband, and showsaband inversionof theΓ6 andΓ8 bandsdue to strong spin-orbit inter-
actions, as discussedabove. In principle, one can thus expect that three-dimensionalHgTealso
hosts Dirac-like states on its two-dimensional surfaces, but since HgTe is a semimetal, those
surface states are always coupled to metallic bulk states and thus di�icult to observe. Nev-
ertheless, the application of strain can open up a band gap between the Γ8c and Γ8v bands,
so that strained 3D HgTe is expected to be a three-dimensional strong topological insulator8.
Recently, Brüne et al. have provided experimental evidence by quantum Hall measurements
that strained 3D HgTe is indeed a strong topological insulator and hosts 2D Dirac-like surface
states 10.

In this section, we discuss our numerical tight-binding calculations in the presence of strain
and show that indeed a direct band gap at the Γ point of the Brillouin zone is opened due to
strain. To be specific, following Ref. 9 we consider a HgTe bulk sample grown epitaxially on a
CdTesubstratewithnormal vector in the [100]direction,where strain is appliedwithin the (100)
plane normal to the growth direction. As mentioned before, the lattice constants of HgTe and
CdTe are almost identical to each other, aHgTe = 6.46 Å and aCdTe = 6.48 Å, and the critical
thickness for lattice relaxation of the HgTe epilayer is about 200 nm (Ref. 10). This implies that
for thinner HgTe samples (dHgTe � 200 nm) the epilayer adopts the in-plane lattice constant
of the CdTe substrate which can be described in terms of biaxial strainwithin the (100) plain.
Although the lattice mismatch between CdTe and HgTe is rather small,

∆a =
aCdTe − aHgTe

aCdTe
≈ 0.3%, (3.47)

the resulting biaxial strain is su�iciently large to open a band gap between the Γ8v and Γ8c
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Figure 3.12. (a) Band structure E(k) of mercury telluride (HgTe) under biaxial strain generated by the
lattice mismatch ∆a = 0.3% as function of crystal momentum k along the principal symmetry direc-
tions. The high-symmetry points are denoted by L = 2π

a ( 1
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1
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1
2 )T , Γ = (0, 0, 0)T ,X = 2π
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andK = 2π

a ( 3
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3
4 , 0)T , while the three high-symmetry directions [100], [110], and [111] in the Brillouin

zone are denoted by ∆, Σ and Λ. The so-called Γ6 and Γ8 valence and conduction bands are shown
in red and blue color, respectively, while the spin-orbit split-o� Γ7 valence band is indicated by green.
(b) Zoom into the band structure close to the Γ point. The applied strain leads to a direct energy gap of
about Edirect

gap (Γ) = 12 meV between the Γ8v and Γ8c bands.

bands. Evaluating the strain tensor for biaxial strain in the (100) plane (cf. appendix B for de-
tails) we have calculated the electronic band structure of strained HgTe. At first glance, the
band structure shown in Fig. 3.12 (a) does not di�er very much from the one without strain
shown previously in Fig. 3.4. However, a closer inspection of the band structure at the Γ point
[see Fig. 3.12 (b)] reveals a direct band gap instead of a band touching,

Edirect
gap (k = Γ) = 12 meV, (3.48)

which is in qualitative agreement with the k ·p calculations by Brüne et al. (Ref. 10). Moreover,
we also obtain a finite indirect band gapwhich is calculated from the bulk density of states of
strained HgTe [see Fig. 3.13 (a)]:

E indirect
gap = 4 meV. (3.49)

Note that the indirect band gap is a factor three smaller than the direct band Edirect
gap (Γ). As a

consequence, the fully strained 3D HgTe is insulating in the bulk, and thus the 2D surface Dirac
states are no longer coupled to metallic bulk states. Finally, this opens up the possibility to
study those Dirac-like surface states both experimentally and theoretically.

In the presence of uniaxial compressive strain along the [001] direction, Dai et al. have pre-
viously shown that strained 3DHgTe is a strong topological insulator in three dimensions under
the definitions given by Fu, Kane, and Mele3,7 as long as the bulk gap does not close9. Further-
more, they have explicitly calculated the topological surface states of strained 3D HgTe using
the so-called six-band Kane model which is an e�ective low-energy Hamiltonian in terms of
the Γ8v and Γ7v valence bands and the Γ6c conduction band obtained by integrating out the
e�ect of the other bands [see Fig. 3.14 (a)]. This approach is based on the k ·p approximation



3 – Electronic Band Structure of Topological Insulators 63

-10 -5 0 5 10
Energy ω [eV]

D
en

sit
y 

of
 st

at
es

 ν
(ω

)

(a)

0 0.005 0.01 0.015

Δa = 0.3%

-10 -5 0 5 10
Energy ω [eV]

D
en

si
ty

 o
f s

ta
te

s ν
(ω

)

(b)

0.04 0.06 0.08 0.1

Δa = 3%

Figure 3.13. Density of states for strainedHgTewith biaxial strain in the (100)plane generated by the lat-
ticemismatch∆a, calculatednumerically from theelectronic band structureof bulkHgTebyperforming
exact diagonalization on 5 · 109 random sampling points in momentum space. In panel (a)∆a = 0.3%
with the indirect band gap E indirect

gap = 4 meV, while in panel (b) the lattice mismatch is artificially in-
creased to∆a = 3%, leading to a ten times larger indirect band gap.

and thus only valid in the vicinity of the expansion point of the Taylor series which is usually
taken as the center of the Brillouin zone, k = 0.

It turns out that the origin of the topological surface states can be traced back to the band
inversion of HgTe, in particular between the light-hole (LH) conduction bandΓ8c and the elec-
tron-like (E) valence band Γ8v. The additional heavy-hole (HH) valence band is split from the
LH band by an energy gap generated by the applied strain. However, the heavy-hole band is
only important for details in the electronic band structure, but does not change the topology
of the bands, as shown in Fig. 3.14 (b). Even when the heavy-hole band is fully coupled to and
hybridizingwith theE band, the strained 3DHgTe is a strong topological insulatorwith a single
surfaceDirac state crossing at theΓpoint. In thenext section,we construct aminimalmodel for
3DHgTe based on the electron (E) and light-hole (LH) states. Based on thismodel, we study in
chapter 4 the quantumHall e�ect of such a topological insulator in the presence of an external
magnetic field 19.

3.6 Construction of a minimal model for topological insulators

To develop an explicit model of a strong topological insulator, we consider a strained 3D HgTe
sample and describe its low-energy properties in terms of the relevant states close to the Fermi
level. In the following chapter, we then consider the quantum Hall e�ect of this model in the
presence of an applied magnetic field, and discuss the relation between the quantized Hall
conductance and the topological θ-term 19.

3.6.1 Choice of basis states

As discussed in the previous section, HgTe exhibits a strong topological insulator phase under
applied strain which opens up a direct band gap at the Γ point 10. Dai et al. showed9 that the
topological surface states of strained 3D HgTe can be described in terms of the Γ6 conduction
(E) bands and the Γ8 light-hole (LH) bands while the Γ8 heavy-hole (HH) bands can be ne-
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Figure 3.14. (a)Schematic band structure for the extended 14×14Kanemodelwith usual bandordering
(Γ8v band belowΓ6c band). For a definition of thek ·p couplings see Ref. 94. (b)Band structure close to
theΓpoint calculated from the six-bandKanemodel for thedecoupledheavy-hole (HH)band (le�panel)
and the fully coupled heavy-hole band (right panel). The two-dimensional surface states traversing the
bulk gap (red lines) are clearly visible and showDirac-like behavior at theΓ point, implying that only the
electron (E) and the light-hole (LH) bands are important for the topological properties of strained 3D
HgTe. Figure a�er Ref. 9.

glected. To construct an e�ective model for a strong topological insulator based on strained
3D HgTe, we limit ourselves to a four-dimensional basis set of wave functions in the following
sequence, consisting only of those Γ6 and Γ8 states:

|1〉 ≡ |Γ6,+
1
2〉 = |E,+1

2〉 = |s, ↑〉, (3.50a)
|2〉 ≡ |Γ6,−1

2〉 = |E,−1
2〉 = |s, ↓〉, (3.50b)

|3〉 ≡ |Γ8,+
1
2〉 = |LH,+1

2〉 =
1√
6

(|px, ↓〉+ i|py, ↓〉 − 2|pz, ↑〉), (3.50c)

|4〉 ≡ |Γ8,−1
2〉 = |LH,−1

2〉 =
−1√

6
(|px, ↑〉 − i|py, ↑〉+ 2|pz, ↓〉). (3.50d)

The goal of this section is to derive the e�ective description of the relevantE andLH states for
strained 3D HgTe and to construct a 4× 4 Hamiltonian for a strong topological insulator using
the theory of invariants which states that the Hamiltonianmust be invariant under all symme-
tryoperationsof the systemunder consideration74,75. Tobe specific, weconsider a simple cubic
lattice in three spatial dimensions, where the electronic states of the e�ective model are given
by the set (3.50). In other words, we consider a system that is invariant with respect to spatial
inversion (P̂) and two-fold rotations about the x, y, and z axes (R̂x(π), R̂y(π), and R̂z(π)).
Furthermore, in the absence of time-reversal symmetry-breaking perturbations such as an ex-
ternal magnetic field, we consider a system that is invariant with respect to time-reversal (Θ̂).
In the following, we briefly discuss the transformation of the basis set of wave functions (3.50)
under those symmetries, and then construct a suitable Bloch Hamiltonian which respects the
aforementioned symmetries (see Table 3.6). Finally, we discuss the bulk band structure and
the phase diagram of that model.

3.6.2 Time-reversal symmetry

Let us first discuss the e�ect of time-reversal symmetry Θ̂ on the set of wave functions (3.50).
We recall from quantum mechanics that the time-reversal operation for spin 1/2 fermions is
represented by an anti-unitary operator Θ̂ and has a two-dimensional representation with the
property Θ̂2 = −11, where 11 is the unit operator. For a spin 1/2 fermion, time-reversal is usu-
ally implemented by the representation Θ̂ = iσy K, where σy is the usual Pauli matrix, and
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K denotes complex conjugation. Thus, time-reversal flips the spin of the electron with a spin-
dependent prefactor±1 for spin-up and spin-down states, respectively. In that sense, the spin-
up and spin-down states are time-reversal partners or Kramers’ partners.

It is a straightforward task to compute the transformation of the basis set of wave func-
tions (3.50) under time reversal. As a result, the conduction band states |E,±1

2〉 states and the
light-hole valence band states |LH,±1

2〉 are both Kramers’ partners, i.e.,

Θ̂|E,±1
2〉 = ±|E,∓1

2〉, (3.51a)

Θ̂|LH,±1
2〉 = ±|LH,∓1

2〉. (3.51b)

Thus, in terms of the basis set (3.50) time-reversal may be represented by

Θ̂ = i τ0 ⊗ σy K =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

K. (3.52)

As above τ = (τx, τy, τz)
T is a vector of Paulimatrices acting on the orbital degrees of freedom,

σ = (σx, σy, σz)
T acts on the spin degrees of freedom, and τ0 = σ0 = 11 denotes the 2 × 2

identity matrix.

3.6.3 Spatial inversion symmetry

While time-reversal symmetry relates states with opposite spin to each other, the spatial in-
version operation P̂ defines the parity of each state. First, recall that in Cartesian coordinates
the inversion operation acts as P̂(x, y, z) = (−x,−y,−z), whereas in spherical coordinates
P̂(r, θ, φ) = (r, π − θ, φ + π). As a consequence, the spherical harmonics Ylm(θ, φ) as the
building blocks of the s and p orbital wave functions transform as:

P̂Ylm(θ, φ) = Ylm(π − θ, φ+ π) = (−1)l Ylm(θ, φ). (3.53)

This implies that the conduction band states |E,±1
2〉 have even parity, because they stem from

s orbital (l = 0) states. On the other hand, the light-hole valence band states |LH,±1
2〉 are

superpositions of p orbital states, and thus they are odd under spatial inversion. Hence, in
terms of the basis set (3.50) P̂ may be represented by a diagonal 4× 4matrix:

P̂ = τz ⊗ σ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 (3.54)

with eigenvalues±1. Note that the parity of the di�erent states can greatly simplify the calcu-
lation of the e�ective 4× 4 Hamiltonian in the following.

3.6.4 Rotations about the Cartesian axes

Besides the usual temporal and spatial inversion symmetries, we also consider certain rota-
tional symmetries of the basis states (3.50), in particular the symmetries of the wave functions
with respect to rotations about the Cartesian axes.
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3.6.4.1 Two-fold rotations about the x axis

Let us first discuss two-fold rotations about the x axis, denoted by R̂x(π). In Cartesian co-
ordinates, the rotation by π within the yz plane reverses the sign of the y and z coordinates,
R̂x(π)(x, y, z) = (x,−y,−z), while in spherical coordinates we have R̂x(π)(r, θ, φ) = (r, π −
θ,−φ). Hence, the spherical harmonicsYlm(θ, π) transformunder two-fold rotations about the
x axis as

R̂x(π)Ylm(θ, φ) = Ylm(π − θ,−φ) = (−1)l Yl,−m(θ, φ). (3.55)

Note that in contrast to the spatial inversion operation the rotation about the x axis inter-
changes the corresponding spherical harmonics Ylm and Yl,−m.

However, aside from the orbital part of the wave function we also have to consider the spin
degree of freedom. From quantummechanics we recall that for a spin 1/2 electron a rotation
about an arbitrary axis n̂ by the angle α is described in terms of a unitary operator U(n̂, α)
defined by

U(n̂, α) ≡ exp

(
iα

2~
n̂ ·σ

)
= σ0 cos(α/2) + i(n̂ ·σ) sin(α/2). (3.56)

As a consequence, the two pairs of conduction band states {|E, 1
2〉, |E,−

1
2〉} and light-hole

valence band states {|LH, 1
2〉, |LH,−

1
2〉} are partners under the rotation operation R̂x(π):

R̂x(π)|σ〉 = eiπ/2|σ̄〉 (3.57)

with σ ∈ {↑, ↓} and σ̄ ∈ {↓, ↑}, respectively. Combining the transformation properties of the
orbital part and the spin part of the wave function, the rotation operation R̂x(π) acting on the
basis set (3.50) yields

R̂x(π)|E,±1
2〉 = eiπ/2|E,∓1

2〉, (3.58a)

R̂x(π)|LH,±1
2〉 = eiπ/2|LH,∓1

2〉. (3.58b)

In terms of a skew-Hermitian (or anti-Hermitian) 4× 4matrix, R̂x(π) takes the form

R̂x(π) = i τz ⊗ σx =


0 i 0 0
i 0 0 0
0 0 0 −i
0 0 −i 0

 . (3.59)

Note that the two-fold application of R̂x(π), i.e., a full revolution around the x axis, leads to a
sign change of the wave function. This can be understood from the transformation behavior of
the electronic spin which rotated by 2π leads to the phase factor eiπ = −1, leading to the well-
known sign change of the spinwave functionwhen the electron spin performs a full revolution.

3.6.4.2 Two-fold rotations about the y axis

We also consider two-fold rotations about the y axis, denoted by R̂y(π). Obviously, the action
of R̂y(π) in Cartesian coordinates is given by R̂y(π)(x, y, z) = (−x, y,−z), while in spheri-
cal coordinates R̂y(π)(r, θ, π) = (r, π − θ, π − φ). Thus, the spherical harmonics Ylm(θ, φ)
transform under two-fold rotations about the y axis as

R̂y(π)Ylm(θ, φ) = Ylm(π − θ, π − φ) = (−1)l+m Yl,−m(θ, φ). (3.60)
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Just as for rotations about the x axis, the spherical harmonics Ylm and Yl,−m are partners of
each other, but in contrast to R̂x(π) there exists another phase factor (−1)m = eimπ which
stems from the transformation of the azimuthal angle φ under R̂y(π). Taking into account the
rotation of the electron spin about the y axis as described by U(n̂, π) with n̂ = ey, the basis
set (3.50) transforms under the rotation operation R̂y(π) as

R̂y(π)|E,±1
2〉 = ±|E,∓1

2〉, (3.61a)

R̂y(π)|LH,±1
2〉 = ±|LH,∓1

2〉. (3.61b)

This leads to the following skew-symmetric 4× 4matrix:

R̂y(π) = i τz ⊗ σy =


0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

 . (3.62)

In analogy to R̂x(π), the two-fold application of R̂y(π) results in a sign change of the wave
function due to the electron spin acquiring the phase factor eiπ = −1.

3.6.4.3 Two-fold rotations about the z axis

Finally, let us discuss two-fold rotations about the z axis, Rz(π). In spherical coordinates,
R̂z(π)(r, θ, φ) = (r, θ, φ+ π), so that the spherical harmonic Ylm(θ, φ) change sign:

R̂z(π2 )Ylm(θ, φ) = Ylm(θ, φ+ π) = (−1)m Ylm(θ, φ). (3.63)

Thus, in contrast to rotations about the x or y axes, the spherical harmonics Ylm are eigenfunc-
tions of the rotation operationRz(π) with eigenvalues (−1)m. Moreover, since the quantiza-
tion axis of the electron spin coincides with the rotation axis, the spin part of the wave function
is diagonal aswellwith eigenvalues e±iπ/2 = ±i for spin-upandspin-downstates, respectively.
As a consequence, the transformation of the basis set (3.50) under two-fold rotations about the
z axis is given by:

R̂z(π)|E,±1
2〉 = ±i|E,±1

2〉, (3.64a)

R̂z(π)|LH,±1
2〉 = ±i|LH,±1

2〉. (3.64b)

Therefore, the rotationoperationRz(π) canbe representedas a complex diagonal 4×4matrix:

R̂z(π) = i τ0 ⊗ σz =


i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i

 . (3.65)

This completes the discussion of symmetry operations for the minimal model.

3.6.5 E�ective Hamiltonian for a topological insulator based on symmetries

A�er the brief discussion of the symmetry operations, we now construct a minimal Hamilto-
nian for topological insulators in three dimensions based on the four-state basis of HgTe de-
scribing conduction band states (denoted by E) and light-hole valence band states (denoted
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byLH) [cf. Eq. (3.50)]. As discussed in the previous subsections, we consider a system that has
time-reversal symmetry (Θ̂), spatial inversion symmetry (P̂), and two-fold rotational symme-
tries about the Cartesian coordinate axes (R̂x(π), R̂y(π), and R̂z(π)).

In general, any 4× 4Hamiltonianmatrix can be expressed in terms of the identitymatrix 11,
fiveΓ-matrices2 Γa, and ten commutators Γab thereof as

H(k) = ε(k)11 +
4∑

a=0

da(k)Γa +
4∑

a<b=0

dab(k)Γab, (3.66)

where the five 4× 4matrices Γ0,...,4 satisfy the usual Cli�ord algebra:

{Γa,Γb} = 2δab 11 with a, b = 0, . . . , 4, (3.67)

and δab denotes the Kronecker delta. Moreover, the ten non-vanishing Γ-matrices Γab are de-
fined by commutators of Γa and Γb:

Γab ≡
1

2i
[Γa,Γb]. (3.68)

Since the Bloch Hamiltonian matrix should be invariant under the set of symmetry operations{
Θ̂, P̂, R̂x(π), R̂y(π), R̂z(π)

}
, the functions da(k) and dab(k) should have the same transfor-

mation behavior under those symmetry operations as Γa and Γab, respectively. Therefore, we
have to work out the transformation form of the Γmatrices under the above symmetry opera-
tions. To be specific, we construct the Γmatrices as follows:

{Γ0,Γ1,Γ2,Γ3,Γ4} ≡ {τz ⊗ σ0,−τx ⊗ σx,−τx ⊗ σy,−τx ⊗ σz, τy ⊗ σ0}. (3.69)

As defined above, τα and σα with α ∈ {x, y, z} denote Pauli matrices acting on the orbital and
spin degrees of freedom, respectively. Since τ2

α = σ2
α = 11 for all α ∈ {x, y, z} it is straightfor-

ward to show that

Γ2
a = Γ2

ab = 11, {Γa,Γab} = 0, {Γab,Γac} = 0 for b 6= c. (3.70)

For the above Γmatrices, we have calculated the transformation behavior under the sym-
metry transformations Θ̂, P̂ , R̂x(π), R̂y(π), and R̂z(π) which are listed in Table 3.6 for refer-
ence. For example, a term like sin(kxa) is odd under spatial and temporal inversion as well as
under two-fold rotations about the y and z axes, but even under two-fold rotations about the
x axis itself. A close inspection of Table 3.6 shows that only Γ1 has the same signature under
all those symmetry operations, and thus the Bloch Hamiltonian contains a term sin(kxa)Γ1.
For a system that preserves the symmetries generated by Θ̂, P̂ , R̂x(π), R̂y(π), and R̂z(π) we
therefore obtain the following general Bloch HamiltonianH(k):

H0(k) = ε(k)11 +m(k)Γ0 − t
3∑
j=1

(cos(kja)Γ0 + sin(kja)Γj). (3.71)

Here, ε(k) describes the global bending of the bands throughout the Brillouin zone,m(k) de-
notes the mass parameter or tuning parameter which allows to realize di�erent topological
phases of the model, and t is the overlap parameter or hopping amplitude. In the following,
we neglect the global bending of the bands, i.e., we set ε(k) = 0, and we consider only a con-
stant tuning parameter, i.e, we considerm(k) ≡ m = const.

2Unfortunately, the time-reversal invariant momenta introduced by Kane and Mele are also labeled by the sym-
bol “Γ” with subscript “i” which should not be confused with the Γa matrices introduced for the minimal model or
the center of the Brillouin zonek = Γ.
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Θ̂ P̂ R̂x(π) R̂y(π) R̂z(π)

Γ0 + + + + +
Γ1 − − + − −
Γ2 − − − + −
Γ3 − − − − +
Γ4 − − + + +

Γ01 + − + − −
Γ02 + − − + −
Γ03 + − − − +
Γ04 + − + + +
Γ12 − + − − +
Γ13 − + − + −
Γ14 − + + − −
Γ23 − + + − −
Γ24 − + − + −
Γ34 − + − − +

Table 3.6. List of the signatures of the Γmatrices [Eq. (3.69)] under time reversal Θ̂ [cf. Eq. (3.52)], spa-
tial inversion P̂ [cf. Eq. (3.54)], and rotations about the Cartesian axes R̂x(π), R̂y(π), and R̂z(π) [cf.
Eqs. (3.59, 3.62, 3.65)]. The “±” symbol indicates that the matrix has positive (negative) signature de-
fined by, for example, Θ̂Γ0Θ̂−1 = +Γ0.

Additional termswhich preserve certain rotation symmetries, but break time-reversal sym-
metry and/or inversion symmetry can be easily identified from Table 3.6 by close inspection.
The first term,∆ Γ4, breaks both time-reversal and inversion symmetry. For example, the ap-
plication of an external magnetic field breaks time-reversal symmetry, and thus it induces a
small, but finite contribution to∆ Γ4. In contrast, the term∆′ Γ04 only breaks inversion sym-
metry, and such a termwill be present in any systemwithout an inversion center such as HgTe.
Concerning the investigation of the quantum Hall e�ect in the next chapter we will usually fo-
cus on the term∆ Γ04 and neglect∆′ Γ04 in the following, but for the sake of completeness we
briefly discuss the e�ect of∆′ Γ04 on the band structure as well.

To conclude, in this thesis wemainly study the following tight-binding Hamiltonian:

H(k) = m Γ0 − t
3∑
j=1

(cos(kja)Γ0 + sin(kja)Γj) + ∆ Γ4. (3.72)

By inverse Fourier decomposition of the four-component spinorsΨk,

ΨR =
1√
N

∑
k

eik ·RΨk, Ψk =
1√
N

∑
R

e−ik ·RΨR, (3.73)

we can easily calculate the real-space Hamiltonian of the 3D topological insulator on a square
lattice which can be formulated as

H = m
∑
R

Ψ†RΓ0ΨR − t
∑
R

3∑
j=1

[
Ψ†R

(
Γ0 − iΓj

2

)
ΨR−ej + H.c.

]
+ ∆

∑
R

Ψ†RΓ4ΨR. (3.74)

This latticeDiracHamiltonian in3+1dimensionscanbegeneralized toa time-reversal invariant
topological insulator in 4+1 dimensions by adding a hopping termΨ†R(Γ0− iΓ4)ΨR +H.c. to
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theHamiltonian (3.74) 11. This generalization, however, works only up to four dimensions due to
the fact that a four-band Hamiltonian can be constructed from just five Γmatrices Γ0,...,4 and
commutators thereof.

Finally, note that we can also write the Bloch Hamiltonian (3.72) in the following form:

H(k) = m Γ0 − t
3∑
j=1

(cos(kja)Γ0 + sin(kja)Γj) + ∆ Γ4 = d(k) ·Γ, (3.75)

where we have introduced the five-component vectors d(k) andΓ given by

d(k) ≡
(
m− t cos(kxa)− t cos(kya)− t cos(kza),

− t sin(kxa),−t sin(kya),−t sin(kza),∆
)T
, (3.76a)

Γ ≡ (Γ0,Γ1,Γ2,Γ3,Γ4)T . (3.76b)

In that form, there is a striking similarity between the minimal four-band model of a 3D topo-
logical insulator and the two-bandHaldanemodel defined in two dimensions (see section 2.4).
As a consequence, we may expect similar properties of this model with respect to the elec-
tronic band structure, the phase diagram, and the appearance of surface or edge states in ap-
propriately chosen samples. For example, one can compute the second Chern number C2 as
the winding number of the unit vector d̂(k) ≡ d(k)/|d(k)| on the unit sphere S4 when going
around the four-dimensional Brillouin zone:

C2 =
3

8π2

∫
d4k εµνρστ d̂µ(∂k1 d̂ν)(∂k2 d̂ρ)(∂k3 d̂σ)(∂k4 d̂τ ). (3.77)

The above expression is well-defined as long as the bulk band gap does not vanish, i.e., for
|d(k)| 6= 0. In the inversion-symmetric and time-reversal invariant system, this condition
holds as long asm/t 6= ±3 orm/t 6= ±1. For details on the definition of the first and second
Chern numbers in two and four spatial dimensions, we refer the reader to Ref. 11 and references
therein.

3.6.6 Electronic band structure and bulk properties

To develop a better understanding of the minimal model for topological insulators in three di-
mensions [cf. Eqs. (3.72–3.75)], let us start by discussing the electronic band structure. To com-
pute the energy eigenvalues E±(k) as function of the crystal momentum k we have to diago-
nalize the Hermitian 4 × 4 Bloch HamiltonianH(k). Due to the anti-commutation properties
of the Γ matrices [cf. Eq. (3.70)] we can easily read o� the eigenvalues from the square of the
Hamiltonian:

[H(k)]2 = [d(k) ·Γ]2 = |d(k)|2 11, (3.78)

implying that the energy bands are doubly degenerate in the presence of inversion symmetry
(i.e., for∆′/t = 0):

E±(k) = ±|d(k)| = ±

√√√√ 4∑
j=0

dj(k)2. (3.79)

Fig. 3.15 shows the bulk band structure of a system with periodic boundary conditions in all
spatial directions as function of the crystal momentum k for di�erent tuning parametersm/t.
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Figure 3.15. Plots of the bulk band structure E±(k) of the time-reversal invariant and inversion-
symmetric model (3.71) along the principal symmetry directions of the simple cubic lattice. Panels (a)–
(d) show plots form/t ∈ {3, 1,−1,−3} and∆/t = ∆′/t = 0with t = 1. The high-symmetry points are
denoted by Γ = (0, 0, 0)T ,R = 2π
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In three dimensions, the Brillouin zone of the simple cubic lattice contains eight so-called
time-reversal invariant momenta (TRIMs) which are given by

Γ = (0, 0, 0)T , R = 2π
a (1

2 ,
1
2 ,

1
2)T , (3.80a)

X1 = 2π
a (1

2 , 0, 0)T , X2 = 2π
a (0, 1

2 , 0)T , X3 = 2π
a (0, 0, 1

2)T , (3.80b)

M1 = 2π
a (1

2 ,
1
2 , 0)T , M2 = 2π

a (0, 1
2 ,

1
2)T , M3 = 2π

a (1
2 , 0,

1
2)T . (3.80c)

A straightforward calculation of the spectrum of the minimal model at those eight points of
high symmetry in the Brillouin zone yields:

E±(Γ + k) = ±
√

(m− 3t)2 + ∆2 + t2|k|2, (3.81a)

E±(X + k) = ±
√

(m− t)2 + ∆2 + t2|k|2, (3.81b)

E±(M + k) = ±
√

(m+ t)2 + ∆2 + t2|k|2, (3.81c)

E±(R+ k) = ±
√

(m+ 3t)2 + ∆2 + t2|k|2, (3.81d)

where we have set the lattice constant a = 1. Apparently, for certain values of the tuning pa-
rameterm/t the conduction and valence bands show a spectrum that is reminiscent of a mas-
sive, i.e., gappedDirac theory. Furthermore, in thepresenceof both time-reversal and inversion
symmetry, i.e., for∆ = 0, the electronic bulk band structure is characterized by 3DDirac points
in the bulk of the systemwhich are located at one of the TRIMs in the Brillouin zone if the tuning
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parameterm/t is chosen appropriately (see Fig. 3.15). If, however, spatial and temporal inver-
sion symmetry are broken by, e.g., an externalmagnetic field, the systembecomes an insulator
with a band gap of Egap = 2∆.

To better understand the low-energy properties of the minimal model, let us focus on the
casem/t = 3 and expand the Bloch HamiltonianH(k) to linear order ink around theΓ point:

H(k) ≈ δm Γ0 − ta(kx Γ1 + ky Γ2 + kz Γ3) + ∆ Γ4 +O(k2) (3.82a)

≈


δm 0 takz − i∆ tak−
0 δm tak+ −takz − i∆

takz + i∆ tak− −δm 0
tak+ −takz + i∆ 0 −δm

+O(k2), (3.82b)

where k± ≡ kx ± iky, and δm ≡ m − 3t denotes the distance to the quantum critical point.
Consequently, the spectrum of this low-energy Hamiltonian describesmassive Dirac fermions:

E±(k) = ±
√
δm2 + a2t2|k|2 + ∆2, (3.83)

where each band is doubly degenerate in the absence of the bulk inversion asymmetry term
∆′ Γ04.

Note, however, that the two-fold degeneracy of the bulk bands is li�ed in inversion-asym-
metric materials such as HgTe. This can be easily understood within the minimal model upon
including the inversion-symmetry breaking term ∆′ Γ04 which does not commute with the Γ
matrices Γ0,...,4. In that case, the energy eigenvalues of the Bloch Hamiltonian are given by

E±±(k) = ±
√
d0(k)2 +

(√
d1(k)2 + d2(k)2 + d3(k)2 ± d04(k)

)2
+ d4(k)2 (3.84)

with d04(k) = ∆′. Fig. 3.16 shows the bulk band structure of the e�ective model with broken
inversion symmetry form/t = 3 andm/t = 1, respectively. The straightforward calculation of
the bulk band structure shows that in the vicinity of the bulk Dirac point located at the center
of the Brillouin zone the spectrum of the low-energy Hamiltonian is given by (δm ≡ m− 3t):

E±±(k) = ±
√
δm2 + ∆2 + (t|k| ±∆′)2. (3.85)

Thus, at the quantum critical point, δm/t = ∆/t = 0, the bands touch at some points in
momentum space not far away from the center of the Brillouin zone,Γ, but the precise location
of the band touching point depends on inversion asymmetry parameter∆′/t.

To complete the discussion of the bulk properties of the e�ective model for a 3D topologi-
cal insulator, let us discuss the phase diagram of the system. In the presence of time-reversal
symmetry, i.e., for∆/t = 0, a 3D topological insulator can be classified by four Z2 invariants
(ν0; ν1ν2ν3) which take on two possible values νi ∈ {0, 1} for i = 0, 1, 2, 3. As shown by Fu,
Kane and Mele, ν0 distinguishes strong topological insulators with ν0 = 1 from trivial band
insulators and weak topological insulators with ν0 = 0, the latter being described by non-
vanishing indices (ν1ν2ν3).

TheZ2 invariants (ν0; ν1ν2ν3) for a topological insulator in three spatial dimensions can be
calculated from the Bloch wave functions over the bulk Brillouin zone. The following discus-
sion is due to Fu, Kane, and Mele3,8,38. A time-reversal invariant system satisfies the relation
Θ̂H(k)Θ̂−1 = H(−k) for all crystal momenta k within the Brillouin zone. As mentioned be-
fore, in three dimensions, there exist eight time-reversal invariantmomenta (TRIMs)Γi, where
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Figure 3.16. Plots of the bulk band structure E±±(k) of the topological insulator model (3.71) along the
principal symmetry directions of the simple cubic lattice. Panels (a) and (b) show plots for m = 3t
andm = t with t = 1 and ∆′/t = 0.5, respectively. Note that due to the lack of inversion symmetry,
the bulk Dirac points are shi�ed away from the high-symmetry points denoted by R = 2π
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the Bloch Hamiltonian is invariant under time-reversal, i.e., Θ̂H(Γi)Θ̂
−1 = H(Γi). As a conse-

quence, the eigenstates of the Bloch Hamiltonian at those points form Kramers’ pairs, i.e., they
are doubly degenerate. Note that the eight time-reversal invariant momenta Γi can also be
indexed by three Z2 integers nl ∈ {0, 1}, because the Γi are related to the reciprocal lattice
vectors b1, b2, and b3 by

Γi ≡ Γ(n1n2n3) =
1

2

3∑
l=1

nlbl. (3.86)

Defining the 2N × 2N unitary matrixw by

wmn(k) ≡ 〈um(−k)|Θ̂|un(k)〉, (3.87)

where 2N is the number of occupiedbands, and |un(k)〉denotes then-th Bloch statewith crys-
tal momentum k, the matrix w is skew-symmetric at the time-reversal invariant momenta Γi,
because 〈Θ̂u|Θ̂v〉 = 〈v|u〉 and Θ̂2 = −11 (see also section 2.5). Mathematically, the determi-
nant of a skew-symmetric matrix can be written as the square of the Pfa�ian, a polynomial in
the matrix entries, i.e., the Pfa�ian of the matrix w satisfies (Pf w)2 = detw. This allows for
the definition time-reversal parity eigenvalues δi by

δi ≡
Pf w(Γi)√
detw(Γi)

= ±1. (3.88)

As shown by Fu, Kane, and Mele one can construct four Z2 invariants from the eight time-
reversal invariant momenta Γi (Ref. 8). The first one, ν0, can be expressed in terms of the δi
as a product over all eight TRIMs:

(−1)ν0 ≡
8∏
i=1

δi = ±1. (3.89)

This Z2 invariant ν0 distinguishes between weak (ν0 = 0) and strong (ν0 = 1) 3D topological
insulators which generically host an even (odd) number of Dirac states on their surfaces. The
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other three invariants, ν1, ν2, and ν3, are given by the products of four δi for which the TRIMs
Γi reside on the same plane in momentum space:

(−1)ν1 ≡
∏

n2,n3∈{0,1}

δ(n1=1,n2n3), (3.90)

and ν2 and ν3 are obtained from the above relation by cyclic permutation of the indices. In
particular, a weak topological insulator can be interpreted as beingmade of layers of 2D quan-
tum spin Hall states which are stacked along the [ν1ν2ν3] direction. In that sense, the indices
(ν1ν2ν3) are similar to Miller indices of those 2D layers. For further details on strong and weak
topological insulators see, for example, Refs. 3,4,7,8,28.

In the context of our minimal model of a 3D topological insulator, we have calculated the
full set of Z2 invariants (ν0; ν1ν2ν3) as function of the tuning parameterm/t in the absence of
symmetry-breaking terms, i.e., for∆/t = ∆′/t = 0. As a result, we obtain four distinct phases
separated by quantum phase transitions, where the bulk band gap vanishes:

(ν0; ν1ν2ν3) =


(0; 000) for |m/t| > 3

(1; 111) for−3 < m/t < −1

(0; 111) for |m/t| < 1

(1; 000) for 1 < m/t < 3

(3.91)

Note that the minimal model realizes both strong and weak topological phases which in prin-
ciple allows to study di�erent topological phases within the same model. Fig. 3.17 shows the
corresponding phase diagram of the e�ectivemodel for a 3D topological insulator with its four
di�erent phases. In the presence of both time-reversal and inversion symmetry, the model
has bulk Dirac points at the high-symmetry points in the Brillouin zone for m/t = ±3 and
m/t = ±1 [cf. Eq. (3.81)]. At these points the bulk band gap vanishes, and the system un-
dergoes a quantum phase transition from one topological state to another. For |m/t| > 3, the
systemdescribes a band insulator (BI)with trivial topological quantumnumbers (0; 000), while
for |m/t| < 3 the system is topologically non-trivial. To be more precise, for 1 < |m/t| < 3
the model describes a strong topological insulator (STI) with quantum numbers (1; 000) and
(1; 111) for negative and positivem, respectively. For intermediate |m/t| < 1, however, the
model describes a weak topological insulator (WTI) which can be identified by the quantum
numbers (0; 111).

3.7 Summary

In this chapter, we have discussed the electronic band structure of the so-called symmetry-
protected topological insulators. In general, a topological insulator is an ordinary band insu-
lator in the bulk of the system, where the Fermi level sits between the valence band and the
conduction band, but there exist metallic states on the surfaces of the system. Importantly,
those surface states traverse the band gap and allow for conduction on the surfaces. In con-
trast to the boundary states observed in the quantum Hall e�ect (see chapter 2), the surface
states are protected by time-reversal symmetry and by the topologically non-trivial winding of
the Bloch wave functions in the bulk band structure.

In the first part of this chapter, we have discussed the electronic properties and the topo-
logical surface states of quantum well heterostructures made of HgTe and CdTe. In particular,
we have first introduced the 20-band tight-binding Hamiltonian for bulk HgTe and CdTe, both
showing a zinc-blende-type lattice.
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Figure 3.17. (a) Phase diagram of the minimal model for a 3D topological insulator as function of the
tuning parameterm/t for∆/t = ∆′/t = 0. Atm/t = ±3 andm/t = ±1 the bulk gap vanishes, and the
systemundergoes a quantumphase transition between di�erent topological quantum stateswhich can
be described in terms of fourZ2 invariants (ν0; ν1ν2ν3). For |m/t| > 3, the systemdescribes an ordinary
band insulator (BI) with trivial topological quantum numbers (0; 000), while for |m/t| < 3 the system
is topologically non-trivial. For 1 < |m/t| < 3 the model describes a strong topological insulator (STI)
with quantumnumbers (1; 000) and (1; 111) for negative andpositivem, respectively, and for |m/t| < 1
a weak topological insulator (WTI) which can be identified by the quantum numbers (0; 111). (b) Plot of
the Z2 invariant ν0 as function of the tuning parameterm, calculated numerically using the definition
given by Kane and Mele3. Note that in both the trivial and the weak topological insulator phase ν0 = 0.

A�er that we have introduced the general terminology used in semiconductor physics to
describe the bulk band structure, and we have seen that those bands are inverted in HgTe due
to strong spin-orbit interactions. This has lead to the theoretical prediction of the quantum
spin Hall state in CdTe/HgTe/CdTe/HgTe/CdTe quantum well heterostructures, and soon a�er
the helical edge states were experimentally found.

We also showed by explicit tight-binding calculations that the application of biaxial strain
generatedby theepitaxial growthofHgTeonaCdTesubstrateopensupabandgapat thecenter
of the Brillouin zone. In principle, this allows for the observation of topologically protected
states on the surfaces of a strained 3D HgTe sample, because they are no longer coupled to
metallic bulk states.

Finally, motivated by those results we have constructed a minimal model of strained HgTe
as a 3D topological insulator, whose properties in an external magnetic field will be studied in
the next chapter.





CHAPTER 4

Hall Conductance Quantization and
the θ-Term in Topological Insulators

T
opological insulators are newquantum states ofmatterwhich have recently attracted
a great deal of theoretical and experimental interest3,4,7,8,28,38,40,52,53,69,71. Unlike nor-
mal band insulators, three-dimensional topological insulators host extendedmetallic

states on their surfaces which can be considered as massless Dirac fermions. The electronic
band structure and quantum spin texture of the helical surface states have been well estab-
lished theoretically and experimentally, as discussed in chapters 2 and 3.

Particularly interesting is the problem of a 3D topological insulator subjected to an exter-
nal magnetic field. Since the 2D surface Dirac fermions carry definite charge−e, the magnetic
field couples to the orbital motion of the Dirac fermions. If the magnetic field contains a com-
ponent normal to the two-dimensional surfaces, this leads to a Landau level quantization of
the electronic surface band structure. Landau levels for Dirac fermions are special, however,
because a Landau level at exactly zero energy is guaranteed to exist95,96. This zeroth Landau
level is particle-hole symmetric in the sense that the Hall conductance is equal and has oppo-
site sign when the Landau level is either empty or fully occupied. Since the Hall conductance
increases by a full conductance quantum e2/hwhen the Fermi level crosses a Landau level, the
Hall conductance of the surface states σxy must be half-integer quantized 11,28. Based on this
unique electric response to an applied magnetic field, Qi et al. have proposed the unconven-
tionalmagneto-electric e�ectwhich is regarded as one of the characteristic features of strong
topological insulators 11,12. However, in a usual quantum Hall system, the current-carrying 1D
edge states are responsible for the integer-quantized Hall conductance σxy measured in trans-
port experiments (see chapter 2). It is, however, not immediately clear if similar boundary
states are also responsible for the half-quantized Hall conductance in strong topological insu-
lators, and how the quantized nature of the conducting edge channels can be reconciled with
the prediction of the half quantization of the Hall conductance.

Experimentally, quantumoscillations originating from the Landau level quantization of the
surface states have been observed in several transport experiments 10,97–100. For example, in a
recent experiment, Brüne et al. have reported the observation of the quantum Hall e�ect in
a strained bulk mercury telluride (HgTe) samples 10. Notably, quantum Hall plateaus seem to
appear at variousmagnetic field strengths. In contrast to thequantumHall e�ect of anordinary
2D electron gas, they report an odd-integer sequence of Hall plateaus with filling factors ν =
9, 7, 5at lowmagnetic fields, before theHall plateaus continue in theusual sequencewith filling
factors ν = 4, 3, 2 at highmagnetic fields (see Fig. 4.1). The occurrence of the odd-integer filling
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Figure 4.1. Transport data of a strained 70 nm thick HgTe sample measured at 50 mK, as obtained by
Brüne et al. (Ref. 10). The Hall conductivity (red line) shows plateaus at the integers ν = 9, 7, 5 and at
ν = 4, 3, 2. The inset shows the Hall resistanceRxy (red line) and the longitudinal resistanceRxx (black
line). The Hall resistance shows plateaus at the samemagnetic fields, where the longitudinal resistance
Rxx develops minima. Figure a�er Ref. 10.

factors is attributed to thepresenceof aLandau level at zeroenergy. This is but the smokinggun
for thequantumHall ofDirac fermionson the2Dsurfacesof the sample, becausemasslessDirac
fermions subjected to an orbital magnetic field always exhibit a zero mode, as shown below.
However, at the same time plateaus develop, the longitudinal resistance ρxx does not vanish
(see Fig. 4.1) which indicates that the conductance measurements are either contaminated by
metallic states present on the side surfaces or by finite bulk conductivity. As pointed out by
Brüne et al., a likely candidate for the finite longitudinal resistance in HgTe are themetallic side
surfaces: Due to the particular orientation of themagnetic field with respect to the sample, the
side surfaces are subjected to a parallel magnetic field rather than a perpendicular magnetic
field. Thus, the surface states on the side surfaces remainmetallic and coexist with the Landau
levels formed by the Dirac fermions in the surfaces normal to the magnetic field, likely giving
rise to the non-vanishing longitudinal resistance.

In addition, the spin-orbit interaction, which actually is responsible for the appearance of
the Dirac fermions in HgTe in the first place, makes the Zeeman coupling di�erent from that in
graphene which also exhibits Dirac fermions at low energies. Instead of a simple spin-splitting
of the electronic band structure, the Zeeman interaction coupling the electron’s spin to the
magnetic field acts as a Diracmass term in topological insulators. As we show below, the inter-
play between the orbital magnetic field, the uniform spin-splitting Zeeman field, and the inver-
sion asymmetry present in zinc-blende-type crystal structures such as HgTe leads to a compli-
cated interplay of the associated energy gaps. As a consequence, theDirac electrons locatedon
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di�erent surfaces show di�erent behavior in presence of a magnetic field. Moreover, since all
surface states of a finite three-dimensional sample of a topological insulator are connected, the
surface states living on the sample surfaces may, in principle, move from one side to another.

To address those issues, we investigate the Hall response of a 3D strong topological insu-
lator in the presence of a uniformmagnetic field oriented such that all surfaces have a normal
component, thus opening a gap for all surface excitations. Although a uniform magnetic field
breaks time-reversal and translational symmetries, we can calculate the electronic band struc-
ture of a tight-binding model by choosing a suitable sample geometry and gauge of the vector
potential, as discussed in chapter 2. Starting from theminimal model for strained 3D HgTe de-
rived in the previous chapter we compute the e�ective surface Dirac Hamiltonian, describing
massive Dirac fermions in the presence of an orbital magnetic field, using the standard bound
state solution of an interface between a topological and a trivial band insulator. We then con-
sider the chiral edge stateswhichappear in finitemagnetic fields, anddiscuss their dependence
onmodel parameters, in particular the Diracmass term. For a sample with finite dimensions in
all directions, those edge states connect and form edge state networks, whose properties will
be discussed aswell. A�er that, we clarify the role of the so-called θ-term in topological insula-
tors and show how it is related to the Hall response σxy measured in experiments. Notably, we
show that the θ-term can be interpreted as a local measurement of the Hall conductance σsurf

xy

for a single surface, whereas a transport experiment to determine σHall
xy is but a global mea-

surement of the whole sample. We show that the surface Hall conductance and the θ-term are
related by σsurf

xy = (θ/2π) × (e2/h) for a single surface of a strong topological insulator, while
σHall
xy = n(e2/h)with integer n in transport measurements, and we derive the general relation
between those two quantities. Finally, we study the role of the edge channels and the θ-term in
the presence of an external magnetic field by means of exact diagonalization techniques and
compare the numerical results with our obtained analytical results.

4.1 Quantum Hall states in the minimal model for strained 3D HgTe

To develop a better understanding of the quantum Hall e�ect in a topological insulator, we
consider theminimal model which was derived from strained 3D HgTe in the previous chapter.
A�er a brief recap of that model, we derive the surface Dirac Hamiltonian and compute the
Landau levels sequence. Here, we observe that the Zeeman interaction coupling the spin of the
Dirac fermions to the magnetic field acts as a Dirac mass term, thereby modifying the Landau
level sequence.

4.1.1 Minimal model for topological insulators

In the previous chapter, we have shown that strained 3D HgTe can, in principle, host Dirac-like
states on its 2D surfaces. Here, note that the application of biaxial strain due to growth on a
CdTe substrate opens up a band gap which decouples the surface states from the otherwise
metallic bulk bands. As discussed before, transport measurements by Brüne et al. have pro-
vided some evidence for the strong topological insulator phase of strained 3D HgTe and the
Dirac-like surface states 10.

To be specific, we study the following tight-binding Hamiltonian on a simple cubic lattice:

H0 = m
∑
R

Ψ†RΓ0ΨR − t
∑
R

3∑
j=1

[
Ψ†R

(
Γ0 − iΓj

2

)
ΨR−ej + H.c.

]
, (4.1)
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wherem is the so-called tuning parameter, and t denotes the overlap parameter or hopping
amplitude between nearest-neighboring sites. Moreover, the Γ matrices are constructed as
follows:

{Γ0,Γ1,Γ2,Γ3,Γ4} ≡ {τz ⊗ σ0,−τx ⊗ σx,−τx ⊗ σy,−τx ⊗ σz, τy ⊗ σ0}. (4.2)

Here, τ = (τx, τy, τz)
T is the vector of Pauli matrices acting on the orbital degrees of freedom,

and σ = (σx, σy, σz)
T denotes the usual Pauli matrices acting on the spin degree of freedom.

By Fourier decomposition of the four-component spinorsΨR,

ΨR =
1√
N

∑
k

eik ·RΨk, Ψk =
1√
N

∑
R

e−ik ·RΨR, (4.3)

whereN denotes the number of crystallographic unit cells, we obtain the corresponding Bloch
Hamiltonian of the 3D topological insulator:

H0(k) = m Γ0 − t
3∑
j=1

(cos(kja)Γ0 + sin(kja)Γj). (4.4)

Wealso consider additional terms in theHamiltonianwhichpreserve the rotational symme-
tries of theminimalmodel, but break time-reversal and/or inversion symmetry. As shown in the
previous chapter, we find two terms: The first term,∆ Γ4, breaks both time-reversal and inver-
sion symmetry, whereas the second term,∆′ Γ04, will be present in any system without inver-
sion center such as HgTe. Note that the application of an external magnetic field breaks time-
reversal and inversion symmetry, thus it will induce a small, but finite contribution to ∆ Γ4.
Since ∆ Γ4 breaks both time-reversal and inversion symmetry, it usually su�ices to consider
only that term in our discussion of the Hall response and the θ-term. Hence, in the following,
we usually neglect the e�ect of ∆′ Γ04 on the electronic band structure as it does not change
qualitatively our results. Moreover, since both terms are diagonal in both momentum space
and real space, one can simply add them to the corresponding real-space ormomentum-space
Hamiltonian if needed.

The minimal model for 3D topological insulators exhibits four distinct phases which are
separated by quantum phase transitions, where the bulk band gap vanishes, as described in
section 3.6.6. Fig. 4.2 shows the corresponding phase diagram of the minimal model with the
four di�erent phases. In the following, we focus on the strong topological insulator phase for
1 < m/t < 3, as indicated by the red shading in Fig. 4.2.

4.1.2 E�ect of an applied external magnetic field

Theproblemof a 3D topological insulator subjected to an externalmagnetic field is surprisingly
rich. On the one hand, the magnetic field couples to the orbital motion of the 2D surface Dirac
fermionswhich carry charge−e, leading to theappearanceof Landau levelswhen themagnetic
field contains a component normal to the surface. Note that the magnetic field component
parallel to the surface can be accounted for by a suitable shi� of the momenta k in the Hamil-
tonian. On the other hand, the magnetic field also couples to the electronic spin of the Dirac
fermions, leading to a Zeeman energy splitting of spin-up and spin-down states. However, due
to the spin-orbit interaction inHgTe, the e�ect of theZeeman interactionon theelectronicband
structure is quite di�erent from the one observed for usual Dirac fermions which are found, for
example, in graphene. As we show below, themagnetic Zeeman field acts as a Diracmass term
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Figure 4.2. Phase diagram of theminimal model for a 3D topological insulator as function of the tuning
parameterm. Atm/t = ±3 andm/t = ±1 the bulk gap vanishes, and the systemundergoes a quantum
phase transition between di�erent topological quantum states which can be described in terms of four
Z2 invariants (ν0; ν1ν2ν3). For |m/t| > 3, the system describes an ordinary band insulator (BI) with
trivial topological quantumnumbers (0; 000), while for |m/t| < 3 the system is topologically non-trivial.
For 1 < |m/t| < 3 the model describes a strong topological insulator (STI) with quantum numbers
(1; 000) and (1; 111) for negative and positive m, respectively, and for |m/t| < 1 a weak topological
insulator (WTI) which can be identified by the quantum numbers (0; 111). In this chapter, we focus on
the strong topological insulator phase for 1 < m/t < 3, as indicated by the red shading.

in topological insulators instead of a simple spin-splitting of the electronic band structure. To
study topological insulators in an appliedmagnetic field and investigate the Hall response, we
briefly discuss how themagnetic field can be included into theminimalmodel of a 3D topolog-
ical insulator in terms of (i) a Zeeman interaction coupling the electronic spin to the magnetic
field and (ii) an orbital magnetic field coupling the charge to the magnetic field.

4.1.2.1 The magnetic Zeeman interaction

In thepresenceof anappliedexternalmagnetic field, the two-folddegeneracyof thebulkbands
may also be li�ed by the magnetic Zeeman interaction HZ = gµB BZ ·σ through a spin-
dependent Zeeman energy. Here, the constant of proportionality g is usually referred to as
g-factor, and µB denotes the Bohr magneton. Both the electron (E) and the light-hole (LH)
band are subject to the Zeeman spin-splitting, andwe can represent the above ZeemanHamil-
tonian in the basis set of Eq. (3.50) as:

HZ = gE µB

(
τ0 + τz

2

)
⊗ (BZ ·σ) + gLH µB

(
τ0 − τz

2

)
⊗ (BZ ·σ) (4.5a)

= µB


gEB

z
Z gEB

−
Z 0 0

gEB
+
Z −gEBz

Z 0 0
0 0 gLHB

z
Z gLHB

−
Z

0 0 gLHB
+
Z −gLHBz

Z

 , (4.5b)

where gE and gLH denote the g-factors of the electron and light-hole bands, respectively, and
BZ denotes the Zeeman field. Furthermore, we have introducedB±Z ≡ Bx

Z ± iB
y
Z. In terms of

thematricesΓa [cf. Eq. (4.2)] and their ten commutatorsΓab, the ZeemanHamiltonian can also
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be rewritten as
HZ = µBB

x
Z(g+ Γ23 − g− Γ14)

− µBBy
Z(g+ Γ13 + g− Γ24)

+ µBB
z
Z(g+ Γ12 − g− Γ34),

(4.6)

where, for brevity, we have introduced g± ≡ (gE ± gLH)/2.

4.1.2.2 The orbital magnetic field

As already discussed in chapter 2, in the presence of amagnetic fieldB(r) the kinetic momen-
tum pmust be replaced by the canonical momentum operator Π ≡ p − qA(r), whereA(r)
is the vector potential of the magnetic field. On a discrete lattice, however, the analogue of
minimal substitution is the so-called Peierls substitution in which the overlap parameter t is
augmented by an additional phase factor 101:

t→ t′ = t exp

(
i
e

~c

∫ rf

ri

dr ·A(r)

)
, (4.7)

where ri,f denote the initial and final position of the electron. To be specific, let us consider a
uniformmagnetic field in the yz plane given by the magnetic field vector

B(r) = B0 (0, cosφ, sinφ)T , (4.8)

where φ describes the inclination angle of the magnetic field with respect to the y axis. The
corresponding Landau gauge points in x direction, but varies only in y and z directions:

A(r) = B0(z cosφ− y sinφ)ex = (zBy − yBz)ex. (4.9)

As a consequence, the overlap parameter for electrons hopping in x direction acquires a posi-
tion-dependent phase factor given by

t′x = t exp

[
ie

~c
(zBy − yBz)

]
= t exp[2πi(zNy

Φ − yN
z
Φ)], (4.10)

while the hopping amplitudes in y and z direction remain una�ected, t′y = t′z = t. For brevity,
we have introduced themagnetic flux densities as (α ∈ {y, z}):

Nα
Φ ≡

Φα

Φ0
=
eBα
hc

. (4.11)

Note that the resulting tight-binding Hamiltonian explicitly depends on the Cartesian coordi-
nates y and zwhich spoils the translational invariance in those directions, but the translational
invariance in x direction prevails. Hence, kx is a good quantum number, and we may perform
a Fourier decomposition of the four-component spinors ΨR = Ψxyz with respect to the x di-
rection, as discussed in chapter 2. This leads to the following two-dimensional tight-binding
Hamiltonian, where the magnetic field enters through the flux-dependent shi� of momentum
(second and third term) and through the Zeeman interaction coupling the magnetic field and
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the spin degree of freedom (last term):

H(kx) =
∑
y,z

Ψ†kxyz(m Γ0 + ∆ Γ4)Ψkxyz

− t
∑
y,z

Ψ†kxyz cos
(
kxa+ 2π(zNy

Φ − yN
z
Φ)
)
Γ0Ψkxyz

− t
∑
y,z

Ψ†kxyz sin
(
kxa+ 2π(zNy

Φ − yN
z
Φ)
)
Γ1Ψkxyz

− t
∑
y,z

[
Ψ†kxyz

(
Γ0 − iΓ2

2

)
Ψ†kx,y−a,z + H.c.

]
− t
∑
y,z

[
Ψ†kxyz

(
Γ0 − iΓ3

2

)
Ψ†kxy,z−a + H.c.

]
+HZ .

(4.12)

Here, we have included the time-reversal and inversion symmetry-breaking term∆ Γ4 which is
induced by a finitemagnetic field and turns out to be important for the Landau level sequence,
as we discuss later. Due to the explicit dependence of the Hamiltonian on the spatial coordi-
nates in y and z direction, we can only calculate the electronic band structure of samples in a
quasi-1D geometry, for example, in a beam-shape geometrywith periodic boundary conditions
in x direction and open boundary conditions in y and z directions. We have used this partic-
ular tight-binding Hamiltonian for our numerical calculations of the electronic band structure
and the so-called θ-term introduced later, and the results shown in the last section are in very
good agreement (up to a few percent due to finite-size e�ects) with the following analytical
approach.

4.1.3 Derivation of the surface Dirac Hamiltonian

Beforewe discuss the numerical results, let us first consider an analytical approach to the band
structure of the minimal model in the presence of an external magnetic field. To show the ap-
pearance of topologically non-trivial states on the 2D surfaces of a 3D topological insulator, we
consider an interface between a strong topological insulator and a trivial band insulator with
normal vector n̂ [see Fig. 4.3 (a)]. Starting from thebulk BlochHamiltonian of our time-reversal
invariant and inversion-symmetric model of a 3D topological insulator,

H(k) = m Γ0 − t
3∑
j=1

(cos(kja)Γ0 + sin(kja)Γj), (4.13)

we introduce new coordinates such that r = r‖ + r⊥, where r⊥ ≡ (r · n̂)n̂ ≡ r⊥n̂ denotes
theout-of-plane componentofr, whiler‖ describes the in-plane componentofr parallel to the
interface. Since the phases on both sides of the interface are characterized by di�erent tuning
parametersm/t < 3 andm/t > 3, respectively, let us consider the e�ective mass parameter
δm(r⊥) ≡ m(r⊥)− 3twhich changes sign at the interface as function of the out-of-plane posi-
tion r⊥ [see Fig. 4.3 (b)]. Throughout this thesis, we use the convention that the surface normal
vector points away from the topological insulator, so that δm(r⊥) > 0 for r⊥ > 0mimics the
trivial band insulator, while δm(r⊥) < 0 for r⊥ < 0 describes the strong topological insulator.

To compute the low-energy 2D Dirac Hamiltonian describing the topological surface states
at the interface, we first compute the eigenmodes of the linearized bulk Hamiltonian and then
project this Hamiltonian onto the eigenstates of its zero-energy eigenmode, as shown below
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Figure 4.3. (a)Schematic picture of an interfacebetweena strong topological insulator (STI) anda trivial
band insulator (BI). (b) The e�ective mass parameter δm(r⊥) ≡ m(r⊥) − 3t changes sign across the
interface as function of the normal coordinate r⊥. Here, δm(r⊥) > 0 for r⊥ > 0mimics the trivial band
insulator, while δm(r⊥ < 0) for r⊥ < 0 describes the strong topological insulator. (c) Plot of the spatial
probability amplitude of the surface state, |ψ(r⊥)|2, as function of r⊥.

[see Fig. 4.3 (c)]. Close to the interface, i.e., for |δm(r⊥)| = |m(r⊥)− 3t| � t, we may perform
a straightforward Taylor expansion of the bulk Bloch Hamiltonian to linear order in k around
the Γ point. As a result, we obtain the low-energy bulk Dirac Hamiltonian as follows:

H(k) ≈ δm(r⊥)Γ0 − ta
3∑
j=1

kj Γj = δm(r⊥)Γ0 − vF k · Γ̃, (4.14)

where, for brevity, we have introduced Γ̃ ≡ (Γ1,Γ2,Γ3)T , and vF ≡ ta denotes the bulk
Fermi velocity. Similar to the decomposition of the real space coordinate r, we can split up
the crystal momentum into two contributions k‖ and k⊥, where k‖ and k⊥ ≡ (k · n̂)n̂ de-
note the in-plane and out-of-plane momenta, respectively1. Due to the interface, the trans-
lational invariance is broken in the normal direction. As a consequence, upon substituting
k⊥ → −i~∇r⊥ = −i~n̂∂r⊥ weobtain aone-dimensional Schrödinger equation for the surface
state with in-plane momentum k‖:

H(k‖, r⊥)Ψ(k‖, r⊥)
.
= E(k‖)Ψ(k‖, r⊥), (4.15)

where the one-dimensional Bloch HamiltonianH(k‖, r⊥) is given by

H(k‖, r⊥) = δm(r⊥)Γ0 − vF k‖ · Γ̃ + i~vF n̂ · Γ̃ ∂r⊥ . (4.16)

Due to the assumed translational invariance parallel to the surface, we canmake a plane-wave
ansatz for the wave function Ψ(k‖, r⊥) ∝ exp(ik‖ · r‖)ψ(r⊥). Substituting this ansatz into
the one-dimensional Schrödinger equation for the full wave function [cf. Eq. (4.15)], the topo-
logical surface states are given by the zero-energy solutions of the following one-dimensional
Schrödinger equation for ψ(r⊥):

H⊥ψ(r⊥) =
(
δm(r⊥)Γ0 + i~vF n̂ · Γ̃ ∂r⊥

)
ψ(r⊥)

.
= 0. (4.17)

This Schrödinger equation is but a homogeneous linear one-dimensional ordinary di�erential
equation for ψ(r⊥):

∂r⊥ψ(r⊥) =
i

~vF
(n̂ · Γ̃)−1Γ0 δm(r⊥) ψ(r⊥). (4.18)

1Di�erent conventions for thedefinitionof the in-planemomentumk‖ appear in the literature. On theonehand,
a common choice is k‖ = (kx, ky)T which results in an e�ective Dirac Hamiltonian of the usual form, vF (kxσx +
kyσy). On theotherhand, if onedefinesk‖ ≡ n̂×k, then the resultantDiracHamiltonian takes the formvF (kxσy−
kyσx) for n̂ = ez . Up to a rotation about the z axis, both conventions are, however, equivalent.
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A general solution of that di�erential equation can be obtained by choosing a suitable ansatz
for the wave function ψ(r⊥):

ψ(r⊥) = ψ0 e
−f(r⊥). (4.19)

Here, ψ0 is an taken to be an eigenvector of the Hermitian matrix Λ ≡ −i(n̂ · Γ̃)−1Γ0 with
eigenvalue λ, i.e., Λψ0 = λψ0. By substituting this ansatz into the di�erential equation (4.17)
we then obtain a simple linear ordinary di�erential equation for f(r⊥):

∂r⊥f(r⊥) = λ
δm(r⊥)

~vF
. (4.20)

As a result, the straightforward integration with respect to r⊥ yields a generic solution for the
surface state ψ(r⊥):

ψ(r⊥) = ψ0 exp

(
−λ
∫ r⊥

dr′
δm(r′)

~vF

)
. (4.21)

Since δm(r⊥) > 0 for r⊥ > 0, a physical solution is given by a positive eigenvalue λ. Note that
the eigenvalues andeigenvectors of thematrixΛ canbeobtainedbyanalytical diagonalization,
leading to four normalized eigenvectors v̂±,1 and v̂±,2 corresponding to the eigenvalues λ =
±1:

v̂±,1 =
1√
2

(∓inz,∓in+, 1, 0)T , v̂±,2 =
1√
2

(∓in−,±inz, 0, 1)T . (4.22)

Thus, by projecting the bulk Dirac Hamiltonian (4.14) onto the eigenmodesv+,1 andv+,2 corre-
sponding to the eigenvalue λ = 1, we obtain the proper in-plane HamiltonianH0. For the sake
of concreteness, we choose n̂ = ez in the following, but the results can be easily generalized to
an arbitrary surface normal n̂. A�er a unitary transformation given by Uz = exp(iπσz/4), the
resulting surface HamiltonianH0 takes the following form:

H0(k‖) = vF k ·σ∗, (4.23)

where z∗ denotes the complex conjugate of the complex number z. In a similar way, we can
project the additional term ∆ Γ4, which simultaneously breaks time-reversal symmetry and
inversion symmetry of the 3D topological insulator, onto the physical surface eigenstates v+,1

and v+,2 as well, and we obtain:
H′ = −∆ σz. (4.24)

In otherwords, the symmetry-breaking term∝ ∆ acts as a Diracmass termwith constantmag-
nitude. We can also project the magnetic Zeeman interactionHZ [cf. Eq. (4.5)] onto the eigen-
modes of the surface state. A�er a proper shi� of the in-planemomentumk‖ to absorb Zeeman
terms proportional to σx and σy, the Zeeman interaction results in a secondmass term for the
Dirac fermions. In contrast toH′, however, thismass termdepends explicitly on the orientation
of the surface under discussion:

HZ =
[
(g−B

x
Z, g−B

y
Z,−g+B

z
Z)T · n̂

]
σz. (4.25)

Finally, the orbital magnetic field coupling to the electronic charge is taken into account by
minimal substitution, k → k + e

cA(r), whereA(r) is the vector potential of the normal field
component appropriately transformed into the proper basis with respect to the surface. As a
result, for small |δm/t| and for |∆|, |Bα

Z |, |Φα| � |δm| we obtain the following surface Dirac
Hamiltonian:

Hsurf(k) = vF

(
k +

e

c
A(r)

)
·σ∗ +msurf σz, (4.26)
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whichdescribesmassiveDirac fermions on the two-dimensional surface of a strong topological
insulator with in-plane momentum k and subjected to a perpendicular orbital magnetic field
that is given byA(r). It is worth to note that the unusual Dirac mass term

msurf ≡ (g−B
x
Z, g−B

y
Z,−g+B

z
Z)T · n̂−∆ (4.27)

depends on the relative orientation of the magnetic field with respect to the surface normal
vector n̂. In principle, this allows us to independently control the e�ects due to the orbital
magnetic field and the Zeemanmagnetic field. For example, the Dirac massmsurf can be finite
even for a magnetic field parallel to the surface for which the vector potentialA(r) vanishes,
as discussed below.

4.1.4 Landau level spectrum of the surfaces

To compute the Landau level spectrum of the massive Dirac Hamiltonian (4.26) in the pres-
ence of an external orbital magnetic fieldB(r) = curlA(r), we first consider massless Dirac
fermionsmoving in the two-dimensional xy plane subjected to a perpendicular magnetic field
B = B⊥ez . Later, we include a finite Dirac mass term which leads to a small correction of the
Landau levels and in particular shi�s the zeroth Landau level away from zero energy.

Let us start with a discussion of the massless Dirac Hamiltonian [cf. Eq. (4.26)]

H0(k) = vF

(
k +

e

c
A(r)

)
·σ∗, (4.28)

where vF is the velocity of theDirac fermions, andσ∗ = (σx,−σy)T is a vector of Paulimatrices
in the 2D xy plane. A convenient choice for the vector potential A(r) of the perpendicular
magnetic fieldB(r) = B⊥ez is the Landau gauge:

B(r) = B⊥ez, A(r) = −yB⊥ex, (4.29)

which points in x direction, but varies with the y coordinate in real space. Within the Landau
gauge, the system possesses translational invariance in the x direction, motivating the follow-
ing ansatz for the wave function of a Dirac fermion:

Ψkx(y) ∝ eikxxψ(y), (4.30)

where kx denotes the conserved momentum along the x direction. As a result of this wave
function ansatz, we obtain a one-dimensional Schrödinger equation for ψ(y):

Hkx(y)ψ(y)
.
= Ekx(y)ψ(y), (4.31)

where the HamiltonianH(kx, y) is obtained from themassless Dirac HamiltonianH0(k) by re-
placing ky → −i~∂y due to the explicit dependence of the vector potential on the y coordinate:

Hkx(y) = ~vF
[(
kx −

eB⊥
~c

y

)
σx + i∂yσy

]
(4.32a)

= ~vF
[

0 kx − eB⊥
~c y + ∂y

kx − eB⊥
~c y − ∂y 0

]
. (4.32b)
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Similar to the quantum Hall e�ect in a 2D electron gas (cf. chapter 2) let us introduce themag-
netic length lB defined by

lB ≡

√
~

e|B⊥|
. (4.33)

As a consequence, the Dirac HamiltonianHkx(y) can be rewritten as

Hkx(y) =
~vF
lB

[(
lBkx − sgn(B⊥)

y

lB

)
σx + ilB∂yσy

]
(4.34a)

=
~vF
lB

[
0 lBkx − sgn(B⊥) ylB + lB∂y

lBkx − sgn(B⊥) ylB − lB∂y 0

]
. (4.34b)

To solve this Hamiltonian it is convenient to introduce a new dimensionless coordinate q,

q ≡ lBkx − sgn(B⊥)
y

lB
, ∂q ≡ − sgn(B⊥)lB∂y, (4.35)

and to rewrite the Dirac HamiltonianH(kx, y) in terms of this new coordinate:

Hkx(q) =
~vF
lB

(qσx − i sgn(B⊥)∂qσy) =
~vF
lB

[
0 q − sgn(B⊥)∂q

q + sgn(B⊥)∂q 0

]
. (4.36)

Now let us introduce a pair of raising and lowering operators O,O† similar to the quantum
mechanical treatment of the harmonic oscillator. In the case of Dirac fermions, those raising
and lowering operators are given by

O† ≡ q − ∂q√
2
, O ≡ q + ∂q√

2
, (4.37)

which satisfy the usual commutation relations for bosonic raising and lowering operators:

[O,O†] = 1. (4.38)

Finally, in analogy to the cyclotron motion of the Dirac fermions within the xy plane let us in-
troduce a cyclotron frequency ωc for Dirac fermions given by:

ωc ≡
√

2
~vF
lB

=

√
2v2
F e|B⊥|
~

. (4.39)

As a result, theHamiltonian forDirac fermionsmoving in thexy plane subjected to aperpendic-
ular magnetic fieldB = B⊥ez can be reformulated in terms of raising and lowering operators
O,O† as

H−kx = ~ωc
[

0 O
O† 0

]
and H+

kx
= ~ωc

[
0 O†
O 0

]
, (4.40)

where the superscript “±” indicates the direction of the perpendicular magnetic field given by
sgn(B⊥). To compute the eigenenergies or Landau levels for Dirac fermions, let us calculate
the square of the above Hamiltonians (H±kx)2:

(H−kx)2 = (~ωc)2

[
OO† 0

0 O†O

]
= (~ωc)2

[
n̂+ 1 0

0 n̂

]
, (4.41)
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where we have used the fact that O,O† obey bosonic commutation relations [cf. Eq. (4.38)]
to express the Hamiltonian in terms of the number operator n̂ = O†O. Similarly, forH+

kx
we

obtain:

(H+
kx

)2 = (~ωc)2

[
O†O 0

0 OO†
]

= (~ωc)2

[
n̂ 0
0 n̂+ 1

]
. (4.42)

Hence, we can easily construct the eigenfunctions of (H±kx)2 using the eigenfunctions |n〉 of the
number operator n̂. For the perpendicular magnetic field oriented along the+z direction, i.e.,
for sgn(B⊥) = 1, we obtain a set of eigenfunctions of (H+

kx
)2 given by

ψ+
n=0 ∝

[
|0〉
0

]
and ψ+

n>0 ∝
[
|n〉
|n− 1〉

]
, (4.43)

while for amagnetic field oriented along the−z direction with sgn(B⊥) = −1 the set of eigen-
functions of the Dirac Hamiltonian (H−kx)2 given by

ψ−n=0 ∝
[

0
|0〉

]
and ψ−n>0 ∝

[
|n− 1〉
|n〉

]
. (4.44)

In both cases, however, the eigenenergies or Landau levels of Dirac fermions moving in a per-
pendicular magnetic field are independent of the longitudinal momentum kx. As (H±kx)2ψ±n =

n(~ωc)2ψ±n , the eigenenergies of the original Dirac HamiltonianH0 are given by

En = ~ωc sgn(n)
√
|n| = sgn(n)

√
2v2
F e~|B⊥||n|. (4.45)

In contrast to the quantum Hall e�ect of a 2D electron gas (cf. chapter 2), the distance be-
tween the Landau levels is not constant, but decreases with increasing Landau level index n as
1/
√
|n|. Moreover, note that there exists a half-filled Landau level at zero energy, i.e., En=0 = 0,

due to particle-hole symmetry.
Now let us consider the e�ect of amass termon the Landau level spectrum. In the presence

of aDiracmass term such asmsurf σz , the ground state degeneracy is li�ed, because the ground
statewave functionsψ±0 acquire a finite energywith opposite sign for the di�erent orientations
of the magnetic field:

msurf σzψ
±
0 = ±msurf ψ

±
0 = sgn(B⊥)msurf ψ

±
0 . (4.46)

On the other hand, the higher Landau levels obtain an additional energy correction ∝ msurf

since σ2
z = 11:

En = sgn(n)
√

2e~|B⊥||n|+m2
surf for n 6= 0. (4.47)

To conclude, the Landau level sequence for massive Dirac fermions is given by

En =

{
sgn(B⊥)msurf for n = 0

sgn(n)
√

2v2
F e~|B⊥||n|+m2

surf for n 6= 0
(4.48)

Note, however, that the correction of the Landau levels due to the Diracmass term is only rele-
vant for the zeroth Landau level, because usually the orbital Landau level splitting ~ωc is much
bigger than the Zeeman spin-splitting, so that we can neglect this small energy correction for
all but the zeroth Landau level:

msurf ∼ µB‖BZ‖2 � ~ωc ∼ ~vF
√
e|B⊥|. (4.49)
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In that sense, theLandau levels formassiveDirac fermionsare similar to thoseofmasslessDirac
fermions [cf. Eq. (4.45)], except that the zeroth Landau level is not at zero energy anymore.

The above results are valid for any planar surface of the strong topological insulator with
surface normal vector n̂ and normal magnetic field componentB⊥ = n̂ ·B. Since the Landau
levels (4.48) do not cross as a function of the applied magnetic field B⊥ or the surface Dirac
mass termmsurf , they are independent of quantitative details with respect tomsurf . We may
then characterize each surface by a topological invariant or Hall quantumnumber ν defined by

ν ≡

{
n+ 1 forB⊥ > 0

−n forB⊥ < 0
(4.50)

where we have assumed that the chemical potential µsurf on that surface lies in between ad-
jacent Landau levels, En < µsurf < En+1. Experimentally, the surface chemical potential
µsurf can, in principle, be controlled via gate voltages. Fig. 4.4 shows the Landau level se-
quence (4.48) and the corresponding Hall quantum number ν calculated from Eq. (4.50) as
function of the surface Dirac mass termmsurf for di�erent magnetic field orientations (B⊥ > 0
andB⊥ < 0). Note that the splitting of the zeroth Landau level due tomsurf may lead to di�er-
ent quantum numbers ν = 0 or ν = 1 depending on the relative sign of the mass term, if the
chemical potential µ is tuned appropriately.

For a single surface, the quantitative details of the Dirac mass term and the magnetic field
orientation do not matter as long as they change adiabatically in the sense that the quantum
number ν, which characterizes the surface, does not change. If, however, we consider a finite-
size sample with planar surfaces, there exist a number of edges, where two surfaces intersect.
In particular, if two surfaces with di�erent quantum numbers ν intersect, there appear edge
states due to the bulk-boundary correspondence, as we discuss below. Furthermore, in a finite
sample the edge states are connected, leading to edge channel networks, and the dependence
of the Landau level sequence on the Dirac mass termmsurf leads to interesting physics when
the orientation of the magnetic field is changed, as will be discussed later as well.

4.1.5 The appearance of edge states

To illustrate the emergence of chiral edge states in the presence of an external magnetic field,
let us consider an edge, where two surfaces intersect. Assuming that both surfaces have a fi-
nite normalmagnetic field componentB⊥, the electronic states at those surfaces form Landau
levels, and we can characterize the surfaces by Hall quantum numbers ν1 and ν2 defined by
Eq. (4.50), as previously discussed.

Furthermore, the edge can be considered as a 1D “domain wall” between 2D surfaces of a
finite-size 3D sample of a topological insulator, across which some parameter varies spatially.
In particular, this spatial phase transition may result in gapless excitations which form in the
vicinity of the edge of a topological insulator. This concept known as bulk-boundary corre-
spondence relates the topological properties of the surfaces, i.e., the quantum number ν, to
the number of gapless edge modes. Other examples of the bulk-boundary correspondence in-
clude theedge states in theHaldanemodel discussed in chapter 2or the topological excitations
at the domain walls in the Su-Schrie�er-Heeger model (cf. appendix C).

In the context of an edge between two planar surfaces of the minimal model in the pres-
ence of a magnetic field, there exist∆ν = ν1 − ν2 edge states if the quantum numbers ν1 and
ν2 di�er, there exist quantum Hall edge states, and their direction is given by the relative mag-
nitude of ν1 and ν2. Using Eqs. (4.48) and (4.50) we can therefore calculate the Hall quantum
numbers ν for a quasi-1D beam-shaped sample of a strong topological insulator for a finite-size
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Figure 4.4. Schematic picture of the Landau level sequence (4.48) as function of the surface Dirac mass
termm = msurf and the normal magnetic fieldB⊥. The dashed lines are guides to the eye, connecting
Landau levels belonging together. Panels (a) and (b) show the same Landau level sequence for opposite
orientations of the normal magnetic field component (B⊥ > 0 andB⊥ < 0). In the absence of a Dirac
mass term, the n = 0 Landau level has zero energy and is located in the center of the sequence. The
corresponding Hall quantum number ν has been calculated from Eq. (4.50). If the chemical potential µ
is close to the zeroth Landau level, one can obtain di�erent quantum numbers for a surface, depending
on the relative sign of themass termm. Panels (c) and (d) show the Landau level sequences for opposite
top and bottom surfaces with normal vectors n̂t = −n̂b. As a consequence, the normal magnetic fields
at the top and bottom surfaces,B⊥,t andB⊥,b, have opposite sign, and the sequences of Hall quantum
numbers run in opposite direction.
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STI
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Figure 4.5. (a) Schematic view of an edge state in the direction of the current. The planar surfaces of the
topological insulator are characterizedby twoquantumnumbersν1 andν2 asdefinedbyEq. (4.50) in the
main text. The number and orientation of edge states is then given by∆ν = ν1− ν2. (b) Illustration of a
current-carrying edge channel running along the edges of a finite 3D topological insulator in amagnetic
field.

sample as shown in Fig. 4.5 (a). Then, the di�erences ∆ν = ν1 − ν2 determine the position
and number of the edge channels, where ν1 and ν2 characterize two adjacent surfaces which
intersect. Moreover, concerning a finite 3D sample of a topological insulator, those edge states
connect and form closed current loops, as illustrated in Fig. 4.5 (b).

To develop a better understanding of the edge states and their properties, let us consider
di�erent limits of model parameters. As an example, Fig. 4.6 shows the appearance of Hall
currents propagating along the one-dimensional interfaces along the x and−x direction for a
tilted magnetic field B. For µ = 0, the relevant Landau levels close to the Fermi energy are
the n = 0 and n = ±1 Landau levels, respectively. The position of the induced edge currents,
however, depends on the sign of the surface Dirac massmsurf . By tuning the surface chemical
potential such thatmsurf ≈ 0, the Zeeman interaction and inversion asymmetry are small per-
turbations, so that the edge states are dominated by orbital magnetic field e�ects. As a conse-
quence, the edge states are located in a plane normal to themagnetic field direction, as shown
in Fig. 4.6 (a), which is similar to the usual quantum Hall e�ect of a 2D electron gas. On the
other hand, whenmsurf ≈ (g−B

x
Z, g−B

y
Z,−g+B

z
Z)T · n̂ the Dirac mass term explicitly depends

on the surface orientation relative to themagnetic field. In the beam-shaped sample of Fig. 4.6,
this leads to a sign change of the Dirac masses on opposite surfaces, e�ectively interchanging
the Hall quantum numbers of the top and bottom surfaces. The resulting counter-propagating
edge currents are thus located at opposite edges in the direction of the applied magnetic field
B [cf. Fig. 4.6 (b)], which is similar to theZeemanspin-splittingof spin-upandspin-downstates.

4.1.6 Edge channel networks

As mentioned in the previous section, since all surfaces of a finite 3D topological insulator are
connected, the chiral edge states are also connected to each other, thus forming networks of
edge channels. Due to the dependence of the Diracmass termon the relative orientation of the
magnetic field and the planar surfaces of the sample, this can lead to interesting networks of
edge states when the direction of the magnetic field is changed.

To be specific, we have calculated the quantum numbers ν [cf. Eq. (4.50)] and the number
of edge channels∆ν for the labeled edges in the finite-size geometry shown in Fig. 4.7 (d). Here,
the magnetic field was chosen such that it can be parametrized asB = B0(1, cosφ, sinφ)T ,
where φ denotes the rotation angle with respect to the y axis [cf. Fig. 4.7 (a)]. This particular
realization of a magnetic field allows a wide variety of edge channel networks.

For example, note that for φ = nπ with integer n the magnetic field is perpendicular to the
z direction, i.e., the top and bottom surfaces with normal vectors ±ez are not gapped by the
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(a) (b)

Figure 4.6. Schematic cross section of a beam-shaped sample of a strong topological insulator with
infinite extension in x direction, but finite height andwidth in y and z directions.B denotes the applied
magnetic field responsible for the Landau level spectrum of the surface Dirac fermions. Calculating the
Hall quantum numbers ν for each surface using Eqs. (4.48) and (4.50), surfaces with di�erent quantum
numbers ν1 and ν2 induce Hall currents along their shared edges, and their number and orientation is
given by ∆ν = ν1 − ν2. (a) Tuning the surface chemical potential such that msurf ≈ 0, the Zeeman
interaction and inversion asymmetry are small perturbations, and the positions of the Hall currents are
dominatedby theorbital field, i.e., they are localized in aplaneperpendicular to themagnetic field. (b) If
the Zeeman interaction dominates, i.e.,msurf ≈ (g−B

x
Z, g−B

y
Z,−g+B

z
Z)T · n̂, then the mass terms on

opposite surfaces of the sample have di�erent sign, leading to di�erent Hall quantum numbers ν at the
top and bottom surfaces. In contrast to the orbitally dominated edge states, the induced Hall currents
are located at the edges along the direction of the magnetic field, showing a Zeeman-like character.

applied magnetic field. As a consequence, in that limit the cyclotron frequency for the surface
Dirac fermions vanishes, ωc → 0, and the Hall quantum numbers ν of the top and bottom
surfaces diverge as φ → nπ. Similarly, for φ = (n + 1

2)π with integer n, the magnetic field is
oriented parallel to the le� and right side surfaces with normal vectors in±y direction.

For intermediate rotation anglesφweobserve, however,muchmore interesting edge chan-
nel configurations. We have calculated the number of edge channels as function of the rotation
angle φ of the magnetic field using Eq. (4.50), with the results for the di�erent edges plotted in
Fig. 4.7 (a). For instance, for φ = π/4 themagnetic field points in the (

√
2, 1, 1)T direction, and

we observe a closed edge channel in a plane almost perpendicular to this direction which is
dominated by the orbital e�ects of the magnetic field, as shown in Fig. 4.7 (b). This is similar
to the orbitally dominated current-carrying edge states, as discussed previously and shown in
Fig. 4.6 (a). If we rotate the magnetic field further towards the x axis, i.e., for φ = π/15, the
cyclotron frequencies of the top and bottom surface decrease which leads to a “contraction”
of the corresponding Landau level sequence. Hence, for fixed surface chemical potential µsurf

the Hall quantum numbers of the top and bottom surface increase (decrease), and this leads
to the appearance of additional closed edge channels around the top and bottom surfaces, as
shown in Fig. 4.7 (c).

Moreover, in principle, one can control the chemical potential of each surface of the topo-
logical insulator sample by applying a gate voltage through side contacts. By changing the
chemical potential of the surfaces, we can construct similar sequences of quantum Hall tran-
sitions on the surfaces. The di�erent patterns of those edge channel networks obtained upon
changing the strength of themagnetic field, its orientation, or the side gate voltages, may thus
serve as a fingerprint of a topological insulator and the related Dirac-like surface states, in con-
trast to the more conventional chiral edge channels observed in the usual quantum Hall sam-
ples. It also opens up the opportunity to study quantum Hall physics by separately contacting
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Figure 4.7. (a) The number of edge channels along the edges 1–6 as defined in panel (d) for a beam-
shaped sample of a strong topological insulator. The Hall quantum numbers ν and their di�erences
corresponding to the edges have been calculated from Eq. (4.50) as a function of the inclination an-
gle φ for the chemical potential µ/t = 0.2 using the model parameters t = 1, ∆/t = 0, B =
0.001√

2
(1, cosφ, sinφ)T . The number of edge channels on the six other edges are obtained by inversion

symmetry since∆/t = 0, and the sign indicates whether the current runs parallel or anti-parallel to one
of the Cartesian coordinate axes. At φ = 0 and φ = π

2 the magnetic field is perpendicular to either the
y or z direction. For the two inclination angles φ = π

4 and φ = π
15 the edge channel configurations are

shown in panels (b) and (c), respectively. On each face of the sample, the Hall quantum number ν is
written which characterizes the surface, and the number of edge channels is obtained as the di�erence
ν1 − ν2 of the surfaces intersecting at the edges. Panel (d) indicates the numbering of edges and the
coordinate system. We have published parts of this figure in Ref. 19.

the edge channelswhich, for example,might allow for the studyof heat transport in topological
insulators 19.

4.1.7 Conductance networks

For a given edge channel network we can also calculate the corresponding conductance net-
workdue to the fact that eachedge channel carries a current definedby the relation I/V = G0.
Such a network of conductances could, in principle, be studied by applying contacts at the in-
dividual edges of the sample andmeasuring the voltage drop between the di�erent contacts.

As an explicit example, let us consider the edge channel network shown in Fig. 4.7 (c) and
project the network onto a two-dimensional plane as shown in Fig. 4.8, where the Hall quan-
tum numbers ν as calculated from Eq. (4.50) characterize the individual surfaces of the beam-
shaped sample, and ν = 0 on the outside of the sample. The di�erence∆ν = ν1− ν2 between
surfaces which intersect then determines the number and direction of the edge channel states
as described above.

Using the fact that the total current entering and leaving a contact is equal (Kirchho�’s law)
and that the electrochemical potential remains constantwhen channels split, we can calculate
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(a) (b)

Figure 4.8. Illustration of the conductance network corresponding to the non-trivial edge channel net-
work shown in Fig. 4.7 (c) which is obtained by projecting the edge channels onto a two-dimensional
plane. The Hall quantum numbers ν characterize the surfaces, with the outside of the network corre-
sponding to ν = 0. By applying a bias voltage at the rectangular (golden) contacts, a current I is passed
through the samplewhich is carriedby the chiral edge channels. The electrochemical potentialsΦat the
individual voltage contacts a–h (indicated by gray circles) allow, in principle, to study the conductance
network. We have published a similar figure in Ref. 19.

the electrochemical potentials Φi at the edge contacts a–h as follows. Injecting a current I at
the le� contact indicated by a golden square, the contacts Φa, Φb, and Φd all lie on the same
electrochemical potentialΦ. With respect to the potentialΦa at contact a a voltage drop I/G0

occurs at contacts e and g, because there the number of edge channels has reduced from two
to one. A similar reasoning for the other contacts then shows that the conductance network
shown in Fig. 4.8 is characterized by

(Φa,Φb,Φc,Φd,Φe,Φf ,Φg,Φh)T

= (Φ,Φ,Φ− 2I/G0,Φ,Φ− I/G0,Φ− 1
2 I/G0,Φ− I/G0,Φ− I/G0)T , (4.51)

whereG0 ≡ e2/h is the elementary conductance quantum. Defining the skew-symmetric ma-
trix of cross-conductances G by

Gαβ ≡
I

Φβ − Φα
, (4.52)

a straightforward calculation then shows that

G =
e2

h



∞ ∞ −1
2 ∞ −1 −2 −1 −1

∞ ∞ −1
2 ∞ −1 −2 −1 −1

1
2

1
2 ∞ 1

2 1 2
3 1 1

∞ ∞ −1
2 ∞ −1 −2 −1 −1

1 1 −1 1 ∞ 2 ∞ ∞
2 2 −2

3 2 −2 ∞ −2 −2
1 1 −1 1 ∞ 2 ∞ ∞
1 1 −1 1 ∞ 2 ∞ ∞


. (4.53)

Note that the infinite matrix elements of the cross-conductance tensor stem from the fact that
we assume a vanishing bulk conductance. A close inspection of the cross-conductance ten-
sor furthermore reveals that depending on the experimental setup one cannot only measure
integer conductances such as Ggb = G0 or Gfa = 2G0, but also rational values, for instance
Gcf = 2

3G0 (Ref. 19). As a consequence, a single experiment probing the edge channel net-
work can be misleading in the sense that the experimental results depend very much on the
positions of the voltage probes relative to the contacts, where the bias voltage driving the cur-
rent is applied, on the orientation of themagnetic field, and on the surface chemical potentials.
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Figure 4.9. Schematic illustration of a topological insulator with a sharp step edge. Due to the di�er-
ent Hall quantum numbers ν on the surfaces, the corresponding chiral channels propagate in opposite
directions at the step edge. This allows, in principle, to study the interactions and scattering processes
between counter-propagating edge channels as function of the step height.

Nevertheless, the particular dependence of the full cross-conductance tensor G as function of
the rotatingmagnetic field allows, in principle, for an experimental identification of topological
insulators.

Furthermore, due to the quantization of the charge transport within the edge channels, the
powerP which is dissipated at the points, where two edge channelsmeet, is also quantized. In
otherwords, in sucha conductancenetworkonecould, inprinciple, observeaquantizedOhmic
conductance I2/P . For example, according to the above discussion of the electrochemical po-
tential di�erences, the dissipated power close to the contact e takes the quantized value 2G0,
whereas close to contact f the dissipated power P takes on the valueG0/2. Such a quantized
heat sourcemight also have interesting applications for the study of heat transport in topolog-
ical insulators.

4.1.8 Counter-propagating edge channels at step edges

Another interesting aspect of such edge channel networks are the interactions and scattering
processes of chiral edge states located at step edges on the surface of a strong topological in-
sulator, as shown in Fig. 4.9. Since the edge states are chiral, i.e., the electrons move in only
direction at one edge and in opposite direction at the other edge, there is no backscattering at
the same edge. However, the conductance is quite sensitive to tunneling between the counter-
propagating edge channels. Note that any charge that tunnels between the two edge states is
e�ectively backscattered which leads, in principle, to a reduction of the conductance. More-
over, since the edge channel networks depend sensitively on both the surface chemical poten-
tial and the orientation of the external magnetic field with respect to the sample, this setup
allows basically to study the interaction e�ects between di�erent numbers of edge channels.

In section 4.2.2 below, we discuss the numerical results for the electronic band structure
and the localized edge channels obtained for di�erent heights of the step edge using the tight-
binding approach. Wealsobriefly discuss theCoulomb interactionbetween the twochiral edge
channels at the step edge.
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4.2 Numerical results for the quantum Hall e�ect in the minimal model

In the previous section, we have obtained analytical results for the Landau levels on the sur-
faces of a strong topological insulator subjected to an external magnetic field. Notably, we
have shown that the edge channels in a finite-size geometry show a particular dependence on
the relative orientation of themagnetic field with respect to the sample due to a non-universal
Diracmass term in the surfaceDiracHamiltonian. To illustrate (i) the locationsof the chiral edge
channels along the edges of a 3D sample subjected to an external magnetic field, (ii) the ap-
pearance of the edge channel networks upon rotating the magnetic field, and (iii) the counter-
propagating edge channels at the step edges, we have calculated the properties of an infinite
beam-shaped sample and an infinite slab using exact diagonalization techniques. In this sec-
tion, we discuss the numerical results and compare them with the analytical ones obtained
in the previous section. Here, it turns out that we obtain a very good agreement between the
analytical and numerical results up to a few percent in magnitude.

4.2.1 Numerical results for the chiral edge states

First, let us consider the electronic band structure of a finite-size geometry with rectangular
cross section and dimensionsNx × Ny × Nz = ∞× 50 × 40. Although the orbital magnetic
field breaks translation symmetries, in the appropriate Landau gauge the momentum along
the x direction is conserved, and we may consider a two-dimensional tight-binding problem
in the yz plane parametrized by the momentum kx [cf. Eq. (4.12)]. The band structure of such
a tight-binding Hamiltonian can be calculated by, for example, exact diagonalization. Fig. 4.10
shows the resulting band structure as a function of the momentum kx in di�erent limits which
allows to study the e�ect of the individual terms entering the two-dimensional tight-binding
Hamiltonian (4.12).

Let us startwith the band structure of the cleanmodel, i.e., in the absence of any symmetry-
breaking terms or an external magnetic field, as shown in Fig. 4.10 (a) form/t = 2, ∆/t = 0,
Ny

Φ = Ny
Φ = 0, andBZ = 0. In that limit, the cyclotron frequency vanishes, and each surface

exhibits Dirac-like surface states which can be easily observed in panel (a). Note that the tiny
band gap stems from finite-size e�ects and vanishes as the cross section Ny × Nz → ∞. A
Dirac mass term such as the symmetry-breaking term∆, which is constant and equally strong
on all surfaces of the sample, leads to amassive Dirac spectrum, i.e., a band gap of the order of
2∆ [compare Fig. 4.10 (a, b)].

Byapplyinganexternalmagnetic field, Landau levels emerge, and the spectrumof theDirac
fermions changes, as discussed in the previous section. If the magnetic field is oriented such
that two of the side surfaces remain gapless, the band structure exhibits both Dirac-like states
and flat Landau levels, as shown in 4.10 (c). To observe awell-defined quantumHall signature,
the magnetic field has to be oriented in such a way that there is a finite normal magnetic field
component on all side surfaces. In that case, all electronic surface states form Landau levels
which are represented by the flat parts in the electronic band structure in Fig. 4.10 (d), while
the dispersive parts correspond to the 1D chiral edge channels. To obtain the positions of the
chiral edge channels, we have calculated the corresponding probability distributions in the ab-
sence of Zeeman interactions, as shown in Fig. 4.10 (e, f), where the filled right (le�) triangles
in red (blue) color indicate particles moving in positive (negative) x direction, respectively. As
expected from the analytical approach, the current-carrying edge channels are located at the
edgeswithin aplanenormal to themagnetic field direction, and their relative positiondepends
on the chemical potential above or below zero energy [cf. Fig. 4.10 (e, f)].
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Figure 4.10. Plots of the electronic band structure of a beam-shaped strong topological insulator with
dimensionsNx ×Ny ×Nz =∞× 50× 40. The parameters of the model have been chosen such that
it realizes a strong topological insulator in the absence of magnetic fields: t = 1,m/t = 2, Ny = 40,
Nz = 50, g± = 1

2 , BZ = 0. (a) In the absence of an orbital magnetic field (Ny
Φ = Nz

Φ = 0) and
inversion asymmetry (∆/t = 0) we observe Dirac-like surface states on all four side surfaces. (b) In
the presence of a Dirac mass term ∆ σz with ∆ = 0.05, those Dirac surface states become massive,
openingupabandgap. (c)Byapplyinganorbitalmagnetic field, theDirac fermionsare re-organized into
Landau levels. If themagnetic field is oriented parallel to one of the side surfaces (∆/t = 0,Ny

Φ = 0.01,
Nz

Φ = 0), this surface remains gapless, leading to the formation of surface states resembling a Dirac
cone. (d)Upon rotating the orbital magnetic field such that all surfaces exhibit a finite normalmagnetic
field component (∆/t = 0, Ny

Φ = Nz
Φ = 0.007), the electronic states of all side surfaces form Landau

level sequences. The flat parts represent the Landau levels, while the dispersive parts correspond to
the one-dimensional edge channels. (e, f) Logarithmic plot of the probability distribution |ψ(r)|2 as
function of the two-dimensional coordinate r in a cross section of the beam-shaped sample for di�erent
values of the chemical potential µ/t. Particles moving in positive (negative) x direction are indicated
by a filled right (le�) triangle in red (blue) color. For positive (negative) µ the edge channels show the
expected orbital motion of electrons (holes) with negative (positive) charge.
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Figure 4.11. (a) Plot of the electronic band structure of a beam-shaped strong topological insulator with
dimensionsNx ×Ny ×Nz =∞× 50× 40. The parameters of the model have been chosen such that
it realized an inversion-symmetric strong topological insulator in the absence of magnetic fields: t = 1,
m/t = 2,∆/t = 0,Ny = 50,Nz = 40, g± = 1

2 ,BZ = (0, 0.14, 0.14)T ,Ny
Φ = Nz

Φ = 0.007. (b–f) Loga-
rithmic plots of the probability distribution |ψ(r)|2 as function of the coordinate r in a cross section of
the beam-shaped sample for di�erent chemical potentialsµ/t. Particlesmoving in positive (negative) x
direction are denotedby a filled right (le�) triangle in red (blue) color. (b–d)Sequence of “normal” quan-
tum Hall transitions, where opposite edge channels move simultaneously between edges. For positive
(negative) µ the edge channels are dominated by the orbital field and show an orbital motion in a plane
perpendicular to the magnetic field, where the direction of the current-carrying edge channels is de-
termined by the negative (positive) charge carriers. The splitting of the zeroth Landau level due to the
magnetic Zeeman interaction [cf. Eq. (4.48)] leads to an additional Hall transitionwhich is dominated by
the Zeeman interaction, i.e., the edge channels are located in the edges along the direction of the mag-
netic fieldB. (e–g)For larger chemical potentialweobservemultipleorbitallydominatededgechannels
located in edges perpendicular to the magnetic field. In the logarithmic plots (from le� to right) we ob-
serve that the edge states corresponding to higher Landau levels in panel (a) are slightly less localized
at the edges. We have published a similar figure in Ref. 19.
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However, in a more realistic system the magnetic field also couples to the electronic spin
degree of freedom which leads to an e�ective magnetic Zeeman interaction. As shown previ-
ously, the Zeeman interaction in topological insulators is di�erent from the one obtained for
Dirac fermions in graphene, because it leads to a mass term which depends on the relative
orientation of the magnetic field and the surface normal vector [cf. Eqs. (4.27, 4.48)]. To bet-
ter understand the role of the Zeeman interaction, let us first consider an inversion-symmetric
topological insulator with∆/t = 0. In that case, the degeneracy of the zeroth Landau level at
zero energy is li�edby theDiracmass termmsurf ≡ (g−B

x
Z, g−B

y
Z,−g+B

z
Z)T · n̂ inducedby the

Zeeman interaction. As discussed in the previous section, the edge channels are then located
at the edges along the direction of themagnetic fieldB, as shown in Fig. 4.6 (b). To check this,
we have calculated the electronic band structure and the probability distributions of the eigen-
states within the tight-binding approximation in the presence of a magnetic Zeeman field, as
shown in Fig. 4.11. Panels 4.11 (b–d) show a sequence of quantum Hall transitions between the
lowest Landau levelsEnwithn ∈ {−1, 0, 1}. Note that the energy of the Landau levels is in very
good agreement with the analytical Landau level sequence (4.48). While the edge channels at
the chemical potential µ/t = ±0.15 show the expected orbital character, where the electrons
move in a plane perpendicular to the applied magnetic field as discussed above, at µ/t = 0
we observe another quantum Hall transition to a state dominated by the Zeeman interaction.
This can be easily seen from the orientation of the edge channels along the direction of the
magnetic fieldB which is in perfect agreement with our analytical arguments. Moreover, the
quantum Hall transitions for the individual edge channels occur simultaneously at both edges
due to the rotation symmetry of themodel for∆/t = 0, i.e., edge channels located in opposite
edges of the sample “jump” between edges at the same time. For larger chemical potentials,
e.g., µ/t = ±0.35, we also observe three orbitally dominated edge channels corresponding to
the three filled Landau levels En with n ∈ {0,±1,±2}. More generally, a closer inspection of
the electronic band structure shows that always pairs of Landau levels become occupied at a
quantum Hall transition, except for the zeroth Landau level, whose degeneracy is eventually
li�ed by the Dirac mass term. In that sense, we observe an odd-integer quantum Hall e�ect.

This picture changes when we take a finite inversion asymmetry∆/t into account which is
generated by (i) inversion asymmetry due to the sample growth on a subtrate or (ii) the applied
magnetic field breaking time-reversal symmetry. In that case, the two gaps induced by the Zee-
man interaction and the symmetry-breaking term∆/t compete with each other and can lead
to interesting quantum Hall transitions. For example, the edge channels can switch between
an orbitally dominated character and a Zeeman-dominated behavior depending on the rela-
tive strength of the two gaps, as was observed in Figs. 4.10 and 4.11. To shed some light into the
more complicated interplay between those two competing gaps, we have calculated the elec-
tronic band structure of the minimal model in the presence of a finite orbital magnetic field, a
finite Zeeman interaction, and a finite inversion-asymmetry∆/twhich is shown in Fig. 4.12 (a).
As before, the Landau level energies agree verywell with the analytically obtained Landau level
sequence. However, if we consider the sequence of quantum Hall transitions close to the ze-
roth Landau level, we also observe individual edge channels “jumping” from one edge of the
sample to another as function of the chemical potential [see Fig. 4.12 (b–d)].

In principle, it is also possible to obtainmore complex situations which show both orbitally
dominated and Zeeman interaction dominated edge channels, for instance close to the quan-
tumHall transition populating the first and second Landau levels. This, however, requires fine-
tuning of the chemical potential µ and the applied magnetic fieldB as the corresponding fea-
ture in the band structure is not very pronounced, and thus it is likely not observable in a real-
world quantum Hall experiment. Since such sequences of quantum Hall transitions also occur
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Figure 4.12. (a)Plot of the electronic band structure of a beam-shaped strong topological insulator with
dimensionsNx×Ny ×Nz =∞× 50× 40. The parameters of themodel have been chosen such that it
realized an inversion-asymmetric strong topological insulator in the absence of magnetic fields: t = 1,
m/t = 2, ∆/t = 0.05, Ny = 50, Nz = 40, g± = 1

2 , BZ = (0, 0.14, 0.14)T , Ny
Φ = Nz

Φ = 0.007.
(b–d) Logarithmic plots of the probability distribution |ψ(r)|2 as function of the coordinate r in a cross
section of the beam-shaped sample for di�erent chemical potentials µ/t. Particles moving in positive
(negative)xdirection are denotedby a filled right (le�) triangle in red (blue) color. For positive (negative)
µ the edge channels are dominated by the orbital field and showan orbitalmotion in a plane perpendic-
ular to the magnetic field, where the direction of the current-carrying edge channels is determined by
thenegative (positive) charge carriers. Panels (b–d) showanunusual sequenceofHall transitions,where
the current-carrying edge channels move independently between the edges upon increasing (decreas-
ing) the chemical potential µ/t. The presence of both magnetic Zeeman interaction and the inversion
asymmetry∆/t leads to an non-trivial interplay of the gaps induced by those interactions, resulting in a
complicated behavior of the zeroth Landau level [cf. Eq. (4.48)] close to the Fermi level atµ/t = 0which
is, however, also captured by our theory. We have published a similar figure in Ref. 19.
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when changing or rotating themagnetic field, they could provide an interesting setup to study
the interactions of individual edge channels.

4.2.2 Numerical results for counter-propagating edge channels

Finally, to gain a better understanding of the interaction e�ects of counter-propagating edge
channels, which occur at step edges of the sample, we have calculated both the band structure
and the corresponding eigenstates of the edge channels for various heights of the step edge.
Fig. 4.13 shows the electronic band structure of beam with rectangular cross section, whose
primary dimensions are given by Nx × Ny × Nz = ∞ × 50 × 40. The step edge has a fixed
width of 25 unit cells in y direction and a variable height in z direction, where panels (a) and (b)
of Fig. 4.13 correspond to step heights of 1 and 20 unit cells, respectively. While the additional
features in the electronic band structure due to the step edge are not very pronounced for small
steps, they become more and more important for increasing step heights. In particular, we
have calculated the eigenstates for a large step edge as illustrated in within the tight-binding
approach for di�erent chemical potential. As expected, we observe the current-carrying edge
channels close to the edges, where the Hall quantum number ν changes. In Fig. 4.13, those
states are the le�- and right-moving states indicatedby filled le� (right) triangleswithblue (red)
color at energy E/t = −0.095 and close to k = 0.

In principle, the tight-binding approach in conjunctionwith exact diagonalizationmethods
would also allow to estimate the strength of the Coulomb interactionVCoul(r, r

′) ∝ e2/|r−r′|
between the counter-propagating edge channels as well. Here, the field lines of the electric
field can only extend in the yz plane, because we assume translational invariance in the di-
rection perpendicular to the cross section, which also gives rise to the conserved momentum
k in the band structure calculations. However, for a proper estimate of the Coulomb interac-
tion strength one should also consider the dielectric properties of the model. For example,
bulk HgTe has a large dielectric constant, εHgTe ≈ 21.0, and thus the screening of long-ranged
Coulomb interactions is very e�icient 102. Moreover, due to the stepedge theelectric field shows
a strong anisotropy within the 2D yz plane, so that an estimate of the Coulomb interaction
would becomemuchmore complicated.

Finally, from a theoretical point of view it would also be desirable to investigate the inter-
actions of counter-propagating edge channels in terms of chiral Luttinger liquids. Here, the
general framework of Luttinger liquids should provide a suitable language to discuss the signa-
tures of di�erent types of interactions between counter-propagating chiral liquids.

4.3 The magneto-electric e�ect and the topological θ-term

In two and three dimensions, the non-interacting topological insulators are described by Z2

invariants (see sections 2.5 and 3.6.6) which have been reformulated in a number of di�erent
ways3,8,11,38–46. However, in the presence of interactions or disorder, those expressions for the
Z2 invariants are, in general, not well-defined. One approach to generalize theZ2 invariants to
the interacting case can be formulated in a topological field theory 11. The relevant topologi-
cal field theory in 3 + 1 dimensions is given by the axion Lagrangian or the so-called θ-term
which is well-known in quantum chromodynamics 103–105. Based on this term in the topolog-
ical field theory Qi, Hughes, and Zhang have predicted, among other interesting e�ects, the
so-called topological magneto-electric e�ect, where an electric field induces amagnetic field
in the same direction. For example, a particularly interesting e�ect is the appearance of an im-
age magnetic monopole under the surface of a topological insulator when an electric charge
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Figure 4.13. Plots of the electronic band structure of a beam-shaped strong topological insulator with
dimensions Nx × Ny × Nz = ∞ × 50 × 40. The parameters of the model have been chosen such
that it realized an inversion-asymmetric strong topological insulator in the absence of magnetic fields:
t = 1,m/t = 2,∆/t = 0,Ny = 50,Nz = 40, g± = 1

2 . The magnetic field orientation has been chosen
such that the topological insulator realizes the situation shown in Fig. 4.9. We have checked numerically
that the edge channels are indeed located at the edges of the step edge sample. Panel (a) shows the
band structure for a step edge with a height of two unit cells. Note that the additional features in the
band structure close to k = 0 are not very pronounced, and fine-tuning of the magnetic field and/or
the chemical potential is required to observe the counter-propagating edge channels. Moreover, due to
the small height, the tunneling probability between those counter-propagating edge channels is quite
large, so that tunneling leads to backscattering. In panel (b)we calculated the band structure for a step
height of 20 unit cells. Here, the most interesting feature occurs at small negative chemical potential
µ/t = −0.095 close to k = 0, where the le�- and right-moving states indicated by the filled le� (right)
triangle in blue (red) color correspond to the counter-propagating channels at the step edge.
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is brought into proximity 11. The constant of proportionality entering the topological magneto-
electric e�ect is universal andquantized in oddmultiplies of the fine-structure constantα = e2

~c
(Ref. 11).

Let us first discuss the origin of the θ-term. As shown by Qi, Hughes, and Zhang, the ef-
fective action of a Dirac Hamiltonian in 3 + 1 dimensions coupled to an external U(1) gauge
field Aµ(x, t) can be derived by dimensional reduction2. Starting from a Chern-Simons field
theory in 4 + 1 dimensions, one can choose a certain Landau gauge in which the Hamilto-
nianbecomes translationally invariant in oneof the spatial directions. Thus, assumingperiodic
boundary conditions in that direction, one can perform a Fourier decomposition of the spinors
and rewrite the Hamiltonian as one-dimensional Bloch Hamiltonian. The e�ective action for
the resulting system in 3 + 1 dimensions can then be written as

Saxion[Aµ, θ] =
e2

h

1

4π

∫
d3x dt εµνρσ θ(x, t) ∂µAν(x, t) ∂ρAσ(x, t), (4.54)

whereµ, ν, ρ, σ ∈ {0, 1, 2, 3} = {t, x, y, z} denote temporal and spatial coordinates, and εµνρσ
is the totally anti-symmetric tensor with ε0123 = 1. θ(x, t) is a smooth field in the 3 + 1 di-
mensional space-time, so that it can be considered locally as a parameter. This e�ective theory
is known in the field theory literature as axion electrodynamics 103–105, where the θ(x, t) field
plays the role of the axion field 106,107.

Usually, the electric polarizationP couples linearly to the external electric fieldE, and the
magnetizationM couples linearly to the magnetic fieldB. However, the field θ(x, t) couples
to both external electromagnetic fieldsE andB since

εµνρσ ∂µAν ∂ρAσ = 2E ·B. (4.55)

For that reason, the θ-term is o�en referred to as magneto-electric polarization. Note that
E ·B is odd under time-reversal, so that in general the e�ective action Saxion breaks time-
reversal symmetry. Note also that when θ(x, t) becomes a constant parameter independent
of space and time, i.e., θ(x, t) = θ = const, this e�ective action is also referred to as the topo-
logical term for the θ-vacuum 108,109. While this term is usually not accessible experimentally,
Qi, Hughes, and Zhang have made several theoretical proposals, where the θ-field might be
related to physical observables 11.

4.3.1 The value of θ in topological insulators

Let us start with a brief discussion of someproperties related to the θ-term. First, if we consider
thebulkof the systemora systemwithperiodic boundary conditions in all spatial and temporal
directions, θ(x, t) takes a constant value θ. As a consequence, the e�ective action Saxion can
be written as a total derivative:

Saxion[Aµ, θ] =
e2

h

θ

4π

∫
d3x dt εµνρσ ∂µAν ∂ρAσ (4.56a)

=
e2

h

θ

2π

∫
d3x dt εµνρσ ∂µ(Aν∂ρAσ). (4.56b)

At first glance, the above integral vanishes for a general electromagnetic field since it can be
written as a surface integral in a closed (3 + 1)-dimensional space-time, but this is misleading

2Note that this theory can also be obtained directly in a 3 + 1 dimensional theory by integrating out the fermion
fields in the presence of the external gauge fieldsAµ(x, t) and θ(x, t).
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as was pointed out, e.g., by Vazifeh and Franz 110. Since the gauge field Aµ(x, t) of a periodic
electromagnetic field is, in general, not periodic in space and time, the e�ective action Saxion

does not vanish. Instead, the integral is rather quantized as 2πmwith integerm in units of e2/h
(Ref. 110), so that the action exp(iSaxion) = exp(iθm) is invariant under the shi� of θ by any
integer multiple of 2π:

exp(iθm) = exp[i(θ + 2πn)m] ∀n ∈ Z. (4.57)

All physical observables are thus invariant under a global transformation θ → θ + 2πn with
integer n. Moreover, in the presence of time-reversal symmetry (Θ̂) and/or spatial inversion
symmetry (P̂), the electromagnetic fieldsE andB transform as

Θ̂E = E, Θ̂B = −B, (4.58a)

P̂E = −E, P̂B = B. (4.58b)

Both symmetries independently imply that the productE ·B is odd, i.e., changes sign under
Θ̂ or P̂ . Thus, naively also θ is odd, and the only allowed value for θ is zero. This, however,
neglects the fact that the action is also 2π-periodic, and shi�ing θ bymultiples of 2π shows that
also θ = π is allowed by the above symmetries. As a consequence, in a time-reversal invariant
and/or inversion-symmetric system, the valueof θmustbeequal to either θ = 0or θ = π. Itwas
believed for a long time, however, that in most insulating materials θ = 0 is the only allowed
value for the θ-term due to the lack of experimental evidence for systems realizing the non-
trivial value of θ = π. Nevertheless, the recent discovery of the 3D topological insulators and
the quantization of the θ value allow for a distinction between strong topological insulators
and weak topological insulators or trivial band insulators, as was pointed our by Qi, Hughes,
and Zhang 11:

θ

2π
=

{
n for weak topological insulators and trivial band insulators
n+ 1

2 for strong topological insulators
(4.59)

Finally, note that if both time-reversal and inversion symmetry are broken, the topological
quantization of physical response functions is not guaranteed any longer which implies that
the value of θ is not quantized anymore and can take any fractional value. In that case, one has
to use other methods to define and compute the topological invariant ν0, for example Green’s
functions.

4.3.2 Relation between the θ-term and the Hall response

As previously mentioned, due to the 2π periodicity of the e�ective action Saxion, i.e., θ → θ +
2πn, the integer part of the θ

2π is not a physical quantity. However, as we discuss below, if we
consider a system with open boundary conditions, the integer part of θ entering the e�ective
action Saxion becomes physical, and its value depends on quantitative details of the boundary.

Being quadratic in the external gauge fieldAµ, the e�ective action Saxion describes the lin-
ear responseof the system toexternal electromagnetic fieldsE andB. By taking the functional
derivative of Saxion with respect to Aµ we obtain the electromagnetic response of the system
in terms of the generalized current jµ which depends on the spatial and temporal gradients of
the θ-field:

jµ(x, t) ≡ δSaxion[Aµ, θ]

δAµ(x, t)
= −e

2

h

1

2π
εµνρσ ∂νθ(x, t) ∂ρAσ(x, t). (4.60)
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In other words, a temporal or spatial gradient of θ(x, t) induces a Hall current in the system.
Conversely, there will be no Hall response in the bulk, where θ(x, t) takes a constant value θ
and where all gradients of θ(x, t) vanish.

However, if we consider a system with an interface between two homogeneous materials,
where the θ-field depends only on the z coordinate and is constant otherwise, i.e., θ(x, t) =
θ(z), then the current density is given by

jµ(z) = −e
2

h

εµνσ
2π

∂zθ(z) ∂νAσ(x, t) (4.61)

with µ, ν, σ ∈ {t, x, y}. In the static limit, this current describes the quantum Hall e�ect in
the perpendicular xy plane with the corresponding Hall conductivity σxy(z) given by [see also
Fig. 4.14 (a)]:

σxy(z) ≡
e2

h

∂zθ(z)

2π
. (4.62)

By integrating σxy(z) in a finite range z1 ≤ z ≤ z2 we obtain the interface current as

Jy ≡
∫ z2

z1

dz jy(z) =

∫ z2

z1

dz σxy(z)Ex =
e2

h

Ex
2π

∫ z2

z1

dz ∂zθ(z) =
e2

h

Ex
2π

∫ θ(z2)

θ(z1)
dθ. (4.63)

Thus, theHall conductance of the region between z1 and z2 depends only on the change in θ(z)
in this region and is not sensitive to any details of the function θ(z):

σsurf
xy =

e2

h

∫ z2

z1

dz
∂zθ(z)

2π
=
e2

h

∫ θ(z2)

θ(z1)

dθ

2π
=
e2

h

θ(z2)− θ(z1)

2π
. (4.64)

As a result, an interface between the two homogeneous materials with di�erent θ values has
the Hall conductance

σsurf
xy =

e2

h

∆θ

2π
, (4.65)

where∆θ = θ(z2) − θ(z1) denotes the di�erence of the θ values of both materials. More im-
portantly, since θ = π in a strong topological insulator, we observe that the Hall conductance
at the interface between a trivial band insulator and the strong topological insulator is equal to
half of the conductance quantum:

σsurf
xy = ± e

2

2h
. (4.66)

Note that this result is valid only if the surface band structure is gapped, for example, by the
proximity to a ferromagnetic layer.

This result can also be understood as follows: The e�ective Hamiltonian for a single Dirac
fermion at the interface can always bewritten in a proper basis as two-bandBlochHamiltonian

Hsurf(kx, ky) = vF (kxσx + kyσy) +mσz, (4.67)

wherem is an e�ective mass which is, for example, generated due to the proximity to a ferro-
magnetic layer. This Dirac Hamiltonian can also be obtained, for example, by a Taylor expan-
sion of the Haldane model introduced in chapter 2 close to the quantum phase transition at
m/t = 2. As shown for the Haldane model, one can compute the Hall conductance from the
Chern number which is well-defined if the fermion mass m is non-zero so that a band gap is
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(a) (b)

Figure 4.14. (a) Illustration of the Hall e�ect at a single interface between two homogeneous materials
induced by the spatial gradient ∂zθ(z). (b) Illustration of the Hall e�ect at the two parallel interfaces in
a heterostructure. The applied electric field E = Eex induces Hall currents jt and jb at the top and
bottom interfaces of the topological insulator (TI) and the trivial band insulator (BI), where the θ value
changes. These Hall currents jt and jb point into and out of the direction of the paper, respectively.

opened. For a constantmassm it turns out that the Hall conductance for a single Dirac fermion
is then equal to a half of the conductance quantum:

σ2D
xy =

e2

2h
sgn(m). (4.68)

Quite generally, the topology of the bulk band structure requires that the Hall conductance
carried by a single surface Dirac fermion at the interface between two homogeneous materi-
als with di�erent θ values is quantized in half-odd integers, provided a surface band gap exists.
Note that the half-integer quantization of the Hall conductance of a single Dirac fermion is in-
timately related to its π Berry phase 11,28,95,96. In that sense, the above result for the surface
conductance σsurf

xy is intimately related to the Hall conductance in the Haldane model.
Aside from the unusual half-integer quantization of the Hall conductance, Eq. (4.66) seems

to violate Laughlin’s quantization of the integer quantum Hall e�ect22. The resolution to this
apparent contradiction is that in a real sample there are always two surfaces at opposite sides
of the sample with opposite normal vectors. As a consequence, the total Hall response σslab

xy,t =

σsurf
xy,t−σsurf

xy,b in a slabwith top and bottom surface is either equal to 0 or±1, and thus an integer
number, thereby restoring the integer quantization of the quantum Hall e�ect.

To clarify the consequences of the last point, let us consider a topological insulator in a
slab geometry which is sandwiched on both sides by trivial band insulators [see Fig. 4.14 (b)].
Furthermore, we assume that time-reversal symmetry is broken by an applied magnetic field
whichcreatesabandgap in the surfaceelectronicbandstructure. As shownabove, the topolog-
ical insulator is characterized by a non-trivial value of θ which, in the presence of time-reversal
or inversion symmetry, takes the bulk value θ = (2n+1)πwith integern. The trivial band insu-
lators, on the other hand, shall be described by the values θt,b = 2πnt,b for the top and bottom
layers, respectively. Due to the spatial gradient in θ(z)across the interfaces, theappliedelectric
fieldE = Eex induces Hall currents in the y direction given by [cf. Eqs. (4.60, 4.61)]:

jt = − e2

2πh
(∇θ)×E = +

e2

h

θt − θ
2π

Exey, (4.69a)

jb = − e2

2πh
(∇θ)×E = −e

2

h

θb − θ
2π

Exey. (4.69b)

ThecorrespondingHall conductances for the individual topandbottom interfaceare thengiven
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Figure 4.15. Schematic picture of the quantum Hall e�ect at the edges of a topological insulator, with
the dashed green lines indicating the branch cuts of θ separating the top and bottom vacuum from each
other. While the spatial gradient∂zθ(z) induces a finite surfaceHall responseσsurf

xy at the topandbottom
interfaces, the orbital magnetic fieldB “pushes” the induced Hall currents to the edges of the sample.
At the edges, where the top and bottom surfaces intersect each other, the total Hall response σHall

xy =

σsurf
xy,t − σsurf

xy,b = e2

h (nt − nb) is quantized and independent of the precise value of θ within the bulk of
the topological insulator.

by

σsurf
xy,t =

e2

h

θt − θ
2π

=
e2

h

(
nt −

θ

2π

)
, (4.70a)

σsurf
xy,b =

e2

h

θb − θ
2π

=
e2

h

(
nb −

θ

2π

)
. (4.70b)

Apparently, the individual surfaces of a strong topological insulator with θ = π show a half-
integer quantized Hall conductance. However, if we consider that the top and bottom surfaces
intersect at some point in real space (or infinity for that matter), then the total Hall response of
the topological insulator at this edge is given by the di�erence of the surfaceHall conductances
since the surface normal vectors point in opposite directions:

σHall
xy = σsurf

xy,t − σsurf
xy,b =

e2

h
(nt − nb). (4.71)

As a result, we obtain the well-known integer-quantized Hall e�ect: σHall
xy = n(e2/h) with

n ∈ Z. Most importantly, the total Hall response at the intersection is independent of the par-
ticular value of θ in the bulk of the topological insulator. Thus, the precise value of θ cannot be
obtained froma standard quantumHallmeasurement probingσHall

xy , because a transportmea-
surement is but a globalmeasurement probing thewhole topological insulator sample. Never-
theless, by using appropriate surface-sensitive methods one could, in principle, determine the
value of θ mod 2π from σsurf

xy [cf. Eq. (4.66)], because they provide access to local properties of
the sample. For example, the polar Kerr e�ect, where linearly polarized light shows a rotation
of the polarization axis upon reflection on some surface, is awell-known experimental probe of
theHall conductanceσxy, and it hasbeen recently applied to thin filmsof topological insulators
in the vicinity of a ferromagnet 111,112.

Moreover, we immediately see from Eq. (4.71) that the appearance of current-carrying edge
states implies that the top and bottom vacuum surrounding the topological insulator are dif-
ferent in the sense that nt 6= nb. Put di�erently, the value of θ is not well-defined throughout
the whole space, but contains singular branch cuts, where the integer part of θ

2π changes (see
Fig. 4.15). As a consequence, the singularities of the θ-term and the chiral edge states are also
related to one another.
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To better understand those chiral edge states, let us first compute the currents through a
2Dmanifold with an edge-like boundary (see Fig. 4.16). Similar to a topological insulator in the
slab geometry, the planar surfaces of the crystal can be characterized by integers n1 and n2

describing the integer part of the surface Hall response σsurf
xy [cf. Eq. (4.70)]. In the static limit,

i.e., ∂tθ(r, t) = 0, the current density j = jey as obtained from Eq. (4.60) can be rewritten as

j(r) = − e2

2πh
(∇θ(r))×E(r). (4.72)

By integrating this current density over a su�iciently large region across the edge bounded by
the contour C (see Fig. 4.16), we obtain the following current-carrying edge channel:

I =

∫
dσ n̂ · j(r) = − e2

2πh

∫
dσ n̂ · (∇θ(r))×E(r) = − e2

2πh

∫
dσ n̂ ·∇× (θ(r)E(r)).

(4.73)
Since the electric field is a conservative force and can thus be described in terms of a scalar
potentialΦ(r)withE(r) = −∇Φ(r), where∇×E(r) = 0, we can write the above equation
for the current I as

I = − e2

2πh

∮
C
dr · (θ(r)E(r)) =

e2

2πh

∮
C
dr · θ(r)(∇Φ(r)) = − e2

2πh

∮
C
dr · (∇θ(r))Φ(r),

(4.74)
where we have rewritten the surface integral of the curl of the vector field θ(r)E(r) into a line
integral along the boundary C of the surface by applying Stokes’ theorem. If we assume further
that θ(r) is singular at most at one point on the manifold, we may rewrite the expression for
the current as

I = − e2

2πh
∆Φ

∮
C
dr ·∇θ(r) =

e2

h
∆Φ (n1 − n2), (4.75)

where∆Φ ≡ Φe−Φs denotes thepotential di�erencebetween theedgeequipotential linewith
Φ(r) = Φe and the potential Φs at the singularity (dashed green line in Fig. 4.16). Therefore,
the number of one-dimensional chiral edge channels is given by an integer winding numberW
of the θ-term, and the Hall conductance σHall

xy = I/∆Φ can be rewritten as

σHall
xy = −e

2

h
W with W ≡ 1

2π

∮
dr ·∇θ(r) = n1 − n2. (4.76)

This underlines the quantization of the Hall conductance in units of e2/h. Moreover, the loca-
tionof the edge channels tracks the singularities of the θ-termandvice versa. Since thewinding
numbersW are integer-quantizedand thus independentof theprecise valueofθ characterizing
the topological insulator, the total Hall response σHall

xy is also independent of details of θ. This
shows that the quantization of the Hall e�ect, rooted in charge quantization, is a much more
robust concept than the quantization of the θ value in topological insulators which is based on
the presence of time-reversal symmetry or spatial inversion symmetry.

4.3.3 Numerical results for the θ-term

Finally, for an infinite slab in the xy plane with dimensions Nx × Ny × Nz = ∞ × ∞ × 20
we have also calculated the layer-resolved matrix of conductivities σxy(z, z′) and derived the
change of the θ-term as function of the layer index z. Specifically, we consider the following
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STI

(a) (b)

Figure 4.16. a) Illustration of a current-carrying edge channel running along the edges of a topologi-
cal insulator. b) Schematic view in the direction of the current. The planar surfaces of the topological
insulator are characterized by integers n1 and n2, describing the integer change of the θ value across
the surfaces, thereby characterizing the surface Hall response σ2D

xy [cf. Eq. (4.70)]. The number of chiral
edge channels can be obtained by computing the winding number of the θ-term along the contour C
in a clockwise orientation. The dashed green line indicates the branch cut in real space, where θ(r) is
singular. We have published parts of this figure in Ref. 19.

one-dimensional tight-binding Hamiltonian which is parametrized by a two-dimensional in-
plane momentum k = (kx, ky)

T :

H(k) =
∑
z

Ψ†kz
(
m− t cos(kxa)− t cos(kya)

)
Γ0Ψkz

− t
∑
z

Ψ†kz
(
sin(kxa)Γ1 + sin(kya)Γ2

)
Ψkz

− t
∑
z

[
Ψ†kz

(
Γ0 − iΓ3

2

)
Ψ†k,z−a + H.c.

]
+ ∆

∑
z

Ψ†kzΓ4Ψkz +HZ .

(4.77)

Here, the first two lines describe the usual hopping of electronswithin a single layer of the slab,
whereas the third line describes the inter-layer hopping between two adjacent layers. We also
include a Zeeman interactionHZ which creates a finite bulk band gap in the electronic band
structure, and thus the energy denominator entering the Kubo formula (4.78) below becomes
well-defined. The layer-resolved Hall response can then be calculated from the matrix of con-
ductivities σxy(z, z′) using the Kubo formula33 as follows:

σxy(z, z
′) = i

e2

h

∑
α,β

Eα<µ<Eβ

∫
d2k

[〈α|∂kxH(k, z)|β〉〈β|∂kyH(k, z′)|α〉
(Eα − Eβ)2

−
〈α|∂kyH(k, z′)|β〉〈β|∂kxH(k, z)|α〉

(Eα − Eβ)2

]
, (4.78)

whereH(k, z) denotes the projection of the above tight-binding HamiltonianH(k) onto layer
z. Consequently, the total response σxy(z) in layer z to a uniform electric field is given by:

σxy(z) =

∫ ∞
−∞

dz′ σxy(z, z
′), (4.79)
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which allows us to calculate the change in the θ-term from one layer to next one as follows:

θ(z) =

∫ z

−∞
dz′ σxy(z

′). (4.80)

Fig. 4.17 (a, b) shows the layer-resolved Hall response σxy(z) (top panel) and the integrated
value for the θ-term (bottompanel) as function of the layer index z for di�erent phases realized
by the minimal model. First, note that in the trivial band insulator phase, i.e., for |m/t| > 3,
the system shows only a very small transverse response at all which is in agreement with our
naive understanding of the trivial band insulating character of this phase. Consequently, there
is no change in the value of θ(z) across the slab. The situation is, however, completely di�er-
ent in the topologically non-trivial phases for |m/t| < 3. Both weak and strong topological
insulators are characterized by non-vanishing Hall responses at the top and bottom surfaces
of the slab, where the gradient ∂zθ(z) is largest. Nevertheless, we observe an important dif-
ference between the weak and strong topological insulator: While the weak topological insu-
lator for |m/t| < 1 shows a Hall response σxy ≈ e2/h, the strong topological insulator for
1 < |m/t| < 3 is characterized by half a conductance quantum σxy ≈ e2/(2h) as expected
from theory. In other words, the strong topological insulator hosts a single surface state at
each surface, whereas theweak topological insulators hosts two surface states at each surface.
Upon integrating the layer-resolved Hall response we immediately see that the value of the θ-
term within the bulk of the slab is given by an even (odd) multiple of π in the weak (strong)
topological insulator, thus underlining the formulation of theZ2 classification of time-reversal
invariant and/or inversion-symmetric 3D topological insulators discussed in section 4.3.1.

However, asmentioned before, thisZ2 classification in terms of θ is onlywell-defined in the
presence of either time-reversal symmetry or inversion symmetry, because the value of θ is not
quantized any longer if both symmetries are absent. To illustrate this further, we have calcu-
lated the θ-term of theminimal model (4.78) also in the presence of symmetry-breaking terms,
as shown in Fig. 4.17 (c, d). To be specific, in the minimal model, such a symmetry breaking
can be easily taken into account by considering a finite value of ∆ Γ4. Starting from a time-
reversal invariant and inversion-symmetric model for ∆/t = 0 with quantized Hall response
σxy = e2/(2h) at the surfaces and aquantized bulk value θ = π, we observe that the bulk value
of the θ-term isno longerquantized, but takesanarbitrary, non-quantizedvaluewhen∆/t is in-
creased. Upon further increasing∆/t beyond a critical value given by∆c/t = g+B

z
Z, a surface

quantum phase transition takes place, where the total Hall response of the slab σsurf
xy,t + σsurf

xy,b

changes from e2/h to zero. This is accompanied by a sign change of the surface Hall conduc-
tance of one of the two surfaces and can be understood in terms of the change of the θ value in
the bulk as follows. For∆/t = 0, one can characterize the top and bottom vacua surrounding
the sample by di�erent θ-values θt = 2πnt and θb = 2πnb, where nt 6= nb in the topolog-
ically non-trivial phase. When ∆/t is increased, both time-reversal and inversion symmetry
are broken, so that the half-integer quantized surface Hall response of a 3D topological insu-
lator is no longer protected, which can also be seen in the classification table of topological
insulators65–67. Indeed, we find a crossover of the θ-term in the bulk of the system, and at the
critical value∆c the value of θ crosses an integer multiple of 2π which leads to the sign change
in the surfaceHall conductance andmarks the surfacequantumphase transition to the “trivial”
phase.

To summarize those results, we see that the total Hall response and the total change in the
θ-value across the whole sample are always quantized due to the topological value of θt,b =
2πnt,b describing the vacua on either side of the slab, irrespective of the presence or absence of
time-reversal symmetry or inversion symmetry. As a consequence, a quantumHall experiment
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Figure 4.17. Plots of the layer-resolved in-planeHall responseσxy(z) [panels (a) and (c)] andplots of the
θ-angle [panels (b) and (d)] as function of the layer index z, calculated for di�erent phases from a layer-
resolved Kubo formula in a slab geometry forNz = 20 layers [cf. Eqs. (4.78–4.80)]. The parameters of
the model (t = 1,∆/t = 0, g+B

z
Z = 0.25) are chosen such that it realizes a trivial band insulator phase

for m/t = ±4 (black line, open squares), a strong topological insulator phase for m/t = 2 (red line,
open circles), and a weak topological insulator phase for m/t = 0 (blue line, open triangles). (a) In
the trivial insulator phase for |m/t| > 3 and ∆/t = 0, there is almost no Hall response to an applied
external electric field, while in the topological insulator phases for |m/t| < 3 both top and bottom
surface hostmetallic surface states. (b) θ(z) is constantwithin the bulk of the sample, but changeswhen
entering or leaving the topological insulator sample. Moreover, since θ(z) tracks the metallic surface
states, we observe that the strong topological insulator hosts a single topological state on each surface,
while the weak topological insulator has two topological surface states. The integer part of θ/(2π) has
been chosen such that 0 ≤ θ ≤ 2π in the bulk of the sample. (c) At∆/t = g+B

z
Z = 0.25 the bulk of the

system shows a crossover to a trivial band insulator phase which can be observed by the sign change
of the surface Hall response at this point. (d) Upon increasing ∆/t we observe that the bulk value of
θ is not an integer multiple of π, but takes any value, as expected from theory. Nevertheless, the total
change across the sample remains quantized, θ(Nz) − θ(1) = 2π(nt − nb). Note that in this case the
strong topological insulator phase for ∆/t < 0.25 is characterized by vacua with di�erent topological
quantum numbers nt,b = 0, 1 on both sides of the slab, while the trivial band insulator has the same
vacuum surrounding it. We have published a similar Figure in Ref. 19.
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probing thewhole slab canonlymeasure the integer quantizationof theHall conductanceσHall
xy

which is in agreement with the fact that charge is quantized in multiple of the unit charge e.
Thus, the value of the bulk θ-term is inaccessible to a transport measurement and can only
be revealed in di�erent types of surface-sensitive experiments. As mentioned before, the Kerr
e�ect, where linearly polarized light shows a rotation of the polarization axis upon reflection
on some surface, is a well-known experimental probe of the Hall conductance which could, in
principle, measure the local value of σsurf

xy .

4.4 Summary and discussion

In this chapter, wediscussed important aspects of ourminimalmodel for topological insulators
and focused in particular on the quantum Hall e�ect which takes place on the 2D surfaces of a
3D topological insulator.

Whenderiving the e�ectiveDiracHamiltonian for a single surfaceweobserved that theZee-
man interaction coupling the electron’s spin to the magnetic field leads to a non-trivial and
surface-dependent mass term for the surface Dirac fermions. We showed analytically that the
competition between the gaps induced by the symmetry-breaking term∆ Γ4 and the Zeeman
interaction leads to di�erent types of edge channels which are either dominated by the orbital
magnetic field or by the Zeeman field. In finite-size geometries we showed that those edge
channels form networks since all surfaces are connected to each other. Moreover, upon chang-
ing the orientation of themagnetic field the Diracmass term on the surfaces changed, and this
results in non-trivial edge channel networks with two or more edge channels along a single
edge. In particular, we showed that the corresponding conductance network also allows to
measure fractional values of the conductance quantum when contacting the individual edges
by voltages probes. Since this pattern changes as function of themagnetic field and/or the sur-
face chemical potential, this allows for interesting experiments on 3D topological insulators. To
illustrate the Landau level sequence in amagnetic field and the positions of the edge channels,
we calculated the electronic band structure of a infinite beam with rectangular cross section.
The energy of the resulting Landau levels agreedwith the analytical sequencewithin a few per-
cent, and also the edge channels were located within a few lattice sites at the edges of the
sample. While the complicated interplay between the di�erent gaps is more di�icult to grasp
analytically, the numerical tight-binding calculations allowed to study the behavior of the edge
channels when changing, for example, the chemical potential. In particular, we observed edge
channels“jumping” from one edge to an adjacent one, which could be used as a hint for the
topological nature of a sample. Furthermore, the dependence on the relative orientation be-
tweenmagnetic field and surfaces allows for non-trivial conductance networks which can also
show fractional conductances when placing appropriate voltage contacts on the edges.

In the second part of this chapter, we discussed the role of the θ-term in topological in-
sulators and showed how it relates to the Hall response measured in transport experiments.
Notably, we showed that the Hall response σHall

xy is a global measurement on the topological
insulator and quantized in integer multiples of the conductance quantum e2/h due to charge
quantization, while in a time-reversal invariant topological insulator the response of a single
surface, σsurf

xy , is equal to half the conductance quantum. Nevertheless, this half-integer quan-
tization ceases to exist once time-reversal and inversion symmetries are broken in the bulk of
the sample, for example by the applied magnetic field, which was confirmed by numerically
calculating the corresponding Hall response of a topological insulator slab.

The results of this chapter have been published in Ref. 19.



CHAPTER 5

Surface Criticality in
3D Topological Insulators

N
on-interacting topological insulators are characterizedbyabulkbandgapandgapless
edge or surface states at their boundaries which are protected by time-reversal sym-
metry and the intrinsic topological winding of the electronic bulk band structure, as

discussedbefore. Therefore, topological insulators are stable against non-magneticdisorderor
perturbations which do not break the symmetries of the Hamiltonian, and the bulk-boundary
correspondence suggests that, as long as the bulk band structure remains gapped with a non-
trivial band topology, there exist edge states at the boundaries. If an energy gap canbe induced
in the surface states, evenmore interesting e�ects suchas the topologicalmagneto-electric ef-
fect orMajorana fermions are expected to occur on the surfaces of topological insulators. This
gap can be induced, for example, by breaking time-reversal symmetry in the bulk by applying
an externalmagnetic field8 (compare also previous chapter), by proximity to amagneticmate-
rial 11 or a superconductor 113, etc. However, it is not immediately clear to what extent the bulk-
boundary correspondence holds in the presence of electron-electron interactions. In general,
interactions are expected to create correlated topological states 114–121. For example, Gurarie
has proposed that strong correlations could realize a topologically non-trivial phase without
any surface states when the interactions become su�iciently strong 118.

In this chapter, we investigate the question whether electron-electron interactions on the
can induce a band gap in the surface electronic band structure. In particular, we focus on the
mechanism of chiral symmetry breaking which describes the spontaneous generation of an
excitonmass of 2D Dirac fermions in the presence of long-range Coulomb interactions above a
critical interaction strength. The main idea behind this is to reduce the average kinetic energy
of the surface Dirac fermions in order to increase the e�ective interaction strength, whereas
the properties of the bulk should remain unchanged. In the context of 3D topological insula-
tors, this gap creation implies that there are no gapless Dirac-like surface states on the 2D sur-
faces, although the bulk electronic band structure of the topological insulator remains gapped
with a non-trivial band topology. In the following, we investigate under which conditions chi-
ral symmetry breaking could be expected on the surfaces of topological insulators and discuss
its possible realization in di�erent models. We show that (i) long-ranged Coloumb interactions
cannot drive the transition due to screening, but (ii) short-rangeHubbard-like interactionsmay
give rise to gapped surface states, provided the system has an “approximate” chiral symmetry.

This chapter is organized as follows: A�er an introduction of the mechanism of chiral sym-
metry breaking in the context of Dirac fermions in two spatial dimensions, we briefly review the
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current experimental and theoretical status regarding chiral symmetry breaking in the context
of two-dimensional graphene sheets 122.

We then introduce the two-dimensionalKane-Melemodelasane�ective low-energymodel
of a topological insulator on the two-dimensional graphene lattice3,4. In particular, we review
that the zero-energy edge states in finite-size graphene ribbons with zigzag edges form com-
pletely flat bands, but those are not observed for armchair edges. We also show how those flat
bands are related to the topology of a whole family of one-parameter Bloch Hamiltonians, and
we give explicit criteria for the existence of those zero-energy boundary states for topological
insulators in twoand threedimensions 18. A�er thatwediscussunderwhich conditions theone-
dimensional edge states in graphene ribbons spontaneouslydevelop long-range ferromagnetic
order in the presence of Coulomb interactions.

The results on the two-dimensional graphene lattice can be generalized to strong topo-
logical insulators described by the Fu-Kane-Mele model on the three-dimensional diamond
lattice7,8. This model shows both weak and strong topological insulator phases when tuning
its model parameters appropriately, but does not exhibit a trivial band insulator phase in the
perturbatively accessible regimes. We also consider surfaces of slabs with di�erent orienta-
tions described by the Fu-Kane-Mele model, and for certain surfaces we predict the existence
of zero-energy stateswhich form completely flat bands. Furthermore, we confirm the existence
of those surfacebandsbyexplicit tight-bindingcalculationsanddiscuss the roleof spin-orbit in-
teractions generatedby second-nearest neighbor hopping. In thepresenceof Coulomb interac-
tions, the corresponding surface Dirac fermions are expected to show a similar phase diagram
as the Dirac fermions in graphene, since the 2D surface state bands become increasingly flat as
we decrease the spin-orbit coupling parameter. However, being of 3D nature, we also have to
consider the bulk properties of the model, in particular the dielectric polarization. We show
by an explicit calculation of the polarization function to leading order in the spin-orbit coupling
that the topological criterion for the existence of flat surface bands also leads to a sharp peak
in the density of states. As a consequence, this activates screening of the long-range Coulomb
interactions, and chiral symmetry breaking due to Coulomb interactions is avoided. However,
due to the vanishing kinetic energy of the Dirac fermions in the flat bands, even local interac-
tions can lead to a spontaneous gap generation. We discuss a possible scenario for this e�ect
in a mean-field approach.

Another class of 3D topological insulators is exemplified by theminimal model developed
in chapter 3, wherein a similar situation for chiral symmetry breaking is expected to occur. In
that system, we also find surface bands which become more and more flat as we approach
the bulk critical point. In contrast to the Fu-Kane-Mele model, the origin of the flat surface
bands is “spectral pressure” exerted by the bulk conduction and valence bands rather than a
topological argument. However, due to the nearby presence of those bulk states, the surface
quantum phase transition towards a gapped state is hampered by the diverging polarization
function for whichwe give an explicit calculation. This divergence can also be understood from
the presence of an intermediate semimetallic phase between the strong topological insulator
and the trivial band insulator phases that generically exists in inversion-asymmetric systems
such as HgTe, as shown by Murakami 123,124.

In the last two parts of this chapter, we discuss the role of short-ranged, Hubbard-like in-
teractions on the surface states which become relevant for systems when long-ranged interac-
tions are screened. In particular, we show that in the Fu-Kane-Mele model the surface states
should quite generically develop a surface band gap, whereas a similar situation in the mini-
mal model can only be obtained by fine-tuning the interaction strength. Furthermore, we put
our results in a broader context of 3D topological insulators, and discuss the relevance of long-
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range Coulomb interactions or local interactions in view of chiral symmetry breaking as a gen-
eral mechanism for the surface states of topological insulators. This opens up the possibility
to identify classes of model Hamiltonians for 3D topological insulators with gapped 2D surface
states.

5.1 Coulomb interactions and chiral symmetry breaking

To describe the mechanism of chiral symmetry breaking, we first briefly review the di�erences
between the Fermi liquid description of interacting electrons in a normal metal and the prop-
erties of Dirac fermions. Let us start by considering the behavior of electrons in a normalmetal,
where the electrons interact with each other and with the ions in the crystal via strong long-
range Coulomb interactions. Assuming that the electrons propagate freely in a non-relativistic
way, the system is Galilean invariant, and the kinetic energy of the electrons is given by the
quadratic dispersion p2/(2m). Moreover, since electrons carry spin 1/2 and obey Fermi-Dirac
statistics, all states below (above) the Fermi energy EF are occupied (empty). However, it is not
immediately clear that these two basic ideas—Galilean invariance and Fermi-Dirac statistics—
are also valid in the presence of strong interactions. Nevertheless, the theory of screening due
to Lindhard explains that metals are dynamically polarizable materials and that electrons col-
lectively screen the electric fields in the interior of metals, so that the long-range Coulomb in-
teractions become e�ectively short-ranged and weak enough for a perturbative approach 125.
Altogether, this has lead to the theoretical framework of Landau’s Fermi liquid theory, where
the excitations of strongly interacting electrons in ametal can be described in terms of weakly-
interacting quasi-particles that carry the same quantum numbers, e.g., spin, as the original
particles, but may also have, for example, di�erent e�ectivemasses than the bare particles 126.
Thereare, however, alsoexceptions to this,where theFermi liquidgroundstatebecomesunsta-
ble. For example, electron-phonon interactions can induce an e�ective attractive interaction
between electrons leading to the Cooper instability of the Fermi liquid towards a supercon-
ducting ground state 127–129, or the presence of Fermi surface nesting can lead to Fermi surface
instabilities resulting in charge or spin density wave ground states 130–132. Note that when the
electronic density becomes very low and screening becomes ine�ective, this also leads to a
Fermi liquid instability towards the Wigner crystal state 133–135. The following discussion is due
to Kotov et al. (Ref. 122).

To develop a better understanding of the interplay between kinetic energy and Coulomb
interactions, let us consider electrons moving freely in a metal in a non-relativistic way. Due to
the Galilean invariance of such a system, the kinetic energy of a particle is given by p2/(2m),
wherem is the (e�ective) electronmass, so that the average kinetic energy per particle can be
estimated as

〈Ekin〉 ∼
~2

2ml2
=

~2

2m
n

2/d
d . (5.1)

Here, we have used the fact that themomentump = ~k of the particle is of the order |p| = ~/l,
where the average distance between electrons is given by l, and nd ≡ l−d denotes the average
electron density in d spatial dimensions. On the other hand, the Coulomb interaction takes the
usual form

V (r) =
e2

ε

1

|r|
, (5.2)

where e is the electron charge, and ε denotes the dielectric constant of the host medium. With
the average distance |r| = l between two particles, the average Coulomb interaction energy
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is of the order

〈ECoul〉 ∼
e2

ε
n

1/d
d , (5.3)

thus following a di�erent power-law behavior with respect to the electron density. The ratio of
the average Coulomb energy 〈ECoul〉 to the average kinetic energy per particle 〈Ekin〉 is usually
referred to as interaction parameter rS which is given by

rS ≡
〈ECoul〉
〈Ekin〉

=
2me2

ε~2
n
−1/d
d =

(
n0

nd

)1/d

, (5.4)

where, for brevity, we have introduced the electron density n0 which depends on the material
properties as follows:

n0 ≡
(

2me2

ε~2

)d
. (5.5)

If the average electron density nd is relatively high, i.e., nd � n0, then the kinetic energy dom-
inates over the Coulomb energy, and the latter can be considered as a perturbation to the free
electron gas. In that limit, the Fermi liquid description of electrons in a metal is well-defined
and yields the correct results. However, upon lowering the average electron density such that
nd � n0, the Coulomb energy becomes more and more dominant and can lead to instabili-
ties of the free electron gas like Wigner crystallization 133–135. Therefore, in a Galilean invariant
system, the relative strength rS of the Coulomb interaction energy and the kinetic energy is de-
terminedby the electrondensitywhich, to a certain extent, canbe controlled experimentally by
changing the electron density, opening up the possibility to study di�erent electronic phases
aside from the Fermi liquid phase.

Although a large number of theoretical works on the two-dimensional honeycomb lattice
existed, showing that single-layer graphene sheets have interesting properties, the experimen-
tal discovery of graphene in 2004 136 has proven that the picture presented above has to be
extended. Since the carbon atoms in graphene are organized in a regular hexagonal lattice
in two dimensions, the low-energy properties of the electrons close to the Fermi level are de-
scribed by the linear Dirac dispersion±vF |p|, where vF is the Fermi velocity. Although vF is a
material property andmuch smaller than the speed of light c, i.e., vF /c ≈ 1/300 for graphene,
the e�ective low-energy theory of electrons in graphene is much more similar to the one of 2D
Dirac fermions, and thus quite distinct from the usual Galilean invariant formulation of Lan-
dau’s Fermi liquid theory. For example, we immediately recognize that the average kinetic en-
ergy per electron in two-dimensional graphene is of the order

〈Ekin〉 ∼
~vF
l

= ~vFn
1/2
d (5.6)

and that it shows a di�erent behavior compared to the Fermi liquid case in d = 2, where
〈Ekin〉 ∼ nd [cf. Eq. (5.1)]. Furthermore, due to the linear dispersion the electronic density of
states vanishes linearly at theDirac point, leading to the notionof graphenebeing a semimetal,
i.e., a zero-bandgapsemiconductor. Asaconsequence, in contrast to theelectrongasdescribed
by Fermi liquid theory, pristine graphene cannot screen the long-range Coulomb interaction
due to the lack of electronic states at the Fermi level. To compare the average kinetic energy
with theCoulomb interaction, note that theelectron-electron interactions canbeconsideredas
instantaneous, because the photons mediating the Coulomb interaction are much faster than
the electrons in graphene, vF � c. Therefore, the Coulomb interaction in graphene takes the
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excitonic
insulator

gapless
semimetal

Figure 5.1. Schematic zero-temperature phase diagram of chiral symmetry breaking in QED2+1 as func-
tion of the number of fermion flavorsN and the interaction strength α = e2/(~εvF ). A dynamical mass
∆(ε,p) is generated ifN is below a critical numberNc ≈ 7− 9 and is found above a critical interaction
strength αc ≈ 0.8 − 3.3 (Refs. 15,138–141). The above numerical results are based on various approxi-
mations in di�erent limits. For graphene with physical flavor number N = 4 (valley and spin degrees
of freedom) a similar phase transition towards the gapped exciton insulator is expected once a critical
interaction strength αc has been reached. Furthermore, in the simplest case of a strong topological in-
sulator, there is a single Dirac cone located at the surfaces, i.e., we haveN = 1. Figure a�er Ref. 122.

usual form (5.2) which, however, breaks the Lorentz invariance of the low-energy theory. Nev-
ertheless, if we compare the kinetic energy and the Coulomb interaction energy we observe
that this ratio

α ≡ 〈ECoul〉
〈Ekin〉

=
e2

~εvF
(5.7)

is actually independent of the electron density nd, but depends on (i) material properties such
as the Fermi velocity vF and (ii) environmental properties like the dielectric constant ε. In the
case of weak electron-electron interactions, i.e., for α � 1, we can use standard perturbative
methods to calculate, for example, the fermion self-energy Σ(ν,k) or the polarization func-
tion Π(ω, q). In particular, the weak-coupling analysis shows that α = 0 is an infrared-stable
fixed point, and thus Coulomb interactions are marginally irrelevant up to logarithmic correc-
tions 122,137. Nevertheless, in the strong coupling limit, long-range Coulomb interactions can
also lead to spontaneous symmetry breaking of the ground state due to an excitonic pairing
mechanism which is discussed below.

In relativistic quantum electrodynamics in 2 + 1 dimensions or QED2+1, Dirac fermions in
the presence of long-range Coulomb interactions can exhibit a spontaneously generatedmass
term, therebycreatingagappedsystem. Thisphenomenon is knownaschiral symmetrybreak-
ing in the literature and is subject of current research 142–147, although the idea actually goes
back more than 25 years 148–150. The analysis in relativistic QED2+1 shows that a dynamical
mass ∆(ε,p) can be generated if the number of fermion flavors N is below a critical number
Nc. Moreover, for a fixed value ofN , a transition to a gapped state is only found above a critical
interaction strength αc(N). The overall phase diagram at zero temperature as function of the
number of fermion flavorsN and the interaction strength α is expected to look similar to the
one shown in Fig. 5.1. We also briefly note that at finite temperatures one expects the existence
of a critical temperature given by kBTc ∼ ∆(0), while finite doping µ is expected to quickly
destroy the dynamical gap 139.

However, there exist important di�erences between QED2+1 and graphene: First, note that
the Dirac fermions are confined to the 2D sheet of graphene, whereas the field lines of the elec-
tric fields responsible for the Coulomb interaction extend through 3D space. Second, since the
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Fermi velocity vF of the Dirac fermions in graphene is much smaller than the speed of light the
Coulomb interaction can be considered as instantaneous. As a consequence, the Coulomb in-
teraction breaks the Lorentz invariance, showing that the Dirac-like quasi-particles arise only
due to the peculiar band structure of graphene, and in that case the mass scale is set by the
coupling itself. In graphene, there exists also the possibility of a dynamically generated mass,
but there themass scale is related to the ultravioletmomentum cuto�Λ, where the bandwidth
of the Dirac fermions is given byW = vFΛ. Furthermore, in graphene the number of Dirac
fermions is fixed byN = 4 taking the spin and valley degrees of freedom into account. On the
other hand, in strong topological insulators the fermion flavor number is equal toN = 1 in the
simplest case, where the surfaces host a single Dirac cone.

The dynamicmass∆(ε,p) canbe obtained as a self-consistent solutionwithin the random-
phase approximation (RPA) for the electronic self-energy Σ(ν,k) from the following Dyson-
Schwinger equation 122:

∆(ε,p) = i

∫ ∞
−∞

dν

2π

∫
d2k

(2π)2

V 2D
RPA(ν − ε,k − p)∆(ν,k)

ν2 − v2
F |k|2 −∆(ν,k)2 + i0+

. (5.8)

Thismass gap∆(ε,p)has a strongmomentumdependencedue to the long-rangenature of the
Coulomb interaction, with∆(ε,p) reaching its maximal value at small momenta and decreas-
ing at largemomenta 138. The dynamical Dyson-Schwinger equation has been studied both an-
alytically andnumerically using various approximation schemes 138,139, andanumber of predic-
tions for the critical fermion flavor numberNc and the critical interaction strengthαc havebeen
made. For example, a significant simplification of the self-consistency equation is obtained in
the static limit, where the potentialVRPA(ω, q) is replaced by a static one,VRPA(ω = 0, q) (Ref.
15). However, since all of the methods are based on various approximations and di�erent lim-
its, the results vary in a certain range, but it is generally accepted that αc lies within 0.8 − 3.3,
whileNc ≈ 7− 9 (Refs. 15,138–141).

The physical structure of the gapped state depends on the order parameter for the chiral
symmetry breaking. In the case of a two-component Dirac theory described by the following
Dirac Hamiltonian,

H(k) = vF k ·σ +mzσz = vF

[
mz kx − iky

kx + iky −mz

]
, (5.9)

a gap in the spectrum can be opened, for example, by a mass termmzσz coupling to the third
Pauli matrix, because mass terms likemxσx ormyσy can be treated by a suitable redefinition
of the two-dimensional surface momentum k = (kx, ky)

T :

E±(k) = ±
√
v2
F |k|2 +m2

z. (5.10)

Consequently, to describe chiral symmetry breaking, one investigates the spontaneous mass
generation in terms of the order parameter 〈Ψ†σzΨ〉. In graphene, many di�erent symmetry-
broken states can occur due to chiral symmetry breaking. For example, in graphene, σz may
correspond to the sublattice degree of freedom, and thus the gapped state is a charge density
wave state with a modulation of the electronic density breaking the sublattice inversion sym-
metry. On the other hand, on the surfaces of strong topological insulators the spinor degrees of
freedomare associatedwith the electron spin due to the helical nature of the surface state, im-
plying that the chiral symmetry breaking corresponds to spontaneous ferromagnetism which
opens a spin gap and breaks time-reversal symmetry on the surface. Note that once such a gap
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is opened one expects to see, for example, the anomalous quantum Hall e�ect or the surface
magneto-electric e�ect associated with topological insulators 11–13.

Finally, concerning the interaction parameter α = e2/(~εvF ) [cf. Eq. (5.7)] we observe that
there are, in principle, two ways to increase the interaction strength α by (i) decreasing the di-
electric constant ε or (ii) reducing the Fermi velocity vF of the Dirac fermions. The first strategy
has been pursued extensively in the context of graphene. Here, by suspending the graphene
sheet one can control the dielectric constant ε through the environment, and one expects a
value of α ≈ 2.2 in vacuum 17. Although this is well within the range of the reported critical
valuesαc ≈ 0.9− 3.3, there is no experimental evidence which would confirm the existence of
an excitonic insulator phase in graphene. Instead, recent quantum oscillation measurements
show a semimetallic behavior down to lowest fillings and temperatures 151. The apparent con-
tradiction between theory and experiment is subject of current research.

In the context of topological insulators, our basic idea is to pursue the second strategy, i.e.,
we would like to decrease the Fermi velocity vF of the surface Dirac fermions. In contrast to
graphene, where the e�ective interaction strength α = e2/(~εvF ) is bound from above as ε
is bound from below by its vacuum value, this approach in principle allows to drastically in-
crease α and thereby opens up the possibility for a surface quantum phase towards a gapped
state. We will investigate whether this can be achieved by approaching the bulk quantum crit-
ical point of the topological insulator, where the bulk band gap closes and a phase transition
to a topologically trivial phase occurs. The appropriate knob to control the Fermi velocity is
the spin-orbit coupling parameter which has been demonstrated experimentally via chemical
substitution in bismuth-based compounds72, but can in principle also be achieved in mercury
telluride systems by replacing mercury atoms with cadmium atoms6. In principle, this tuning
of spin-orbit coupling works, provided the dielectric constant ε characterizing the bulk of the
sample remains finite, but we will have to investigate as well to what extent ε is a�ected by the
adiabatic change in the spin-orbit coupling.

To develop an explicit understanding of the spontaneous mass generation on the surfaces
of topological insulators,we first concentrateona toymodelwhichwas introducedbyKaneand
Mele on the graphene lattice3,4 and later generalized to the three-dimensional diamond lattice
by Fu, Kane, andMele7,8. In thosemodels, we show that the surface states form completely flat
bands when the spin-orbit interaction parameter approaches a critical value of zero. Notably,
at the quantum critical point the models possess an additional chiral symmetry which guar-
antees the existence of zero-energy states at the boundaries of the system. While in graphene
screening of long-range Coulomb interactions is absent due to the lack of states at the Fermi
level and thus a spontaneous mass generation is expected to occur, the situation turns out to
be completely di�erent on the 3D diamond lattice. Here, the nodal lines with zero energy in the
bulk of the system, which enforce the existence of the zero-energy surface states, also lead to
screening of the Coulomb interactions, and therefore the e�ective interaction strength α will
not diverge. Nevertheless, since the average kinetic energy of the surface states is zero, even
local interactions can lead to spontaneous gap generation.

A�er that we will consider another class of topological insulators which is exemplified by
the minimal model based on mercury telluride, as discussed in chapter 3. Here, we find a spe-
cific situation for a potential enhancement of the long-range Coulomb interactions by means
of decreasing the Fermi velocity vF of the surface Dirac fermions without any additional fine-
tuning and symmetries. Unfortunately, the same e�ect which renders vF small also increases
the dielectric constant ε and finally prevents the interaction strength α from becoming large.

We also discuss the e�ect of local interactions on the surface electronic band structure and
showthat local interactions cangenerically lead toa surfacebandgap if the surface states form-
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ing the flat band do not penetrate too much into the bulk. We find such a situation in the Fu-
Kane-Mele model, while the minimal model again evades a spontaneous gap generation.

5.2 The Kane-Mele model of 2D topological insulators

The Kane-Mele Hamiltonian is one of the most well-studied toy models in the context of 2D
topological insulators and it was introduced in 2005 by Kane and Mele3,4. It is inspired by the
Haldanemodel, a mathematical model for spinless fermions under the influence of a fictitious
inhomogeneousmagnetic fieldwith vanishing total flux (see chapter 2). Although time-reversal
symmetry is broken in the Haldane model, it opens up the possibility to observe the quantum
Hall e�ect in the absence of an applied external magnetic field, as discussed in chapter 2. By
including the spin degree of freedom and by making the inhomogeneous magnetic field spin-
dependent, Kane andMele have restored the time-reversal symmetry of the system, giving rise
to the quantum spin Hall insulator phase. In the original work, Kane and Mele have studied
graphene as a 2D topological insulator and, in particular, the competition between the intrinsic
spin-orbit interaction and inversion-symmetry breaking perturbations like a Rashba spin-orbit
interactionanda staggeredperturbation,whichmakegrapheneanordinary insulator3,4. In the
following, we discuss the basic aspects of the graphene lattice and the spin-orbit interaction
in graphene, before we formulate the Kane-Mele Hamiltonian and discuss its properties and
its phase diagram. A�er that, we consider the appearance of edge states in graphene ribbons
and discuss their properties as a function of variousmodel parameters. Furthermore, following
Ref. 18wedescribea topological argument for theexistenceof zero-energyedgestates. Weshow
that thoseedge states canbecomeperfectly flatwhichopensup thepossibility for spontaneous
ferromagnetism at the edges of graphene ribbons.

5.2.1 The crystal structure of the graphene lattice

Graphene is the ideal 2D formof carbon,where the atomsare arranged in a hexagonal lattice or
honeycomb lattice structure, as shown in Fig. 5.2 (a). This planar structure of carbon atoms is
characterized by two types of bonds which exhibit the so-called sp2 hybridization. Of the four
valence orbitals the 2s, 2px, and 2py orbitals form the in-plane bonding and anti-bonding σ, σ∗

orbitals by superpositions, and the σ orbitals of neighboring carbon atoms form strong cova-
lent bondswhich are responsible for the elastic properties of the 2D graphene sheet. Moreover,
note that the σ, σ∗ orbitals are even with respect to the planar symmetry. The remaining 2pz
orbital, however, points out of the plane and does not couple to the σ states, because it is odd
with respect to the planar mirror symmetry of the graphene sheet. The interaction between
neighboring 2pz orbitals then creates the delocalized bonding and anti-bonding π, π∗ orbitals
which are responsible for the electronic properties of graphene.

The honeycomb lattice actually is a triangular latticewith a basis of two atoms per unit cell,
where the primitive lattice vectors are given by

a1 =
a

2
(3,
√

3)T , a2 =
a

2
(3,−

√
3)T , (5.11)

and a denotes the distance between neighboring atoms [cf. Fig. 5.2 (a)]. The position of each
atom in the graphene lattice can be decomposed into rjl = Rj + rl, whereRj denotes the
position of the jth unit cell of the Bravais lattice, and rl is the position of the lth atom within
the unit cell. The two atoms in the unit cell of the honeycomb lattice are located at r1 = (0, 0)T

and r2 = a
2 (1,
√

3)T . Hence, the positions of the three nearest neighbors of a carbon atom are
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(a) (b)

Figure 5.2. (a) The real-space lattice structure of graphene consisting of two interpenetrating triangular
lattices forming two sublattices A andB (indicated by blue and red dots). a1 and a2 are the primitive
lattice vectors, and di with i = 1, 2, 3 denote the bond vectors to nearest-neighboring atoms. (b) The
reciprocal lattice of graphene and its first Brillouin zone. Points of high-symmetry are given by Γ =
(0, 0)T andM = 2π

3a (1, 0)T , and the Dirac cones are located at the two non-equivalent corners of the
Brillouin zone,K± = 2π

3a (1,±1/
√

3)T .

given by
d1 =

a

2
(1,
√

3)T , d2 =
a

2
(1,−

√
3)T , d3 = a(−1, 0)T , (5.12)

while the six second-nearest neighbors are located at positions

d′1± = ±a1, d′2± = ±a2, d′3± = ±(a2 − a1). (5.13)

The reciprocal latticeof thegraphene lattice is givenby twoprimitive reciprocal latticevectors
b1 and b2which are definedby the relationai · bj = 2πδij , where δij is theKronecker δ-symbol.
The reciprocal lattice points of the triangular lattice form again a triangular lattice which is
spanned by the primitive reciprocal lattice vectors

b1 =
2π

3a
(1,
√

3)T , b2 =
2π

3a
(1,−

√
3)T , (5.14)

as shown in Fig. 5.2 (b). The first Brillouin zone of the honeycomb lattice also forms a regular
hexagon, but rotated by 90◦ in the xy plane with respect to the real-space honeycomb lattice.
Note that the symmetries of the Brillouin zone are determined by the symmetries of the crys-
tal lattice due to the construction of the reciprocal lattice vectors bj from the primitive lattice
vectors ai.

The2Dspacegrouporplanegroupof thehexagonal lattice is symmorphic, indexedasnum-
ber 17, and denoted by C1

6v in accord with the Schoenflies notation or p6mm in international
notation 152,153. Here, the symbol p6mm describes a primitive lattice in two spatial dimensions
with a six-fold rotation axis normal to the lattice plane and reflections across the {10} and the
{21} mirror lines, respectively. On the other hand, the symmetries at the center of the Bril-
louin zone, i.e., the Γ point, are described by the hexagonal point groupC6v. The 12 elements
of this point group can be divided into 6 classes {E}, {C2}, {2C3}, {2C6}, {3σd}, {3σv} and
are listed in Table 5.1. Here, note the presence of vertical reflection planes σv and diagonal
reflection planes σd which, for clarity, are illustrated in Fig. 5.3. The point group C6v has six
irreducible representations which are usually denoted by A1, A2, B1, B2, E1, and E2. Note
that in condensedmatter physics the wave functions are usually classified by their symmetries
at the Γ point, while the above terminology of irreducible representations is more commonly
used in molecular physics.
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class symmetries of the plane group #17 /C6v / p6mm

{E} identity
{C2} two-fold rotation of 180◦ about the [001] axis
{2C3} three-fold clockwise and counterclockwise rotations of 120◦ about the [001]

axis
{2C6} six-fold clockwise and counterclockwise rotations of 60◦ about the [001]axis
{3σv} three reflections in a vertical plane containing the axis of highest rotational

symmetry (z axis) and one of the primitive lattice vectors
{3σd} three reflections in adiagonal plane containing the axis of highest rotational

symmetry and bisecting the angle between two σv reflections

Table 5.1. The 12 elements of the plane group C1
6v and the corresponding point group C6v are divided

into the above six symmetry classes, leading to six distinct irreducible representations.

(a) (b)

Figure 5.3. Illustration of the reflection symmetries σv and σd in a 2D graphene sheet in (a) real space
and (b) reciprocal space.

5.2.2 Tight-binding approach to the electronic band structure of graphene

Although carbon has four valence orbitals, the 2s, 2px, and 2py orbitals hybridize forming the
in-plane bonding and anti-bonding σ, σ∗ orbitals, while the perpendicular 2pz orbitals form
the delocalized bonding and anti-bonding π, π∗ orbitals which are mainly responsible for the
electronic properties of graphene. Taking the electron’s spin into account, we have to consider
eight states per carbon atom, i.e., a total of 16 states in the unit cell of the honeycomb lattice.
In principle, the resulting 16 × 16 Hamiltonian can be described by a tight-binding Hamilto-
nian using the Slater-Koster parametrization of the overlap parameters similar to the mercury
telluride system discussed in chapter 3. Note that the bonding and anti-bonding σ, σ∗ and π,
π∗ bands have di�erent parity with respect to in-planemirror symmetry of the graphene sheet,
and therefore matrix elements coupling those bands vanish exactly. Moreover, since the σ, σ∗

bands are well separated in energy from the π, π∗ bands and also too far away from the Fermi
level to play an important role for the electronic properties of graphene, they are usually ne-
glected in the tight-binding approach. As a consequence, we focus on the two π, π∗ bands
and derive an e�ective 4×4Hamiltonian describing the electronic band structure of graphene
whichgives rise to theelectronic valenceandconductionbands linearly crossing theFermi level
at the high-symmetry pointsK± in the Brillouin zone of graphene.

Let us start by introducing two sublattices A andB for the graphene lattice with annihila-
tion operators a, a† and b, b† acting on the correspondingA andB sublattices, respectively. Let
us define a four-component spinorΨi = (ai↑, ai↓, bi↑, bi↓)

T describing the sublattice and spin
degrees of freedom, where i labels the crystallographic unit cells. Within the tight-binding ap-
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proximation, the electronic interaction between neighboring carbon atoms is then described
by the following e�ective Hamiltonian:

H0 = −t
∑
〈i,j〉,σ

(c†iσcjσ + H.c.) = −t
∑
〈i,j〉,σ

(a†iσbjσ + H.c.), (5.15)

where the usual fermionic creation and annihilation operators c, c† act onbothA andB sublat-
tice. The energy bands of that Hamiltonian can be easily calculated by diagonalizing the cor-
responding Bloch Hamiltonian. First, note that the Fourier transform of the four-component
spinorΨi is given by

Ψi =
1√
N

∑
k

eik ·RiΨk, Ψk =
1√
N

∑
i

e−ik ·RiΨi , (5.16)

whereN denotes the number of unit cells in the crystal, andRi denotes the position of the ith
unit cell. Upon substituting the above expression for Ψi it is straightforward to show that the
corresponding Bloch HamiltonianH0(k) is given by the following 4× 4 Hermitian matrix:

H0(k) = −(t/2)(γ(k) τ− ⊗ σ0 + H.c.). (5.17)

Here, for brevity, we have introduced two vectors of Pauli matrices, σ = (σx, σy, σz)
T and

τ = (τx, τy, τz)
T , acting on the spin and sublattices degrees of freedom, respectively, andσ0 =

τ0 = 11 is the 2× 2 identity matrix. τ± = τx ± iτy are the usual raising and lowering operators
describing hopping between the A andB sublattice. Finally, γ(k) is a sum over phase factors
exp(ik ·dj) describing the hopping between nearest-neighbor carbon atoms located at dj :

γ(k) ≡
3∑
j=1

eik ·dj . (5.18)

To compute the electronic band structure of graphene, we diagonalize the Bloch Hamiltonian
H(k), and due to the fact that the matrices τ− ⊗ σ0 and τ+ ⊗ σ0 anti-commute we obtain the
following eigenvalues ofH0(k):

E±(k) = ±t|γ(k)|, (5.19)

where the ± sign corresponds to the conduction (valence) band. On the honeycomb lattice,
one can also compute analytical expressions for the eigenvalues of the Bloch Hamiltonian:

E±(k) = ±t
√

3 + 2 cos(
√

3aky) + 4 cos(3akx/2) cos(
√

3aky/2). (5.20)

Note that this result was obtained in the absence of spin-orbit interactions and next-nearest
neighbour hopping, whose e�ects on the electronic band structure will be discussed below.

Thehexagonal Brillouin zoneof graphenehas three kinds of high-symmetry points denoted
by Γ, K, andM , as shown in Fig. 5.2 (b). First, the direct band gap between the conduction
and valence band is largest at the center of the Brillouin zone, i.e., the Γ point. Second, at
theM point, the density of states exhibits a van Hove singularity and vanishes logarithmically,
because the conduction (valence) bands show a saddle point as function of the crystal mo-
mentum k. Finally, the conduction and valence bands touch at the cornersK± of the Brillouin
zone, and importantly the density of states vanishes linearly (see Figs. 5.4 and 5.5). Note that
there are twonon-equivalent pointsK± in the Brillouin zone of the graphene lattice, which are
not connected by a reciprocal lattice vector, and those two points are o�en referred to as the
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Figure 5.4. Energy spectrum of a single two-dimensional graphene sheet as function of the crystal mo-
mentum k. The first Brillouin zone is indicated by a regular hexagon (opaque shading) with the two
non-equivalentK± at the corners the Brillouin zone, where the conduction and valence bands touch
linearly as E±(k) = ±vF |k|.

two valleys of graphene. Moreover, close to theK±, the conduction and valence bands show
a conical behavior which can be seen by substituting k = K± + q and expanding the Bloch
Hamiltonian for small q:

H±(q) = ±vF q ·σ. (5.21)

Here, vF ≡ 3ta/2 ≈ 106 m/s is the Fermi velocity in graphene, q denotes the momentum
relative toK± as before, and σ = (σx, σy)

T is a two-dimensional vector of Pauli matrices.
Furthermore, in contrast to our conventions σ does not act on the real electronic spin of the
electron, but on the sublattice degree of freedom. Hence, σz is o�en referred to as pseudospin
degree of freedom. The resulting low-energy spectrum (5.22) is formally equivalent to the one
obtained from solving the massless Dirac equation in two spatial dimensions:

E±(q) ≈ ±vF |q|+O(q2). (5.22)

Note that this result was obtained by Wallace already in 1947 154. Due to the sp2 hybridization
of each carbon atom, there is only one electron le� in the π orbital, and thus the system is
half-filled. As a consequence, the transport properties and low-energy physics of graphene are
entirely dominated by the conical spectrum (5.22) close to the so-called Dirac pointsK±. For
further reading we refer the reader to recent reviews and references therein 155–158.

5.2.3 Spin-orbit interaction in graphene

Let us now consider the role of spin-orbit interactions in graphene. As discussed previously,
the electronic properties of graphene are determined by the π, π∗ orbitals formed by the 2pz
orbitals which have orbital angular momentum l = 1 andmagnetic quantum numberml = 0.
The spin-orbit interactionHSO = λSO l · s, however, couples orbital angularmomentumstates
with di�erent magnetic quantum numbers. For example, spin-up electrons in the 2pz orbitals
are coupled to spin-downelectrons in the2px and2py orbitals (see chapter 3 for amoredetailed
discussion of the spin-orbit interaction between p orbital states). Therefore, spin-orbit interac-
tions couple the electronicπ,π∗ stateswith theσ,σ∗ states. Oneapproach to include spin-orbit
interactions into the tight-binding approach is to give up the e�ective low-energydescriptionof
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Figure 5.5. Density of states ν(ω) per unit cell as a function of energy ω/t computed from the electronic
band structure of graphene. ν(ω) is symmetric with respect to ω = 0 in the absence of next-nearest
neighbor hopping. The inset shows a zoom-in close to the charge-neutrality point of one electron per
site, where the density of states is approximately linear in energy, i.e., ν(ω) ∝ |ω|.

graphene in terms of the π, π∗ orbitals only, i.e., to use a tight-bindingmodel Hamiltonian con-
sisting of four atomic orbitals {s, px, py, pz} and two spin states {↑, ↓}. In that case, the numer-
ical calculation of the electronic band structure shows that the e�ect of spin-orbit interactions
on the overall energy scale of the band structure is not very pronounced, with the exception
that a band gap is opened at the Dirac points. However, for realistic values of the spin-orbit
coupling in graphene, i.e., λSO ≈ 10 meV, this bulk band gap is only of the order 10 µeV (Refs.
3,4,159). Moreover, the numerical calculations and analytical symmetry arguments show that
the electron’s spin is a good quantum number close to the Dirac points4. These results suggest
that one can derive an e�ective Hamiltonian for the π, π∗ bands of graphene by integrating out
the higher energy bands, neglecting the spin-orbit interactions between the σ and π orbitals.
As shown by Kane and Mele, the remaining spin-orbit interaction between spin-up and spin-
down states within the π, π∗ orbitals can also be described in terms of an e�ective spin-orbit
Hamiltonian, as discussed below.

5.2.4 The Kane-Mele Hamiltonian

An explicit Hamiltonian describing the electronic properties of graphene in the presence of
spin-orbit interactions was given by Kane and Mele in 20053,4, introducing the following ef-
fective 4× 4 Kane-Mele Hamiltonian for graphene:

HKM = −t
∑
〈i,j〉,σ

(c†iσcjσ + H.c.) + iλSO

∑
〈〈i,j〉〉,σ,σ′

c†iσ(νij ·σ)σσ′cjσ′

+ iλR

∑
〈i,j〉,σ,σ′

c†iσ
[
(σ × d̂ij) · ez

]
σσ′
cjσ′ + ∆

∑
i,σ

ξic
†
iσciσ,

(5.23)

where σ = (σx, σy, σz)
T acts on the electron’s spin degree of freedom. The first term repre-

sents the usual matrix elements describing the hopping of electrons between nearest-neigh-
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boring atoms, where t denotes the spin-independent overlap parameter or hopping ampli-
tude. The second term describes the spin-orbit interaction of the conduction electrons. Since
the Kane-Mele Hamiltonian is formulated in terms of electrons with s orbital symmetry, the
spin-orbit interaction is e�ectively generated by an interactionwhich connects second-nearest
neighborswitha spin-dependent amplitude±λSO. Note thaton thegraphene lattice the vector
νij is defined by

νij ≡ (0, 0, νij)
T ≡ 1

N

[
d

(1)
ij × d

(2)
ij

]
, (5.24)

where d(1,2)
ij denote the two bond vectors which are traversed by the electron when moving

from site i to site j. The normalization prefactor N =
√

3a2/2 is chosen such that νij is a
unit vector, i.e., νzij = ±1. The third term in Eq.(5.23) is a Rashba spin-orbit interaction with
strength λR between electrons located on nearest neighboring atoms connected by the bond
vector dij . Such a term, which explicitly violates the mirror symmetry of the graphene sheet,
may be generated, for example, by a perpendicular electric field or by interactions with the
substrate. Finally, the last termdescribes a staggered sublattice potentialwith ξi = ±1 on the
A andB sublattice, respectively, which breaks the two-fold rotation symmetry of the graphene
lattice. This term is included in the Kane-Mele Hamiltonian to describe the quantum phase
transition between the quantum spin Hall insulator phase and a trivial band insulator phase
depending on the relative strength of the spin-orbit coupling λSO and the sublattice potential
∆.

To better understand the Kane-Mele model, let us first calculate the corresponding Bloch
Hamiltonian and then discuss its phase diagram. Performing a Fourier decomposition of the
four-component spinor Ψ = (ai↑, ai↓, bi↑, bi↓)

T on the triangular Bravais lattice as before, we
obtain the following Bloch Hamiltonian:

HKM(k) = −(t/2)(γ(k) τ− ⊗ σ0 + H.c.) + λSO τz ⊗ (u(k) ·σ) + ∆ τz ⊗ σ0, (5.25)

where, for simplicity, we consider the case λR/t = 0. As introduced before, the two vectors of
Pauli matrices, σ = (σx, σy, σz)

T and τ = (τx, τy, τz)
T act on the spin and sublattice degrees

of freedom, respectively, and σ0 = τ0 = 11 denotes the 2 × 2 identity matrix. Furthermore,
γ(k) is a tight-binding function summed over the phase factors exp(ik ·da) corresponding to
the three nearest neighbor atoms located atd1,d2, andd3, andu(k) is a three-component real
vector which consists of a sum over the phase factors exp[(ik · (dj − dj′)] connecting second-
nearest neighbors:

γ(k) ≡
3∑
j=1

eik ·dj , (5.26a)

u(k) ≡ i

N

3∑
j,j′=1

(dj × dj′)eik · (dj−dj′ ). (5.26b)

For the two-dimensional honeycomb lattice and using the normalizationN =
√

3a2/2we im-
mediately see that ux(k) = uy(k) = 0, while uz(k) describes a spin-conserving spin-orbit
interaction which respects the symmetries of graphene:

uz(k) = 4 cos(3akx/2) sin(
√

3aky/2)− 2 sin(
√

3aky). (5.27)

Note, however, that the gap generated by the spin-orbit interaction λSO is di�erent from the
gap that is generated by the staggered sublattice potential ∆: The spin-orbit interaction λSO
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coupling to τz ⊗ σz produces gaps with opposite sign at the two Dirac pointsK±, while the
sublattice potential ∆ couples to τz ⊗ σ0 and produces gaps with the same sign at the Dirac
points. Finally, for the sake of completeness, the full 4×4Hamiltonianmatrix takes the follow-
ing form3,4:

HKM(k) =


λSOuz(k) + ∆ 0 −tγ(k) 0

0 −λSOuz(k) + ∆ 0 −tγ(k)
−tγ(k)∗ 0 −λSOuz(k)−∆ 0

0 −tγ(k)∗ 0 λSOuz(k)−∆

 . (5.28)
The electronic band structure of the Bloch Hamiltonian (5.25, 5.28) is obtained by a diagonal-
ization of the Hermitian 4 × 4 matrix H(k). For the Kane-Mele Hamiltonian this leads to the
following eigenvalues:

E±±(k) = ±
√
t2|γ(k)|2 + (λSO|u(k)| ±∆)2. (5.29)

Thus, in an inversion-symmetric system, i.e., for ∆/t = 0, the conduction and valence bands
are two-fold degenerate as expected. In the absence of Rashba-type spin-orbit interactions,
i.e., for λR/λSO = 0, the bulk band structure is fully gapped with an energy gap of the size
Egap = 2 |3

√
3 λSO − ∆| (Ref. 4). For ∆ > 3

√
3 λSO the bulk band gap is dominated by the

staggered sublattice potential∆, and the system becomes a trivial band insulator. However, in
the opposite case∆ < 3

√
3 λSO, the Kane-Mele model describes the quantum spin Hall insu-

lator phase which exhibits topologically protected edge states in finite-size ribbon geometries
(see below). At the transition between the trivial insulator and the quantum spin Hall insulator,
which occurs at ∆ = 3

√
3 λSO, the bulk band gap closes, allowing the edge states to change

their topological properties by switching time-reversed partner states [see also Fig. 5.8 (c, d)].
Finally, even in the presence of a finite Rashba spin-orbit interaction λR, the phase diagram of
the Kane-Mele model contains a finite region which is adiabatically connected to the quantum
spin Hall insulator phase at λR/λSO = 0 (cf. Fig. 5.6) as shown by Kane and Mele in Ref. 4.

5.2.5 Edge states of graphene nanoribbons

The di�erent phases of the Kane-Mele model can also be understood from the behavior of the
edge states in finite-size ribbons. As shown by Kane and Mele, in the quantum spin Hall insula-
tor there exists a single pair of time-reversed eigenstates of the Kane-Mele Hamiltonian at each
edge of the system3. Those gapless edge states are protected against small (non-magnetic)
perturbations and against localization due to weak disorder, because time-reversal invariance
prohibits mixing of Kramers’ doublets and single-particle elastic backscattering is forbidden.

To develop a better understanding of those edge states, we therefore consider graphene
nanoribbons with armchair and zigzag edges. Below we show numerically the appearance of
edge states with a dispersion set by the spin-orbit interaction λSO or the next-nearest neighbor
hopping amplitude t′. It turns out that those edge states become increasingly flat as we tune
both λSO and t′ towards the critical point λSO/t = t′/t = 0. A similar result was already
obtained by Fujita et al. and Nakada et al. in 1996 who studied a semi-infinite graphene ribbon
with zigzag edges, showing that it has a band of states which have zero energy and which are
localized at the edges of the graphene ribbon 160,161.

In the first place, let us consider a graphene ribbon with zigzag edges as shown in Fig. 5.7,
and let us assume that the ribbon has an infinite length in the longitudinal x direction, but a
finite width ofN unit cells in the transverse y direction. To illustrate the construction principle
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BI

QSHI

Figure 5.6. Phase diagram of the Kane-Mele model (5.23) as function of the staggered sublattice poten-
tial∆and theRashba-type spin-orbit interactionλR in units ofλSO for0 < λSO/t� 1. ForλR/λSO = 0,
the quantum phase transition between the quantum spin Hall insulator (QSHI) and the trivial band in-
sulator (BI) takes place at |∆/λSO| = 3

√
3 ≈ 5.2, while for∆/λSO = 0 the quantum phase transition

takes place at |λR/λSO| = 2
√

3 ≈ 3.5. Note that in between there is a finite region in the phase diagram
which is adiabatically connected to the quantum spin Hall insulator at λR/λSO = 0. Figure a�er Ref. 4.

for the tight-binding Hamiltonian in a ribbon geometry, we restrict the following derivation to
the hopping term between nearest-neighbor atoms:

H0 = −t
∑
〈i,j〉,σ

(c†iσcjσ + H.c.). (5.30)

Taking the two-atomic unit cell into account, we can rewrite that Hamiltonian in terms of the
integer indicesm andnwhich label the di�erent unit cells of the semi-infinite graphene ribbon
as defined in Fig. 5.7. As a result, we obtain:

H0 = −t
∑
m,n,σ

(a†mnσbmnσ + a†mnσbm−1,nσ + a†mnσbm,n−1,σ + H.c.). (5.31)

Since the graphene ribbon is assumed to be infinite in the longitudinal x direction, a Fourier
decomposition of the operators in that direction yields

H0 = −t
∑
k,n,σ

[
(1 + eika)a†knσbknσ + a†knσbk,n−1,σ + H.c.

]
. (5.32)

Note that a similar one-dimensional Fourier decomposition of operators canbeperformedalso
for the remaining three terms of the Kane-Mele Hamiltonian (5.23). The band structure of the
graphene ribbon is then obtained from the resulting one-dimensional tight-binding Hamilto-
nian by means of exact diagonalization methods.

Fig. 5.8 shows the electronic band structure of a graphene ribbon withN = 50 unit cells in
the transverse direction terminating in zigzag edges which was calculated in the above tight-
binding approximation for di�erent values of the spin-orbit coupling λSO/t and sublattice po-
tential∆/t. The bulk band gaps at the 1D projectionsK± = π ± π/3 of the Dirac pointsK±
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Figure 5.7. Sketch of a finite-size graphene ribbon with armchair (zigzag) edges which are indicated
by yellow (green) lines in vertical (horizontal) direction. The two sublatticesA andB of the honeycomb
latticeare indicatedby redandbluedots, respectively. Theprimitive lattice vectorsa1 anda2 are chosen
such that one can easily derive a tight-binding Hamiltonian for the zigzag edges along the horizontal
direction. The indicesm and n label the unit cells of the graphene lattice as the lattice vectors are given
byR = ma1 + na2.

can be easily identified from their cone-like shapes. There are, however, two bands (indicated
by red lines in Fig. 5.8) traversing the bulk band gap which connect the Dirac points and do not
belong to the bulk states of the ribbon since they are localized at the edges of the ribbon 160,161.
These edge states are helical states in the sense that electrons with opposite spin propagate in
opposite directions. Interestingly, the edge states exist even in the limit λSO → 0, where they
becomeperfectly flat [cf. Fig. 5.8 (a)], leading to anenhanced local density of states at the Fermi
energy associated with the zigzag edges. However, when electron-hole symmetry is broken by,
e.g., a finite second-nearest hopping amplitude t′ 6= 0, those states become dispersive with
a Fermi velocity vedge

F given by t′a (Ref. 162). In that case, the band bending of the edge states
opensup thepossibility for elastic scattering into thebulk conductionandvalencebands. How-
ever, the two-fold degeneracy of the electronic band structure is li�ed upon breaking inversion
symmetry by adding a staggered sublattice potential. For ∆/λSO < 3

√
3 the system is adia-

batically connected to the quantum spin Hall insulator at∆/λSO = 0 and shows similar edge
states [cf. Fig. 5.8 (c)], while for∆/λSO > 3

√
3 the system is dominated by the band gap gener-

ated by the staggered sublattice potential and describes a trivial band insulator. In that case,
the edge states do not cross the bulk band gap anymore, as shown in Fig. 5.8 (d).

A related e�ect occurs if chiral symmetry is broken by, e.g., finite spin-orbit interactions
λSO/t 6= 0. In that case, the edge states become dispersive with a Fermi velocity of the edge
states proportional to λSO, but the spin-orbit interactions also generate a bulk band gap Ebulk

gap

whose size is determinedbyλSO aswell [see Fig. 5.8 (b)]. Consequently, the edge states travers-
ing the bulk band gap are protected against elastic scattering into the bulk bands. In general,
if we consider a perturbation breaking chiral symmetry which also generates a bulk band gap
Ebulk

gap , but otherwise leaves the topological properties of the Kane-Mele model intact, then the
edge states of the zigzag ribbon acquire a finite Fermi velocity which is of the order vedge

F ∼
Ebulk

gap /∆q. Here,∆q = 2π/3 is the distance of the two Dirac points located atK± whose pro-
jection is given byK± = π ± π/3 (see Fig. 5.8). In the case of spin-orbit interactions λSO, the
bulk band gap is given by Ebulk

gap = 2 · 3
√

3λSO, and thuswe can estimate v
edge
F ∼ 9

√
3λSO/π ≈
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5λSOwhich is in agreementwith the computedband structure for graphene ribbonswith zigzag
edges, as shown in Fig. 5.8.

Finally, note that similar edge states also occur in graphene ribbons with armchair edges,
but in that case the 1D projections of the Dirac pointsK± are both atK± = 0. Hence, zero-
energy states exist only at k = 0, even at the quantum critical point λSO/t = 0 (an analytical
argument for the absence of flat edge states except for k = 0 is given below). Moreover, those
edge states inherit their Fermi velocity from the bulk, i.e., vedge

F = vbulk
F , and thus their proper-

ties cannotbeeasilymanipulated in contrast to the zigzagcase. In that sense, graphene ribbons
with zigzag edges aremuchmore interesting thanarmchairs edges, because theyhost perfectly
flat edge states in the limit λSO/t→ 0.

5.2.6 Topological origin of zero-energy edge states

In this section, we briefly review the topological criteria for the existence of zero-energy edge
states in graphene, as discussed by Ryu and Hatsugai 18. The following discussion is mainly
basedon the topological criteria for the existenceof topologically protected zero-energybound
states in the Su-Schrie�er-Heeger model which is discussed in appendix C. In particular, we
show below that those zero-energy edge states form completely flat bands in graphene nano-
ribbonswith zigzag edges. The topological arguments byRyuandHatsugai also provide amore
general framework to discuss the zero-energy surface states in the 3D Fu-Kane-Mele model,
which will be discussed in the next section.

In graphene, there are several ways to truncate the system, leading to di�erent shapes of
the edges for a graphenenanoribbon, suchas zigzag, bearded, andarmchair edges (see Fig. 5.9,
le� column). Starting from the bare Kane-Mele model for λSO/t = λR/t = ∆/t = 0, includ-
ing only hopping of electrons between nearest-neighbor sites, and neglecting the spin degree
of freedom we can perform a Fourier decomposition of the spinors Ψi. As a result, we obtain
a family of Hamiltonians which can be written in the form H(kx, ky) = d(kx, ky) · τ , where
d(kx, ky) ∈ R3. In the following, we choose coordinates such that the edge is always oriented
along the y direction, so that the momentum ky along the edge is a good quantum number,
while we consider open boundary conditions in x direction (cf. Fig 5.9). Hence, we study a one-
parameter family of one-dimensional tight-binding Hamiltonians which are parametrized by
the momentum ky ∈ [−π/a, π/a]. The vector d for the di�erent types of edges is given by 18:

dzigzag(kx, ky) =
(
1 + cos(kya) + cos(kxa− kya), sin(kxa− kya)

)T
, (5.33a)

dbearded(kx, ky) =
(
1 + cos(kxa) + cos(kxa− kya), sin(kxa) + sin(kxa− kya)

)T
, (5.33b)

darmchair(kx, ky) =
(
1 + cos(kxa) + cos(kxa+ kya), sin(kxa)− sin(kxa+ kya)

)T
, (5.33c)

where, for simplicity, we have set t = 1. Importantly, note that dz(kx, ky) = 0 for all momenta
(kx, ky)within the 2DBrillouin zone due to a sublattice or chiral symmetry of themodel, as dis-
cussed below. As a function of kx ∈ [−π/a, π/a] the vector d(kx, ky) forms a closed loop, be-
cause kx = ±π/a are related by the reciprocal lattice vector 2π/a and thus d(kx = π/a, ky) =
d(kx = −π/a, ky). For a given value of ky ∈ [−π/a, π/a] one can calculate the corresponding
winding number ν of d̂:

ν ≡ 1

2π

∫ π/a

−π/a
dkx εαβ d̂α(kx, ky) ∂kx d̂β(kx, ky) ∈ Z, (5.34)

where εαβ denotes the totally anti-symmetric tensor with ε12 = 1, and d̂(kx, ky) is the nor-
malized vector in the direction of d(kx, ky). Note that for a given momentum ky this winding
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Figure 5.8. Electronic band structure of a graphene ribbon with N = 50 unit cells in the transverse
direction terminating in zigzag edges. The blue dashed lines indicate the projections of theK± points
onto k = π ± π/3. The parameters of the Kane-Mele model have been chosen such that for t = 1
and λR/t = 0 the model (5.25) describes a quantum spin Hall insulator for ∆/λSO < 3

√
3. (a) In the

absence of spin-orbit coupling, i.e., for λSO/t = 0, the zigzag ribbon exhibits perfectly flat zero-energy
edge states. Although the bulk band gap Ebulk

gap = 2 |3
√

3λSO − ∆| = 0, the band gap observed in the
ribbon band structure stems from finite-size corrections, i.e., Eribbon

gap ∼ O(1/N). (b) In the presence of
spin-orbit interactions (here, λSO/t = 0.03) those edge states become dispersive with a Fermi velocity
given by vF ∼ 9

√
3 λSO/π ≈ 5λSO. (c) The two-fold degeneracy of the band structure is li�ed upon

breaking inversion symmetry by adding a staggered sublattice potential. For∆/λSO < 3
√

3 the system
is adiabatically connected to the quantum spin Hall insulator at ∆/λSO = 0 and shows similar edge
states. (d) For ∆/λSO > 3

√
3 the system is dominated by the band gap generated by the staggered

sublattice potential and describes a trivial band insulator. Also, the edge states do not cross the bulk
band gap anymore.
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number ν counts howo�en the unit vector d̂(kx, ky)winds around the unit circle as function of
kx. Furthermore, this winding number is intimately related to the first homotopy group of the
unit circle, π1(S1) = Z, and thus takes only integer values. The motivation and mathematical
formulation of this winding number and its relation to the topologically protected edge states
is explained in detail in appendix C for the Su-Schrie�er-Heeger.

The explicit calculation of the winding number for graphene ribbons with zigzag, bearded,
and armchair edges then predicts zero-energy edge states in the case of zigzag edges for mo-
menta ky ∈ [−π/a,−2π/3a] ∪ [2π/3a, π/a] and for ky ∈ [−2π/3a, 2π/3a] in the case of
beardededges,while no zero-energy edge states are expected for thearmchair edges except for
ky = 0. Explicit tight-binding calculations of the electronic band structure of graphene ribbons
with di�erent types of edges as shown in Fig. 5.9 have confirmed this scenario 18. Moreover,
since there is a finite region of momenta, where the zero-energy edge states occur, they are ex-
pected to form completely flat bands for zigzag and bearded edges, but not for armchair edges.
In general, flat bands induce a sharp peak in the density of states at the Fermi energy which
might trigger an instability in the presence of interactions. For example, electron-electron in-
teractions can lead to a spontaneous magnetic polarization of the edges, as discussed below.

Now let us discuss how spin-orbit interactions, hopping between second-nearest neigh-
bors, and the staggered sublattice potential a�ect the topological argument for the flatness of
the edge states in graphene ribbons. As shown in appendix C, a necessary condition for a non-
trivial winding of thed(k) vector is that themodel Hamiltonian possesses a chiral symmetry so
thatd(k) lieswithina2Dplane. Consequently, theexistenceof zero-energyedge states forming
aperfectly flat band is due to the fact that the first homotopygroup is non-trivial: π1(S1) = Z. A
close inspectionof theKane-MeleHamiltonian (5.25) shows that chiral symmetry, i.e, sublattice
symmetry is represented by the operator Σ̂ = τz ⊗σ0, so that the condition {Σ̂,HKM(k)} .= 0
immediately implies λSO/t = λR/t = ∆/t = 0. From this we can infer that all three interac-
tions break chiral symmetry, where the e�ective dispersion of the edge states is then set by the
symmetry-breaking interaction strength. Mathematically, this is a consequence of the fact that
the first homotopy group of higher-dimensional spheres is trivial:

π1(Sn) =

{
Z n = 1

0 n > 1
(5.35)

In that sense, any perturbation breaking chiral symmetry also leads to a finite bandwidth of the
edge states, and the question whether such a perturbation could lead to a spontaneously bro-
ken statewith finitemagnetization at the edges of a graphene ribbon is amatter ofmicroscopic
details. For example, for weak next-nearest neighbor hopping t′/t � 1, the bandwidth of the
edge states is small compared to the bulk bandwidth, and we can hope to observe a sponta-
neously broken edge state, similar to case of perfectly flat edge states at t′/t = 0, but whether
the kinetic energy or the interaction dominates depends on numbers.

5.2.7 Spontaneous ferromagnetism at the edges of graphene nanoribbons

In the last part of this section, we discuss the e�ects of electron-electron interactions on the
boundary states of a single-layer graphene sheet. Since the localized edge states form a com-
pletely flat band, the local density of states develops a sharp peak and the electron compress-
ibility diverges, which strongly a�ects the role of electron-electron interactions. For example,
a number of ab initio calculations 163–169 and mean-field analyses 170,171 have predicted gapped
edge states with ferromagnetic order, and also e�ective models 172–174 show that close to half
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Figure 5.9. Loops ofd(k) in the two-dimensional (X,Y ) = (dx, dy) space and band structures of finite-
size graphene ribbons with (a) zigzag, (b) bearded, and (c) armchair edges. In the le� column, the ovals
indicate the crystallographicunit cellwithAandB sublattice,while thedotted squares indicatea choice
for an enlarged unit cell for a finite-size ribbon. The loops in the middle panel corresponding to the
one-parameter family of Bloch Hamiltonians H(k) = d(k) · τ are given by Eq. (5.33). Here, ky is the
conservedmomentumalong the graphene ribbon, and for simplicitywehave taken t = 1. The existence
of zero-energy edge states is predicted for the (a) zigzag edge and (b) bearded edge, but not for the (c)
armchair edge due to the di�erent winding numbers. Explicit tight-binding calculations for finite-size
graphene ribbons (right column) confirm those zero-energy edge modes forming flat bands which are
continuously connected to the bulk spectrum. Figure taken from Ref. 18.



134 5.2 – The Kane-Mele model of 2D topological insulators

Figure 5.10. Schematic illustration of the ferromagneticmagnetization at the zigzag edges of a graphene
ribbon. Figure taken from Ref. 122.

filling both short-ranged Hubbard interactions and long-ranged Coulomb interactions lead to
full spin-polarized edge states.

A simple physical interpretation of this magnetic ground state is the following: electron-
electron interactions try to minimize the interaction energy, thereby maximizing the distance
between the electrons, which leads to a correlated ground state. First, in a graphene nanorib-
bon there is a mismatch between the number NA,B of A and B lattice sites, depending on
the kind of edge termination. The most prominent example in the context of graphene are the
aforementioned zigzag edges, where the outermost atom always corresponds to either the A
sublattice or theB sublattice, but zero-energy edge states forming flat bands are present not
only for zigzag edges, but for any boundary, except for pure armchair edges, where an equal
number ofA andB sites exist. Second, a local Hubbard interaction between spinful electrons
in a flat band at half filling will favor a spin-polarized ground state with long-range ferromag-
netic order (see Fig. 5.10), because local interactions of electrons with the same spin orienta-
tion are prohibited by the Pauli exclusion principle, thereby minimizing the total energy of the
system. However, as the two zigzag edges of a graphene nanoribbon shown in Fig. 5.10 termi-
nateondi�erent sublattices, a localHubbard interaction cannot causeany interactionbetween
the states at the opposite edges. The only contribution is therefore a tunnel coupling between
the edges which favors an anti-ferromagnetic alignment of the two edges 174. A similar argu-
ment can also be applied to long-range Coulomb interactions at half filling, where the system
is charge neutral. Away from half-filling, the charged edges will interact with each other, but
this inter-edge coupling is muchweaker than the intra-edge coupling, so that it is expected not
to alter qualitatively the ferromagnetic magnetization at the edges.

From a di�erent point of view, one can understand the e�ect of electron-electron interac-
tions on the edge states by considering the Kane-Melemodel as an ideal quantum spin Hall in-
sulator, where the le�-moving states on the edge are correlated with spin-down (σ = ↓), while
the right-movers have spin-up (σ = ↑). The correlation between the spin and the momentum
gives rise to the notion of a helical liquid, in analogy to the helicity of massless Dirac fermions
in a relativistic theory. When linearizing the band structure, we can describe the edge states in
terms of a helical Luttinger liquid48,175:

HHLL = vF

∫
dx
(
ψ†R↑(x)i∂xψR↑(x)− ψ†L↓(x)i∂xψL↓(x)

)
, (5.36)

where the right- and le�-movers are denoted by ψR↑ and ψL↓, respectively. In that sense, the
above Luttinger liquid theory can be considered “spinless” as spin and momentum are locked
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and do not present independent quantum numbers. The usual single-particle backscattering
term,

Hbs = gbs

∫
dx (ψ†R↑(x)ψL↓(x) + H.c.), (5.37)

which opens up a mass gap in the spinless Luttinger liquid, is not allowed in the low-energy
theory, as it is odd under time-reversal. There are, however, two time-reversal invariant inter-
actions which are allowed, namely forward scattering:

Hfs = gfs

∫
dx ψ†R↑(x)ψR↑(x)ψ†L↓(x)ψL↓(x), (5.38)

and Umklapp scattering:

Hum = gum

∫
dx (ψ†R↑(x)ψ†R↑(x+ a)ψL↓(x+ a)ψL↓(x) + H.c.), (5.39)

wherewe have used a point splitting of the fermionic operators with the lattice constant a. The
Umklapp process flips two spins simultaneously by scattering two le�-movers with spin-down
into two right-movers with spin-up and vice versa. On the other hand, the forward scattering
term gives rise to a renormalized velocity u and a non-trivial Luttinger liquid parameterK, but
the system remains gapless otherwise 175:

u =
(
v2
F − g2

fs

)1/2 and K =

(
vF − gfs

vF + gfs

)1/2

. (5.40)

Only the Umklapp scattering term converting two le�-moving fermions into two right-moving
ones can induce a mass gap close to or at half filling, i.e., for kF = 0. In the presence of Umk-
lapp scattering, the standard Luttinger liquid Hamiltonian a�er bosonization takes the follow-
ing form 175:

H =
1

2π

∫
dx

[
u

K
(∂xφ(x))2 + uK(∂xθ(x))2

]
+

gum

2(πa)2

∫
dx cos(

√
8φ), (5.41)

where φ(x) ≡ φR(x) +φL(x) and θ(x) ≡ φR(x)−φL(x) are two bosonic fields describing the
charge and current excitations of the system. This Hamiltonian is also known as sine-Gordon
Hamiltonian in the field theory literature. Physically, the e�ect of the cosine is the following:
In contrast to the quadratic terms, which let the fieldφ(x) fluctuate, the cosine termwould like
to lock the field φ(x) into one of the minima of the cosine, so that there will be a competition
between the quadratic part and the cosine. The renormalization group analysis shows that the
Umklapp term becomes relevant forK < Kc = 1/2, where the field φ is locked into one of the
minima of the cosine 175. Hence, the φ(x) field orders, and we get into a massive phase with a
gap of∆ ≈ a−1g

1/(2−4K)
um , where the system spontaneously breaks time-reversal symmetry by

developing long-range ferromagnetic order at half filling and zero temperature. For the helical
Luttinger liquid we observe that the value of the Luttinger liquid parameterK can be tuned by
changing the Fermi velocity vF [cf. Eq. (5.40)]. In particular, by making vF su�iciently small we
obtain vF ≈ gfs and thusK < Kc = 1/2whichmarks the transition to the ferromagnetic edge
channels.

5.2.8 Discussion

To conclude, we have studied the Kane-Mele Hamiltonian as amodel for 2D topological insula-
tors with topologically protected edge states, and we have discussed the topological criterion
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of chiral symmetry to predict zero-energy edge states. Furthermore, we have shown that those
edge states form completely flat bands in the limit λSO → 0, leading to a sharp peak in the
local density of states. Consequently, interactions becomemore relevant, and the strongly in-
teracting edge states are prone tomany-body instabilities leading to a spontaneous ferromag-
netic order at the boundaries of graphene. Hence, generalizing the Kane-Melemodel on the 2D
graphene lattice to the 3Ddiamond latticewe expect a similarmechanismon the 2D surfaces of
sucha3D topological insulatoraswell, namely in thecontextof chiral symmetrybreakingwhich
describes the spontaneous gap generation of 2D Dirac fermions in the presence of long-range
Coulomb interactions. In the remainder of this chapter, we investigate possible routes towards
such a surface state of a 3D topological insulator with a spontaneously generated mass due to
interactions.

5.3 The Fu-Kane-Mele model on the diamond lattice

In the previous section, we have studied the Kane-Mele Hamiltonian (5.23) on the graphene
lattice which was introduced as a model Hamiltonian in the context of 2D topological insula-
tors in 2005 by Kane andMele3,4. Soon a�er, this model was generalized by Fu, Kane, andMele
to three spatial dimensions, introducing the so-called Fu-Kane-Mele Hamiltonian on the dia-
mond lattice as a 3D analogue of the Kane-Mele model7,8:

HFKM = −t
∑
〈i,j〉,σ

(c†iσcjσ + H.c.) + iλSO

∑
〈i,j〉,σ,σ′

c†iσ(νij ·σ)σσ′cjσ′

+ ∆
∑
i,σ

ξic
†
iσciσ − t

′
∑
〈〈i,j〉〉,σ

(c†iσcjσ + H.c.).
(5.42)

Note that the Kane-Mele Hamiltonian and the Fu-Kane-Mele Hamiltonian are quite similar, but
di�er in dimensionality due to the underlying lattices and crystal symmetries. For example, on
the graphene lattice the vectorνij has the form (0, 0, νzij)

T due to the symmetries of the lattice.
Thus, the spin-orbit interactionof the electrons conserves the spin. In contrast, on thediamond
lattice all elements of the vector νij have non-zero components ναij = ±1 (with α ∈ {x, y, z}),
therefore leading to a mixing of spin-up and spin-down states. Furthermore, the Rashba-type
spin-orbit interaction λR, which in graphene is generated due to the lack of mirror symmetry
in the presence of, e.g., a substrate, is absent on the diamond lattice due to full inversion sym-
metry. As a consequence, the two models also have di�erent bulk phase diagrams: Depend-
ing on themodel parameters, the Kane-Mele Hamiltonian exhibits both a trivial band insulator
phase and quantum spin Hall insulator phase, whereas the Fu-Kane-Mele Hamiltonian exhibits
only a semimetallic phase. To make this model either a strong or a weak topological insula-
tor, we have to include additional anisotropies in the overlap parameters, as discussed below.
Moreover, we also include a spin-independent hopping term t′ between next-nearest neigh-
boring atoms as leading-order correction to the usual hopping term. This term gives rise to an
energy correction which is identical for both sublattices of the diamond lattice and destroys
the particle-hole symmetry of the conduction and valence bands. Similar to the edge states in
graphene ribbons, where the bands formed by the edge states also become dispersive with a
Fermi velocity vF = at′ when particle-hole symmetry is broken by second-nearest neighbor
hopping 155,162, we expect similar e�ects of this term on the surface states in a diamond slab
geometry.

In the following, we first consider the crystal symmetries of the diamond lattice, and then
discuss the electronic band structure of the Fu-Kane-Mele Hamiltonian. In slab geometries,
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Figure 5.11. (a) The crystal structure of the diamond lattice. (b) The face-centered cubic lattice with a
set of primitive lattice vectors. (c) The reciprocal lattice of the fcc lattice and the first Brillouin zone.
Points of high symmetry are denoted by Γ = (0, 0, 0)T , X = 2π

a (1, 0, 0)T , K = 2π
a ( 3

4 ,
3
4 , 0)T , and

L = 2π
a ( 1

2 ,
1
2 ,

1
2 )T , while the three high-symmetry directions [100], [110], and [111] in the Brillouin zone

are denoted by∆,Σ andΛ.

we find surface states which become perfectly flat at the bulk quantum critical point λSO/t =
t′/t = 0. Those flat surface bands can be explained by a straightforward generalization of
the topological criteria given for the zero-energy edge states of the Kane-Mele model on the
graphene lattice, as discussed in the previous section. We also show that they are related to
nodal lines in the bulk of the system, where the bulk band gap vanishes. Moreover, the surface
bands in principle open up the possibility to find a surface state with a spontaneously gener-
ated mass term, thereby creating a gapped system as discussed in section 5.1. Concerning the
relevant interaction parameter α = e2/(~εvsurf

F ) [cf. Eq. (5.7)] our strategy is to decrease the
Fermi velocity vsurf

F of the surface Dirac fermions which can be achieved by approaching the
bulk quantum critical point. The appropriate knob here to control the Fermi velocity is the
spin-orbit coupling parameter λSO which has been demonstrated experimentally via chemical
substitution in bismuth-based compounds72, but can in principle also be achieved in mercury
telluride systems by replacing mercury atoms with telluride atoms6. However, one also has to
investigate to what extent the dielectric constant ε characterizing the bulk of the sample is af-
fected by the adiabatic change in the spin-orbit coupling. In particular, we show by explicitly
calculating the polarization function that the dielectric constant diverges as λSO vanishes. As
a consequence of this divergence, the spontaneousmass generation on the surface of a strong
topological insulator is hamperedby screeningdue to thepresenceof the aforementionedbulk
nodal lines.

5.3.1 The diamond lattice

Since the diamond lattice shown in Fig. 5.11 is very similar to the zinc-blende lattice discussed
in section 3.3.1, we only briefly mention the basic results. First, the diamond lattice is a face-
centered cubic (fcc) Bravais lattice with a two-atomic unit cell, and those identical atoms are
located at r1 = (0, 0, 0)T and r2 = a

4 (1, 1, 1)T , giving rise to two sublattices denotedA andB.
The primitive lattice vectors a1, a2, and a3 and the corresponding primitive reciprocal lattice
vectors b1, b2, and b3 defined by the relation ai · bj = 2πδij are given by Eqs. (3.16) and (3.18).
The Brillouin zone of the diamond lattice forms a truncated octahedron, as shown in 5.11 (c).
Since the reciprocal lattice vectors are obtained from the direct lattice vectors, the symmetries
of the Brillouin zone are also determined by the symmetries of the crystal lattice.

The two atoms in the unit cell of the diamond lattice are equivalent, and this has impor-
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class symmetries of the space group #227 /O7
h /Fd3̄m

{E} identity
{3C2} two-fold rotations of 180◦ about each of the [100], [010], and [001] axes
{6S4} two four-fold improper clockwise and counterclockwise rotations of 90◦

about the [100], [010] and [001] axes
{6σd} reflections on each of the (110), (11̄0), (101), (101̄), (011), and (011̄) planes
{8C3} three-fold clockwise and counterclockwise rotations of 120◦ about each of

the [111], [1̄11], [11̄1], and [111̄] axes
{i} inversion
{3σh} reflections on each of the (100), (010), and (001) planes
{6C4} two four-fold clockwise and counterclockwise rotations of 90◦ about the

[100], [010], and [001] axes
{6C ′2} two-fold rotations of 180◦ about each of the [110], [101], and [011] axes
{8S6} two three-fold improper clockwise and counterclockwise rotations of 60◦

about [111], [1̄11], [11̄1], and [111̄] axes

Table 5.2. The symmetry groupO7
h of thediamond lattice has the same symmetry operators as thepoint

group Oh of the cube. The first five symmetry classes are the same as those of Td, while the other five
are obtained from the first five by multiplication with the inversion operation.

tant consequences compared to the zinc-blende lattice (cf. chapter 3): The space group #227
of the diamond lattice, also denoted byO7

h orFd3̄m in international notation, is di�erent from
the space group T 2

d (F 4̄3m) of the zinc-blende lattice discussed in section 3.3.1. Here, Fd3̄m
describes a face-centered cubic lattice with diamond glide planes normal to the 〈100〉 axes,
three-fold improper rotations about the 〈111〉 axes, and reflections on the {110}mirror planes.
Moreover, the space group O7

h is non-symmorphic, because it contains three glide planes de-
fined by x = a

8 , y = a
8 , and z = a

8 . For example, the plane defined by x = a
8 is a glide plane,

because the diamond lattice is invariant under a translation by a4 (0, 1, 1)T followed by a reflec-
tion on this plane. Choosing the origin at the center of the line joining the two identical atoms
we observe that the crystal structure is invariant under spatial inversion with respect to this
origin, showing that the point group contains the inversion as point-group operation as well.

Therefore, the factor group of the diamond lattice is isomorphic to the point group gen-
erated from the point group Td of the zinc-blende lattice by adding the inversion operation.
Consequently, this point group consists of 48 elements and is denoted byOh. The 48 elements
of this point group are divided into 10 classes {E}, {3C2}, {6S4}, {6σd}, {8C3}, {i}, {3σh},
{6C4}, {6C ′2}, and {8S6} which are listed in Table 5.2 for reference. Hence, Oh has ten irre-
ducible representations which in atomic physics are denoted by A1g, A2g, Eg, T1g, T2g, A1u,
A2u, Eu, T1u, and T2u. Here, “u” and “g” refer to the even (odd) parity of the irreducible rep-
resentations under those symmetry operations, respectively. As mentioned before, the irre-
ducible representations are o�en classified by their symmetries at the center of the Brillouin
zone, i.e., the Γ point, and are thus labeled by Γ±1 , Γ

±
2 , Γ

±
3 , Γ

±
4 , and Γ±5 , where the superscript

“±” denotes the even/odd parity of the representation74.

5.3.2 Electronic band structure of the Fu-Kane-Mele model

The electronic band structure of the Fu-Kane-Mele model may be calculated in a similar way
as for the Kane-Melemodel following the general tight-binding approach. First, we decompose
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thepositionofanatom in thediamond lattice intorjl = Rj+rl, whereRj denotes theposition
of the unit cell within the fcc lattice, and rl is the position of the atom within the unit cell. For
the diamond lattice we have l = 1, 2 only. In analogy to the graphene lattice, we consider two
sublattices A (l = 1) and B (l = 2) for the diamond lattice with annihilation and creation
operators a, a† and b, b† acting on the A andB sublattice, respectively. As before, we define
the four-component spinor Ψi = (ai↑, ai↓, bi↑, bi↓)

T comprising both the sublattice and spin
degrees of freedom of the electrons, and we define the Fourier transform ofΨi as in Eq. (5.16).
The straightforward Fourier transformation of the Fu-Kane-Mele Hamiltonian on the diamond
lattice (5.42) then results in the following Bloch Hamiltonian:

HFKM(k) ≡ −(t/2)
(
γ(k) τ+ ⊗ σ0 + H.c.

)
+ λSO τz ⊗

(
u(k) ·σ

)
+ ∆ τz ⊗ σ0 − t′γ′(k) τ0 ⊗ σ0.

(5.43)

As introducedbefore, the twovectors of Paulimatrices,σ = (σx, σy, σz)
T andτ = (τx, τy, τz)

T

act on the spin and sublattices degrees of freedom, respectively, σ0 = τ0 = 11 is the 2 × 2
identity matrix, and τ± = τx ± iτy denote raising and lowering operators describing hopping
between theAandB sublattice. As for theKane-Melemodel, we can calculate thematrix struc-
ture of the Bloch Hamiltonian which takes the following form:

HFKM(k) =


λSOuz(k) + ∆ λSOu−(k) −tγ(k) 0
λSOu+(k) −λSOuz(k) + ∆ 0 −tγ(k)
−tγ(k)∗ 0 −λSOuz(k)−∆ −λSOu−(k)

0 −tγ(k)∗ −λSOu+(k) λSOuz(k)−∆

 ,
(5.44)

wherewehaveomitted thediagonal elements−t′γ′(k) τ0⊗σ0 for clarity. Here,γ(k),γ′(k), and
u(k) are tight-binding functions which are summed over nearest and second-nearest neigh-
bors on the diamond lattice, respectively, and u±(k) ≡ ux(k)± iuy(k). First, the hopping be-
tween nearest-neighboring and next-nearest neighboring atoms is described in terms of γ(k)
and γ′(k), respectively:

γ(k) ≡
4∑
j=1

eik ·dj , γ′(k) ≡
4∑

j 6=j′=1

eik · (dj−dj′ ). (5.45)

On the diamond lattice, γ(k) and γ′(k) are given by:

γ(k) = 4

[
cos

(
akx
4

)
cos

(
aky
4

)
cos

(
akz
4

)
− i sin

(
akx
4

)
sin

(
aky
4

)
sin

(
akz
4

)]
, (5.46a)

γ′(k) = 4

[
cos

(
akx
2

)
cos

(
aky
2

)
+ cos

(
aky
2

)
cos

(
akz
2

)
+ cos

(
akz
2

)
cos

(
akx
2

)]
.

(5.46b)

Second,u(k) is a three-component real vector which describes the e�ective spin-orbit interac-
tion generated by a spin-dependent hopping term connecting second-nearest neighbors. On
the diamond lattice all components ofu(k) are non-vanishing:

ux(k) ≡ i
4∑

i,j=1

(νij)xe
ik · (di−dj) = 4 sin

(
akx
2

)[
cos

(
aky
2

)
− cos

(
akz
2

)]
, (5.47)



140 5.3 – The Fu-Kane-Mele model on the diamond lattice

and the remainingcomponentsuy(k)anduz(k)areobtained fromux(k)bycyclicpermutation
of the indices x, y, and z. Note that νij is defined in such a way that its components are of unit
magnitude:

νij ≡
1

N

[
d

(1)
ij × d

(2)
ij

]
= − 1

N
(di × dj) with N ≡ a2

8
, (5.48)

where d(1,2)
ij denote the two bonds di and dj traversed by electron whenmoving from site i to

j. As mentioned before, the Kane-Mele Hamiltonian on the graphene lattice and the Fu-Kane-
Mele Hamiltonian on the diamond lattice are essentially equivalent, thus leading to the same
Bloch Hamiltonian in the tight-binding approach. However, in the 2D case of graphene, the
spin-orbit interaction is spin-conserving, i.e., ux(k) = uy(k) = 0, whereas in the 3D case of the
diamond lattice the di�erent spin-up and spin-down states mix.

The four energy bands of the Fu-Kane-MeleHamiltonian can be calculated by diagonalizing
the corresponding Bloch Hamiltonian (5.43). As a result, we obtain:

E±±(k) = −t′γ′(k)±
√
t2|γ(k)|2 + (λSO|u(k)| ±∆)2. (5.49)

Apparently, the presence of a hopping term between next-nearest neighbor atoms shi�s the
Fermi level of the model and breaks particle-hole symmetry, while the gaps induced by the
spin-orbit interaction λSO and the staggered sublattice potential ∆ compete. Note that in an
inversion-symmetric system, i.e., for ∆/t = 0, each band is doubly degenerate, and the con-
duction and valence bands meet at the three equivalentX points in the Brillouin zone,Xα =
(2π/a)eα forα ∈ {x, y, z}. To li� this degeneracy and tomake the Fu-Kane-Melemodel a topo-
logical insulator, wehave to include anisotropicmodulations of the hopping amplitude ton the
four nearest-neighbor bonds, i.e., we set t→ tj = t+ δtj (j = 1, . . . , 4) which lowers the crys-
tal symmetries of the diamond structure7. As a consequence, the tight-binding function γ(k)
describing the hopping between nearest neighbor atoms is modified as well,

γ(k) ≡
4∑
j=1

(
1 +

δtj
t

)
eik ·dj , (5.50)

while we neglect the changes of the next-nearest-neighbor tight-binding function γ′(k), be-
cause usually the overlap parameter t′ is much smaller than t, i.e., t′/t� 1. Also note that the
(gapped) bulk Dirac points defined by the two conditions |γ(k)| .= 0 and |u(k)| .= 0 are shi�ed
within the Brillouin zone as function of the hopping amplitude modulations δtj .

Fig. 5.12 illustrates the e�ect of the variousmodel parameters on the electronic band struc-
ture E±±(k) of the Fu-Kane-Mele model. Throughout this section we consider all model pa-
rameters to be equal to zero unless stated otherwise, except for the hopping amplitude which
is usually set to unity. Panel (a) shows the band structure of the pristine Fu-Kane-Melemodel in
the absence of spin-orbit interactionsλSO, modulated hopping amplitude δtj , and a staggered
sublattice potential ∆. Apparently, there exists a critical line of high-symmetry between the
X andW points in the Brillouin zone, where the conduction and valence band have the same
energy, leading to a semimetal. By including spin-orbit interactions, the degeneracy of conduc-
tion and valence bands is li�ed, but the system remains a semimetal, because the bands still
touch at the high-symmetry pointX [cf. panel (b)]. If we further consider anisotropic hopping
amplitudes, as shown in panel (c) for δt1/t = 0.4, this bulk Dirac point is shi�ed away from
theX point. Note, however, that the conduction and valence bands still touch at some other
point k∗ within the bulk Brillouin zone which is determined by the relation |γ(k∗)| .= 0 (not
shown in Fig. 5.12). The gap induced by the staggered sublattice potential ∆ creates a finite
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bulk band gap andmakes the system an ordinary band insulator [cf. panel (d)]. In the presence
of both sublattice potential ∆, which breaks the inversion symmetry of the model, and spin-
orbit interactions, both gaps compete with each other and li� the two-fold degeneracy of the
conduction and valence bands [cf. Eq. (5.49)]. In particular, there exists a critical line in the pa-
rameter space defined by ∆/λSO = 8 which separates a topologically non-trivial phase from
the trivial band insulator, similar to the phase diagram obtained for the Kane-Mele model on
the graphene lattice (cf. Fig. 5.6). To be specific, for a given sublattice potential∆we observe a
topologically non-trivial phase forλSO > λcSO = ∆/8 [cf. panel (e)], but a trivial band insulator
for λSO < λcSO = ∆/8 [cf. panel (f)].

From the bulk density of states ν(ω) plotted in Fig. 5.13 as function of the energy ω/t we
also see that the line of bulk Dirac points, which only exists in the absence of spin-orbit interac-
tions, leads to a linear dependence ν(ω) ∼ |ω| close to the Fermi level [cf. panels (a, c, d)]. On
the other hand, we observe that the degeneracy of the valence and conduction bands along
this nodal line is li�ed by including spin-orbit interactions. However, the bands still touch at
the isolated three-dimensional Dirac points X . Consequently, the density of states vanishes
quadratically, i.e., ν(ω) ∼ ω2 [cf. panel (b)]. Furthermore, the second-nearest neighbor hop-
ping term t′ breaksparticle-hole symmetryascanbeseen fromtheasymmetricdensityof states
in panels (d, f). Finally, if we consider the situation, where hopping along one of the bonds
is stronger than along the others (δt1/t = 0.4), and take spin-orbit interaction into account
(λSO/t = 0.125) we observe that a global band gap is opened in panels (e, f), in agreement
with the electronic bulk band structure shown in Fig. 5.12 (e). In principle, this bulk band gap
opens up the possibility for the existence of topologically protected surface states, and those
surface states are of interest in the scenario of chiral symmetry breaking on the surfaces of a
strong topological insulator, as discussed before.

To explain the phase diagram of the Fu-Kane-Mele model shown in Fig. 5.14 let us briefly
summarize the results of Refs. 7,8. Most importantly, the di�erent phases of the Fu-Kane-Mele
model can be distinguished by the fourZ2 invariants (ν0; ν1ν2ν3), which have been introduced
in section 2.5 and which have been discussed for the minimal HgTe model in more detail in
section3.6.6. In the following,we reviewboth theweakandstrong topological insulatorphases
with ν0 = 0 and ν0 = 1, respectively.

For ν0 = 0, the Fu-Kane-Melemodel describes aweak topological insulator, and this quan-
tum state of matter is characterized by an even number of Dirac fermions on each surface. It
can be interpreted as a 3D sample consisting of layers of 2D quantum spin Hall stateswhich are
stacked along the [ν1ν2ν3] direction, where ν1, ν2, and ν3 take the role of Miller indices for the
planes showing the quantum Hall phases. As pointed out by Fu, Kane, and Mele, the presence
or absence of topologically protected surface states is rather involved in the case of ν0 = 0.
It turns out that the number of Dirac fermions on a particular surface of the crystal depends
very much on the translational symmetries of the lattice in the sense that upon doubling the
unit cell two Dirac points will be folded back onto one another. A weak periodic potential or
disorder would then induce a band gap, thus localizing and eliminating the topological surface
states.

The quantum states with ν0 = 1, on the other hand, are much more robust against dis-
order and are therefore called strong topological insulators. In contrast to weak topological
insulators, a strong topological insulator hosts an odd number of Dirac fermions on each of its
surfaces, with partner Dirac fermions residing on opposite surfaces of the sample. In the sim-
plest case, the surface Fermi surface encloses a single Dirac point. Due to the π Berry phase
of a single Dirac fermion, the surface state is immune to non-magnetic disorder and cannot
be localized by weak disorder. In other words, a strong 3D topological insulator exhibits a 2D
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Figure 5.12. Particle-hole symmetric energy bands E±±(k) [cf. Eq. (5.49)] of the Fu-Kane-Mele Hamilto-
nian (5.43) as function of the crystal momentum k with t = 1. (a) For λSO/t = δtj/t = ∆/t = 0 both
conduction and valence bands are doubly degenerate, and there is a nodal line with zero energy con-
nectingX andW . (b) The degeneracy of valence and conduction bands along that nodal line is li�ed by
including a finite spin-orbit coupling parameter (λSO/t = 0.125), but the bands still touch at the three-
dimensional Dirac pointX . (c) A modulation of overlap parameters (δt1/t = 0.4) shi�s the bulk Dirac
point away from the high-symmetry pointX , but the gap closes at another pointk∗ in the Brillouin zone
which is determined by the relation |γ(k∗)| .= 0 (not shown here). (d) Breaking inversion symmetry by
adding a staggered sublattice potential∆/t = 0.5 leads to a true band gap Egap = 2∆ in the absence of
spin-orbit coupling. (e)The gap inducedby the spin-orbit coupling, however, competeswith the gapdue
to the staggered sublattice potential, li�ing the degeneracy of both conduction and valence bands and
shi�ing the bulk Dirac point on the high-symmetry line betweenX andW for δtj/t = 0. (f) In presence
of the sublattice potential, there is a critical spin-orbit coupling λcSO = ∆/8, where a quantum phase
transition to a trivial band insulator phase for λSO < λcSO takes place.
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Figure 5.13. Plots of the density of states ν(ω) of the Fu-Kane-Mele Hamiltonian (5.43) as function of the
energy ω/t. (a) For λSO/t = δtj/t = t′/t = 0 both conduction and valence bands are doubly degener-
ate, and there is a critical high-symmetry line connectingX andW , leading to the so� gap behavior of
ν(ω) at the Fermi level,ω/t = 0. (b) By including a finite spin-orbit coupling parameter (λSO/t = 0.125)
this degeneracy of valence and conduction bands along a line is li�ed, but the bands still touch at the
three-dimensional Dirac point X . As a consequence, ν(ω) vanishes quadratically at the Fermi level.
(c) The modulation of overlap parameters (δt1/t = 0.4) only moves the line of bulk Dirac points away
from the high-symmetry line connecting X andW , but does not collapse the line to single bulk Dirac
points. (d) The conduction and valence bands are no longer particle-hole symmetric once a finite next-
nearest neighbor interaction t′/t = 0.05 is taken into account. This, however, does not remove the line
of bulk Dirac points. (e) Combining the spin-orbit interaction (λSO/t = 0.125) and the anisotropy hop-
ping along of the bonds (δt1/t = 0.4) destroys the line of bulk Dirac points and creates a bulk band
gap in the system which finally allows for the existence of gapless surface states. (f) The bulk band gap
prevails when taking into account the additional next-nearest neighbor interaction t′/t = 0.05, but the
properties of the gapless surface states can be modified in a non-trivial way by next-nearest neighbor
interactions.
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Figure 5.14. Phase diagram as function of the modulation δt1 and δt2 of the nearest-neighbor overlap
parameters t for bonds in the [111] and [11̄1̄]directions (δt1,2/t� 1). The gray (white) area indicates the
strong (weak) topological insulator phase, and for each phase the topologicalZ2 invariants (ν0; ν1ν2ν3)
are explicitly given. Note that the indices (ν1ν2ν3) can be interpreted as Miller indices for planes of 2D
quantum spin Hall insulators stacked and coupled along the [ν1ν2ν3] direction. Figure a�er Ref. 8.

metallic surface which is topologically protected by time-reversal symmetry.
Note, however, that transitions between any two phases of the Fu-Kane-Mele model can

only occur when the bulk band gap vanishes according to the bulk-boundary correspondence.
As shown by Fu, Kane, andMele, such quantumphase transitions can only occurwhen the bulk
bandgapcloses at anyof theX points in thebulkBrillouin zoneof thediamond lattice8. Hence,
δti/t = 0 (i = 1, . . . , 4) can be considered as a multi-critical point in the phase diagram of the
Fu-Kane-Mele model (cf. Fig. 5.14) which separates eight di�erent phases:

WTI (0; 111) (0; 11̄1̄) (0; 1̄11̄) (0; 11̄1̄)
STI (1; 111) (1; 11̄1̄) (1; 1̄11̄) (1; 11̄1̄)

Finally, note that the Fu-Kane-Mele model does not show a trivial band insulator phase in the
perturbatively accessible regime around the multi-critical point. A trivial phase can only be
reachedwhendrastically increasing the overlap parameter along one of the bonds, i.e., δt1/t >
2, so that electronic interactionsalong thatbonddominate, butwewill not consider thatphase.

5.3.3 Surface bands in diamond slabs

So far we have only discussed the bulk phase diagram of the Fu-Kane-Mele model in terms of
the electronic band structure E±±(k) and the corresponding density of states ν(ω). As shown
by Fu, Kane, and Mele this model has also non-trivial surface states which can be studied by
solving the tight-binding Fu-Kane-MeleHamiltonian in a finite slab geometrywith openbound-
ary conditions in the growth direction of the slab and periodic boundary conditions in the two
perpendicular directions. Figs. 5.15 and5.16 show the two-dimensional slabband structures for
two slab geometrieswith (001) and (111) surfaces along the high-symmetry points and lines of
the corresponding surface Brillouin zone. Note that Fig. 3.9 schematically illustrates the con-
struction of the surface Brillouin zone for di�erent normal vectors in the [001], [011], and [111]
directions, and this construction is valid for both zinc-blende and diamond lattice as they have
the same reciprocal lattice.

As expected, in the strong topological insulator phases we observe an odd number of Dirac
points in the surface spectrum indicated by red solid lines in Fig. 5.15, while the weak topolog-
ical insulator phase is characterized by an even number of Dirac points, as shown in Fig. 5.16.
Those states crossing the bulk band gap are exponentially localized at the surfaces, giving rise
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Figure 5.15. Electronic band structure of slabs with (a) (111) surfaces and (b) (001) surfaces for a
slab width of N = 50 layers. The parameters of the model are chosen as t = 1, δt1/t = 0.4, and
λSO/t = 0.125, so that both panels realize a strong topological insulator. In addition to the bulk bands,
we observe surface bands traversing the bulk band gap indicated by red lines, and those are localized
at the top and bottom surfaces of the slab. In general, in the strong topological insulator phase there
exists an odd number of points, where the surface bands cross in a Dirac-like fashion, as can be seen in
both panels. On the (111) surfaces, this can either happen at the three non-equivalentM1,M2, andM3

points or at the Γ point, and which one of the two cases is realized depends on the surface termination,
as discussed in the main text. Similarly, we find a single Dirac point on the (001) surfaces either at the
X̄1 point or at the X̄2 point.



146 5.3 – The Fu-Kane-Mele model on the diamond lattice

Figure 5.16. Electronic band structure of slabs with (a) (111) surfaces and (b) (001) surfaces for a slab
width ofN = 50 layers. The parameters of themodel are chosen such that both panels realize the weak
topological insulator with an even number of Dirac cones on the surfaces for t = 1 and λSO/t = 0.125.
In panel (a) we have chosen δt2/t = −0.4, while in panel (b) we use δt1/t = 0.4. Obviously, there
exist surface bands which traverse the bulk band gap, but in contrast to the strong topological insulator
shown in Fig. 5.15 those surface bands always cross in an even number of Dirac points.
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Figure 5.17. Density of states ν(ω) of the Fu-Kane-Melemodel as function of the energyω/t for di�erent
values of the spin-orbit coupling λSO/t. The parameters of the model are chosen such that the system
is in a strong topological insulator phase for λSO/t > 0: t = 1, δt1/t = 0.4, and ∆/t = 0. For small
spin-orbit interactions λSO the bulk band gap Egap ∝ λSO and vanishes at the quantum critical point
λcSO/t = 0 (indicated as black line).

to the notion of a 2D surface metal of Dirac fermions in 3D topological insulators. Due to the
Kramers’ theorem, the Dirac points are located at the time-reversal invariant momenta of the
surface Brillouin zones. Note that in the strong topological phases of the Fu-Kane-Mele model,
each surface state traversing the bulk band gap has a single time-reversed partner state, and
those pairs of eigenstates are robust against small perturbations due to time-reversal symme-
try.

It is interesting to study the e�ect of the di�erent model parameters on the Fermi velocity
vsurf
F of the surface Dirac fermions. To be specific, we focus on the strong topological insulator
phase of a slab with (001) surfaces in which the bond along the [111] direction is stronger than
the others, i.e., we consider only δt1/t = 0.4, but the results presented in the following are
equally valid in the other phases with ν0 = 1 as well.

Let us first discuss the role of the spin-orbit coupling parameter λSO. In an inversion-sym-
metric system, i.e., for ∆/t = 0, the spin-orbit interaction between next-nearest neighboring
atoms leads to a finite bulk band gap which depends linearly on the strength of the spin-orbit
coupling λSO for small couplings, i.e., Egap ∝ λSO. This can be easily seen from the density of
states shown in Fig. 5.17 for di�erent spin-orbit couplings λSO/t ∈ {0.1, 0.05, 0.025, 0}. Appar-
ently, the bulk band gap vanishes at the quantum critical point which is given by λcSO/t = 0
in an inversion-symmetric system (∆/t = 0). Note that only at that point the system may un-
dergo a quantum phase transition from a topological quantum state of matter to another one,
as mentioned before.

Furthermore, since the bulk band gap closes at the bulk quantum critical point λcSO/t = 0,
the surface states traversing the bulk band gap are expected to become perfectly flat in that
limit. In other words, the surface Fermi velocity vsurf

F is expected to vanish as λSO decreases:

vsurf
F ∝ λSO → 0 as λSO → 0. (5.51)

Fig. 5.18 (a–d) shows the expected evolution of the surface states obtained from a (001) slab
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as function of decreasing spin-orbit coupling λSO/t ∈ {0.125, 0.05, 0.025, 0}. In principle, the
decrease of the surface Fermi velocity opens up the possibility to observe a spontaneousmass
generation on the surfaces of the topological insulator since α = e2/(~vsurf

F ) could become
large, but aswe showbelow, thedielectric constant εalsodiverges andα goes to zero insteadof
diverging. Nevertheless, when the average kinetic energy goes to zero, even local, Hubbard-like
interactions becomemore relevant and can drive the transition, as we further discuss below.

Let us nowdiscuss the role of the hopping term t′ between next-nearest neighboring atoms
as leading-order correction to the usual hopping term t. It is well known from graphene that
next-nearest neighbor interactions shi� the Fermi level and change the bandwidths of both
valence and conduction bands, thus breaking particle-hole symmetry. In addition, the edge
states in zigzag graphene nanoribbons become dispersive as well, with the bandwidth set by
the next-nearest neighbor interaction t′ (Ref. 155). In the Fu-Kane-Mele model on the diamond
lattice, the surface bands also become “flat” at the Dirac point located atX in the sense that
∂kE(k) = 0 for λSO → 0, as shown in Fig. 5.18 (e–h). However, due to next-nearest neighbor
interactions, away from the X point the surface bands also become dispersive and bend up-
or downwards, again with a bandwidth set by t′. As a consequence, in the presence of inter-
actions, the surface bands will couple to the bulk bands due to the finite curvature, and this
allows for elastic scattering into the bulk. The opening of an elastic scattering channel for the
Dirac fermions occurs at a finite spin-orbit interaction strength which is set by the next-nearest
neighbor hopping amplitude, λSO ≈ t′/4. Hence, to leading order the decrease of the surface
Fermi velocity vsurf

F as function of the spin-orbit coupling λSO is cut o� by a finite next-nearest
neighbor hopping t′, resulting in the rough estimate vsurf

F ∝ max{|λSO|, t′}. In a sense, the
magnitude of the surface Fermi velocity vsurf

F is reduced by a factor t′/t compared to the bulk
Fermi velocity, i.e., vsurf

F = (t′/t)vbulk
F for λSO/t < t′/t. Furthermore, note that the average

kinetic energy of the Dirac fermions does not vanish as the surface bands now have a finite
bandwidth.

Finally, let us consider the e�ect of a staggered sublattice potential ∆ which breaks the
inversion symmetry of the diamond lattice, thereby reducing the point group symmetry of the
crystal lattice from O7

h to T
2
d (cf. sections 3.3.1 and 5.3.1 for details on the crystal symmetries

of the zinc-blende and diamond lattices). Most importantly, the bulk quantum critical point in
the phase diagram is shi�ed towards a finite spin-orbit coupling λcSO = ∆/8, where the bulk
band gap between the E±,−(k) bands vanishes [cf. Eq. (5.49)]. Fig. 5.19 shows the density of
states of the inversion-asymmetric Fu-Kane-Mele model for di�erent spin-orbit couplings. It
turns out that for λSO > λcSO the Fu-Kane-Melemodel describes a strong topological insulator,
while for λSO < λcSO the system is a trivial band insulator. This situation is reminiscent of the
phase diagram of the Kane-Mele model on the 2D graphene lattice, where the quantum spin
Hall insulator phase is separated from a trivial band insulator state by a quantum critical point
at λcSO = 3

√
3 ∆ (Refs. 3,4).

Fig. 5.18 (i–l) shows a sequence of slab band structures in the presence of both inversion
asymmetry (∆/t = 0.25) and next-nearest neighbor hopping (t′/t = 0.1) as function of the
spin-orbit coupling λSO/t ∈ {0.125, 0.05, 0.025, 0}. Above the critical spin-orbit interaction
strength λcSO/t = ∆/(8t) = 0.03125 we observe the expected surface bands which are split
due to inversion asymmetry [panels (i, j)]. Note, however, that one of the surface states shows
a Dirac point with an energy that lies in the projected bulk valence bands, and thus the corre-
sponding surface state is likely to interact with the bulk bands due to elastic scattering. When
the bulk valence and conduction bands touch at the bulk quantum critical point λcSO/t =
0.03125, the surface states can “unknot” and remove their topologically non-trivial winding
over the Brillouin zone. As a consequence, for λSO < λcSO the Fu-Kane-Mele model describes
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Figure 5.18. Plots of the electronic band structure for a slabwith (001) surface anda thickness ofN = 50
layers. The bulk bands are indicated by black lines, while the surface states traversing the bulk band
gap are shown in red. The parameters of the model are chosen such that it realizes a strong topological
insulator in the simplest case: t = 1, δt1/t = 0.4, λSO/t = 0.125, t′/t = 0, and∆/t = 0 [cf. panel (a)].
Columns from le� to right show band structure plots for λSO/t ∈ {0.125, 0.05, 0.025, 0}, while the rows
from top to bottom showplots for (t′/t,∆/t) = (0, 0), (0.1, 0), and (0.1, 0.25), respectively. (a–d) In the
absence of next-nearest neighbor hopping (t′/t = 0) and inversion asymmetry (∆/t = 0) the surface
bands are doubly degenerate, so that top and bottom surfaces exhibit identical surface states. Those
surface states become perfectly flat in the limit of vanishing spin-orbit interactions, i.e., vsurf

F → 0 for
λSO → 0. (e–h)Takingnext-nearest neighbor interactions into account (t′/t = 0.1) the surface states do
not become perfectly flat in the limitλSO → 0, but exhibit a finite band curvature, where the bandwidth
of the surface bandwithin the bulk band gap is set by the nearest-neighbor hopping amplitude t′. (i–l) In
the absence of inversion symmetry, ∆/t = 0.25, the degeneracy of the surface bands is li�ed, but the
states corresponding to top and bottom surfaces still cross in Dirac points located at the X̄ point of the
surface Brillouin zone. There exists, however, a critical spin-orbit coupling λcSO = ∆/8, where the bulk
band gap closes and the system undergoes a quantumphase transition to a trivial band insulator phase
[in between panels (j) and (k)].
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Figure 5.19. Density of states ν(ω) of the Fu-Kane-Mele model with broken inversion symmetry as func-
tion of the energyω/t for di�erent values of the spin-orbit couplingλSO/t. The parameters of themodel
(t = 1, δt1/t = 0.4, and∆/t = 0.25) are chosen such that the system is in a strong topological insulator
phase for λSO > λcSO = ∆/8. The inset shows that the bulk band gap closes at the critical spin-orbit
coupling λcSO/t = ∆/(8t) = 0.03125 and the corresponding density of states vanishes quadratically in
agreement with isolated Dirac points (indicated by the yellow dashed line). Although on both sides of
the quantum phase transition the system remains gapped, the profile of the density of states ν(ω) as
function of ω/t is quite di�erent, showing a discontinuous vanishing in the trivial phase.

a trivial band insulator phase. Similar to the previous discussions we observe that the surface
bands become increasingly flat as we approach the bulk quantum critical point λcSO, which
might allow for elastic scattering between the surface bands and the bulk states [see, e.g.,
Fig. 5.18 (i)].

5.3.4 Topological origin of the flat surface bands

As shown in the previous section, solving the Fu-Kane-Mele model in a slab geometry we find
surface states which become perfectly flat in the limit λSO → 0, but this property is not limited
to a specificmodel or geometry, aswe discuss below. More generally, in the presence of a chiral
symmetry, the system supports nodal lines, i.e., lineswith zero (or constant) energy in the bulk,
and their existence leads to flat surface bands, i.e., topologically protected gapless fermions
localized at the surfaces forming a band without dispersion 176–179.

To gain a better understanding of those flat bands, we consider a semimetal with a nodal
line in the bulk. The topological invariant supporting the existence and topological stability of
the nodal line is the following contour integral 176,177:

ν =
1

N

∮
C

dk

2πi
· tr
{

Σ̂H(k)−1∇kH(k)
}
∈ Z, (5.52)

whereN denotes the number of conduction and valence bands, and Σ̂ defines the chiral sym-
metry operator. The topological protection stems from the fact that the phase of the zero-
frequency Green’s function G(ω = 0,k) = H(k)−1 can only change by an integer multiple of
2πwhengoingaround thenodal line in the three-dimensionalmomentumspace (see Fig. 5.20).
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(a) (c)

(b)

Figure 5.20. a, b) The Fermi surface E(k) = EF indicated by the red line is the momentum-space ana-
logue of a vortex line, where the phase of theGreen’s function changes by an integermultiple of 2π going
around the nodal line in (ω,k) space. This nodal has a non-zero winding number in momentum space,
and this gives rise to topologically protected states located on the surfaces of the system. Those surface
states form a completely flat bandwhich terminates on the projection of the nodal line onto the surface.
c)Winding of the Green’s function G around the nodal line which can be considered as a singularity of
the Green’s function (red dot). Figure a�er Ref. 176.

On the other hand, as we are concernedwith certain slab geometries, onemay also choose
the contour as a straight line [−π/a, π/a] along the direction k⊥ normal to the surface, and
consider the in-planemomentumk‖ in the surface Brillouin zone as a parameter of thewinding
number:

ν(k‖) =
1

N

∫ π/a

−π/a

dk⊥
2πi

tr
{

Σ̂H(k⊥,k‖)
−1∂k⊥H(k⊥,k‖)

}
∈ Z. (5.53)

Since the points kz = ±π/a are equivalent due to periodic boundary conditions, the contour
[−π/a, π/a] forms a closed loop as well, and thus the above integral takes on integer values if
the integration path does not cross the bulk nodal line, where the energy is zero.

Now let us assume that for any point k‖ within the projection of the nodal line onto the
surface ν(k‖) 6= 0, while ν(k‖) = 0 outside this region [cf. Fig. 5.20 (a)]. Since the states
with non-trivial winding number ν(k‖) 6= 0 cannot be adiabatically transformed into the states
of topologically trivial systems with ν(k‖) = 0 like the vacuum, a surface state with zero en-
ergy emerges for eachmomentum k‖ inside the non-trivial region of the surface Brillouin zone
at the interface between systems with di�erent winding numbers. Note that the appearance
of topologically protected surface states has the same mathematical footing as in the Kane-
Mele model discussed in section 5.2.6 and in the Su-Schrie�er-Heeger model discussed in ap-
pendix C—namely the fact that the first homotopy group of the unit circle S1 is non-trivial:
π1(S1) = Z. Furthermore, following the arguments presented in those sections, it also be-
comes immediately clear that the existence of flat surface bands in the Fu-Kane-Mele model is



152 5.3 – The Fu-Kane-Mele model on the diamond lattice

protected by the chiral symmetry Σ̂.
Now let us discuss the flat surface bands in the Fu-Kane-Melemodel in the absence of spin-

orbit interactions λSO, modulations of the overlap parameters δtj , hopping between next-nea-
rest neighbors t′, and the staggered sublattice potential ∆. The remaining nearest-neighbor
hopping couples theA andB sublattice of the diamond lattice, and the BlochHamiltonian has
a chiral symmetry which is given by the operator Σ̂ ≡ τz ⊗ σ0. Moreover, the Fu-Kane-Mele
model has nodal lines in the bulk connecting the high-symmetry pointsX andW in the Bril-
louin zone for δti/t = 0 with i = 1, . . . , 4 [cf. Fig. 5.12 (a)]. Those nodal lines are shi�ed in the
bulk Brillouin zone if we consider finite modulations δtj of the hopping amplitude, but their
presence still guarantees the existence of topologically protected surface states. We have cal-
culated thewinding number ν(k‖) [cf. Eq. (5.53)] in that situation for slabswith (001) and (111)
oriented surfaces, as shown in Fig. 5.21. As discussed above, regions with non-trivial winding
number ν(k‖), which cannot be connected adiabatically to the vacuum, host perfectly flat sur-
face bands. Indeed, for the (001) slabs we find such zero-energy states, shown in Fig. 5.18 (d),
in the same area of the surface Brillouin zone, where ν(k‖) = 1, as shown in Fig. 5.21 (a). Simi-
larly, we also find flat surface bands in the (111) oriented slabs which are in perfect agreement
with Fig. 5.15 when we take the limit λSO/t = 0.

However, note that in all slab geometries, the winding number ν(k‖) depends on the ter-
mination of the surfaces, which can be understood as follows: As shown in appendix C, the
winding number ν(k‖) can also be expressed in terms of a unit vector d̂(k), where d(k) ∈ R5

is defined by the parametrization of the bulk Bloch Hamiltonian asH(k) = d(k) ·Γ. Here,Γ is
a five-component vector of the 4× 4 Γmatrices similar to the ones introduced in chapter 3 for
ourminimalmodel. Aside from the number and position of the nearest-neighbors in the crystal
lattice, also the choice of the unit cell influences the vector d(k). In the simplest case, the unit
cell of the diamond lattice contains only two sublattices A andB, which allows for di�erent
definitions of d(k), for example:

dAB(k) ≡ −t
4∑
j=1

eik · (dj−d1), (5.54a)

dBA(k) ≡ −t
4∑
j=1

eik · (dj−d2). (5.54b)

Since dAB(k) = exp[ik · (d2 − d1)]dBA(k) and d2 − d1 = a
2 (0,−1,−1)T , this results in

a change of the winding number by ∆ν = 1, as shown in panels (b) and (c) of Fig. 5.21 for
di�erent terminations of (111) slabs.

In the presence of perturbations breaking chiral symmetry, however, those surface bands
becomedispersivewithabandwidth set by theperturbation strength. For example, Fig. 5.18 (a–
c) shows dispersive surface bands with a bandwidth proportional to the spin-orbit coupling
λSO, because spin-orbit interactions are proportional to τz ⊗ σz , breaking chiral symmetry as
{Σ̂, τz ⊗ σz} 6= 0. We have also checked by explicit tight-binding calculations that hopping
between second-nearest neighbors t′, which also breaks the chiral symmetry of the Fu-Kane-
Mele model, leads to a finite dispersion of the surface bands [cf. Fig. 5.18 (d)].

Finally, an important consequence of a flat surface band is the singular density of states
which may lead to instabilities of the surface Dirac metal towards the formation of symmetry-
broken stateswith smaller density of states. For example, Heikkilä andVolovik have shown that
topologically protected surface bands without dispersion emerge by stacking graphene layers
on top each other in a rhombohedral stacking 178,179. The flat surface bands arise, because a
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Figure 5.21. Plots of the winding number ν(k‖) as function of themomentum k‖ in the surface Brillouin
zone of (a) (001) surfaces and (b, c) (111) surfaces, where gray and white areas correspond to winding
numbers ν(k‖) = ±1 and ν(k‖) = 0, respectively. In all plots, the surface Brillouin zone is indicated
by dotted lines, and the path through the surface Brillouin zone used in Figs. 5.15 and 5.16 is marked by
solid lines. In panels (b, c)weuseddi�erent terminating layers of the (111) slabswhich canbe taken into
accountbya redefinitionof theBlochHamiltonianH(k), thereby resulting indi�erentwindingnumbers.

nodal line is formed in the bulk of the system in the limit of a large number of graphene layers.
Furthermore, in thatmodel the formationof a singular density of stateswith increasingnumber
of layers N is exemplified by the singularity ν(ω) ∼ ω2/N−1 which for N � 1 yields a 1/ω
divergence: ν(ω) = 1/(2πNω) 178,179. So far we have shown that in the Fu-Kane-Mele model
there exist flat surface bands which, in principle, opens up the possibility for a spontaneously
generatedmass in the presence of long-range electron-electron interactions. However, the flat
band also leads to a shard peak in the density of states, and therefore we have to discuss the
polarization function of the Fu-Kane-Mele model in the limit λSO/t→ 0 as well.

5.3.5 Polarization function for the Fu-Kane-Mele model

So farwe have only discussed the evolution of the Fermi velocity vsurf
F upon tuning the strength

of the spin-orbit interactions λSO/t → 0, where we have already seen that nodal lines appear
in the bulk of the system at the quantum critical point λSO/t = 0. Since the density of states
vanishes at the Fermi level, i.e., ν(ω → 0) = 0, the bulk is not metallic, and naively one would
not expect screening to be relevant. Consequently, the bulk dielectric should be rather con-
stant so that the e�ective interaction strengthα diverges. However, our calculations show that
this is not the fact, and we find a precursor to screening in the divergence of the polarization
function in the low-frequency limit ω = 0 and long-wavelength limit q → 0. Here, we consider
the dielectric constant ε(λSO) as function of the spin-orbit coupling λSO which can be easily
calculated from the electronic polarization functionΠ(ω, q) in the static limit.

Our starting point for computing the polarization function Π(ω, q) is the functional repre-
sentation of the quantumpartition functionZ expressed as a coherent state path integral over
the action S :

Z =

∫
D(Ψ†,Ψ) exp(−S[Ψ†,Ψ]) with S[Ψ†,Ψ] = S0[Ψ†,Ψ] + Sint[Ψ

†,Ψ]. (5.55)
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The free action S0[Ψ†,Ψ] describing non-interacting spinful electrons in terms of the Fu-Kane-
Mele HamiltonianHFKM(k) [cf. Eq. (5.43)] is simply given by

S0[Ψ†,Ψ] ≡
∫

d4k

(2π)4
Ψ†k
(
−iν 11 +HFKM(k)

)
Ψk, (5.56)

where, for brevity, we have introduced the “4-momentum” k ≡ (ν,k) comprising both fre-
quency ν and momentum k, andΨk denotes the four-component spinors with sublattice and
spin degrees of freedom. Furthermore, we consider an instantaneous Coulomb interaction be-
tween the Dirac fermions as their Fermi velocity is much smaller than the speed of light:

Sint[Ψ
†,Ψ] =

1

2

∫
d4k

∫
d4k′

∫
d4q

(2π)4
Ψ†k+qΨ

†
k′−qV (q)Ψk′Ψk, (5.57)

where V (q) = e2/|q|2 is the Fourier transform of the bare Coulomb potential V (r) = e2/|r|.
The free Green’s functionG0(k) of the electron gas is defined as theWick contraction 〈ΨkΨ

†
k〉0.

In terms of the Fu-Kane-Mele Hamiltonian, G0(k) is just the inverse of the kernel of the free
action S0[Ψ†,Ψ]:

G0(k) ≡ 〈ΨkΨ
†
k〉0 =

(
−iν 11 +HFKM(k)

)−1
. (5.58)

In general, the polarization functionΠ(q)with 4-momentum q is defined as the Fourier trans-
form of the connected correlation function 〈Ψ†(x, τ)Ψ(x, τ)Ψ†(x′, τ ′)Ψ(x′, τ ′)〉0. In the case
of a translationally invariant system,Π(q) can be rewritten as a four-dimensional momentum
integral (see Fig. 5.22):

Π(q) ≡ 2

∫
d4k

(2π)4
tr{G0(k)G0(k + q)}. (5.59)

Here, the factor of 2 stems from the Wick contraction of field operators a�er relabeling mo-
mentum indices, and the trace is evaluated over the internal degrees of freedom, i.e., spin and
sublattice degrees of freedom in our case. Within the randomphase approximation, the dielec-
tric constant ε is then related to the polarization functionΠ(q) by:

ε(q) = 1 +
4πe

|q|2
Π(q). (5.60)

Hence, to determine the screening properties of the Fu-Kane-Mele model close to the bulk
quantum critical point we have to calculate the polarization function (see Fig. 5.22) in the static
limit and for long wavelengths,Π(ω = 0, q → 0). Note that as long as λSO/t 6= 0 the bulk re-
mains gapped, so that we may perform a Taylor expansion to quadratic order in small q. In
contrast, at the quantum critical point λSO/t = 0 we have to consider the full expression for
the polarization bubble, as derived in the following.

To calculate the polarization function Π(q), we start from Eq. (5.43) and rewrite the Fu-
Kane-Mele HamiltonianHFKM(k) in terms of 4× 4 Γ-matrices Γa as

HFKM(k) = d(k) ·Γ, (5.61)

where the five-component vectors d(k) andΓ are defined as follows:

d(k) ≡
(
Re γ(k),− Im γ(k), λSOux(k), λSOuy(k), λSOuz(k)

)T
, (5.62a)

Γ ≡ (τx ⊗ σ0, τy ⊗ σ0, τz ⊗ σx, τz ⊗ σy, τz ⊗ σz)T . (5.62b)
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q q

k + q

k

Π(q)

Figure 5.22. Leading-order Feynman diagram for the polarization function Π(q) = Π(ω, q). The “4-
momenta”k and q compriseboth frequencyandmomentum, i.e., we considerk ≡ (ν,k)and q ≡ (ω, q).

Similar to theminimalmodel introduced in chapter 3, thoseΓmatrices satisfy theusual Cli�ord
algebra, i.e., they anti-commute with

{Γa,Γb} = 2δab 11 for a, b = 1, . . . , 5. (5.63)

Since Γ2
a = 11, we can easily diagonalize the Hamiltonian to obtain the electronic band struc-

ture. As a result, we obtain the same result as discussed previously:

E(k) = ±|d(k)|, (5.64)

where each conduction and valence band is two-fold degenerate. Due to the anti-commutativ-
ity of the aboveΓmatrices, we also obtain a simple expression for the bare fermion propagator
[cf. Eq. (5.58)]:

G0(k) =
(
−iν 11 + d(k) ·Γ

)−1
=
iν 11 + d(k) ·Γ
ν2 + |d(k)|2

(5.65)

Furthermore, as the Γ matrices are traceless, i.e., tr Γa = 0 for all i = 1, . . . , 5, we can easily
calculate the matrix trace in Eq. (5.59). As an intermediate result, we obtain:

ΠFKM(q) = 8

∫
d4k

(2π)4

−ν(ν + ω) + d(k) ·d(k + q)

[ν2 + |d(k)|2][(ν + ω)2 + |d(k + q)|2]
. (5.66)

To compute the frequency integral over−∞ < ν <∞, we perform a rotation to the imaginary
frequency axis by substituting ν = iz. In the static limit, i.e., for ω = 0, we then find the
following expression for the polarization function using the well-known residue theorem:

ΠFKM(ω = 0, q) = 4

∫
d3k

(2π)3

|d(k)||d(k + q)| − d(k) ·d(k + q)

|d(k)||d(k + q)|(|d(k)|+ |d(k + q)|)
. (5.67)

Concerning the role of the spin-orbit coupling λSO we observe that the bulk band gap remains
finite as long as we keep λSO/t finite and include modulations of the hopping amplitude, δtj
[cf. Figs. 5.12, 5.13, and 5.17]. In that case, we may perform a Taylor expansion of the integrand
for low-energy excitations with small wave vector q:

d(k + q) ≈ d(k) + qα∂αd(k) +
1

2!
qαqβ∂α∂βd(k) +O(q3), (5.68a)
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and the Taylor expansion of the vector normwith respect to q is given by:

|d(k + q)| ≈ |d(k)|+ qα∂α|d(k)|+ 1

2!
qαqβ∂α∂β|d(k)|+O(q3)

= |d(k)|+ qα
dβ(k)∂αdβ(k)

|d(k)|

+
qαqβ

2

(∂αdγ(k))(∂βdγ(k)) + dγ(k)∂α∂βdγ(k)

|d(k)|

−
qαqβ

2

dγ(k)(∂αdγ(k))dδ(k)(∂αdδ(k))

|d(k)|3
+O(q3),

(5.68b)

where ∂αf(k) ≡ ∂f(k)/∂kα, and a summation over the Greek indices α, β, γ, δ ∈ {x, y, z}
is implied. Upon substituting the above expressions, the static polarization function takes the
following form:

ΠFKM(ω = 0, q) ≈ 2qαqβ

∫
d3k

(2π)3

[
(∂αdγ(k))(∂βdγ(k))

|d(k)|3

−
dγ(k)(∂αdγ(k))dδ(k)(∂βdδ(k))

|d(k)|5

]
+O(q3), (5.69)

or in a more compact notation:

ΠFKM(ω = 0, q) ≈ 2

∫
d3k

(2π)3

{
[(q ·∇k)d(k)]2

|d(k)|3
− [d(k) · (q ·∇k)d(k)]2

|d(k)|5

}
+O(q3). (5.70)

This result for the static polarization function in the limit of longwave lengths, q → 0, is appar-
ently well-defined as long as the bulk remains gapped which is ensured by a finite spin-orbit
coupling λSO/t 6= 0 and finite hopping modulations δtj , as mentioned before. Furthermore,
from our previous analysis of the bulk band structure and density of states we also know that
in the limitλSO/t = 0 nodal lines emerge in the bulk of system close to theX points, and those
nodal lines also give rise to the perfectly flat surface states. Close to the bulk quantum critical
point λSO/t = 0, we can describe such a nodal line by an e�ective low-energy Hamiltonian

Heff(k) = d̃(k) · τ with d̃(k) = (kx, ky, λSO)T , (5.71)

where we have performed a suitable coordinate transformation, so that kz is the momentum
along the nodal line which does not enter the e�ective Hamiltonian. Upon substituting the
vector d̃(k) into the polarization functionΠ(ω = 0, q) [cf. Eq. (5.70)] we find that

Πeff(ω = 0, q) ∝
q2
x + q2

y

|λSO|
. (5.72)

In the Fu-Kane-Mele model, there are three equivalent X points in the Brillouin zone of the
diamond lattice, located Xx = 2π

a (1, 0, 0)T , Xy = 2π
a (0, 1, 0)T , and Xz = 2π

a (0, 0, 1)T .
Hence, combining the above result for all three X points we find that the static polarization
function develops a 1/λSO divergence close to the bulk critical point:

ΠFKM(ω = 0, q) ∝ |q|
2

|λSO|
+O(q3). (5.73)
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Note that the above result was obtained in the absence of next-nearest neighbor hopping t′.
This particular form of the polarization function is reminiscent of the situation in two-dimen-
sional graphene sheetswith a singleDiracpoint andmassm, where the static polarization func-
tion takes the following form 122,155:

Πgraphene(ω = 0, q) ∝ |q|2√
v2
F |q|2 +m2

. (5.74)

According to our discussion, we find a similar relation in the three-dimensional Fu-Kane-Mele
model for a line of Dirac points, where the spin-orbit interaction generates a mass term for the
otherwise gapless Dirac fermions:

ΠFKM(ω = 0, q) ∝ |q|2√
v2
F |q|2 + λ2

SO

∝

{
|q|2/|λSO| for λSO 6= 0

|q|/vF for λSO = 0
(5.75)

An important consequence of this result is that the dielectric constant ε [cf. Eq. (5.60)] diverges
upon approaching the bulk quantum critical point λSO/t = 0, which can be interpreted a pre-
cursor to the screening of long-range Coulomb interactions by the bulk nodal lines:

ε = 1 +
4πe

|q|2
Π(ω = 0, q) ∝ c0 +

c1

|λSO|
→ ∞ as λSO → 0 (5.76)

with some numerical constants c0,1. This particular divergence of the dielectric constant has a
profound consequence on the e�ective interaction strength α:

α =
e2

~vsurf
F ε

∝ 1

|λSO|
1

c0 + c1/|λSO|
=

1

c0|λSO|+ c1
→ 1

c1
for λSO → 0. (5.77)

Here, we have used that the surface Fermi velocity close to the bulk critical point is roughly
given by vsurf

F ∝ |λSO| if next-nearest neighbor hopping is neglected (cf. discussion of the
surface bands in section 5.3.3). We expect that this result is not changed qualitatively when
hopping between next-nearest neighbors is included. Most importantly, note that the e�ec-
tive interaction strength does not generically become large when vsurf

F → 0 upon approach-
ing the quantum critical point, in stark contrast to our naive expectation that a flat surface
band leads to a diverging interaction strength α, thereby opening a surface band gap (see sec-
tion 5.1). Hence, in general we do not expect a spontaneousmass generation due to long-range
Coulomb interactions in the Fu-Kane-Melemodel and relatedmodels either due to the screen-
ing of Coulomb interactions.

5.3.6 Discussion

To conclude, we have shown that the existence and topological stability of the flat surface
bands in the Fu-Kane-Mele model are guaranteed by the nodal lines in the bulk of the system
present at λSO/t = 0, whose projections onto the 2D surfaces of a finite system determine
the range of the flat surface states. However, in general we expect that those nodal lines also
lead to screening of the long-range Coulomb interactions as the static polarization function
Π(ω = 0, q) ∝ |q2|/|λSO| shows a particular divergence as a function of the spin-orbit cou-
pling λSO. Concerning the e�ective interaction strength α ∝ 1/(vsurf

F ε), we find that the diver-
gence of the dielectric constant ε ∝ c0 + c1/|λSO| is compensated by a reduction of the Fermi
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velocity of the surface Dirac fermions as vsurf
F ∝ λSO. If we take the hopping t′ between second-

nearest neighbors into account, the chiral symmetry of the Fu-Kane-Melemodel is broken, and
the surface states become dispersive with a reduced surface Fermi velocity vsurf

F = (t′/t)vbulk
F ,

similar to the situation in the Kane-Mele model on the graphene lattice (see previous section).
In any case, we expect to find surface states with small Fermi velocity, but at the same time the
dielectric constant is expected to diverge linearly as function of the spin-orbit coupling λSO,
which is a precursor to screening. Consequently, the e�ective interaction strength α does not
become large close to the critical point, but is expected to be of the same order as other energy
scales, and chiral symmetry breaking due to long-range Coulomb interactions is not expected
in general. Our analysis also suggests that probably the most promising situation to observe a
spontaneously generated surfacemass in the Fu-Kane-Melemodel could be a situation, where
the bulk band gap is still pronounced and screening is not yet too strong, but here it comes
down to numbers. Furthermore, as the average kinetic energy of the surface Dirac fermions
goes to zero as we approach the bulk quantum critical point, even local interactions of arbi-
trarily small strength are expected to create a gap, as we discuss in section 5.5 on amean-field
level.

5.4 Flat surface bands in the minimal model for HgTe

In the previous section, we have discussed the properties of the Fu-Kane-Mele model, and
we have seen that chiral symmetry breaking due to long-range Coulomb interactions will not
generically occur in that model, although the corresponding surface states become flat upon
approaching the bulk quantum critical point. However, this model is somewhat special in the
sense that it describes the spin-orbit interactions in terms of a next-nearest neighbor hopping
due to the s orbital nature of the electronic states instead of an intrinsic or atomic spin-orbit
coupling of p orbital states. Moreover, the diamond lattice has a large number of crystal sym-
metries protecting the topological properties of the sample. For example, the Fu-Kane-Mele
model is a semimetal with zero band gap in the presence of uniform overlap parameters, and
we have to increase the overlap parameter along one of the bonds, so that the Fu-Kane-Mele
model becomesa strong topological insulator, as discussedabove. Also, the trivial band insula-
torphase is notperturbatively accessible in theFu-Kane-Melemodel unlesswe takea staggered
sublatticepotential into account or drastically increase thehoppingamplitudealongoneof the
bonds7.

Another class of topological insulatormodels is exemplified by theminimalmodel for topo-
logical insulators in three dimensions which we have introduced in chapter 3 (Ref. 19). In con-
trast to the Fu-Kane-Mele model, this e�ective model is based on superpositions of the p or-
bital states and thus allows for intrinsic spin-orbit interactionswithout theneedof next-nearest
neighbor interactions. Furthermore, the corresponding phase diagram contains both strong
and weak topological phases as well as a trivial band insulator phase. However, it turns out
that in the absence of inversion symmetry this model also exhibits an intermediate metallic
phase in which the bulk Dirac points shi� around in the bulk Brillouin zone as function of the
tuning parameter until they meet a time-reversed partner and annihilate. Such a phase is also
known as aWeyl metal, because the e�ective low-energy theory can be described in terms of
gapless Weyl fermions58,180–182. We also find that the polarization function develops a diver-
gence as a precursor to screening of long-ranged Coulomb interactions due to a line of nodal
points in the bulk of system, aswediscuss below. Consequently, also in thismodel the e�ective
interaction strength α does not diverge, and we do not find chiral symmetry breaking in that
model.
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In the following, we investigate the behavior of the surface bands in the minimal model
without inversion symmetry by solving the tight-binding Hamiltonian for a slab geometry with
(001) oriented faces. We show that the Fermi velocity vsurf

F of the surface Dirac fermions also
vanishes upon approaching the bulk quantum critical point, because the bulk conduction and
valence bands form a “spectral stamp” squeezing the surface bands. As a consequence of this
“spectral pressure” the Fermi velocity vsurf

F of the surfaceDirac fermions becomes smaller. A�er
that, we discuss the polarization function in the zero-frequency and long-wavelength limit and
compute the dielectric constant ε as for the Fu-Kane-Mele model. In particular, we show that
close to the quantum critical point ε diverges due to the appearance of the bulk nodal lines.
Similar to the Fu-Kane-Mele model, this divergence renders the e�ective interaction strength
α small enough, so that a spontaneous mass generation is in general avoided in the minimal
model for 3D topological insulators as well.

5.4.1 Flat surface bands in the minimal model

In chapter 3, we have introduced an e�ective tight-bindingmodel for 3D topological insulators
which was based on the bulk bands close to the Fermi level in strained 3D HgTe. A�er perform-
ing a Fourier decomposition of this model on the simple cubic lattice, the corresponding Bloch
Hamiltonian was formulated as follows:

H(k) = m Γ0 − t
3∑
j=1

(cos(kja)Γ0 + sin(kja)Γj) + ∆′ Γ04. (5.78)

Here, m is the mass parameter or tuning parameter of the minimal model which allows to
realize di�erent quantum states of matter, notably a trivial band insulator phase for |m| > 3t
and a strong topological insulator phase for t < |m| < 3t (see Fig. 3.17). Furthermore, we
consider the 4×4matricesΓa and their commutatorsΓab as introduced in chapter 3. Note that
we explicitly take the term∆′ Γ04 into account, which breaks inversion symmetry, but does not
break time-reversal symmetry. Diagonalizing the above Bloch Hamiltonian we find the bulk
electronic band structure:

E±±(k) = ±
√
d0(k)2 +

(√
d1(k)2 + d2(k)2 + d3(k)2 ± d04(k)

)2
(5.79)

where the tight-binding functions dj(k) are defined as:

d0(k) ≡ m− t(cos(kxa) + cos(kya) + cos(kza)), (5.80a)
d1(k) ≡ −t sin(kxa), d2(k) ≡ −t sin(kya), d3(k) ≡ −t sin(kza), (5.80b)

and

d04(k) ≡ ∆′ = const. (5.80c)

As shown in chapter 3, in an inversion-symmetric system, i.e., for ∆′/t = 0, the valence and
conduction bands are doubly degenerate, and the bulk band gap closes at one of the time-
reversal invariantmomentaΓ,X ,M , orR in the Brillouin zone, depending on the value of the
tuning parameterm/t.

However, the situation ismuchmore interesting in systemwith broken inversion symmetry,
where the two-fold degeneracy between the valence and conduction bands is li�ed due to a fi-
nite term∆′ Γ04 6= 0. To close thebulk band in such systems, oneneeds to fulfill two conditions
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simultaneously:

m/t
.
= cos(kxa) + cos(kya) + cos(kza), (5.81a)

∆′/t
.
=
√

sin2(kxa) + sin2(kya) + sin2(kza). (5.81b)

Each of the two conditions defines a two-dimensional manifold of solutions in momentum
space, and for given values of the tuning parameterm/t and inversion asymmetry∆′/twe find
three possible situations:

(i) If there is no point in momentum space which fulfills both conditions at a time, then the
system describes either a trivial insulator or a topological insulator. Those phases can be
easily distinguished by their di�erent Z2 invariants (ν0; ν1ν2ν3).

(ii) If, however, we find isolated points fulfilling both relations, then we are either at the bulk
quantumcritical point or in the intermediatemetallicWeyl phase. Note that both the criti-
cal point and themetallic Weyl phase are characterized by isolated bulk points with linear
dispersion.

(iii) If we find lines of solutions in momentum space, then we are also in the intermediate
metallicWeyl phase. Those linesare, however, anartifact of the systembeingparticle-hole
symmetric, and in a generic system the lines will be reduced to single bulk Dirac points.

As a result, for an inversion-asymmetric system with∆′/t 6= 0 we may identify three di�erent
phases: m < mc1 and m > mc2 describe the topological insulator and trivial band insula-
tor phases, respectively. For mc1 < m < mc2, however, the system enters an intermediate
metallic phase, whose size depends on the inversion asymmetry∆′/t. The value ofmc1 can be
estimated from a gradient expansion of the tight-binding functions dj(k) in the limit∆′/t� 1
which leads to

mc1

t
= 3− 1

2

(
∆′

t

)2

. (5.82)

It is important to note that atm = mc1 the bulk band gap closes, but this happens away from
the time-reversal invariant momentum Γ = (0, 0, 0)T at a distance set by |k| = ∆′/t. Fig. 5.23
shows the closing of the bulk band gap within the linearized band structure of the minimal
model close to the critical pointm . mc1. Although the bulk band gap appears to close on a
sphere |k| = ∆′/t, this is an artifact of the low-order expansion, and higher-order terms induce
cubic anisotropieswhich reduce the spherical symmetry to isolatedDirac points. Nevertheless,
the distance of the bulk Dirac points is set by∆′/t.

Now let us consider the surface states of such an inversion-asymmetric system. Approach-
ing the bulk quantum critical point mc1 from within the strong topological insulator phase,
i.e., form < mc1, the bulk Dirac cones are gapped, and the bulk band gap is given by Egap =
2 |δm| = 2 |m −mc1|. For an arbitrary surface with normal vector n̂ we can project the bulk
bandgaponto the corresponding surfaceBrillouin zone. Fig. 5.24 shows theprojectedbulk con-
duction and valence bands for a (001) surface with normal vector in the [001] direction, and at
the critical pointmc1 the bulk band gap closes. Consequently, in a finite-size sample, the sur-
face bands connect states originating from the bulk across the gap, and due to Kramers’ theo-
rem those surfacebandshave to cross at the center of the surfaceBrillouin zone,Γ = (0, 0)T , as
projection of the time-reversal invariant momentum Γ. In that sense, we find that in the vicin-
ity of the critical pointm = mc1 the bulk bands exert a “spectral pressure” onto the surface
bands, and thus the surface bands becomemore andmore flat asm→ mc1. A rough estimate
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Figure 5.23. Plot of the linearized band structure E±±(k) of the minimal model realizing a strong topo-
logical insulator for t = 1,m/t = 2.9, and∆′/t = 0.25. The system is characterized by two gap scales
E(1)

gap = 2|δm| and E(2)
gap = 2

√
δm2 + ∆′2, where δm ≡ m − mc1 is the distance to the quantum crit-

ical pointmc1. Upon approaching the bulk quantum critical point the gap E(1)
gap closes at k = ±∆′/t,

while E(2)
gap = 2|∆′| remains finite. As a consequence, close to the bulk quantum critical point the two

bulk bands E±,−(k) lead to singular contributions to the static polarization function Π(q, ω = 0), as
discussed in the main text.

for the Fermi velocity vsurf
F of the surface Dirac fermions can be obtained from a simple linear

interpolation between the bulk Dirac cones at the edges of the projected bulk band gap:

vsurf
F ≈ Egap

∆′/t
∝ vbulk

F

|δm|
∆′

, (5.83)

where vbulk
F = ta denotes the Fermi velocity of the bulk fermions. Obviously, the Fermi velocity

vsurf
F can be reduced drastically when approaching the bulk quantum critical pointm = mc1,
but the surface bands do not become perfectly flat in that limit. This can be understood as fol-
lows: Although the projected bulk band gap exerts a spectral pressure onto the surface bands,
higher-order terms invalidate the picture of a perfectly flat stamp, but introduce a roughen-
ing of the stamp surface on the scale (∆′/t)2 (see Fig. 5.24). Consequently, the bulk band gap
closes only at isolated bulk Dirac points, and the surface bands can bend up- or downwards, so
that they do not become perfectly flat anymore.

To confirm this intuitive picture, wehave calculated the surface states of theminimalmodel
by solving the Bloch Hamiltonian in a finite slab geometry with open boundary conditions in
the z direction of the (001) slab and periodic boundary conditions in x and y directions:

H(k‖) =
∑
z

Ψ†k‖z(m Γ0 + ∆′ Γ04)Ψk‖z

− t
∑
z

Ψ†k‖z(cos(kxa) + cos(kya))Γ0Ψk‖z

− t
∑
z

Ψ†k‖z(sin(kxa)Γ1 + sin(kya)Γ2)Ψk‖z

− t
∑
z

[
Ψ†k‖z

(
Γ0 − iΓ3

2

)
Ψ†k‖,z−a + H.c.

]
.

(5.84)
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Figure 5.24. Projection of the bulk conduction and valence bands onto the surface Brillouin zone of a
(001) surface. To leading order, the bulk bands have the form of a stamp which closes asm → mc1.
Higher-order corrections lead to a fine structure of the projected bulk bands which is clearly visible in
the Figure.

Fig. 5.25 shows the two-dimensional slabband structure for a slabwith (001) surfaces along the
high-symmetry lines of the surface Brillouin zone, while Fig. 5.26 shows a magnification of the
slab band structure close to the center of the Brillouin zone. Apparently, the nearby bulk bands
exert pressure on the surface bands, so that they become increasingly flat upon approaching
the bulk quantum critical point which confirms our basic understanding of the flatness of the
surface bands in the minimal model.

To conclude this section, we have established a possible route to control the Fermi velocity
of the surface Dirac fermions appearing in the minimal model for 3D topological insulators by
tuningm as vsurf

F ∝ |m −mc1|/t. However, due to the nearby presence of the bulk bands we
also have to consider screeningmechanisms in thatmodel. Although the projected bulk gap in
the formof a stamp exerts spectral pressure onto the surface bands and forces them to become
quite flat, the samebulk stampcanalso leada finite density of states onan intermediate energy
scale which eventually may lead to screening of the long-range Coulomb interaction.

5.4.2 Polarization function for the minimal model

Let us briefly discuss the polarization function for the minimal model of a 3D topological insu-
lator close to the bulk quantum critical pointm/t = 3 in the presence of inversion asymmetry.
For δm/t ≡ |m− 3t|/t� 1wemay consider a linearized version of the minimal model (5.78),

Heff(k) ≈ δm Γ0 − at
3∑
j=1

kj Γj + ∆′ Γ04, (5.85)

where kmeasures the distance to the center of the Brillouin zone, i.e., at the Γ point. As intro-
duced before, we define the free Green’s function as the single-particle propagator

G0(k) ≡ 〈Ψ†kΨk〉0 =
(
−iν 11 +Heff(k)

)−1
, (5.86)
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Figure 5.25. Plot of the electronic slab band structure for a (001) slab consisting of Nz = 100 layers.
The parameters of the minimal model (5.84) are chosen such that it describes an inversion-asymmetric
topological insulator: t = 1 andm/t = 2.7. The inversion asymmetry∆′/t = 0.7was chosen artificially
large to show the appearance of the bulk band gap exerting spectral pressure onto the surface bands
indicated by red lines.

Figure 5.26. Zoom into the electronic slab band structure for a (001) slab consisting ofNz = 500 layers.
The parameters of the minimal model are identical to those in Fig. 5.25. The inversion asymmetry ∆′

shi�s the bulk Dirac points away from the time-reversal invariant momentum Γ on a scale set by |k| =
∆′/tand leads to the formationof a stamp-shapedbulkbandgap. The surfaceof the stamp is roughened
on a scale (∆′/t)2 which allows the surface bands (indicated by red lines) to bend up- or downwards
and to interact with the bulk states by elastic scattering. A simple estimate for the Fermi velocity of the
surface Dirac fermions can be given as vsurf

F ≈ Egap/(∆
′/t) ∝ vbulk

F (|m −mc1|/∆′), where vbulk
F = at

denotes the bulk Fermi velocity.
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where k ≡ (ν,k) is the 4-momentum consisting of both frequency ν and momentum k. Let
U(k) be the unitary matrix of normalized eigenvectors of the e�ective Hamiltonian Heff(k),
i.e.,

U(k)Heff(k)U(k)† = diag({En(k)}). (5.87)

Here, En(k) denotes the eigenenergies ofHeff(k) in ascending order:

E±±(k) ≡ ±
√
δm2 + (at|k| ±∆′)2. (5.88)

As a consequence, the free Green’s function G0(k) can be rewritten as

G0(k) = U(k)D(k)U(k)† with D(k) ≡ diag
(
{(−iν + En(k))−1}

)
. (5.89)

In analogy to thediscussionof the Fu-Kane-Melemodel in theprevious section,we consider the
polarization functionΠ(q) as defined in Eq. (5.59). Upon substituting the free Green’s function
G0(k)we can rewrite the above relation for the polarization function as

Π(q) = 2

∫
d4k

(2π)4
tr{F(k, q)†D(k)F(k, q)D(k + q)}, (5.90)

where, for brevity, we have introduced a structure factor F(k, q) which depends on the mo-
menta k and q as follows:

F(k, q) ≡ U(k)†U(k + q). (5.91)

SinceD(k) is diagonal, the polarization functionΠ(q) then takes the form

Π(q) = 2

∫
d4k

(2π)4

4∑
m,n=1

[F(k, q)†]mnF(k, q)nm
(ik0 − En(k))(ik0 + iq0 − Em(k + q))

. (5.92)

First, let us perform the integration over the internal frequency, ν. As a result, we obtain:

Π(q) = 2

∫
d3k

(2π)3

4∑
m,n=1

[F(k, q)†]mnF(k, q)nm
nF (En(k))− nF (Em(k + q)− iq0)

(iq0 − (Em(k + q)− En(k))
. (5.93)

At zero temperature, all states below (above) the chemical potential µ are occupied (empty)
since nF (ε−µ) = Θ(µ− ε)withΘ(x) denoting the Heaviside theta function, so that the static
polarization function takes the following form (µ = 0):

Π(ω = 0, q) = 2

∫
d3k

(2π)3

4∑
m,n=1

[F(k, q)†]mnF(k, q)nm
Θ(−Em(k + q))−Θ(−En(k))

Em(k + q)− En(k)
.

(5.94)
Here, the only non-vanishing contributions to the static polarization function stem from parti-
cle-hole excitations:

Θ(−Em(k + q))−Θ(−En(k)) =


1 m occupied and n empty
−1 m empty and n occupied
0 bothm and n empty or occupied

(5.95)

Note that the energy denominator Em(k + q)− En(k) is non-zero as long as δm 6= 0, because
the indicesm and n refer to either valence or conduction bands, respectively.
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Concerning the quantum critical point of the minimal model we find that the static polar-
ization function (5.93) develops a singularity in the long-wavelength limit at the bulk quantum
critical point. In the following, we consider the inversion asymmetry∆′ Γ04 as a small pertur-
bation to the strong topological insulator, i.e., we focus on the case ∆′/t � 1, and focus on
the leading-order terms of Π(ω = 0, q) in the limit q → 0. Starting from the linearized band
structure (5.88) we see that in the vicinity of the bulk Dirac point the singular contribution to
the polarization function stems from the touching of the highest valence band and the lowest
conduction band:

E±,−(k) = ±
√
δm2 + (at|k| −∆′)2, (5.96)

where, for simplicity, we have assumed that∆′ is positive. The divergence of the polarization is
due to the fact that in the limit q → 0 and δm→ 0 the energy denominator entering Eq. (5.93)
vanishes. Note that the other terms entering Eq. (5.93) remain constant or vanish quadratically
for small q vectors, and therefore we neglect those terms in the following discussion. The di-
vergent termΠ(23)(ω = 0, q) of the polarization function then takes the form

Π(23)(ω = 0, q) = 2

∫
d3k

(2π)3

[F(k, q)†]23F(k, q)32

E2(k + q)− E3(k)
, (5.97)

where E2,3(k) ≡ E±,−(k). This integral can be solved analytically, for example by introducing
a suitable coordinate system such that q = qez and spherical coordinates {k, θ, φ} for the
momentum integral over k. A�er substituting x = cos θ with corresponding integral measure
dx = − sin θ dθ we perform a Taylor expansion of both numerator and denominator for small
q � δm/t� ∆′/t� 1. As a result, the relevant term under discussion then takes the form

Π(23)(ω = 0, q) =
1

16π2
(at)2|q|2

∫ Λ

0
dk k2

∫ 1

−1
dx

x2 δm2

[(atk −∆′)2 + δm2]5/2
. (5.98)

Note that the integration over x ∈ [−1, 1] simply gives a prefactor of 2/3, and the remaining
integral over k ∈ [0,∞) also can be easily performed, resulting in:

Π(23)(ω = 0, q) =
1

144π2
(at)2|q|2

(
∆′ +

√
δm2 + ∆′2

δm t3/2

)2

. (5.99)

Close to the bulk quantum critical point, we may simplify our result for δm/t � ∆′/t � 1,
such that we obtain the following result for the full polarization function:

Π(ω = 0, q) ≈ 1

18π2
(at)2|q|2 ∆′2

t3 δm2
=

1

18π2

∆′2

t δm2
(vbulk
F |q|)2, (5.100)

where vbulk
F = ta is the bulk Fermi velocity. We have also taken the factor of 2 into account

which arises from the fact that Π(ω = 0, q)23 = Π(ω = 0, q)32. Note that the prefactor
1/(18π2) is in very good agreement with numerical calculations of the full polarization func-
tion Π(ω, q) in the low-energy limit. The above result shows that the static polarization func-
tionΠ(ω = 0, q → 0) diverges quadratically as function of δm. Consequently, this implies that
the bulk dielectric constant ε diverges as well:

ε ∝ const.+
∆′2

δm2
→∞ as δm→ 0. (5.101)

Hence, as anticipated from thebeginning, this leads to the avoidance of chiral symmetry break-
ing due to long-range Coulomb interactions:

α =
e2

~vsurf
F ε

∝ δm

∆′
→ 0 as δm→ 0 (5.102)
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since vsurf
F ∝ δm/∆′ [cf. Eq. (5.83)]. Note that this particular behavior can be traced back to

the nearby presence of the bulk states which leads to screening of the long-range Coulomb
interaction, similar to our discussion of Coulomb interactions in the Fu-Kane-MeleHamiltonian
(cf. section 5.3).

5.4.3 Discussion

To conclude this section, in theminimalmodel we find a di�erent route to flat surface bands in
3D topological insulators, where the flatness is induced by “spectral pressure” exerted by the
bulk bands. However, upon approaching the bulk critical pointm = mc1, where the bulk band
gap closes, we also find a diverging polarization function,Π(ω = 0, q) ∝ |q|2/(m−mc1)2, in-
dicating the appearance of screening due to the intermediate nodal lines 123,124. Consequently,
the e�ective interaction strength α = e2/(~εvsurf

F ) vanishes as we approach the quantum crit-
ical pointm = mc1. Therefore, a spontaneous mass generation by virtue of chiral symmetry
breaking due to long-range Coulomb interactions does not occur in our minimal model based
on strained 3D HgTe. The same reasoning is expected to apply to a large family of bismuth-
based compounds for which similar e�ective models have been constructed recently. How-
ever, since the surface bands become increasingly flat close to the critical point, even local in-
teractions are expected to become relevant which might also create a surface band gap, as we
discuss below.

5.5 Spontaneous gap generation due to local interactions

So far we have investigated the mechanism of chiral symmetry breaking on the 2D surfaces of
3D topological insulators due to long-range Coulomb interactions. Specifically, in both the Fu-
Kane-Mele model and the minimal model based on strained 3D HgTe we have seen that the
surface bands become flat as we approach the bulk quantum critical point, but at the same
time the polarization function exhibits a divergence due to either nodal lines in the bulk or an
intermediate semimetallic phase, which is a precursor to screening of the long-range interac-
tions. Nevertheless, as the Fermi velocity of the surface Dirac fermions vanishes, the average
kinetic energy goes to zero as well:

〈Ekin〉 ∼
~vF
l

= ~vFn
1/2
d → 0 as vF → 0. (5.103)

Naively, one would expect that any local perturbation on the surface generates a mass gap for
the surface states, because the kinetic energy as the relevant energy scale to comparewith van-
ishes. However, as we are concerned with the interactions of 2D surface states of a 3D topolog-
ical insulator, the situation is more complex: Close to the critical point the penetration length
of the surface states into the bulk of the topological insulator may increase and eventually di-
verge, so that the surface states are being “absorbed” into the continuum of bulk states, re-
sulting in a vanishing e�ective interaction strength at the surfaces. To study the e�ect of local
interactions inmore detail, we first discuss themean-field argument for the critical interaction
strength. A�er that, we review the role of local interactions in thepresenceof flat surface states,
as exemplified by the Fu-Kane-Mele model and the minimal HgTe model.

In the first place, to develop a rough estimate for the critical interaction strength Uc of a
purely local contact interaction V (r) = Uδ(r) abovewhich amass term for the Dirac fermions
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is generated, we consider the following Dyson-Schwinger equation (cf. section 5.1):

∆(ε,p) = i

∫ ∞
−∞

dν

2π

∫
d2k

(2π)2

V2D(ν − ε,k − p)∆(ν,k)

ν2 − v2
F |k|2 −∆(ν,k)2 + i0+

. (5.104)

Here, the Fermi velocity vF of the surface Dirac fermions is finite as long as we are not at the
bulkquantumcritical point, where the surfacebandsbecome flat. A simple estimate for∆(ε,p)
can be obtained by themean-field ansatz∆(ε,p) = ∆ = const for the purely local interaction
V2D(ν − ε,k − p) = U . In that case, the above self-consistency equation simplifies to

1 = i

∫ ∞
−∞

dν

2π

∫
d2k

(2π)2

U

ν2 − v2
F |k|2 −∆2 + i0+

=

∫
d2k

(2π)2

U

2
√
v2
F |k|2 + ∆2

, (5.105)

wherewe have integrated out the internal frequency ν in the last line. If we further assume that
∆ is zero below the critical interaction strengthUc and finite above, we can easily perform the
momentum integration. As a result, we obtain

1 =
1

2

∫
d2k

(2π)2

Uc
vF |k|

=
Uc
4π

Λ

vF
, (5.106)

where Λ is the momentum cuto� which specifies the range of validity for the Dirac spectrum.
An important consequence of the above mean-field calculation is that the critical interaction
strength vanishes linearly as vF goes to zero:

Uc = 4π
vF
Λ
→ 0 as vF → 0. (5.107)

Therefore, since the critical interaction strength Uc vanishes upon approaching the quantum
critical point, we generically expect a transition towards a gapped state, even for arbitrarily
small interaction strengths. This argument, however, hinges on the assumption that the 2D
surface states are well localized at the individual surfaces and that the matrix elements be-
tween the surface states of opposite surfaces vanish. Although that assumption proves valid in
the Fu-Kane-Melemodel, the quantum phase transition in theminimal model is governed by a
diverging penetration length of the surface states, as we discuss below.

To describe the boundary states localized at the surfaces of a 3D topological insulator, we
consider the following generic ansatz for the wave function ψ:

ψ(k‖, r⊥) ∼ ψ0 l
−1/2 eik‖ ·r‖ e−r⊥/l. (5.108)

Here, the first part describes a planewavewith the conserved, in-plane surfacemomentumk‖,
while r⊥ denotes thepositionwith respect to the surfacenormal vector, and l is thepenetration
length of the surface state into the bulk. Furthermore, ψ0 describes the spinor structure of the
surface states, and the prefactor l−1/2 ensures a proper normalization of the surface state:∫ ∞

0
dr⊥ |ψ(k‖, r⊥)|2 .

= 1. (5.109)

In particular, the above ansatz can be utilized to estimate the e�ective strength Ueff of a local
Hubbard-like interaction for the surface states:

Ueff =

∫ ∞
0

dr⊥ dr
′
⊥ |ψ(k‖, r⊥)|2 U0δ(r⊥ − r′⊥) |ψ(k‖, r

′
⊥)|2 (5.110a)

∝ U0

∫ ∞
0

dr⊥
|ψ(k‖, r⊥)|4

l2
∝ U0

l
. (5.110b)
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Note that thee�ective interactionstrength is reducedbya factor1/l compared to thebare inter-
action strengthU0, which allows to distinguish between two cases depending on the behavior
of l as function of the tuning parameter of the quantum phase transition.

In the first case, thepenetration length l remains finite uponapproaching thebulkquantum
critical point and generically we expect a gapped surface state, because the critical interaction
strength Uc ∝ vsurf

F decreases upon approaching the bulk critical point, while Ueff remains
finite and eventually becomes larger thanUc. We find an example of that particular scenario in
the Fu-Kane-Melemodel, where the surface bands become increasingly flat as we decrease the
spin-orbit couplingλSO, i.e., vsurf

F ∝ λSO → 0, but the penetration length l of the surface states
remains small. The reason for the exponential localization of the surface states close to the
quantum critical point can be traced back to the topological protection of the surface states
by the nodal lines in the bulk of the system. As discussed before, those nodal lines enforce
the surface bands to become perfectly flat in a large region of the surface Brillouin zone (cf.
Fig. 5.21), and consequently the surface states cannot penetrate into the bulk, because most
of their weight is localized at the surfaces. We have also checked numerically for a range of
parameters that the penetration length l remains finite, even in the presence of perturbations
which break the chiral symmetry associated with the presence of the nodal lines. By virtue of
Eq. (5.106) we then find that the critical interaction strength Uc ∝ λSO decreases, so that Ueff

becomes larger than Uc su�iciently close to the critical point λSO/t = 0, resulting in a surface
band gap due to local interactions.

To summarize our results for the Fu-Kane-Melemodel, wegenerically expect a spontaneous
gap generation due to local interactions as a result of the surface bands becoming flat in a large
region of the surface Brillouin zone. On the other hand, long-range Coulomb interactions are
screened by the nodal lines in the bulk of the system, leading to a diverging dielectric constant
ε, which ultimately prevents the e�ective interaction strength α ∝ 1/(εvsurf

F ) from becoming
large.

The situation is quite di�erent in the second scenario, where the penetration length di-
verges upon approaching the bulk quantum critical point as l ∼ |m−mc1|−1, so that the e�ec-
tive interactionUeff ∝ U0/l goes to zero aswell as vF ∼ |m−mc1| → 0 form→ mc1. Note that
we find a realization of such a diverging penetration length in the minimal HgTe model when
we tune the mass parameterm towards the critical valuemc1. In this case, it is however not
clear if local Hubbard-like interactions can lead to a spontaneous gap generation close to the
quantum critical point, because both the kinetic energy 〈Ekin〉 ∼ ta |m−mc1| and the e�ective
interaction strengthUeff ∼ U0 |m−mc1|decrease simultaneously. To answer that question,we
have calculated the layer-resolved spin-spin correlation function χ(q) for the minimal model
of strained 3D HgTe (cf. section 3.6) from which we infer the leading instability of the system
close to the critical point:

H(k) =
∑
z

Ψ†kz
(
m− t cos(kxa)− t cos(kya)

)
Γ0Ψkz

− t
∑
z

Ψ†kz
(
sin(kxa)Γ1 + sin(kya)Γ2

)
Ψkz

− t
∑
z

[
Ψ†kz

(
Γ0 − iΓ3

2

)
Ψ†k,z−a + H.c.

]
+ ∆′

∑
z

Ψ†kzΓ04Ψkz +HZ .

(5.111)

To be specific, we have numerically computed the spin-spin correlation function for the inter-
actions on the individual orbitals for di�erent values of the in-plane surface momentum q and
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layer indices z, z′:

χ(q) = N
∫

d2k

(2π)2

∑′

α,β

〈k, α|S±(z)|k + q, β〉〈k + q, β|S±(z′)|k, α〉+ c.c.

Ek,α − Ek+q,β
, (5.112)

Here, Σ′ indicates that the summation is restricted to states which fulfill the energy condition
Ek,α < EF < Ek+q,β , andN is anormalizationconstant. Furthermore, the spin-operatorS±(z)
acting in layer z is defined by:

S±(z) ≡
(
τ0 ± τz

2

)
⊗ σz, (5.113)

where the “±” determineswhetherwe compute the spin-spin correlation function and thus the
leading instability of the electron-like (E) or light-hole (LH) states (for a definition of the states
involved see section 3.6).

Fig. 5.27 shows the eigenvalues of the susceptibility matrix χ(q) for a slab with a thickness
ofNz = 20 layers and for di�erent high-symmetry points in the surface Brillouin zone. Upon
approaching the bulk quantum critical pointm → mc1, where roughlymc1 ≈ 2.6 − 2.7, the
leading surface instability close to the critical point is found to be of ferromagnetic type, as
indicated by the open red squares in Fig. 5.27. To be precise, we find the following order of
eigenvalues of χ(q):

Ebulk
(0,0,0) < E

bulk
(0,0,π) < E

surf
(0,0), (5.114a)

Esurf
(π,0) < E

bulk
(π,0,π) < E

bulk
(π,0,0), (5.114b)

Esurf
(π,π) < E

bulk
(π,π,π) < E

bulk
(π,π,0). (5.114c)

Note that none of the eigenvalues of the susceptibility matrix χ(q) diverges upon approaching
the critical pointmc1, so that the usual mean-field condition 11

.
= Uχ(q) implies a finite inter-

action strengthU∗ for a gapped surface state. However, since the eigenvalues become smaller
close to mc1, the critical interaction strength U∗ also becomes larger, but does not diverge.
Furthermore, note that finite-size e�ects are not small for this system size and lead to correc-
tions of thebulk eigenvalues. For example, although the twomomenta (π, 0, π)T and (π, π, 0)T

are equivalent by virtue of lattice symmetries, their eigenvalues di�er by up to 10%. We have
checked numerically that those deviations become smaller when increasing the slab width to
larger values, and we have also analyzed the structure of the eigenvectors as function of the
layer index z for the di�erent surface momenta (not shown here). The above results are sum-
marized in the schematic plot of the eigenvalues shown in Fig. 5.28, where bulk eigenvalues
corresponding to symmetry-equivalent points in the Brillouin zone have the same value, and
the surface eigenvalues are indicated by open symbols, showing that the leading instability is
surface ferromagnetism.

Fig. 5.29 shows the surface and bulk eigenvectors of the susceptibility matrix χ(q → 0) for
a slab withNz = 20 layers and tuning parameterm/t = 2 [cf. Fig. 5.27 (a)]. The two eigenvec-
tors of the doubly degenerate surface eigenvalue are well localized at the surfaces of the slab
(open symbols), as shown in Fig. 5.29 (a), where most of their weight is localized in the first
three layers of the slab. On the other hand, the eigenvector corresponding to the largest bulk
eigenvalue (filled green symbols) shows a rapidly oscillating behavior as a function of the layer
indexwhich canbe reconciledwith amomentum qz = π/a (a = 1) perpendicular to the surface
[cf. Fig. 5.29 (b)]. In that sense, we may identify this bulk eigenvalue with the bulk momentum
(0, 0, π)T . Similarly, theeigenvectors of the twosmallest bulk eigenvalues shown inFig. 5.29 (b)
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Figure 5.27. Eigenvalues of the layer-resolved susceptibility matrix χ(q) for the light-hole orbitals [cf.
Eq. (5.112) and discussion in main text] for a slab with a thickness ofNz = 20 layers and for three high-
symmetry surface momenta q = (0.01, 0.01)T , q = (π, 0)T , and q = (π, π)T indicated in red, green,
andblue. Theopenand filled symbolsdenote theeigenvalues,whoseeigenvectorshave themostweight
at one of the surfaces or in the bulk, respectively. The parameters of theminimal HgTemodel introduced
in chapter 3 have been chosen as t = 1,∆′/t = 0.7, realizing an inversion-asymmetric strong topolog-
ical insulator form < mc1, where roughlymc1 ≈ 2.6 − 2.7. For small slabs, finite-size e�ects lead to
correctionsof theeigenvalues, so that, for example, thebulk eigenvalues corresponding to themomenta
(π, 0, π)T (smallest bulk eigenvalue for q = (π, 0)T ) and (π, π, 0)T (largest eigenvalue for q = (π, π)T )
do not have the same value, but di�er by up to 10%. Those deviations, however, become smaller when
increasing the slab thicknessNz .
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Figure 5.28. Schematic plot of the eigenvalues of the susceptibility matrix χ(q) [cf. Eq. (5.112)] for three
high-symmetry surfacemomenta q = (0, 0)T , q = (π, 0)T , and q = (π, π)T indicated in red, green, and
blue. The thick lines represent those eigenvalues, whose eigenvectors are localized in the bulk of the
system, while the open symbols represent the eigenvalues of the eigenvectors located at the surfaces of
the slab (see Fig. 5.27). Importantly, the largest eigenvalue is found for q = (0, 0)T at the surfaces, im-
plying that the leading instability of the system is a ferromagnetic one, while the largest bulk eigenvalue
with momentum (0, 0, π)T shows an anti-ferromagnetic order in the direction normal to the surfaces.
Note that in large systems the bulk eigenvalues corresponding to equivalent momenta, e.g., (π, 0, 0)T

and (0, 0, π)T have the same value.

vary smoothly across the slab, corresponding to small bulk momenta q → (0, 0, 0)T . We have
also checked numerically that the eigenvectors of bulk eigenvalues for di�erent surface mo-
menta are equivalent up to symmetry transformations of the underlying simple cubic lattice.
Combining those results, we obtain the first set of inequalities in Eq. (5.114), and a similar analy-
sis of the eigenmodes ofχ(q) for varyingmomenta then gives rise to the schematic plot shown
in Fig. 5.28.

To summarize our results regarding local interactions in theminimalmodel based onHgTe,
the leading instability of the2Dsurfaces is a ferromagnetic one,withananti-ferromagnetic cou-
pling of the two surfaces, as indicated by the largest bulk eigenvalue. However, since all eigen-
values of the susceptibility matrix χ(q) are of the same order, this instability only occurs in a
very small region of them-vs.-U phase diagram, so that fine-tuning of the interaction strength
U and themass parameterm of the model is required. In contrast to the Fu-Kane-Mele model,
the spontaneous gap generation of the surface Dirac fermions in the minimal model is not ex-
pected to be a generic feature, but it rather depends onmicroscopic details of the model.

5.6 Discussion and outlook

Finally, let us put our results for the mechanism of a spontaneous mass generation on the sur-
faces of 3D topological insulators in a broader context following the theoretical classification
of quantumphase transitions of three-dimensional, time-reversal invariant topological insula-
tors due to Murakami 123,124. In that classification scheme, the quantum phase transition from
a topologically non-trivial state to a band insulator state as function of a single tuning param-
eter m is shown to depend on the presence or absence of inversion symmetry, giving rise to
two classesA and B of Hamiltonians, respectively. The questions we would like to address in
the following are how the surface states and correspondingly the topologicalZ2 invariant ν0 of
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Figure 5.29. Eigenvectors of the layer-resolved susceptibility matrix χ(q ≈ 0) for a slab thickness of
Nz = 20 layers, and the parameters of the minimal HgTe model are the same as in Fig. 5.29. (a) Local-
ization of the two surface eigenvectors indicated by open symbols, where most of the weight is located
within the first three layers of the slab. b) The eigenvector of the largest bulk eigenvalue indicated by
filled circles shows a rapidly oscillating behavior as function of the layer index zwhich can be associated
with a momentum of qz = π perpendicular to the slab surfaces. On the other hand, the eigenvectors of
the smallest bulk eigenvalues indicated by filled squares and filled diamonds show a smooth variation
across the slab which is indicative of small momenta.

a 3D topological insulators changes when we tune an external parameter, and whether or not
we can expect a spontaneousmass generation for the surface Dirac fermions due to long-range
Coulomb interactions or short-ranged, Hubbard-like interactions. Such a system with a finite
surface band gap is a prerequisite for more exotic states of topological insulators showing the
anomalous quantum Hall e�ect or the magneto-electric e�ect, as mentioned before.

In the following discussion, we consider “generic” quantum phase transitions between to-
pologically trivial and non-trivial phases as a function of a single tuning parameterm, and we
exclude phase transitions where a crossing of bulk bands is achieved by tuning two or more
parameters. Similar toourapproachof tuning the spin-orbit couplingλSO discussedabove, this
generic parameterm canbe thoughtof asbeingexternally controllable, for examplebyexerting
pressure or by chemical doping. Note that at the quantum phase transition, the topologicalZ2

invariant ν0 must change its character from being odd to being even, or vice versa. According
to the bulk-boundary correspondence, this implies that the bulk band gapmust close at some
point k∗ in the Brillouin zone, because only then can the bulk bands “unwind.” To study that
quantum phase transition, let us consider the following generic Bloch Hamiltonian:

H(k) =

[
h↑↑(k) h↑↓(k)
h↓↑(k) h↓↓(k)

]
. (5.115)

Ifweassume that theHamiltonianhasnoadditional degeneracies other than those imposedby
time-reversal symmetry, it su�ices to discuss the phase transition of 3D topological insulators
in terms of 4 × 4 Hamiltonian matrices, because we need two spin states and two bands with
opposite parity which are exchanged at the phase transition. Time-reversal symmetry relates
the spin-up and spin-downparts of the BlochHamiltonian atmomentak and−k to each other
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as follows:
H(k) = Θ̂H(−k)T Θ̂−1, (5.116)

where Θ̂ = i σy ⊗ τ0 K implements the time-reversal operator. As introduced before, σ =
(σx, σy, σz)

T acts on the spin degrees of freedom, whereas τ = (τx, τy, τz)
T acts on the orbital

degrees of freedom, and σ0 = τ0 = 11 is the 2 × 2 identity matrix. In particular, Eq. (5.116)
implies that

hσσ(k) = +hσ̄σ̄(−k)T , (5.117a)

hσσ̄(k) = −hσσ̄(−k)T , (5.117b)

whereσ ∈ {↑, ↓}and σ̄ ∈ {↓, ↑}denoteopposite spinorientations. FromtheKramers’ theorem
for time-reversal invariant systems it follows that the spectrum of the Bloch HamiltonianH(k)
is doubly degenerate at the eight time-reversal invariant momenta Γi (i = 1, . . . , 8) which can
be parametrized as

Γi = Γ(n1n2n3) =
1

2

3∑
l=1

nlbl, (5.118)

where b1, b2, and b3 denote the primitive reciprocal lattice vectors of the system. There is,
however, another important symmetrywhich relates the spectrumat oppositemomentak and
−k, namely inversion symmetry P̂ :

H(k) = P̂H(−k)P̂−1. (5.119)

The presence or absence of inversion symmetry has important consequences on the existence
of a non-trivial, semimetallic phase between the quantum spin Hall insulator and the trivial
band insulator, as we discuss below. Since other kinds of band crossings due to higher point-
group symmetries can be considered as degenerate cases of the generic system discussed in
this section, we only consider the e�ects of time-reversal and inversion symmetry in the fol-
lowing.

5.6.1 Inversion-symmetric systems

In the first place, let us discuss systems with inversion symmetry. As a consequence of both
time-reversal invariance and inversion symmetry, the bulk bands are doubly degenerate for all
momentak due to Kramers’ theorem, and the quantumphase transition occurswhen the band
gap between the two doubly-degenerate conduction and valence bands closes at some point
k∗ in the Brillouin zone. Furthermore, in the presence of inversion symmetry, the two bands
involved can be characterized by their parity eigenvalues η1, η2 = ±1. If both bands have the
same parity, η1 = η2, then the co-dimension, i.e., the number of conditions which have to be
fulfilled simultaneously for the band gap to close, is five 123,124. In particular, this exceeds the
number of tunable parametersm, kx, ky, and kz . Hence, in that case there is no generic band
crossing at any point k∗ in the Brillouin zone.

The situation is, however, di�erent if the two bands have opposite parity, i.e., we consider
η1 = −η2. In that case, the Bloch Hamiltonian can be parametrized as

H(k) = ε(k) + d0(k)Γ0 +

4∑
j=1

dj(k)Γj , (5.120)

where ε(k) and d0(k) are even functions of k, while dj(k) (j = 1, . . . , 4) are odd functions of
k. A suitable set of matrices Γi (i = 0, . . . , 4) has been introduced in chapter 3 for the minimal
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model of a topological insulator based on strained 3DHgTe, where the two bands involved cor-
respond to the s-like Γ6 band with even parity and the p-like Γ8 band with odd parity, but this
representation of H(k) is, of course, not limited to a specific system. Since the above Γ ma-
trices anti-commute as discussed in section 3.6.6, the electronic band structure of the model
Hamiltonian is simply given by:

E(k) = ±|d(k)| = ±

√√√√ 4∑
j=0

dj(k)2, (5.121)

where each band is doubly degenerate, as mentioned before. Although we cannot expect a
band crossing for a generic point k∗ in the Brillouin zone as the co-dimension is also five, the
numberof tunableparameters reduces to justmat the time-reversal invariantmomentaΓi, be-
cause dj(k = Γi) = 0 (for all j = 1, . . . , 4) by virtue of being odd functions of kwith respect to
Γi. Hence, only for bandswith opposite parities we expect a crossing of the doubly-degenerate
bands at some k∗ = Γi. On one side of the quantum phase transition, e.g., form < m0, the
system describes a topologically non-trivial phase like the quantum spin Hall insulator, while
the other sidem > m0 describes the topologically trivial band insulator.

Thus, in time-reversal invariant systems with two bands of opposite parity and an addi-
tional inversion symmetry, it is possible to tune a quantum phase transition between di�erent
topological sectors by changing a single parameter m. In particular, we have discussed the
Fu-Kane-Mele model on the diamond lattice, where the phase transition of the correspond-
ing strong topological insulator phase to the trivial phase can be controlled by changing the
spin-orbit coupling parameter λSO/t. However, note that to realize a strong topological insu-
lator phase in the Fu-Kane-Mele model it is necessary to include anisotropic modulations of
the overlap parameter which e�ectively shi� the crossing points away from theΓi into the bulk
Brillouin zone (cf. section 5.3 for details).

5.6.2 Inversion-asymmetric systems

In systems without inversion symmetry, it is generically impossible to observe the quantum
phase transition between topologically distinct systems for a single value of the tuning param-
eterm, as we discuss now. Let us first consider the time-reversal invariant momenta Γi, where
the spectrum is doubly degenerate due toKramers’ theorem. Since the 4×4BlochHamiltonian
can be written in a form similar to Eq. (5.120), the doubly degenerate conduction and valence
bands touch only when all dj(k) vanish, implying that the co-dimension is equal to five 123,124.
However, the momentum k = Γi is fixed, so that one cannot control the band touching at the
time-reversal invariant momenta Γi by tuning the single remaining parameterm.

Away from the time-reversal invariant momenta, i.e., for k 6= Γi, the spectrum is non-
degenerate, and the gap closes due to a touching of only two bands. Such a band crossing
can be described in terms of an e�ective 2× 2 Bloch Hamiltonian:

Heff(k) =

3∑
j=0

d̃j(k)σj =

[
d̃0(k) + d̃3(k) d̃1(k)− id̃2(k)

d̃1(k) + id̃2(k) d̃0(k)− d̃3(k)

]
, (5.122)

where d̃j(k) (j = 0, . . . , 3) are real functions ofm andk. The two bands touch if and only if the
following three conditions are met:

d̃j(k)
.
= 0 ∀j ∈ {1, 2, 3}, (5.123)
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because d̃0(k)only leads toashi�of theenergy levels, butdoesnota�ect the level crossingoth-
erwise. Notably, these three conditionsdefineaone-dimensional curve in the four-dimensional
(m, kx, ky, kz) space. Hence, for a generic value of the tuning parameterm there will be points
k∗, where the bands cross, andwhenm is changed adiabatically, those pointsmove inmomen-
tum space, so that the system remains gapless. Because the two sides of the quantum phase
transition (m � m0 andm � m0) belong to topologically distinct phases, there should be
some phase transition in between, and one can thus ask how this phase transition looks like in
the inversion-asymmetric systems upon changing the tuning parameterm.

The answer to that question is that instead of a phase transition at a single valuem0 of the
tuning parameter there appears a finite region mc1 < m < mc2, where the system remains
gapless. Furthermore, the only way to open or close the bulk band gap is to create or destroy
pairs of gapless points or,more precisely, pairs of so-calledWeyl fermions. Such gapless points
with linear spectrum represent monopoles in momentum space and carry a topological quan-
tum number or “charge”58,180–182. For example, a pair of a monopole with charge q = 1 and
an anti-monopole with charge q = −1 is created at m = mc1, so that the system becomes
gapless. By further increasing the tuning parameter m, the monopole and anti-monopole at
k±(m) start to shi� around inmomentum space as function ofm, but time-reversal symmetry
always enforces that k+ = k−. Importantly, a bulk band gap can only open again when the
monopole and the anti-monopole meet and annihilate which happens atm = mc2, and the
system enters the trivial band insulating phase.

5.6.3 Overview of the quantum phase transitions of 3D topological insulators

To summarize, the di�erent quantum phase transitions of time-reversal invariant 3D topolog-
ical insulators with and without inversion symmetry are schematically depicted in Fig. 5.30,
while Fig. 5.31 shows the corresponding phase diagram in the plane of a single tuning param-
eterm and a second parameter δ describing an inversion-symmetry breaking perturbation of
the system. Fig. 5.30 (a) shows thephase transition of an inversion-symmetric topological insu-
lator occurring at a single pointm0 in the parameter space. On the other hand, a topologically
non-trivial gapless phase mc1 < m < mc2 with Weyl fermions appears between the quan-
tum spin Hall insulator and the trivial band insulator when inversion symmetry is broken [see
Fig. 5.30 (b)], giving rise to the intermediate gapless region in the phase diagram in Fig. 5.31.

At this point, onemight ask the question how inversion symmetrymodifies the structure of
the surface bands andwhether this symmetry is important in the context of a spontaneous gap
generationdue to long-rangeCoulomb interactions. Furthermore, the intermediate semimetal-
lic Weyl phase could also a�ect the screening of Coulomb interactions, so that a spontaneous
symmetry breaking due to long-range interactionmight be prevented. To answer that question
one may discuss di�erent scenarios for gapped surface states which may arise in inversion-
symmetric and inversion-asymmetric systems.

5.6.4 Flat surface bands and spontaneous mass generation

Within theaboveclassificationofquantumphase transitionsof time-reversal invariant 3D topo-
logical insulators wemay discuss possible scenarios for the spontaneous gap generation of the
surface states. As discussed before, one would in general expect that a flat surface band leads
to a diverging e�ective interaction strength as α ∝ 1/(εvsurf

F ), and thereby induces a spon-
taneous surface band gap by means of chiral symmetry breaking due to long-range Coulomb
interactions if we are able to tune the surface Fermi velocity vsurf

F appropriately (cf. section 5.1).
However, close to the critical point screening of the long-range interactions becomesmore and
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(a)

(b)

Figure 5.30. Schematic illustrationof thequantumphase transitionof a time-reversal invariant 3D topo-
logical insulator in the (a) inversion-symmetric and (b) inversion-asymmetric case as a function of a
single tuning parameter m. The le�- and right-most panels indicate the quantum spin Hall insulator
for m � m0 and the trivial band insulator for m � m0, respectively. In inversion-symmetric sys-
tems, the quantum phase transition between the two distinct phases occurs at a single value m0 of
the tuning parameter, while in systems without inversion symmetry there appears a gapless phase for
mc1 < m < mc2. In this intermediate phase, Weyl fermions with a linear spectrum shi� around in the
Brillouin zone as function of the tuning parameter m until they meet again at m = mc2, where they
annihilate each other and create a bulk band gap again. Figure a�er Ref. 123.

gapless
phase

gapless
phase

quantum
spin Hall
insulator

trivial band
insulator

Figure 5.31. Schematic illustration of the generic phase diagram of time-reversal invariant 3D topologi-
cal insulators.m denotes the tuning parameter, while δ describes an inversion-symmetry breaking per-
turbation of the system, and δ = 0 describes inversion-symmetric systems. The boundaries of the in-
termediate, gapless phase of Weyl fermions determine the critical values mc1 and mc2 of the tuning
parameter. Figure a�er Ref. 123.
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(a) (b) (c) (d)

Figure 5.32. Schematic illustration of the di�erent classesA1,A2,A3, and B within Murakami’s classi-
fication of phase transitions of 3D topological insulators 123,124. (a) In classA1, there exists only a single
bulk Dirac point (indicated by gray shaded area) at a time-reversal invariant momentumG/2, and the
corresponding surface bands (indicated by red lines) inherit its Fermi velocity, i.e., we get vsurf

F ∝ vbulk
F .

(b) In class A2, there exists more than one bulk Dirac point, but they remain disconnected from each
other. Hence, the corresponding surface bands is determined by the bulk Fermi velocity, i.e., we again
have vsurf

F ∝ vbulk
F . (c) If, however, the bulk Dirac points become connected by surface bands, this opens

up the possibility to control the Fermi velocity of the surface Dirac fermions independently of the bulk
Fermi velocity. (d) In inversion-asymmetric systems of class B, the Dirac points are located symmetri-
cally around the time-reversal invariant momenta k = G/2±k0. Similar to classA3 the Fermi velocity
of the surface bands connecting pairs of Dirac points can be reduced upon approaching the bulk quan-
tum critical point, because the bulk conduction and valence bands exert “spectral pressure” onto the
surface bands.

more relevant, and in both the Fu-Kane-Mele model and the minimal HgTe model we find that
the dielectric constant εdiverges uponapproaching thebulk critical point. Despite the fact that
the surface bands become increasingly flat, long-rangeCoulomb interactions are in general not
expected to induce a surface band gap. On the other hand, local interactions can also lead to
a band gap if the average kinetic energy as the relevant energy scale to compare with becomes
smaller and smaller close to the critical point. In that setup, the Fu-Kane-Mele model shows a
generic instability towards a ferromagnetic surface as the surface states become flat in a large
region of the corresponding surface Brillouin zone. Theminimal HgTemodel on the other hand
only shows a ferromagnetic surface instability in a small region of the phase diagram which
requires fine-tuning of the model parameters, and in that model it comes down to numbers.

To develop a better understanding of those results in a broader context, let us first con-
sider strong topological insulators with Z2 invariant ν0 = 1 in the presence of inversion sym-
metry (class A), where the bulk band gap closes at one of time-reversal invariant momenta
in the Brillouin zone. Since strong topological insulators are characterized by an odd number
of Dirac cones in the corresponding surface Brillouin zone, we may distinguish between three
subclasses [cf. Fig. 5.32 (a-c)].

In classA1, thereexists only a singleDiracpoint locatedatoneof the time-reversal invariant
momenta in the Brillouin zone, k0 = Γi. Since the surface bands connect the bulk conduction
and valence bands across k0, their Fermi velocity is mainly determined by the bulk Fermi ve-
locity, i.e., we find vsurf

F ∝ vbulk
F [cf. Fig. 5.32 (a)], andwe cannot tune the surface Fermi velocity

vsurf
F by varying the tuning parameterm of the model. As a consequence, we have no control
over the e�ective interaction strength α = e2/(~εvsurf

F ) ∝ 1/(εvsurf
F ), so that the spontaneous

generation of a mass gap due to long-range Coulomb interactions upon approaching the bulk
quantum critical point is not expected to be a generic feature in classA1. Furthermore, as the
average kinetic energy of the surface Dirac fermions remains finite, we cannot hope to find a
generic mass gap due to local interactions either.

An interesting situation, however, might be realized in a certain class of 3D “frustrated hop-
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ping” models such as the non-magnetic pyrochlore systems with a single Dirac fermion on the
surfaces. In those systems, band structure calculations have shown that one can find degener-
ate, flat bulk bands in the absence of spin-orbit interactions56. This, in principle, would allow
to investigate the mechanism of spontaneous gap generation also in such a system by varying
the spin-orbit coupling strength. Whether aparticular pyrochlore system is a strong topological
insulator can, however, only be established by means of detailed band structure calculations
or experiments. Although long-range Coulomb interactions are expected to be screened due to
the large density of states induced by the flat bands, local interactions could in general induce
a surface band gap, because the average kinetic energy of the Dirac fermions becomes small
close to the quantum critical point. Consequently, those systems should present promising
models for spontaneously gapped surface states which would be worth studying in the future.

Two further subclasses A2 and A3 of inversion-symmetric topological insulators exist, in
which an odd numbern > 1 of Dirac points located at the time-reversal invariantmomenta oc-
cur. To startwith, let us consider classA2, where theDiracpoints are independent of eachother
in the sense that they are not connected by surface bands [see Fig. 5.32 (b)]. Here, the Fermi ve-
locity of the surfaceDirac fermions is againdeterminedby thebulk Fermi velocity, vsurf

F ∝ vbulk
F ,

and similar to classA1 we do not generically expect a spontaneously generatedmass on those
surfaces either.

If, however, the Dirac points are indeed connected by the surface bands as in classA3 [see
Fig. 5.32 (c)], we can, in principle, hope to drive the system towards a critical point, where the
surface bands become increasingly flat, so that a band gap for the surface Dirac fermions could
be spontaneously generated by themechanism of chiral symmetry breaking due to long-range
Coulomb interactions. One particular example of such a system in class A3 is the Fu-Kane-
Mele model on the 3D diamond lattice, where we have investigated the flatness of the surface
states andwherewe have shown thatwe get perfectly flat surface bandswith vsurf

F /t→ 0 upon
approaching the bulk quantum critical point. Here, the existence and topological stability of
those zero-energy surfacebands is guaranteedbyanadditional symmetryof themodel, namely
chiral symmetry, which leads to nodal lines in the bulk of the system, i.e., one-dimensional
curves of Dirac points with zero energy (cf. section 5.3.4). In particular, since those nodal lines
have finite components in all spatial directions, they are also responsible for the screening of
long-range Coulomb interactions which manifests itself in a diverging dielectric constant (cf.
section 5.3.5). Hence, in a generic system, we do not expect that one can tune the e�ective
interaction strength α ∝ 1/(εvsurf

F ) to values larger than the critical interaction αc, where a
spontaneous generation of a surface band gap occurs.

In the presence of spin-orbit interactions λSO or hopping between second-nearest neigh-
bors t′ we also do not expect that Coulomb interactions can induce a spontaneousmass in the
surfaceDirac fermions, since both interactions break the symmetry of the Fu-Kane-Melemodel.
To beprecise, spin-orbit interactions li� the degeneracy of the nodal bulk lines, so that only a fi-
nite number of bulk Dirac points remainswhich are subsequently gapped if we also takemodu-
lated hopping parameters δtj into account. Hopping between second-nearest neighbors, how-
ever, only leads to an energy shi� of the nodal lines which can be seen from the corresponding
density of states (cf. section 5.3.2). In particular, the surface bands no longer remain perfectly
flat in the presence of those interactions, because longer-ranged hopping processes lead to a
finite kinetic energy of the surface states. Hence, we expect to find surface states with a small
Fermi velocity, but being close to the bulk quantum critical point the dielectric constant ε is
expected to become large aswell as a precursor to screening. As a consequence, chiral symme-
try breaking due to long-range Coulomb interactions does not play a role in the Fu-Kane-Mele
model. However, as the average kinetic energy becomes smaller and smaller upon approach-
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ing the bulk quantum critical point, local interactions are expected to create a gap, discussed
in section 5.5. In particular, the localization of the surface states within the penetration length l
leads to a finite e�ective interaction strengthUeff ∼ U0/l, whereU0 is the bare, local Hubbard
interaction. As the critical interaction strength Uc ∼ vF decreases, it will eventually become
smaller thanUeff , and quite generically a surface band gap develops.

However, it is not clear whether the presence of a chiral symmetry as in the Fu-Kane-Mele
model is the generic situation in class A3 to achieve flat surface state bands. One could also
try to construct certain toy models, where hopping in one direction is di�erent than in the two
orthogonal directions such that bulk nodal lines (provided they exist) will be confined to two-
dimensional planes inmomentum space. Since those nodal lines will not extend in all momen-
tum directions one might expect anisotropic screening of long-ranged Coulomb interactions
perpendicular and parallel to the nodal lines. Consequently, the polarization function will di-
verge only in, e.g., the qx and qy direction, but show a smooth behavior as function of qz . Such
an anisotropic screeningmight open up the possibility for a “partial” chiral symmetry breaking
due to Coulomb interactions on certain surfaces.

In the secondclassof quantumphase transitionsbetween the topologicallydistinctphases,
which occurs in systems with broken inversion symmetry (class B), one would expect a better
situation for the spontaneous gap generation as far as the generic appearance of flat surface
bands is concerned: First, the surfacebandsconnectpairsofbulkDiracpointswhichare located
symmetrically at k = G/2 ± k0 around the time-reversal invariant momenta of the Brillouin
zone [see Fig. 5.32 (d)]. Due to the finite distance of those Dirac points set by |k0|, we can give
a rough estimate for the Fermi velocity of the surface Dirac fermions as vsurf

F ∝ Egap/|k0|. As
we have shown in theminimalmodel derived from the low-energy properties of strained HgTe,
we can decrease the surface Fermi velocity vsurf

F by closing the bulk band gap Egap ∝ δm =
|m−mc1|. However, this particular closing of the bulk band gap in the form of a “stamp” is not
generic, although the surface bands become flat. Furthermore, the e�ect of the surface bands
becoming flat is compensated by the screening properties of the polarization function which
ultimately pre-empts the scenario of chiral symmetry breaking due to long-range Coulomb in-
teractions, as discussed before. The role of local interactions in that model is more compli-
cated, as discussed in section 5.5. The analysis of the susceptibilitymatrixχ(q) has shown that
the leading instability of that model is surface ferromagnetismwhich opens a band gap for the
surface Dirac fermions. However, since all eigenvalues of the susceptibility matrix are of the
same order, this scenario only occurs when tuning the interaction U and the mass parameter
m to a narrow parameter regime. In that sense, the gapped surface state in theminimal model
is a fine-tuned situation and does not present a generic feature of the 2D surface states. Fur-
thermore, as many other materials are described by a similar model Hamiltonian, the results
presented here should be applicable to a range of topological insulator materials as well, but
here again it comes down to numbers.

To conclude, we do not find a generic way to create flat surface bands which would cre-
ate gapped surface states. Nevertheless, we have identified two specificmechanisms: First, a
system may possess a chiral symmetry which gives rise to topologically protected bulk nodal
lines and flat surface bands. Even if this chiral symmetry is only “approximate” in the sense
that additional small terms break this symmetry, the surface bands are still reasonably flat so
that one can hope to trigger a surface instability towards gapped surface states. The second
mechanism is small inversion-symmetry breakingwhich creates a “stamp” of bulk valence and
conduction bands. Here, the surface bands traversing the bulk band gap become increasingly
flat as the stamp closes, but this happens onmomentum scales that are usually hard to resolve
in experiments due to the small inversion asymmetry.





APPENDIX A

Molecular Orbitals and
Overlap Parameters

T
his appendix gives a brief derivation of the overlap parameters in terms of molecular
orbitals. Since we aremainly interested in the electronic band structure of III-V or II-VI
compounds such as HgTe, we restrict ourselves to the case of tetrahedrally bonded

semiconductors. These semiconductors host valence electrons in s and p orbitals which are
shown schematically in Fig. A.1. When twoatoms are brought together the atomic orbitals over-
lap, and the tunneling between two atomic orbitals produces two hybridized orbitals. Because
the two atoms are interchangeable, the symmetric superposition of the atomic orbitals forms
the so-calledbondingorbital, while theanti-symmetric superpositions forms theanti-bonding
orbital. Note that there are two di�erent ways for two p orbitals to overlap: p orbitals over-
lapping along the direction of the p orbitals form σ bonds [cf. Fig. A.1 (c)], whereas p orbitals
overlapping in a direction perpendicular to the p orbitals form π bonds [cf. Fig. A.1 (d)].

Although the concept of bonding and anti-bonding orbitals was originally introduced for
molecules, it can be extended to crystals by assuming that the orbitals of each atom in the crys-
tal overlap only with the orbitals of its nearest neighbors. Furthermore, in a solid the bonding
and anti-bonding orbitals are broadened into conduction and valence bands. For the case of
tetrahedral semiconductors, the bonding orbitals are filled with electrons and become the va-
lence bands, while the anti-bonding orbitals yield the conduction bands. The crystal structure,
however, significantly a�ects the overlap between atomic orbitals.

The interaction between atomic orbitals lowers the energy of the bonding orbital by an
amount V which is determined by the tight-binding Hamiltonian H0 between the di�erent
atomic orbitals of the atoms, whereas the energy of the anti-bonding orbital is increased by
the same amount V . In both cases, the matrix element V of the tight-binding Hamiltonian is
referred to as the overlap parameter. For amolecule containing only s and p valence electrons
there are only four non-vanishingoverlapparameters: Vssσ,Vspσ,Vppσ, andVppπ. Todevelopan
explicit understanding of those overlap parameters, we consider a homopolar molecule, and
we denote the atomic orbital on the first atom (designated as atomA in Fig. A.2) as |α〉 and that
on the other atom (B) as |β〉. These orbital states can be expressed in terms of radial wave func-
tions and spherical harmonics Ylm(θ, φ), where the atom is located at the origin. Furthermore,
we denote the direction vector from the first atom to the second atom as d, and d̂ ≡ d/|d| is
the unit vector along the direction of d.

First, let us choose coordinates such that (i) the z axes are parallel to d and (ii) the az-
imuthal angles φ are the same (see Fig. A.2). Within these coordinate systems, the spherical
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(a)

(c) (d)

(b)

FigureA.1. Schematicpictureof theoverlapbetween sandporbitalwave functionsof twoatoms leading
to molecular orbitals. a, b) Overlap of two 1s and 2s orbitals forming bonding and anti-bonding σ, σ∗
orbitals. c, d) Overlap of two 2px and 2py orbitals along the x axis forming bonding and anti-bonding
σ, σ∗ and π, π∗ orbitals, respectively.

harmonic wave function describing the two atomic orbitals |α〉 and |β〉 are given by Ylm(θ, φ)
andYl′m′(θ′, φ), respectively. Thus, thehoppingHamiltonianH0 has cylindrical symmetrywith
respect tod, and therefore it cannot depend explicitly onφ. The correspondingmatrix element
is then proportional to the integral of the azimuthal wave function exp[i(m′ −m)φ] and van-
ishes unlessm = m′:

〈α|H0|β〉 ∝
∫ 2π

0

dφ

2π
ei(m

′−m)φ = δm,m′ , (A.1)

where δmn denotes the Kronecker δ-symbol. For hopping in the z direction this selection rule
leads to four non-vanishing and linearly independent overlapparameters between sandp elec-
trons:

Vssσ ≡ 〈s|H0|s〉,
Vspσ ≡ 〈s|H0|pz〉,
Vppσ ≡ 〈pz|H0|pz〉,
Vppπ ≡ 〈px|H0|px〉.

(A.2)

Note that 〈py|H0|py〉 = 〈px|H0|px〉 and that 〈px|H0|py〉 = 0 by symmetry. In general, those
overlap parameters are labeled σ, π, and δ in analogy with the s (l = 0), p (l = 1), and d (l = 2)
atomic wave functions.

In the above derivation of the overlap parameters, we have expanded thewave functions in
terms of p orbitals along the Cartesian axes which are parallel or perpendicular to the bonding
directions. However, in a tetrahedrally bonded semiconductor like HgTe or CdTe studied in the
main text, the bond vectors d linking nearest neighboring atoms are not identical to the Carte-
sian axes. Thus, a di�erent choice for the coordinate systems ismore convenient. Tobeprecise,
one typically chooses the crystallographic axes as the coordinate axes, and the spherical har-
monics Ylm(θ, φ) of the atomic orbitals are then defined with respect to this fixed coordinate
system. To construct the matrix elements of the tunneling Hamiltonian, we first decompose
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Figure A.2. Choice of the polar coordinate systems for atoms A and B in a two-atomic molecule. The z
axes are chosen to be parallel to the vector d connecting the two atoms, such that the azimuthal angle
φ is the same for both coordinate systems. Figure a�er Ref.74.

the Cartesian p orbitals into the σ orbitals parallel and the π orbitals perpendicular to the bond
vector d, and a�erwards we express the overlap between two p orbitals in terms of the overlap
parameters Vssσ, Vspσ, Vppσ, and Vppπ, as discussed below.

A.1 Overlap parameters between an s orbital and a p orbital

Let us first consider thematrix element 〈s|H0|pj〉 between the s orbital |s〉 and the |pj〉 orbital,
where j = x, y, z. Let p̂be a unit vector along the direction of the pj orbital. We start by decom-
posing the |pj〉orbital into twoporbitals parallel (|pσ〉) andperpendicular (|pπ〉) to thedirection
vector d̂:

|pj〉 = (p̂ · d̂)|pσ〉+ (p̂ · n̂)|pπ〉, (A.3)

where n̂ is a unit vector normal to d̂within theplane spannedby d̂and p̂ [see Fig. A.3 (a)]. Using
Eq. (A.2), we find that the Hamiltonian matrix element is then given by:

〈s|H0|pj〉 = (p̂ · d̂)〈s|H0|pσ〉+ (p̂ · n̂)〈s|H0|pπ〉 = (p̂ · d̂)Vspσ, (A.4)

where Vspσ is the overlap parameter describing the tunneling between an s orbital and a p or-
bital which is oriented parallel to d. Note that thematrix element 〈s|H0|pπ〉 vanishes, because
the s orbital is invariant under rotations about the axis defined by the direction vector d̂, but
the π orbital is not. The matrix elements between the p orbitals on atom A and the s orbital on
atomBare obtained simply by inverting the direction of the bond vectord, i.e., by changing the
sign:

〈pj |H0|s〉 = −〈s|H0|pj〉 = (p̂ · d̂)Vpsσ, (A.5)

where, for brevity, we have defined Vpsσ ≡ −Vspσ.

A.2 Overlap parameters between two p orbitals

The construction of the matrix element 〈pi|H0|pj〉 between the p orbital |pi〉 on the first atom
and the p orbital |pj〉 on the second requires a little bitmorework. Consider two unit vectors p̂i
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(a) (b)

Figure A.3. To calculate the overlap between an s orbital and a p orbital state [panel (a)] or between to
p orbital states [panel (b)] one has to decompose each p orbital into two p orbitals parallel and perpen-
dicular to the unit vector d̂.

and p̂j along the directions of the two p orbitals, i.e., along the x, y, or z axes [see Fig. A.3 (b)].
Both p orbitals can be decomposed into two σ and π orbitals parallel and perpendicular to d̂:

|pi〉 = (p̂i · d̂)|piσ〉+ (p̂i · n̂i)|piπ〉, |pj〉 = (p̂j · d̂)|pjσ〉+ (p̂j · n̂j)|pjπ〉, (A.6)

where n̂i (n̂j) denotes the unit vector perpendicular to d̂ in the plane spanned by d̂ and p̂i (p̂j).
The straightforward calculation of the matrix element between |pi〉 and |pj〉 then yields:

〈pi|H0|pj〉 =
[
(p̂i · d̂)〈piσ|+ (p̂i · n̂i)〈piπ|

]
H0

[
(p̂j · d̂)|pjσ〉+ (p̂j · n̂j)|pjπ〉

]
= (p̂i · d̂)(p̂j · d̂)〈piσ|H0|pjσ〉+ (p̂i · n̂i)(p̂j · n̂j)〈piπ|H0|pjπ〉
= (p̂i · d̂)(p̂j · d̂)Vppσ + (p̂i · n̂i)(p̂j · n̂j)δijVppπ,

(A.7)

where we have used the matrix elements Vppσ and Vppπ describing the tunneling of electrons
between p orbitals parallel and normal to the bond vector d, respectively [cf. Eq. (A.2)]. Substi-
tuting the relation

(p̂i · n̂i)(p̂j · n̂j)δij = (p̂i · n̂i)(p̂j · n̂j)(n̂i · n̂j) = [p̂i − (p̂i · d̂)d̂] · [p̂j − (p̂j · d̂)d̂], (A.8)

we obtain:

〈pi|H0|pj〉 = (p̂i · d̂)(p̂j · d̂)Vppσ + [p̂i − (p̂i · d̂)d̂] · [p̂j − (p̂j · d̂)d̂]Vppπ (A.9a)

=

{
(p̂i · d̂)2Vppσ + [1− (p̂i · d̂)2]Vppπ i = j

(p̂i · d̂)(p̂j · d̂)(Vppσ − Vppπ) i 6= j
(A.9b)

A.3 Overlap parameters in diamond and zinc-blende lattices

Finally, let us summarize the above results and consider the overlap parameters Vssσ, Vspσ,
Vpsσ, Vxx, and Vxy which are commonly used in the context of diamond or zinc-blende lattices.
As discussed in themain text, in those crystal lattices the bond vectors between nearest neigh-
boring atoms are given by

d1 =
a

4
(1, 1, 1)T , d2 =

a

4
(1,−1,−1)T ,

d3 =
a

4
(−1, 1,−1)T , d4 =

a

4
(−1,−1, 1)T ,

(A.10)

where a denotes the length of the crystallographic unit cell. Note that |di| = (a/4)
√

3 for all
i = 1, . . . , 4.

To compute the matrix elements of the tight-binding Hamiltonian H0 on the diamond or
zinc-blende lattice, we assume that one of the two atoms, the anion denoted by ν = a, is
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located at the origin. Hence, the positions of the four nearest neighbors in those crystal lat-
tices, the cations labeled by ν = c, are then given by the vectors dj with j = 1, . . . , 4. First,
let us consider the matrix element between the two s orbital states on the anion and cation,
〈a, s, σ,k|H0|c, s, σ,k〉, where σ ∈ {↑, ↓} is the spin of the electron in the s orbitals, while
k denotes the crystal momentum in the first Brillouin zone. Since the overlap parameter de-
pends on the angular momentum of the states involved and the distance between the atoms,
we obtain:

〈a, s, σ,k|H0|c, s, σ,k〉 =
4∑
j=1

〈s|H0|s〉eik ·dj = Vss g0(k). (A.11)

In the last line, we have introduced the overlap parameter Vss and the tight-binding function
g0(k) as

Vss ≡ 〈s|H0|s〉 = Vssσ (A.12)

and

g0(k) ≡
4∑
j=1

eik ·dj . (A.13)

Note that Eq. (A.11) is the same as Eq. (3.22) in the main text.
The matrix elements between s and p orbitals can be computed in a similar manner. For

example, theoverlapbetween the sorbital of the anionand thepα orbital of the cationoriented
in the eα direction is given by:

〈a, s, σ,k|H0|c, pα, σ,k〉 =

4∑
j=1

〈s|H0|pα〉eik ·dj =

4∑
j=1

(p̂α · d̂j)Vspσ e
ik ·dj . (A.14)

Since |dj | = (a/4)
√

3 for all j = 1, . . . , 4, the above relation can be rewritten as

〈a, s, σ,k|H0|c, pα, σ,k〉 = Vsp

3∑
j=1

sgn(p̂α · d̂)eik ·dj = Vsp gα(k), (A.15)

where we have introduced the overlap parameter

Vsp ≡
Vspσ√

3
, (A.16)

Furthermore, the sign which arises from the di�erent orientations of the bond vectors dj de-
fines three tight-binding functions

gα(k) ≡ 1

4

4∑
j=1

sgn(p̂α · d̂)eik ·dj , (A.17)

where α ∈ {x, y, z} = {1, 2, 3} denotes the orientation of the p orbital state. Those functions
are defined in Eq. (3.24) in the main text for a = 1.

Finally, the calculation of the overlap between di�erent p orbitals of anion and cation can
be performed in the samemanner. First, the matrix element of p orbitals oriented in the same
direction eα is given by

〈a, pα, σ,k|H0|c, pα, σ,k〉 =

4∑
j=1

〈pα|H0|pα〉eik ·dj = Vxx

3∑
j=1

eik ·dj = Vxx g0(k), (A.18)
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where we have introduced the overlap parameter Vxx as

Vxx ≡
〈pα|H0|pα〉

3
=
Vppσ + 2Vppπ

3
(A.19)

using Eq. (A.9). Similarly, for the matrix elements of p orbitals oriented in di�erent directions
eα and eβ we obtain:

〈a, pα, σ,k|H0|c, pβ, σ,k〉 =

4∑
j=1

〈pα|H0|pβ〉eik ·dj =

4∑
j=1

(p̂α · d̂j)(p̂β · d̂j)(Vppσ−Vppπ)eik ·dj .

(A.20)
This allows to define the following overlap parameter:

Vxy ≡
Vppσ − Vppπ

3
, (A.21)

so that the above matrix element can be formulated as

〈a, pα, σ,k|H0|c, pβ, σ,k〉 = Vxy
1

4

4∑
j=1

sgn((p̂α · d̂j)(p̂β · d̂j))e
ik ·dj = Vxy gγ(k), (A.22)

where γ is defined such that |(eα × eβ) · eγ | = 1. Note that the functions gγ(k) are the same
functions as introduced before [cf. Eq. (A.17)].



APPENDIX B

Strain and Stress in
Diamond and Zinc-Blende Crystals

I
n this appendix, we summarize the relations between strain and stress in diamond
and zinc-blende-type crystal structures. To develop a better understanding, we first
introduce the general concepts of strain and stress following the textbooks by Kittel76

and Yu and Cardona74. A�er that, we discuss the e�ect of tensile uniaxial stress along the high-
symmetry [100], [110], and [111] directions of cubic crystals, before we continue with a dis-
cussion of tensile biaxial strain. We close with a brief summary of the consequences for the
tight-binding calculations on the diamond and zinc-blende-type crystals like HgTe and CdTe
discussed in the main text.

B.1 Elastic strain and stress

In general, the e�ect of a small crystal deformation on an atom, which is located at position r,
can be expressed in terms of a displacement vectorR(r). If we consider three orthonormal
vectors x̂, ŷ, and ẑ with unit length in the unstrained solid and express the position of an indi-
vidual atom in those coordinates as r = xx̂ + yŷ + zẑ, the displacement of that atom in the
strained solid can be written as:

R(r) ≡ ux(r)x̂+ uy(r)ŷ + uz(r)ẑ. (B.1)

If the deformation is non-uniform, ux(r), uy(r), and uz(r) can be related to the local strains
εαβ by a Taylor expansion of R(r) around r = 0 using that R(0) = 0. As a result, we may
define the components of the so-called strain tensor ε by:

εαβ ≡
1

2

(
∂uα
∂xβ

+
∂uβ
∂xα

)
. (B.2)

The strain in the solid is generated by the applied stress, i.e., by forces acting on a unit area
in the solid. In general, there exist nine components σxx, σxy, σxz , σyx, σyy, σyz , σzx, σzy, σzz of
the stress tensor σ, where the first index represents the direction of the force, and the second
subscript denotes thenormal vector of theplane towhich the force is applied. For example,σxx
is a force applied in the x direction to a unit area in the yz plane, while σxy is a force applied in
thexdirection toaunit area in thexz plane. Ina static situation,where theangular acceleration
vanishes and where the total torque on the solid is zero, the number of independent stress
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components reduces from nine to six components σxx, σyy, σzz , σxy, σyz , σzx, because σxy =
σyx, σyz = σzy, and σzx = σzx.

The simplest relation between stress and strain is Hooke’s law in which the applied force
leads to a linear stretching of a spring. In a solid, there is a similar relation between stress and
strain in terms of the elastic sti�ness constants Cij,kl and the elastic compliance constants
Sij,kl:

σij =
∑
k,l

Cij,klεkl ⇐⇒ εkl =
∑
i,j

Sij,klσij . (B.3)

In viewof the large number of indices in the above relations, one usually simplifies the notation
by introducing a new set of indices:

1 ≡ xx, 2 ≡ yy, 3 ≡ zz, 4 ≡ yz, 5 ≡ zx, 6 ≡ xy. (B.4)

Consequently, the rank-two tensors σ and ε can be written as

σ =

σxx σxy σzx
σxy σyy σyz
σyz σyz σzz

 =

σ1 σ6 σ5

σ6 σ2 σ4

σ5 σ4 σ3

 , (B.5a)

and

ε =

εxx εxy εzx
εxy εyy εyz
εyz εyz εzz

 =

 ε1 ε6/2 ε5/2
ε6/2 ε2 ε4/2
ε5/2 ε4/2 ε3

 . (B.5b)

Note thatbyconvention theo�-diagonal elementsof the strain tensor εaredefinedwitha factor
of 2 in contrast to the stress tensor σ. A particular advantage of this contracted notation is
that the fourth-rank sti�ness tensorCij,kl and accordingly the compliance tensor Sij,kl can be
represented by a 6× 6matrix. Now let us define two six-component vectors ε andσ:

ε ≡ (ε1, ε2, ε3, ε4, ε5, ε6)T ≡ (εxx, εyy, εzz, 2εyz, 2εzx, 2εxy)
T , (B.6a)

σ ≡ (σ1, σ2, σ3, σ4, σ5, σ6)T ≡ (σxx, σyy, σzz, σyz, σzx, σxy)
T , (B.6b)

so that Eq. (B.3), which relates the strain and stress components, then takes the simple form of
a matrix-vector product:

σ = Cε and ε = Sσ. (B.7)

Hence, the compliance tensor S = C−1 is just the inverse of the sti�ness tensorC.
In general, there are 36 elastic sti�ness constants Cij and elastic compliance constants

Sij relating the six strain components εi to the stress components σj , but their number can
be reduced by the following considerations. First, recall that the elastic energy density U is a
quadratic function of the strain within the approximation of Hooke’s law76:

U =
1

2

6∑
i,j=1

uijεiεj , (B.8)

where the coe�icientsuij are related to the sti�ness constants by virtue of Eq. (B.10). According
to Hooke’s law, the stress components σi are found from the derivative of the potential energy
U with respect to the corresponding strain component:

σi ≡
∂U

∂εi
= uiiεi +

1

2

∑
j 6=i

(uij + uji)εj . (B.9)
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Note that only the symmetric combinations (uij + uji)/2 enter the relations between strain
and stress. Thus, the elastic sti�ness constants are symmetric as well:

Cij =
uij + uji

2
= Cji. (B.10)

As a consequence, there are only 21 instead of 36 independent elastic sti�ness constants.
The number of sti�ness constants Cij can be reduced even further if the solid possesses

certain crystal symmetries. In viewof thediamondandzinc-blendecrystal structuresdiscussed
in the main text, we consider a cubic crystal which has at least four three-fold rotation axes in
the [111], [11̄1̄], [1̄11̄], and [1̄1̄1] directions. The rotation of 2π/3 about these four axes leads to
an interchange of the x, y, and z axes as follows:

[111] : x→ z → y → x, (B.11a)
[11̄1̄] : x→ −z → −y → x, (B.11b)
[1̄11̄] : x→ z → −y → z → x, (B.11c)
[1̄1̄1] : x→ −z → y → x. (B.11d)

Starting from the general expression (B.8) for the elastic energy, the first sequence for rotations
about the body diagonal [111] implies thatC11 = C22 = C33 as

C11ε
2
1 + C22ε

2
2 + C33ε

2
3 → C11ε

2
2 + C22ε

2
3 + C33ε

2
1 → . . . (B.12)

Similar relations between the di�erent elastic sti�ness constants are obtained from rotations
about the other body diagonals. Taking all symmetries of the cubic crystal into account, the
elastic energy has the following form:

U =
C11

2
(ε21 + ε22 + ε23) +

C44

2
(ε24 + ε25 + ε26) +

C12

2
(ε1ε2 + ε2ε3 + ε3ε1). (B.13)

Thus, there are only three independent elastic sti�ness constantsC11,C12, andC44 in a cubic
crystal, and the matrix of elastic sti�ness constant takes the simple form

C =



C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

 . (B.14)

Furthermore, by inverting thematrix of the elastic sti�ness constants (B.14)we see that in cubic
crystals the elastic sti�ness constantsCij and the elastic compliance constants Sij are related
by:

C11 − C12 = (S11 − S12)−1, (B.15a)

C11 + 2C12 = (S11 + 2S12)−1, (B.15b)

C44 = S−1
44 . (B.15c)
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Figure B.1. Hydrostatic pressure is generated by the application of forcesF and−F with equal strength
and opposite directions to the surfaces of an elementary cube within a solid.

B.2 Hydrostatic pressure

Let us consider a situation in which forces are applied along the x, y, and z axes to an elemen-
tary cube within a solid (see Fig. B.1). We assume that these forces come in pairs so that a force
F applied to one face will be balanced by another force−F applied to the opposing face, thus
producing no acceleration of the solid. In addition, we require the o�-diagonal forces to be
equal so that there is no net torque. Consequently, the stress tensor σ is a symmetric second-
rank tensor, whose elements are given by the forces per unit area applied to the elementary
cube. Using the relation F i =

∑
j σijAj between the forces F i and the face normal vectors

Aj , we see that the stress tensor for hydrostatic pressure p is diagonal:

σ =

−p 0 0
0 −p 0
0 0 −p

 . (B.16)

Note that compressive stress is negative, while tensile stress is positive, according to our con-
vention for the normal vectorsAj pointing away from the solid (see Fig. B.1). In general, the
application of hydrostatic pressure leads to a relative change in volume of the crystal propor-
tional to pwhich is also known as dilation of the crystalline solid.

B.3 Uniaxial stress

If we consider a single pair of forces F and −F with equal strength and opposite directions
which are applied to surfaces of area A, whose normal vectorsA and −A are oriented along
the same directions, the combined e�ect of the opposing forces F and −F is to stretch the
solid (see Fig. B.2). Since the forces are applied along the same axis, the solid is said to be
under tensile uniaxial stress. In the following, we briefly discuss several realizations of such
forms of stress.

B.3.1 Tensile uniaxial stress along the [100] direction

First, let us consider two forces F = F (1, 0, 0)T and −F applied along the [100] direction to
surfaces with normal vectors A = A(1, 0, 0)T and −A [see Fig. B.2 (a)]. Using the relation
F i =

∑
j σijAj for the second-rank stress tensor σ we find the following stress tensor σ:

σ =

X 0 0
0 0 0
0 0 0

 . (B.17)



B – Strain and Stress in Diamond and Zinc-Blende Crystals B–5

Figure B.2. The application of equal and opposite forcesF and−F (red arrows) to a solid along the (a)
[100] direction, (b) [110] direction, and (c) [111] direction leads to tensile uniaxial stress stretching the
solid. The fractional change of volume of the crystal in (a) and (c) is equal to (F/A)(S11 + 2S12), while
in (b) the dilation is equal to (F/A)(S11 + 3S12), where Sij denote the elastic compliance constants for
zinc-blende-type crystals.

Here, X = F/A denotes the force per unit area. Note that according to our sign convention
tensile stress is positive, i.e., X > 0. The corresponding components of the strain tensor are
obtained using Eq. (B.7):

ε =

XS11 0 0
0 XS12 0
0 0 XS12

 , (B.18)

whereS11 andS12 denote the elastic compliance constants for a zinc-blende-type crystal. This
matrix can be further decomposed into a sum of a diagonal matrix and a traceless shear strain
tensor:

ε =
S11 + 2S12

3

X 0 0
0 X 0
0 0 X

+
S11 − S12

3

2X 0 0
0 −X 0
0 0 −X

 . (B.19)

Physically, the diagonal matrix represents a hydrostatic pressure and thus leads to a dilation
of the crystal by X(S11 + 2S12) under tensile uniaxial stress along the [001] direction, while
the second shear strain tensor describes the relative deformation of the coordinate axes in the
strained solid.

B.3.2 Tensile uniaxial stress along the [110] direction

We encounter a di�erent situation for a pair of forces F = (F/
√

2) (1, 1, 0)T and−F applied
along the [110] direction [see Fig. B.2 (b)]. Assuming that the surface normal vectors are equal
toA = (A/

√
2) (1, 1, 0)T and−Awe find the following stress tensor:

σ =
X

2

1 1 0
1 1 0
0 0 0

 (B.20)

withX = F/A the force per unit area. The corresponding strain tensor for uniaxial stress along
the [110] direction in a zinc-blende-type crystal is given by:

ε =
X

2

S11 + S12 S44/2 0
S44/2 S11 + S12 0

0 0 2S12

 . (B.21)

As before, the above strain tensor can also be decomposed into a hydrostatic pressure and a
traceless shear strain tensor:

ε =
S11 + 3S12

2

X 0 0
0 X 0
0 0 X

+
S11 − S12

2

X 0 0
0 X 0
0 0 −X

+
S44

2

 0 X 0
X 0 0
0 0 0

 . (B.22)
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In contrast to tensile uniaxial stress along the [100] direction, we observe that the relative vol-
ume change for a uniaxial stress applied along the [110] direction is equal to X(S11 + 3S12)
rather than X(S11 + 2S12). Furthermore, there is an additional deformation of the x and y
axes in the crystal compared to the uniaxial strain along the [100] direction.

B.3.3 Tensile uniaxial stress along the [111] direction

Now, let us assume that a pair of forces F = (F/
√

3) (1, 1, 1)T and−F are applied along the
[111] direction to surfaces of areaA, whose normal vectorsA = (A/

√
3) (1, 1, 1)T and−A are

also oriented along the [111] directions [see Fig. B.2 (c)]. Here, we find that the stress tensor is
given by

σ =
X

3

1 1 1
1 1 1
1 1 1

 , (B.23)

and consequently the strain tensor corresponding to a uniaxial stress applied along the [111]
direction of a zinc-blende-type crystal is given by

ε =
X

3

S11 + 2S12 S44/2 S44/2
S44/2 S11 + 2S12 S44/2
S44/2 S44/2 S11 + 2S12

 (B.24)

with X ≡ F/A the force per unit area. Here, ε can also be decomposed into the sum of a
hydrostatic pressure and a traceless shear strain tensor as follows:

ε =
S11 + 2S12

3

X 0 0
0 X 0
0 0 X

+
S44

2

 0 X X
X 0 X
X X 0

 . (B.25)

Here, the dilation of the crystal for a uniaxial stress along the [111] direction is also equal to
X(S11 + 2S12), just like for uniaxial stress along the [100] direction, but the coordinate axes in
the strained solid are completely di�erent from the other stress realizations.

B.4 Biaxial strain in the (001) plane

In quantumwell heterostructures, there is usually a latticemismatchbetween thedi�erentma-
terials forming the quantum well layers which generically leads to strain in the sample. Let us
assume that an epilayer of a zinc-blende-type crystal is grown epitaxially along the [001] direc-
tion on a substrate with similar crystal structure. The di�erence in the two lattice constants
leads to a lattice mismatch

∆a ≡ as − ae
as

, (B.26)

where as and ae denote the lattice constants of the substrate and the epilayer, respectively.
This latticemismatch between the substrate and the epilayer leads to either a tensile or a com-
pressive strain on the epilayer. The stress corresponding to this strain is two-dimensional and
lies within the (001) plane of the epilayer, while we assume that there is no stress on the epi-
layer along the [001] axis (see Fig. B.3). Consequently, such strain is called biaxial strain to
distinguish it from uniaxial strain.
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FigureB.3. Applyingequal andopposite forcesF and−F alongboth the [100]and [010]directions leads
to two-dimensional stresswith the correspondingbiaxial strainwithin the (001)epilayer. Although there
isnostress in the [001]direction, theapplicationofbiaxial stress leads toahydrostatic strainon the solid.

The stress tensorσ describing biaxial stress in the (001)plane and the corresponding strain
tensor ε obtained from Eq. (B.7) are given by

σ = X

1 0 0
0 1 0
0 0 0

 and ε = X

S11 + S12 0 0
0 S11 + S12 0
0 0 2S12

 , (B.27)

where the force per unit area,X , is generated by the di�erence in lattice constants,∆a = (as−
ae)/as. In terms of the elastic compliance constants S11 and S12, this force on the solid due to
lattice mismatch can be specified as

X =
∆a

S11 + S12
. (B.28)

As a result, we obtain the following tensor describing biaxial strain:

ε =

ε1 0 0
0 ε2 0
0 0 ε3

 with ε1 = ε2 = ∆a and ε3 = −2C12

C11
∆a, (B.29)

where we have used that (S11 + S12)−1 = −2C12/C11 by virtue of Eq. (B.15). Note that we can
also decompose the biaxial strain into the sum of a hydrostatic pressure and a uniaxial strain
in the [001] direction:

ε =
∆a

as

1 0 0
0 1 0
0 0 1

− ∆a

as

C11 + 2C12

C11

0 0 0
0 0 0
0 0 1

 . (B.30)

If the biaxial strain is compressive, ∆a/as < 0, the hydrostatic pressure is also compressive,
but the uniaxial strain in [001] direction is tensile in nature.

B.5 Strained 3D HgTe samples

Finally, let us summarize the e�ects of biaxial strain on three-dimensional samples of HgTe.
As discussed in the main text, if we grow HgTe epitaxially on a CdTe substrate, the lattice mis-
match of the twomaterials induces biaxial strainwithin the epilayer of HgTe. Since the lattice
constants of HgTe and CdTe are almost identical to each other,

aHgTe = 6.46 Å and aCdTe = 6.48 Å, (B.31)
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the critical thickness for lattice relaxation of the HgTe epilayer is about 200 nm (Ref. 10). This
implies that for thinner HgTe samples (dHgTe � 200 nm) the epilayer adopts the in-plane lat-
tice constant of the CdTe substrate. Although the lattice mismatch between CdTe and HgTe is
rather small,

∆a =
aCdTe − aHgTe

aCdTe
≈ 0.3%, (B.32)

the resulting biaxial strain is su�iciently large to open a band gap between the Γ8v and Γ8c

bands, as shown in the main text. In this appendix, we evaluate the strain tensor for biaxial
strain and show how the bulk tight-binding calculations have to be modified when the solid is
under the e�ect of strain.

By definition, the strain tensor ε leads to a displacement of an atom located at the position
r in the crystalline solid by a vectorR(r) = ε r. Thus, for the biaxial strain in the (001) plane,
as given by Eq. (B.29), we find that the changes δdj of the nearest-neighbor vectors dj in the
diamond or zinc-blende-type crystal are given by:

δd1 =
a

4
(ε1, ε2, ε3)T =

a

4
∆a (1, 1,−2α)T , (B.33a)

δd2 =
a

4
(ε1,−ε2,−ε3)T =

a

4
∆a (1,−1, 2α)T , (B.33b)

δd3 =
a

4
(−ε1, ε2,−ε3)T =

a

4
∆a (−1, 1, 2α)T , (B.33c)

δd4 =
a

4
(−ε1,−ε2, ε3)T =

a

4
∆a (−1,−1, 2α)T , (B.33d)

where, for brevity, we have defined α ≡ C12/C11 as a ratio of elastic compliance constants.
Thus, an atom located at dj in the unstrained solid will be displaced, and in the strained solid
it is located at d′1 = d1 + ∆d1:

d′1 =
a

4
(1, 1, 1)T +

a

4
∆a (1, 1,−2α)T , (B.34a)

d′2 =
a

4
(1,−1,−1)T +

a

4
∆a (1,−1, 2α)T , (B.34b)

d′3 =
a

4
(−1, 1,−1)T +

a

4
∆a (−1, 1, 2α)T , (B.34c)

d′4 =
a

4
(−1,−1, 1)T +

a

4
∆a (−1,−1, 2α)T . (B.34d)

Two e�ects of the applied strain are noteworthy: First, the overlap parameters in general de-
pend on the atomic distance d as d−2 (cf. Ref. 74), so that the bare overlap parameters in the
strained solid V ′ssσ, V ′spσ, V ′ppσ, and V ′ppπ change in magnitude. Second, the angle between the
bond vectors and the Cartesian axes changes in the strained solid, so that the definition of the
overlap parameters Vsp, Vxx, and Vxy given in section A.3 is not valid anymore and the more
general definitions of the matrix elements have to be used instead. For example, the matrix
element describing the hopping between s and p orbitals introduced in the previous appendix
has to be rewritten as:

〈a, s, σ,k|H0|c, pα, σ,k〉 =
4∑
j=1

(p̂α · d̂
′
j)V

′
spσ e

ik ·d′j , (B.35)

whereV ′spσ takes the change in thebond length intoaccount,while (p̂α · d̂
′
j)describes themod-

ified bond angle with respect to the eα direction. Similar relations hold for the other matrix el-
ements as well. As a consequence, we have rewritten eachmatrix element of the 20× 20 Bloch
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Hamiltoniandescribing thehoppingof electronsbetweenanionsandcations in the zinc-blende
lattice of HgTe in terms of the bond vectors of the strained solid, and in the main text we have
calculated numerically the electronic band structure and the corresponding density of states,
taking into account both the changes in the bond lengths and the changes in the bond angles.





APPENDIX C

Topological Aspects of the
Su-Schrie�er-Heeger Model

T
he Su-Schrie�er-Heeger model is a very successful theoretical model to study con-
jugated polymer chains 183–185. In their work, Su, Schrie�er, and Heeger focused on
the coupling between the π electrons forming the valence band and the ionic mo-

tions along one-dimensional chains. This model exhibits topological excitations called soli-
tons at domains walls coupling the two possible and equivalent configurations of bond-length
alternation in the Peierls-distorted ground state. In this appendix, we briefly touch on the Su-
Schrie�er-HeegerHamiltonian anddiscuss its topological properties, which are quite similar to
the boundary states of topological insulators discussed in themain text. In particular, we show
that the di�erent phases of that model can be classified by a winding number, i.e., a topolog-
ical invariant related to the first homotopy class π1(S1) = Z. Furthermore, we give alterna-
tive formulations for the winding number in terms of the Bloch Hamiltonian which are used in
chapter 5 to determine the topological aspects of the Kane-Mele and the Fu-Kane-Melemodel,
respectively.

C.1 The Su-Schrie�er-Heeger Hamiltonian

Historically, the Su-Schrie�er-Heeger model was developed for polyacetylene, (CH)x, which is
a linear polymer consisting of weakly coupled chains of CH units forming a quasi-one-dimen-
sional lattice 183,184. Three of the four carbon valence electrons are forming the three planar
sp2-hybridized σ orbitals, where two of them are responsible for creating the one-dimensional
chain between neighboring carbon atoms, while the third σ orbital forms a bond with the hy-
drogen atom. The remaining pz orbitals of the carbon atom form thebonding andanti-bonding
π, π∗ orbitals. Since the optimal bond angle between the three σ orbitals is 120◦, there ex-
ist two possible arrangements of the carbon atoms in nature, namely the cis-(CH)x and the
trans-(CH)x, as shown in Fig. C.1 185. In both isomers, the σ bonds form completely filled bands,
whereas the π orbitals lead to partially filled bands which are responsible for the electronic
properties of the system.

Let us consider the trans-(CH)x isomer. If all bonds were equally strong, this isomer would
be a quasi-1Dmetal with a half-filled band. However, such a system is inherently unstable with
respect to a Peierls instability, i.e., a dimerization of the bonds in which adjacent CH groups
move closer to each other and form single and double bonds. By symmetry, there are two such
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Figure C.1. Structure diagrams of the polyacetylene chains: Panel (a) shows the cis-(CH)x isomer, while
panels (b, c) depict the two degenerate ground states of the trans-(CH)x isomer. Figure a�er Ref. 185.

states with lowest energy, as shown in Fig. C.1 (b, c). Note that the ground state of the cis-(CH)x
isomer is non-degenerate, because there is no symmetry relating the two possible dimeriza-
tions. The two-fold degeneracy of the trans-(CH)x isomer leads to the existence of non-linear
topological excitations or solitons at the domain walls between the two degenerate ground
states 183,184. In the following, we consider an e�ective model for the trans-(CH)x isomer and
discuss the properties of the Su-Schrie�er-Heeger model.

C.1.1 Tight-binding Hamiltonian for the Su-Schrie�er-Heeger model

In the first place, let us focus on a simple tight-binding Hamiltonian of the following form:

H = −
∑
j

[t+ (−1)jδt](c†jcj+1 + H.c.), (C.1)

where t is the overlap parameter or hopping amplitude, and δt represents a modulation of
the overlap parameter due to the dimerization of nearest neighbors. Furthermore, cj and c

†
j

are the usual fermionic operators annihilating or creating a (spinless) electron at site j, respec-
tively. Geometrically, the Peierls instability leads to a doubling of the crystallographic unit cell,
thereby creating a sublattice structure of the model [see Fig. C.2 (a)]:

H = −
∑
j

[(t+ δt)a†jbj + (t− δt)(a†jbj+1 + H.c.)], (C.2)

where a, a† and b, b† are the annihilation and creation operators acting on the A andB sub-
lattice, respectively. Let us introduce a two-component spinor ψj = (aj , bj)

T with the Fourier
decompositions

ψk =
1√
N

∑
j

eikjaψi, ψj =
1√
N

∑
k

e−ikjaψk, (C.3)

wherea is thedistancebetweenadjacent atoms, andN denotes thenumberof two-atomicunit
cells in the linear chain. It is straightforward to compute the corresponding Bloch Hamiltonian
of the Su-Schrie�er-Heeger model:

H(k) = [(t+ δt) + (t− δt) cos(ka)]τx + (t− δt) sin(ka)τy = d(k) · τ , (C.4)
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(a) (b)

Figure C.2. a) Linear chain of polyacetylene with two-atomic sublattice indicated by red and blue filled
circles. The Peierls instability leads to a dimerization of adjacent neighbors. b) Hopping of electrons
between second-nearest neighbors with hopping amplitudes t′a and t′b, respectively.
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FigureC.3. Electronicband structureE±(k)of theSu-Schrie�er-Heegermodel for t = 1and |δt/t| = 0.2.
The bulk band gap of size Egap = 2|δt/t| at k = ±π is clearly visible.

where, for convenience, we have introducedd(k) ∈ R3 describing the 2×2Bloch Hamiltonian
H(k), and τ = (τx, τy, τz)

T is the vector of Pauli matrices acting on the sublattice degree of
freedom [cf. Eq. (2.68)]. In that parametrization, the electronic band structure of that Bloch
Hamiltonian is simply given by:

E±(k) = ±|d(k)| = ±
√

2 t
√

(1 + cos(ka)) + (δt/t)2(1− cos(ka)), (C.5)

where “±” denotes the conduction and valence band, respectively. Note that E±(k) are inde-
pendent of the sign of the hoppingmodulation δtwhich reflects the two-fold degeneracy of the
ground state. Fig. C.3 shows the electronic band structure of the Su-Schrie�er-Heeger model
with a clearly visible bulk band gap of Egap/t = 2|δt/t|.

C.1.2 Zero-energy bound states located at domains walls

For half-filling, we can expand the Bloch Hamiltonian (C.4) around the Fermimomentum kF =
±π/awhich leads to the following (1 + 1)-dimensional Dirac Hamiltonian:

H(k) = vFk τx +m τz, (C.6)

where the Fermi velocity is given by vF ≡ (t+ δt)a, and the Dirac mass is equal tom ≡ 2δt. A
particularly interesting aspect of that e�ective model is that it possesses a zero-energy bound
state, as was discussed by Jackiw and Rebbi in 1976 186. Consider a spatially varyingmassm(x)
such thatm(x → ±∞) = ±m0. By analyzing the above Dirac Hamiltonian in the continuum
limit, i.e., by replacing kx → −i~∂x, Jackiw and Rebbi showed that this Dirac equation has
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FigureC.4. a)Evolutionof thevectord(k)as functionof thecrystalmomentumk in the two-dimensional
(dx, dy) plane. For δt/t < 0 the vector d(k) encircles the origin indicated by the thick black dot in the
center, but not for δt/t > 0. b) Evolution of the normalized vector d̂(k) as function of themomentum k.
Here, the full revolution of the d̂(k) vector for δt/t < 0 reflects the non-trivial winding of d(k), while for
δt/t > 0 the winding is trivial as it only covers a part of the unit circle S1.

a unique and normalizable solution with zero energy which is exponentially localized at the
domain wall, wherem(x) changes sign:

ψ0(x) ∝ exp

(
−
∫ x

dx′
m(x′)

~vF

)[
1
0

]
. (C.7)

Note that for simplicitywehaveomitted thenormalization constant. This boundstatewith zero
energy is usually referred to as a soliton and can be interpreted as a topological excitation of
the Su-Schrie�er-Heegermodel 183–186. As shown by Jackiw and Rebbi, both the soliton and the
anti-soliton as its partner have zero energy and thus form a degenerate doublet. Furthermore,
they are characterized by a so-called topological chargewhich takes on the values±1

2 for the
soliton and anti-soliton, respectively 186.

C.2 Topological origin of zero-energy bound states at domain walls

The existence of the zero-energy bound state at a domainwall can also be understood from the
di�erent topological properties of the model for δt/t > 0 and δt/t < 0, respectively. Fig. C.4
shows the evolution of the vectord(k) as function of crystalmomentum k for positive and neg-
ative hopping modulation δt. Apparently, depending on the sign of δt, the vector d(k)may or
may not enclose the origin, where |d(k)| = 0 and the conduction and valence band touch.
Note that the vector d(k)moves only within the two-dimensional (dx, dy) plane, because the
model possesses a chiral symmetry Σ̂ ≡ τz , i.e., it anti-commutes with Σ̂: {H(k), Σ̂} = 0. In
the following, we explain the relation between thewinding of the vectord(k) and the notion of
topology in more detail, based on the work by Ryu and Hatsugai 18.

To gain a better understanding of the topological aspects concerning the Su-Schrie�er-
Heegermodel, we consider a generic class of particle-hole symmetric two-band systems in one
dimension whose Bloch Hamiltonian can conveniently be written as:

H(k) = d(k) · τ , d(k) ∈ R3, k ∈ [−π/a, π/a]. (C.8)
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The corresponding eigenenergies of that Hamiltonian are simply given by E±(k) = ±|d(k)|,
and the originO ∈ R3 corresponds to the gap-closing point, where the conduction and valence
band touch and the bulk band gap vanishes. Note that for any momentum k ∈ [−π/a, π/a],
there exists a one-to-one correspondence between a point d(k) in the vector space R3 and
the corresponding Bloch Hamiltonian H(k). Furthermore, since the boundaries of the Bril-
louin zone ±π/a are connected by the reciprocal lattice vector 2π/a and thus represent the
same point, the one-dimensional Brillouin zone is topologically equivalent to the unit circle,
i.e., [−π/a, π/a] ∼= S1. We can therefore identify a loop l : S1 → R3, k 7→ d(k) for each Bloch
HamiltonianH(k) which depends on the parameters of the system, and discuss the topolog-
ical properties of the Su-Schrie�er-Heeger model in terms of those loops. The fundamental
idea is now to consider a homotopy, i.e., a continuous deformation of the HamiltonianH(k) to
a reference Hamiltonian which is known to exhibit zero-energy edge states 18.

In the following, let us focus on a loop l : S1 → R3, k 7→ d(k) which lies in a 2D plane
that contains the originO ∈ R3. A necessary condition for this assumption is that the system
possesses a chiral symmetry Σ̂:

{Σ̂,H(k)} = 0 ∀k ∈ S1 ⇐⇒ H(k) respects chiral symmetry. (C.9)

To prove that statement, we assume that a (normalized) vector n̂ ∈ R3 exists such that

d(k) · n̂ = 0 ∀k ∈ S1. (C.10)

Then we define a chiral symmetry operator Σ̂ ≡ n̂ · τ , so thatH(k) anti-commutes with Σ̂ for
all momenta k in the Brillouin zone:

{Σ̂,H(k)} = n̂αdβ(k){τα, τβ} = n̂αdβ(k)× 2iδαβτ0 = 2i n̂ ·d(k) τ0 = 0, (C.11)

where the summation over indices α and β is implicit, and the last identity holds by Eq. (C.10).
As a side remark, note that chiral symmetry also implies that the energy eigenvalues E±(k)
always appear in pairs with opposite sign since a global energy shi� or bending of the bands
due to a term d0(k)τ0 is not allowed. Furthermore, note that we can restrict the loop l to lie
within the (dx, dy) plane, because an arbitrary 2D plane can be rotated to the (dx, dy) plane by
a unitary transformation. This stems from the fact that a global SO(3) rotation in the vector
space R3 as base manifold of d(k) amounts to a SU(2) transformation of the Bloch Hamilto-
nianH(k).

Next, we further assume that we can continuously deform the loop l : S1 → R2, which
from now on is taken to lie within the 2D (dx, dy) planeR2, into a loop lc : S1 → S1 that lies on
the unit circle centered around the originO:

l : S1 → R2, k 7→ d(k)
H←→ lc : S1 → S1, k 7→ d̂(k), (C.12)

whereH : S1 × [0, 1] → R2 is a homotopy on the product space of the unit circle S1 with the
unit interval [0, 1] into the 2D space R2 such that H(k, 0) = l(k) and H(k, 1) = lc(k). Most
importantly, we assume that the loop l does not cross the originO during the deformation into
lc since |d(k = O)| = 0 and thus d̂(k = O) is not well-defined.

Instead of discussing the properties of the original Bloch HamiltonianH(k) in terms of the
vector d(k) we can now study loops lc : S1 → S1 on the unit circle. In particular, those loops
can be classified by an integer winding number which counts the number of times the nor-
malized vector d̂(k)wraps around the unit circle as k goes through the Brillouin zone S1. This
allows to define an equivalence relation between the loops and to classify them according to
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their winding number. Mathematically, a more rigorous approach is to study the so-called ho-
motopy groups of spheres, πn(Sm). In the simplest case n = m = 1, the homotopy group
π1(S1) also counts the number of times a mapping in the homotopy class wraps around the
unit circle, just like in our case. Since the wrapping can occur in clockwise and counterclock-
wise directions, and wrapping in opposite directions cancel out, π1(S1) is therefore an infinite
cyclic group and is isomorphic to the group Z of integers. The identification of the homotopy
group π1(S1)with the group of integers is o�en written as

π1(S1) = Z. (C.13)

The non-triviality of this homotopy group is the mathematical reason for the existence of the
zero-energy edge states at the domain walls of the Su-Schrie�er-Heeger model. In particular,
the bulk-boundary correspondence implies that if two systemswith di�erentwinding numbers
ν1 and ν2 share a common interface, there exist∆ν = ν1− ν2 zero-energy bound states which
are localized at the interface, as is further discussed below.

Geometrically, the two degenerate ground states of the Su-Schrie�er-Heegermodel can be
characterized by an integer number ν which can be identified as the winding number of the
normalized vector d̂(k). In other words, the integer ν counts how o�en the vector d̂(k) wraps
around the unit circle S1 when going through the one-dimensional Brillouin zone [−π/a, π/a].
A general expression for this winding number is given by:

ν =
1

2π

∫ π

−π
dk n̂ ·

(
d̂(k)× ∂kd̂(k)

)
=

1

2π

∫ π

−π
dk εαβγ n̂αd̂β(k)∂kd̂γ(k), (C.14)

where εαβγ is the totally anti-symmetric tensorwith ε123 = 1, and the summationoverα,β, and
γ is implied. Note that the vector d̂(k) does not cover the whole unit sphere, but only moves
within a 2D plane. As discussed above, a�er performing a unitary transformation of the Bloch
HamiltonianH(k), the vector d̂(k) lies in the (dx, dy) plane, and the winding number takes a
simpler form:

ν =
1

2π

∫ π

−π
dk εαβ d̂α(k)∂kd̂β(k). (C.15)

Finally, for the Su-Schrie�er-Heeger model (C.4) one can compute the winding number ν
analytically:

ν =
1− sgn(δt/t)

2
=

{
0 for δt/t > 0

1 for δt/t < 0
(C.16)

This result is in agreement with the non-trivial winding number ν = 1 of d̂(k) for δt/t < 0 as
shown in Fig. C.4. In particular, note that for δt/t > 0 the loop can be contracted onto a single
point without crossing the origin in the 2D plane, and thus this loop is considered a trivial loop
with ν = 0.

Furthermore, the above result defines two classes of Hamiltonians with positive and neg-
ative hopping parameter δt which have two di�erent winding numbers ν = 0 and ν = 1, re-
spectively. To define those two classes more explicitly, we can define a “vacuum” Hamiltonian
as hvac(k) ≡ hvac, where hvac is an arbitrary Hermitian matrix which does not depend on the
momentum k and which possesses chiral symmetry, i.e., {Σ̂, hvac} = 0. Then hvac describes
a local system without any hopping between di�erent sites. Such a trivial system with ν = 0
can be used as a reference system, andwe can classify all other systemswith ν = 0 as trivial as
well, while thosewithν = 1arenon-trivial. Although this classification seems rather academic,
such a topological classification has direct physical consequences. In particular, a domainwall
between two topologically distinct phases exhibits zero-energy boundary states, such as the
solitons and anti-solitons in the Su-Schrie�er-Heeger model.
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C.2.1 Equivalent formulations of the winding number

A di�erent, but equivalent formulation of the winding number ν can also be given in terms of
the Bloch HamiltonianH(k) as

ν =
1

2

∫ π

−π

dk

2πi
tr
{

Σ̂H(k)−1∂kH(k)
}
, (C.17)

where the additional prefactor 1/2 accounts for the fact that we consider a two-band model,
and Σ̂ is the chiral symmetry operator introduced above. In that form, thewinding number can
be generalized to interacting systems as well, where one has to replace the Bloch Hamiltonian
by the inverse of the fermion propagator, i.e.,H(k)→ G(k)−1 (Refs. 176,177).

Another equivalent formulation for the winding number of the Su-Schrie�er-Heegermodel
was given by Gurarie in Ref. 118 in terms of a complex-valued function z(k). For the sake of
concreteness, let us consider n̂ = ez , so that the Bloch Hamiltonian takes the form H(k) =
dx(k)τx + dy(k)τy, and z(k) = dx(k) + idy(k). As a result, we obtain:

ν =
1

2

∫ π

−π

dk

2πi

(
1

z(k)

∂z(k)

∂k
− 1

z(k)∗
∂z(k)∗

∂k

)
. (C.18)

Here, note that z(k) and z(k)∗ also appear as the o�-diagonal matrix elements in the Bloch
HamiltonianH(k):

H(k) = dx(k)τx + dy(k)τy =
z(k)∗τ+ + z(k)τ−

2
=

1

2

[
0 z(k)∗

z(k) 0

]
. (C.19)

C.3 Role of next-nearest neighbor hoppinh breaking chiral symmetry

In the context of topological insulators discussed in chapter 5, we have to discuss the e�ect of
interactions between second-nearest neighbors which break the chiral symmetry of the Bloch
Hamiltonian. In the Kane-Mele model on the graphene lattice or the Fu-Kane-Mele model on
thediamond lattice, for example, suchadditional termsaregivenby the spin-independenthop-
ping and the e�ective spin-orbit interaction between next-nearest neighbor atoms, or by the
staggered sublattice potential. A common feature of those perturbations is that they couple to
the τ0 and/or τz matrices instead of τx and τy, and thereby remove the chiral symmetry of the
model Hamiltonians.

To exemplify the role of such termsbreaking chiral symmetry, let us consider the hopping of
electrons between second-nearest neighbors with hopping amplitudes t′a, t′b as a small pertur-
bationH ′ to the Su-Schrie�er-Heeger model [see Fig. C.2 (b)]. First, a straightforward Fourier
decompositionof theoperators leads to thenewBlochHamiltonianH(k)+H′(k), whereH′(k)
is given by

H′(k) = (t′a + t′b) cos(2ka)τ0 + (t′a − t′b) cos(2ka)τz (C.20)

with τ0 = 11denoting the 2×2 identitymatrix. Thehoppingbetween second-nearest neighbors
actually breaks the chiral symmetry of the Su-Schrie�er-Heeger model, because for Σ̂ = τz we
have:

{Σ̂, τ0} = 2τ0 and {Σ̂, τz} = 2τz. (C.21)

As a consequence, the loop lc described by the unit vector d̂(k) of the Bloch Hamiltonian does
not lie in a 2D plane, but rather lives on the unit sphere S2 instead of the unit circle S1 when
k goes through the Brillouin zone. This modification has a profound consequence: The loop lc
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becomes contractible, because it is allowed to move on the whole sphere S2. Since the corre-
sponding first homotopy class of S2 is trivial,

π1(S2) = 0, (C.22)

the Su-Schrie�er-Heegermodel in the presence of next-nearest neighbor interactions does not
show zero-energy bound states at domain walls. In that sense, the soliton and anti-soliton
as topological excitations are protected by chiral symmetry, and generically any symmetry-
breaking perturbation such as long-range hopping processes destroy the zero-energy bound
states. Furthermore, this also shows that, in general, there are no zero-energy edge states
present on the surfaces of the Kane-Mele model or the Fu-Kane-Mele model, with the possi-
ble exception of the time-reversal invariant momenta in the particle-hole symmetric case. In
the main text, this was also confirmed by explicit tight-binding calculations of those models.
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