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Introduction

Transition-metal oxides (TMOs) are known for their variety of intriguing phenomena
arising from the interplay of the metal ions with the surrounding oxygen ions. They are
probably one of the most fascinating classes of materials studied in modern condensed-
matter physics. Thereunder the most prominent phenomenon is high-temperature su-
perconductivity (HTS) in copper oxides, in which the electrical resistivity vanishes below
a critical temperature [1]. The fascination has led to a plenty of scientific publications,
which delivered new insights into the puzzling complexity of these materials. While a
complete understanding of the underlying physics is still lacking, the progress triggered
the invention of various new theoretical and experimental methods.

Besides HT'S, one finds different electronic and magnetic phases in TMOs, for example
metallic and insulating phases, charge ordering, orbital ordering, ferroelectricity, ferro-,
ferri-, and antiferromagnetism and many more [2|. The influence of external parameters
like pressure, temperature, chemical doping, and magnetic or electric fields can lead to
dramatic changes of these phases and results in complex phase diagrams. Examples are
the colossal magnetoresistance (CMR) in manganate oxides, in which a dramatic change
in the electrical resistivity is found [3], or different kinds of metal-to-insulator transitions
(MIT) for example driven by doping or temperature [4].

In the last years inhomogeneous ground states as a mixture between competing phases
were proposed [5|. Energetically close phases can coexist and small perturbations can
lead to giant changes by a reorganization of different domains, which for example is
believed to cause the CMR effect [6].

Furthermore, these properties can dramatically change, if the dimensionality in the
material is reduced, for example by going from a bulk to a thin film sample [7,8] or
if different materials are combined [9-11]. The latter can lead to completely new phe-
nomena at the interfaces due to the interplay of adjacent phases and the organization of
the electronic wave functions. A simple example is the existence of a superconducting
phase between two insulating TMOs [12|, however, this complex interplay is far from
being predictable and possible combinations are numerous, including also non-TMOs.
For sure, this field of research offers an interesting playground for strongly correlated
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physics in the 21st century.

Some of the advances and improvements in the understanding of TMOs have already
led to technical applications and are omnipresent in our everyday life, like in data storage
devices. Moreover, many properties will open up completely new possibilities, like spin
polarized transport for spintronics [13] or electric switching of magnetic information in
multiferroic materials [14-16].

All these interesting properties of TMOs originate in the various degrees of freedom
of the partially filled electronic d states, namely its spin, charge and orbital degree of
freedom [17]. In a crystal, in which neighboring wave functions overlap, strong elec-
tronic correlations change the energies and occupation probabilities of the electronic
states. The atomic degeneracy is lifted, while the configuration can vary on different
crystallographic sites. The influence of the local surrounding determines the occupation
and shape of the respective lowest electronic states and may result in different charges,
spins and orbitals on different sites. Magnetism, charge, and orbital occupation can
thus be spatially modulated and cause magnetic, charge, and orbital ordering. Different
kinds of ordering are known, for example ferro- and various antiferromagnetic ordering,
charge stripe and checkerboard charge ordering or ferro- and antiferro-orbital ordering.
These ordered phases are often in close relation to spectacular phenomena, like for in-
stance superconductivity; however, the exact interplay is quite often a matter of debate
and investigations on the formation of these modulations provide crucial input for the
theoretical description of correlated electron systems.

The most important tools for structural investigations of ordered states are neutron
and x-ray diffraction. As the interaction processes of neutrons and x-rays with matter
are different this leads to an advantageous complementarity of both techniques. The
neutron, as an uncharged particle that carries a spin, is mainly scattered by the nucleus
due to strong interaction and by the spin and orbital moments of the electrons due to
dipole-dipole interaction. Thus, nuclear scattering is the ideal tool for structural inves-
tigations and magnetic scattering reveals insight into the ordering of spin and orbital
moments. Charge ordering cannot directly be detected by neutrons due to their un-
charged character, but can be observed by concomitant changes in the crystallographic
structure. The interaction of x-rays with matter is completely different. The strongest
process that leads to structural diffraction is due to the interaction of the electrical field
of the x-ray radiation with the whole electronic charge, namely Thomson scattering. In
resonant x-ray diffraction (RXD) further contributions come from the interaction of the
incident radition with the outer electrons. A virtual excitation of a core electron into
the unoccupied states makes RXD sensitive to spin, charge and orbital ordering.

The theory behind RXD was developed in the late 1980s [18-20] and an experimental
realization was only possible at tuneable synchrotron facilities. In the last decades
the technique has shown its ability to directly detect different kinds of ordering for
example in Holmium metal 21|, copper oxides [22-25], manganese oxides [26,27|, nickel
oxides [28], and magnetite (Fe3Oy) [29-31]. Great power comes from the combination of
spectroscopic sensitivity with structural resolution. The virtual excitation of the RXD
process probes the unoccupied states and is extremely sensitive to the local anisotropy.
Therefore, the scattering factor becomes a tensor and depends on the incoming and
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outgoing polarization as well as the azimuthal orientation. Analysis of the polarization
and azimuthal dependence can be used to reveal the electronic symmetry. FEnergy-
selective probing makes it possible to address the ordering to a specific valence state or
a specific orbital state.

The benefit of RXD has to be paid by a complex ultra-high vacuum (UHV) setup, as
most of the interesting absorption edges of TMOs lie in the low energy soft x-ray regime,
where strong absorption in air does not allow the use of standard x-ray scattering devices.

In the framework of this thesis a novel UHV diffractometer was build up and com-
missioned. The new instrument will be available as an user experiment at the new
synchrotron facility PETRA III in the near future and provides excellent conditions to
study samples by means of soft x-ray diffraction techniques. The installation of an in-
vacuum CCD camera and the integration of a coherent x-ray diffraction (CXD) sample
stage make this instrument well suited to study complex ordering phenomena in TMOs
with resonant soft x-ray diffraction (RSXD) and CXD experiments. Partially using
this new instrument, RSXD experiments were carried out for two prototypical TMO
materials showing complex ordering phenomena.

The formation of stripe like ordering is found in several TMOs. In the copper oxide
high-T, superconductors charge and spin stripe phases are often found very close to the
superconducting phase. Whether stripes promote or prevent superconductivity is, how-
ever, still a matter of debate. Interestingly, in the prototypical high-T, superconductor
Laj 8510.12Cu0O4 (LSCO) only the magnetic stripe order had been found so far. In a
RSXD experiment in LSCO we have found a peak at the position, at which charge stripe
order is expected. The electronic origin of the (0.2400) diffraction peak is similar to
the one found in our reference sample Laj 4sNdg4Sr12CuO, (LNSCO), in which the
formation of charge stripes is well established. This is the first observation of charge
stripe ordering in this compound. From comparison to high energy diffraction results,
in which the peak was not found, we conclude that the formation of charge stripe order
takes place in the near-surface area of the sample.

Charge and orbital ordering in magnetite (Fe3O,4), the material for which charge or-
dering was suggested for the first time, is still not fully understood. We have studied
the azimuthal dependence of the (00%) charge orbital ordering reflex, which is directly
related to the symmetry of the electronic wave function. By analyzing the azimuthal
dependence of the linear dichroism in the diffraction signal, we found that a pronounced
monoclinic symmetry is reflected in the pattern. In a recent crystal-structure refinement,
published this year, our findings were confirmed by the observation of a monoclinic
crystal structure. From all orbital ordering models that were proposed so far only a
complex-coefficient orbital ordering model could describe the results of our experiment.
Further indications for the existence of complex-coefficient orbital ordering in magnetite
is revealed by the azimuthal dependence of the circular dichroic diffraction signal.

The last project of this thesis deals with the dynamics of phase separation. Phase-
separated materials are spatial inhomogeneous and show phase coexistences of different
electronic phases. The idea was to explore the possibility of using coherent x-ray diffrac-
tion to follow the domain formation and domain-wall motion in real time. First results



INTRODUCTION

could be obtained from R;Ca;_,TiO3 (with R=Er, Y), in which the coexistence of
metallic and charge ordered insulating regions was predicted. The insulating regions
are characterized by superstructure reflections, which are absent in the metallic regions.
The diffraction intensities of coherently illuminated charge ordered regions interfere and
produce a speckle pattern on an area-resolved detector. Dynamics in real space should
be visible in a fluctuating speckle pattern. In the first experiments it turned out that the
lacking stability of the setup is a serious limitation for this kind of studies. To overcome
this limitation a newly developed stable sample setup was used. In all quantitative and
qualitative analyses of the temporally evolving speckle pattern domain-wall dynamics
could not be found. By changing the temperature, the pattern changes from one static
to a different static configuration on time scales that are not accessible in our experi-
ments. New x-ray free electron lasers, like LCLS and the European XFEL, will extend
the accessible time domain to much shorter time scales.

This thesis is organized as follows: The first chapter presents some basic information
about the scattering formalism, providing the theoretical frame to analyze the data that
is taken by x-ray diffraction experiments.

In the second chapter the new UHV diffractometer, which was build up and commis-
sioned, is presented. First results of a characterization of x-ray reflectors as well as of
an in-vacuum CCD camera are presented as well.

In the third chapter RSXD results of the prototypical high-T, superconductor LSCO
at the O-K and Cu-L, 3 edge are presented, which clearly show that LSCO is close to the
formation of charge stripe ordering and only a reduced dimensionality in the near-surface
region enables its stabilization.

The fourth chapter presents RSXD studies of Fe3Oy, in which the azimuthal depen-
dence of the (00%) charge orbital ordering reflex is recorded. The experimental results
are compared to symmetry considerations and theoretical predictions calculated by A.
Tanaka on the basis of the complex-coefficient orbital ordering model.

In the last chapter a coherent scattering experiment on ErgCag4TiO3 (ErCaTiO) is
presented. The chapter deals with the feasibility and challenges of this new scattering
technique, which makes use of the interference of coherent x-ray photons from different
regions of the sample.

10



CHAPTER 1

X-Ray Diffraction

1.1. Introduction

X-ray diffraction experiments can be used to gain information about the character and
spatial arrangement of electronic modulations in TMOs. Basic questions about the
electronic configuration range from the occupation and symmetry of the local electronic
states on different atomic sites, to the spatial arrangement of these electronic states, and
up to the domain pattern of different coexisting electronic phases.

The occupation of electronic states is probed with spectroscopic techniques, which
reveal information about the density of states. In x-ray absorption spectroscopy (XAS)
a transition of a core electron, which is excited by the absorption of a photon with a
specific energy, into a final state above the Fermi level probes the unoccupied states. For
example at the O-K edge an electron from an 1s state is excited into the 2p states. The
symmetry of the electronic state can be probed either by the variation of the polarization
of the incident x-ray light (polarization dependence) or by rotating the sample around
a specific axis (azimuthal dependence). The occupation of the final state, the transition
energy, and the local symmetry give information about the surrounding of the probed
site and the correlations with neighboring states.

Different electronic wave functions can arrange in a periodic order and lead to novel
electronic phases characterized by, for example, charge or orbital ordering. The spatial
arrangement of these states can be determined by x-ray diffraction methods. The combi-
nation of x-ray diffraction with the spectroscopy sensitivity from XAS in the vicinity of
x-ray absorption edges leads to resonant x-ray diffraction (RXD). RXD can be described
within a two-step model. The first part of the scattering process is the absorption of
the photon and the second one the re-decay under emission of a photon. The diffraction
signal is sensitive to the transition energy and the spatial arrangement of the scattering
sites.

11



1. X-Ray Diffraction

A coexistence of different electronic phases can lead to a particular sensitivity of macro-
scopic properties to external perturbations. To study the mobility and dynamics of such
an arrangement, for example across a phase transition that involves the coexistence and
reorganization of at least one ordered phase, coherent x-ray diffraction (CXD) experi-
ments can be performed, in which only the ordered phase contributes to the diffraction
peak. The coherent illumination creates an interference pattern that is determined by
the spatial arrangement of the contributing phases and reveals their dynamics.

The rest of this chapter is divided into three sections and organized as follows: it starts
with a section on XAS (Sec. 1.2), in which the spectroscopic information available at soft
x-ray resonances is illustrated by giving a few examples from literature. In the second
section the two steps of the scattering process are described in detail. It is outlined
how interference from all contributing scattering centers leads to the diffraction process.
In the last section we discuss the CXD process. As a coherent photon beam is one
important requirement for this technique the term coherence is introduced. Afterwards
the interference of the scattered intensity and the resultant speckle pattern is discussed.
In the end of this section it is described how to analyze the temporal evolution of the
speckle pattern.

1.2. X-ray absorption spectroscopy

One of the most powerful spectroscopic techniques for the investigation of TMOs is x-ray
absorption spectroscopy (XAS), in which the incident x-ray photon excites an electron
from an occupied core state into an unoccupied state above the Fermi level [32]. This
process reveals insight into the occupation of the probed states. Each transition from one
into another state is connected with a change in the set of quantum numbers. Selection
rules for the relation between changes in the set of quantum numbers and the incident
photon polarization further constrain these transitions. A polarization, azimuthal and
energy dependent experiment can therefore be used to uncover the electronic occupation
and symmetry.

In a benchmark experiment C. T. Chen et al. have demonstrated the power of XAS to
explore the electronic character of intrinsic and doped holes in Las_,Sr,CuO,4 (LSCO)
for different doping levels [33]. They used linear polarized x-rays and varied the angle
between the electric field vector of the light and the c-direction of the samples. The
absorption spectra show an anisotropic behavior at both the O-K and Cu-Ls 3 edge and
a shift of the resonance energy at the O-K edge. Furthermore, in the spectra a transfer
of spectral weight was found with hole doping. From a careful analysis they determined
the character of the intrinsic and doped holes in terms of occupation of O-2p and Cu-3d
states.

XAS experiments in magnetite (Fe3O4) by Schlappa et al. were used to identify the
three different Fe-sites (B-site Fe?™, A-site Fe*T and B-site Fe?) with distinct resonance
energies. The knowledge of the resonance energies was utilized in a RXD experiment to
determine the contributions from the different sites to the diffraction signal.

In x-ray magnetic circular dichroism (XMCD) experiments of a magnetized sample,

12



1.3. Resonant soft x-ray diffraction

in which circular polarized light transfers a photon angular moment to the excited elec-
tron, a difference in the absorption of left and right circularly polarized x-ray light is
found [34-37|. At the TM-Lj edge the different photon moments for left and right cir-
cular polarization and the spin-orbit coupling of the initial state create electrons with
opposite spins [38]. The absorption process in materials with a net magnetic moment
is spin-dependent and makes it possible to determine the size and direction of the spin
and orbital magnetic moments. XMCD measurements at the Fe-L, 3 edge were used to
investigate the magnetic structure of Fe3Oy,, in which the XMCD signal shows contribu-
tions from the three different Fe-sites [39]. In an antiferromagnetic material there is no
circular dichroism but a linear dichroism, which can be used to determine the orientation
of the antiferromagnetic axis [40-42].

1.3. Resonant soft x-ray diffraction

Resonant (elastic) x-ray diffraction (RXD), which is one of the techniques that was
used in the frame of this thesis, evolved in the last decades on the basis of XAS and
is well suited to study charge, orbital and spin order [43-48|. The scattering process
of RXD involves a virtual electronic excitation from a core hole state to an unoccupied
state, which is triggered by the absorption of the incident photon (Fig. 1.1). This

—A' “ Fermi energy

2p

Fig. 1.1.: Virtual dipole excitations in a resonant scattering process at the Ly edge: the in-
coming photon excites the 2p electron into an unoccupied 3d state above the fermi
level, which then decays into a core hole by re-emitting the outgoing photon.

excited state relaxes back under emission of the scattered photon, which, in an elastic
process, has the same energy as the incident one. A collective process on equivalent
scattering sites leads to the interference of all these scattered photons and in case of
constructive interference a diffraction peak can be observed. The energy dependence
reveals spectroscopic information of the involved intermediate states similar as in XAS.
In addition to the spectroscopic information, information on the arrangement of the
scatterers is received.

In 3d-TMO, the most interesting electronic transitions are those from the oxygen
ls — 2p states (O-K edge) and those from the transition metal 2p — 3d states

13



1. X-Ray Diffraction

(TM-Ly 3 edge), as these outermost states mainly determine the electronic and magnetic
properties.

To illustrate the contrast mechanism, we restrict to electric-dipole allowed transitions,
in which the angular quantum number [ changes by 1 (Al = 1).

1.3.1. Atomic orbitals and transition integral

In the 1s states, the principle quantum number n is equal 1, the angular quantum number
[ is equal 0 and the magnetic quantum number m; is equal to 0, whereas in the 2p states
n=2101=1 m;=—1,0,1 and in the 3d statesn =3 and | = 2, m; = —2,—-1,0,1, 2.
Therefore, there is one 1s orbital and there are three 2p orbitals, namely 2p,, 2p, and
2p., and five 3d orbitals, namely 3d,,, 3d,., 3dy., 3d,2_,2, and 3d,2, all of which can be
occupied with two electrons of opposite spin. A picture of these orbitals including their
parity with respect to the coordinate axes can be found in Fig. 1.2. The possibility of a

z z z z

y |

y v

(a) 1s : [xy7| (c) 2p. : [xy7] () 2py : [xy7| (e) 2p- : [xy7]

4
[}

z
i |
|
|

y y y y v

(f) 3dyy : [Xy7] (g) 3d.. : [Xy7] (h) 3dy. : [xy2] (i) 3dg2_,2 : [xy7] (j) 3d.2 : [xyz]

Fig. 1.2.: Schematically shape of the 1s, 2p and 3d orbitals. The bracket notation gives the
parity of the wave function with respect to the coordinate axes. Without (with) bar
denotes an even (odd) parity.

transition can be calculated by evaluating the transition integrals <i|d|f>, where (7| is
the initial state, | f> the final state and d the dipole operator [49]. The elastic resonant
scattering process involves a second transition < f|d'|i>>, from the final state back to the
initial state, under emission of a scattered photon with the same energy as the incident
one. The resonant scattering amplitude is given by [50,51]:

(ild[f) (f1d'|2)
AFjNEf:hW_(Ef—Ei)—iE’ 1)

2

in which the resonant denominator contains the photon energy Aw, the energy of the
initial (final) state E; (Ey) and the inverse lifetime of the excited state I'.

14



1.3. Resonant soft x-ray diffraction

A first qualitative analysis comes from evaluating the integral in terms of the parity
of the contributing functions. The following rules are adopted from Ref. [49].

For a possible transition the integral must be non-zero. Therefore, the integrand needs
to be even. Assuming linear polarized light with its electrical field vector along the x
axis. The dipole operator is then odd in x and even in y and z. Let’s starts with a
transition from a 1s state to completely unoccupied 2p states. As the 1s state is even
in all three coordinates a transition can only take place into a state that is odd in x and
even in y and z. Only the 2p, state fulfills these criteria. Now, assuming a transition
from a completely filled 2p orbital into an empty 3d orbital and keeping the polarization
of the incident photon fixed to the z-direction. From an initial 2p, orbital a transition
to the final 3d,2_,2 or 3d.2, from the 2p, to the 3d,,, and from the 2p. to the 3d,. is
possible. Similar rules can be derived for the other polarizations. An overview about all
possible transitions and the polarization vector along the optical axes that connects the
transition is given in Tab. 1.1.

| Is || || 3day [ 3das [ 3dy. | 3dy2_y2 | 3d.2 |
x[p.] v | 2 X X
Yy |py | X Z y y
z || p- x | ¥ 2 2

Tab. 1.1.: Possible dipole transitions of a 1s <+ 2p and 2p < 3d excitation or decay. The
linear component of the polarization that is needed to stimulated the excitation or
that is emitted during the decay is given in the table.

Assuming degenerate final states, the polarization of the incident photon is transferred
to the outgoing photon. This changes if the degeneration of the final states is lifted [52].
As a simple example, we make a transition from 1s to a completely degenerated 2p
orbital. If the energy is tuned to the 1s — 2p, transition and the polarization is along
X+ the transition integral <1s|X+§|2p, > can be split into the sum of <1s|X|2p,> and
<18|y|2p, > from which the first one is non-vanishing and the second one is zero. During
the excitation the polarization component along ¥ is therefore simply neglected. The
excitation takes place by the electrical field along X. The polarization of the outgoing
photon that is emitted during the re-decay from the 2p, orbital to the 1s orbital can
only have a X-component. In this sense the polarization is rotated.

In general, the response of an atomic site j to the incident light can be expressed by
a scattering tensor

F' =\ F, F, F. |,

in which the complex and energy-dependent elements FY —describe the scattering of
incident light with polarization m to outgoing light with polarization n. The measured
intensity is given by:

I=|€ Fi e,

15



1. X-Ray Diffraction

where € and € are the polarization vectors of the incident and scattered waves. By
tuning the incident polarization and resolving the outgoing polarization different tensor
elements can be measured. Diagonal elements of the scattering tensor do not rotate the
polarization, whereas off-diagonal elements do rotate it.

1.3.2. Geometrical phase factor

In the presence of two scattering centers that are located at points O and P in space,
a path length difference between the incident and outgoing radiation occurs, which
depends on the directions of the incident and outgoing wave vectors k and k’ and the
exact spatial arrangement. This path length difference will cause a phase shift of both
scattered waves. The phase shift leads to interference effects between the waves from

Fig. 1.3.: Path length difference due to scattering at two different positions in space. The
incident wave with wave vector k is scattered at positions O and P. The outgoing
waves with wave vector k/ have a phase difference of e'ar.

both scattering center. The situation is schematically depicted in Fig. 1.3. The phase
difference for the incident waves arriving at O and P is —k-r. With similar considerations
one gets a phase difference k’-r for the scattered waves. In total the path length difference
is (k' — k) -r = q-r, where q is the wave-vector transfer. The phase between the two
scattered waves is given by '@,

1.3.3. Diffraction in a periodic arrangement of scatterers

In an assembly of many identical scatterers that are aligned in a periodic arrangement
the diffraction process is governed by the interference of all scattered waves times their
respective phases. The wave-vector transfer has to match a reciprocal lattice vector
to fullfil the Laue condition. Depending on the exact arrangement of the scattering
sites a diffraction peak can be observed. In Fig. 1.4 an one-dimensional chain of ten
atoms is shown, which is probed by a wave that is either in phase or slightly out of
phase. If all scatterers are in phase, the scattering tensor of the whole arrangement is
the sum of all single scattering tensors. For a small variation dq, neighboring atoms

16



1.3. Resonant soft x-ray diffraction

o000 p
060600000
000000 e

Fig. 1.4.: Phase relation of a scattering situation with different phase relations between neigh-
boring sites. The vertical bars denote the probed periodicity. In the central row the
wave is in-phase with all scattering sites, while slightly out-of-phase for a larger or
smaller wave vector transfer.

are still moderately in phase, but the interference of all sites leads to a decrease of the
diffraction-peak intensity. The interference conditions strongly depend on the length of
the chain, or in a crystal on the dimension of the ordered region. For a shorter chain dq
can be larger than for a longer chain. The exact arrangement of scatterers results in a
three-dimensional object in reciprocal space which dimensions yield information on the
correlation of the scattering sites.

In a real crystal, different atomic sites can exist that have different atomic scattering
tensors. The interference conditions can lead to superstructure reflections that are due
to a modulation of the electronic states. The resonant enhancement near an absorption
edge results in a huge change of the resonant scattering tensor even if only a small fraction
of the whole electron density is redistributed (for example charge or orbital ordering).
This makes RSXD able to detect even small modulations. The whole scattering process
is the interplay between all atomic scattering tensors, the exact spatial arrangement of
the atoms, the incident energies, and the incident polarizations and can be best described
by the sum of all scattering tensors times their respective phase factors:

) ) me me sz

Note that the energy dependence is contained in the tensor entries F};.

A diffraction peak that results from a spatial pattern of different scattering tensors
can be analyzed in various ways. Its position reveals the periodicity and direction of
the modulation, its dimensions in reciprocal space the correlation of the scatterers in
the respective directions. Its energy and polarization dependence yields spectroscopic
information on the scattering sites that are involved in the diffraction process. A rotation
of the polarization with respect to the scattering sites can be used to determine the local
symmetry of the electronic wave function.

17



1. X-Ray Diffraction

1.4. Coherent x-ray diffraction

Coherent x-ray diffraction (CXD) is the ideal technique to reveal information about
materials that show an inhomogeneous arrangement of different electronic phases (Fig.
1.5(a)). To obtain a scattering contrast it is necessary that different electronic phases
produce a different response on the incident coherent x-rays. If one of the phases has
a modulation, which is characterized by a diffraction peak that is absent in the other
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Fig. 1.5.: Basic idea of CXD. (a) A sample with two coexisting electronic phases shows a
specific arrangement of regions, in which one of the phases is dominant and regions in
which the other one is dominant. The illustration shows a sketch of a sample, where
circles denote atomic sites. In some regions a modulation of the electronic states
takes place, which is characterized by a superstructure peak. (b) If the diffraction
experiment is tuned to this superstructure peak, only those regions reflect the x-rays
that are ordered. If coherent x-rays are used the contributions from all those regions
will interfere and produce a speckle pattern.

phase, than only the modulated phase will contribute to the diffracted signal (Fig.
1.5(b)). The diffraction peak is determined by the interference of all contributions and
shows a modulation of the intensity, which strongly depends on the exact arrangement. A
variation of this arrangement affects the interference (speckle) pattern and reveals insight
into the dynamics that arise from domain-wall movements and domain reorganizations.

1.4.1. Coherence

Coherent illumination is crucial for the interference of all contributions from different
regions. Coherence can be classified into longitudinal coherence L, which is determined
by the wavelength A and wavelength spread A\ of the source, and transversal coherence
Ly, which is determined by the size D and distance R of the source [53]:

)\2
L; =
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1.4. Coherent x-ray diffraction

The longitudinal coherence can be enhanced by reducing the wavelength spread (Fig.
1.6 (b)). At a 3rd generation synchrotron facility, at which the CXD experiments were
performed, this is achieved by using a monochromator. The transversal coherence can be

)
M)

Fig. 1.6.: (a) The transversal coherence is connected to the size and distance of the source.
The phases of the wave fronts (red circles) from more distinct points (upper image)
differ much stronger than for closer points (lower image). (b) The wavelength spread
defines the longitudinal coherence. Using a wavelength filter (red bar) or monochro-
mator that reduces the wavelength spread (lower image) enhances the longitudinal
coherence.

increased by reducing the source size (Fig. 1.6 (a)). Therefore, we have used a coherence
filter stage, which basically consists of two apertures. One of it is placed very close to
the sample and the other one at a distance apart. Further details on the stage are given
in Chap. 2.

1.4.2. Speckle pattern

If a spatially inhomogeneous sample, which shows a contrast in the diffraction signal
between at least two regions, is illuminated coherently the diffraction peak shows a
graininess in the intensity (speckle pattern) that is causes by the interference of light
from different regions of the sample. The envelope of the coherent pattern is the same
as for an incoherent illumination. As an example a speckle pattern of ErggCag4TiO5
(ErCaTIO) is shown in Fig. 1.7. Whereas in other coherent techniques, like for example
in holography, a sophisticated algorithm has to be used to retrieve a real space image of
the sample, the speckle dynamics are directly connected to the dynamics of the sample.
The temporal evolution of the speckle pattern reveals direct insight into the domain-
wall motion and reorganization. The intensity fluctuations can be interpreted by x-ray
photon correlation spectroscopy (XPCS), in which a time series is autocorrelated. From
the decay of this autcorrelation the characteristic time scales can be found.
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1. X-Ray Diffraction

Fig. 1.7.: CCD image of a diffraction peak in ErCaTiO. Only charge ordered regions contribute
to the signal and their spatial arrangement is connected to the speckle pattern.
Brigther (darker) colors denote spots with higher (lower) intensity.

1.5. Discussion

RXD is a powerful tool to analyze ordering phenomena with spectroscopic sensitivity.
The energy dependence of the resonant scattering tensor depends on the local environ-
ment of the scattering centers and the occupation of electronic states. This is used in
Chap. 3 to identify charge order in LSCO. A polarization and azimuthal dependence
yields the local electronic symmetry, as used in Chap. 4.

CXD experiments can be used to study the dynamics of phase-separated systems. A
detailed analysis of ErCaTiO, in which coexisting charge ordered insulating and metallic
region exist, is given in Chap. 5.
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CHAPTER 2

Instrumentation

2.1. Introduction

The new and ultra-brilliant synchrotron radiation facility PETRA III provides unique
possibilities for resonant soft x-ray diffraction experiments. It has seen its first light on
16th of April 2009. The reconstruction of the old PETRA II accelerator to the new light
source started one and a half years earlier in September 2007. Presently, 14 undulator
beamlines are built up and tested. Already since 2010 the first user experiments could be
performed. PETRA III is operating at 6 GeV energy and delivers a positron current of
100 mA [54]. This high energy allows helical undulators to provide complete polarization
in the first undulator harmonic with an ultra-high flux [55]. The high flux as well as the
high degree of photon polarization goes beyond the performance of lower energy machines
like BESSY II or the Advanced Light Source (ALS) and makes PETRA III competitive
and in some extent even outstanding compared to the European Synchrotron Radiation
Facility (ESRF) and SPring-8.

One beamline that is very important in the frame of this thesis is the XUV beamline
P04, which is presently under commissioning. This beamline is designed for soft x-
rays. The APPLE-2 undulator delivers photons with variable polarization in the energy
range from 250 to 3000 €V in the first undulator harmonic. This energy range is highly
interesting as many important absorption edges of the elements in correlated electron
systems lie within there (transition metal- Lo 3-edges, C-, N-, O-K edges and lanthanide-
My 5 edges). The new beamline allows to extend resonant soft x-ray diffraction (RSXD),
which is one of the key techniques used within this thesis, to a wider energy range than
accessible so far at other sources. RSXD has been established as an essential technique
in the study of correlated electron systems and combines spectroscopic sensitivity with
its sensitivity to spatial order. The high degree of linear and circular polarization that
can be achieved at P04 (close to 99.99 %) is helpful to explore the electronic character
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2. Instrumentation

of these strongly correlated systems, as the symmetry of the electronic wave function
can be studied by analyzing the azimuthal dependence of the RSXD signal for different
polarizations (Chap. 4). The high flux up to an x-ray energy of 3keV makes it also
possible to scatter from structural Bragg reflections. This is helpful for alignment of the
sample, as intensity reference that can be traced during the experiment, and even as
indicator of a structural phase transition, which can be used as an internal temperature
calibration and to connect the lattice degree of freedom with the spin or charge degree.

The resolving power (E/AE) of the XUV beamline is up to 4-10* and the photon flux
is up to 4-10'2 photons per second at a resolving power of 1-10%. The spot size is focused
down to a 10 x 10 pm? size and is therefore well suited to study small samples, nano
devices or phase separated materials. Due to the low emittance of PETRA III, which
is Inmrad in horizontal and 0.01 nmrad in vertical direction, the x-ray beam is nearly
coherent. These technical information and further details can be found in Ref. [55].
A highly coherent beam is for example necessary to study domain wall dynamics in
coherent x-ray diffraction (CXD) experiments. Furthermore, upcoming techniques like
holographic or ptychographic imaging, which use the interference of a coherent beam
with a defined aperture to retrieve a real space image of the sample surface, are well
suited to the specifications of the XUV beamline.

As one of several end stations, which will be accessible for users of P04, we have de-
signed and commissioned a new ultra high vacuum (UHV) x-ray diffractometer. The
attenuation length of soft x-rays in air is typically several hundered micrometer. There-
fore, the whole experiment has to be performed under UHV conditions. This makes the
design of a soft x-ray diffraction experiment challenging, as an in-vacuum sample and
the detector manipulation is required to tune the experiment to any desired scattering
geometry.

The development of differentially pumped rotary feedthroughs as well as of in-vacuum
motors have led to new possibilities in the design of such an instrument. Basically,
two different approaches exist. Using differentially pumped rotary feedthroughs allows
to put most of the moving parts outside vacuum [56-58|. In a different approach in-
vacuum motors are used to move an in-vacuum goniometer as well as in-vacuum rotary
stages [59-62|. Most of the moving parts of these designs are inside vacuum. In some
designs a mixture of both approaches is used [63,64|. The new UHV diffractometer for
PETRA III uses two rotary feedthroughs for sample and detector translation and either
a manipulator, which is motorized outside the chamber, or optionally a CXD sample
stage, which is driven by in-vacuum motors.

The rest of this chapter is organized as follows: First, the design of the new UHV
diffractometer, including all necessary components, is discussed. In the following the
sample environment for conventional soft x-ray diffraction and the built-in detectors are
discussed in more detail. For coherent diffraction experiments a new stable setup was
used, which is presented afterwards. At the end of this chapter first experiments, taken
with the new diffractometer, are presented. These are: a characterization measurement
of multilayer reflectors, which will be installed in a polarization analyzer, and charac-
terization of and first measurements with a new in-vacuum CCD camera. Finally, the
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2.2. UHV diffractometer for PETRA III

power of an area-resolved detector in comparison to a point detector will be explained.

2.2. UHV diffractometer for PETRA Il

The new UHV diffractometer for PETRA III was designed to be a mobile instrument.
Its spatial dimensions are a compromise between transportability and the need to ac-
commodate detectors, the sample surrounding, beam and vacuum diagnostics, a magnet,
a camera system and other useful equipment. A sketch of the whole design is displayed
in Fig. 2.1. The instrument is based on a vertical cylinder with a diameter of 500 mm

rotary
feedthroughs

tth motor :
and gear

th motor and gear
detector flange

main body

bottom flange

Fig. 2.1.: Sketch of the new UHV diffractometer.

and comprises two differentially pumped rotary feedthroughs for an independent sample
and detector rotation in horizontal scattering geometry. The huge top flange, which
covers the full diameter, is fully rotatable around the central axis and can carry com-
plicated and massive detector setups (for example an in-vacuum CCD or a polarization
analyzer). A planetary gear that is driven by a Phytron ZSH 87 motor and coupled
to a cog wheel by a worm gear allows for low-backlash rotation. In the central CF 160
port of the detector flange the sample rotation, which is driven by a Phytron ZSS 42
motor with a planetary gear, is mounted. The sample rotation axis is called theta (th)
rotation and the detector rotation twotheta (¢th). The outer ports of the detector flange
are used to carry infrastructure for the detectors. These are for example z-lifts, which
are used to vertically adjust the detector height, or feedthroughs for water, which are
needed for cooling of the CCD camera. In Fig. 2.2 the detector rotation, the sample
rotation, including their respective rotary feedthroughs, and the z-lift for a silicon diode
detector are shown. The central CF 160 port of the bottom flange is prepared to install
a magnet.
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Fig. 2.2.: Rotational and vertically translational degree of freedom of the detectors and rota-
tion of the sample of the new UHV

The main part of the diffractometer is the stainless steel chamber. It is surrounded
by 2 x 8 CF 150 ports, half of it on the upper and the other half of it on the lower
level. Every port is facing the central axis with an angle of 45° between neighboring
ports. The alignment of the lower ports is rotated by 22.5° with respect to the upper
ports around the central axis. All ports can be flexibly equipped with infrastructure for
the experiment. The scattering plane lies within the upper level while the lower level
is used for pumping, diagnostics, etc. Presently, the lower level (Fig. 2.3) comprises a
Pfeiffer HiPace 700 turbo vacuum pump, a cold trap with titanium sublimation pump,
a mass spectrometer and different vacuum sensors (Piezo, Pirani, cold cathode). The
turbo pump is backed by a pumping stage that also pumps the differentially pumped
rotary feedthroughs.

The instrument is coupled to the beamline via flexible bellows that allow the movement
of the chamber for alignment (Fig. 2.4 top right). A combination of a full metal valve
and a polyamide window valve can be used to differentially pump the beamline pre-
section and the diffractometer and allows to operate the diffractometer at slightly higher
pressures as the beamline requires. Opposite of the beamport a fluorescent screen can
be attached, which helps for a rough alignment of the chamber (Fig. 2.4, lower left).
Two ports are used for the sample transfer system (Fig. 2.4, upper left and right). This
consists of a loadlock, which can be attached to almost any port, and a screwdriver
that is based on a magnetic wobblestick. This screwdriver is used for sample transfer,
azimuthal rotation, and to change the slit in front of the detector. Further details on
the sample environment will be given in Sec. 2.2.2. The vacuum of the loadlock can
be decoupled from the vacuum in the main chamber using a gate valve and pumped
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Fig. 2.3.: Lower port level of the instrument, equipped for pumping and diagnosis.
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Fig. 2.4.: Different views of the upper port level of the new diffractometer, mainly used for
equipment concerning the sample surrounding (transfer, azimuthal rotation) and
x-ray beam detection (fluorescent screen, CCD camera).

or vented separately. Inside this loadlock a sample garage with different sample slots
is mounted. The transfer of the samples between the two chambers is performed by

25
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a magnetic transfer arm. A cleaver can be mounted inside the loadlock, if the study
of a fresh sample surface is needed for the experiment. For pumping and pressure
control of the loadlock a smaller turbo pump with pre-pump and pressure sensors is
used. Instead of the loadlock it is possible to attach a molecular beam epitaxy (MBE)
chamber, equipped with evaporators, thickness monitor, and LEED, to the chamber in
order to study thin films grown in-situ. The remaining ports are usually equipped with
view ports, which are used for direct inspection for example during the sample transfer,
and can be equipped with a camera system. For speckle experiments a CCD camera,
including a pneumatic shutter and a beamstop, was installed one meter apart from the
chamber center at one of the ports (Fig. 2.4, lower right). To compensate the discrete
arrangement of flanges and allow to place the CCD at a specific detector angle a rotation
of the chamber and a tilted beamport adapter were used.

2.2.1. Alignment of the rotation axes

In order to align the rotation axes of the sample and detector circles the setup shown in
Fig. 2.5 was used. It contains a circular adjustment gauge with a diameter of 100 mm

Fig. 2.5.: Setup for alignment of the two rotation axis in the home lab. Further details are
given in the text.

and a precision of 1 pm, mounted on a manually driven zy-table with the same precision.
A dial indicator was mounted on the frame of the diffractometer and used to read out
the displacement of the adjustment gauge when rotated. In a first run, the detector
circle was rotated and the xy-table was adjusted in such a way that the dial indicator
did not change in the range of 1um for a full rotation. Therewith the center of the
adjustment gauge falls within the rotation axis of the detector circle. In a second step
only the sample circle was rotated. Now any displacement was corrected with a small
displacement of the sample rotary feedthrough, by using a rubber mallet and trying to
move the setup, which was not fully tightened at this point. In the condition as delivered
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to us the accuracy was around 200 to 300 pm and could be improved by the procedure
described above to around 25 pm.

2.2.2. Sample environment

There are two sample environments, one which is used for conventional x-ray diffraction
and the other one which is used for coherent diffraction. The first one is discussed in the
following and the second in combination with the whole speckle setup in Sec. 2.2.5. In

Fig. 2.6.: (a) The four-axes manipulator placed on top of the sample rotation. Starting from
the bottom it contains the tilting stage (not visible), the xy-stage and the z-stage.
On top of the manipulator the liquid helium cryostat, including the transfer line
is mounted. (b) View inside the diffractometer. The lower end of the cryostat is
coupled to the copper sample holder. Cables for temperature control and sample
current measurements are winded around the cryostat. The screwdriver, coming
from the left, is used for sample transfer and azimuthal rotation of the sample.

the setup that is used in conventional soft x-ray experiments the sample rotation carries
a manipulator to position the sample, a cryostat for cooling, and the sample holder.
The manipulator has four axes: a vertical (zs), two in-plane translations (zs) and (ys),
and a tilt that, depending on the orientation of the sample holder, can be used as y
(sample tilt) or ¢ (azimuthal rotation) motion. All of them are motorized by stepper
motors. The resolution and repeatability of the three linear axes is in the pm range.
The zs- and ys-stage can be moved by + 12.5 mm, while the translation of the zs-stage
is 100 mm. All three axes are equipped with limit switches. The tilt can be adjusted
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within a range of +2° and is designed such that the center of the sample position stays
at a fixed position. An image of the manipulator is shown in Fig. 2.6 (a).

To the manipulator, a Janis continuous-flow cryostat is placed. The transfer line,
which connects the cryostat with the helium tank, can be inserted in the center of
the cryostat. A pumping connection at the exhaust side is used to pump the liquid
helium through the cryostat, while the temperature can be controlled and read out by
an internal heater and an internal temperature sensor, respectively. At the cold face
of the cryostat the sample holder, which can be exchanged for different experimental
setups, is mounted (Fig. 2.6 (b)). In the standard configuration for resonant scattering
experiments the sample holder is rigidly coupled to the cryostat and can be equipped
with a sample, using the transfer system. The sample stage can be seen in Fig. 2.7,
which shows a front view of the sample holder from Fig. 2.6 (b). The sample holder is

Fig. 2.7.: Close view of the current sample holder. The rectangular sample shuttle contains
the sample plate, which can be azimuthally rotated using the screw driver, and is
clamped to the sample holder. The whole shuttle can be transferred out of the
chamber by using the same screwdriver to release the clamps and . To remove the
shuttle the clamps below and above the shuttle are released. The sample holder
is thermally coupled to the cryostat. To electrically isolate both components from
each other ceramic bushes and a sapphire plate are used.

electrically decoupled from the cryostat by a monocrystalline, c-oriented sapphire plate
and ceramic bushes below the screws. Therefore, it is possible to measure the sample
drain current, which can be used to measure the absorption of x-rays inside the sample.
Drain current is measured with a Keithley 6514 electrometer outside vacuum. Due to
the moderately high thermal conductivity of the sapphire plate a good thermal coupling
between the cryostat and the sample stage is given. To read out the temperature at
the sample position silicon temperature diodes and platinum resistors are coupled to the
sample holder by silver glue and additional copper clamps. Heating and temperature
monitoring is controlled by a Lakeshore cryogenic temperature controller. The setup
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shown in Fig. 2.7 can easily be cooled to 18 K. If needed, a gold-plated radiation shield
can be mounted to the cryostat that increases the cooling efficiency. The sample itself
is usually glued on a cylindrical copper plate and mounted into one of the shuttle slots.
By using the screwdriver, as shown in Fig. 2.7, the sample can be azimuthally rotated
by loosening screws on the back of the transfer holder and rotating the central screw
that is connected to the sample plate. A vernier scale with a precision of 0.5° is used to
read out the azimuthal angle ¢. The same screwdriver is also used for transferring the
sample. The upper and lower clamps that fix the transfer holder are released and the
external thread of the screwdriver is used to fix the transfer holder and place it in a slot
on the magnet arm of the loadlock. This way, shuttle and sample can be transferred
out of the main chamber. A second sample slot on the transfer arm allows for a direct
exchange of samples.

2.2.3. Detectors

Several detectors can be mounted on the detector flange. At present, two detectors
(a diode and an in-vacuum CCD) are installed inside the chamber, while a third one
is under development (polarization analyzer). The standard detector is an aluminum
coated silicon photo diode from International Radiation Detectors, Inc., with a size of
10x 10 pm? (AXUV100 series). The aluminum coating reduces the transmission of visible
light by a factor 1074, resulting in an overall dark current of around 0.1 pA. The large
dynamic range of this detector makes it possible to detect the direct x-ray beam (a few
nA) as well as low signals of a few hundred photons per second, which produce a signal
in the pA range. The diode is mounted on a holder, which can be vertically moved by
an external z-lift. The vertical acceptance of 3° is given by the vertical dimension of the
diode and the sample to detector distance of 192 mm. A slit carousel, equipped with
0.5, 1, 2 and 4 mm wide vertical slits, is placed in front of the diode and can be rotated
by the in-vacuum screwdriver to vary the horizontal angular acceptance between 0.15
and 1.2°.

The second detector is a Princeton Instruments PI-MTE in-vacuum charge-coupled
device (CCD) camera, which can be completely placed inside the chamber. The back-
illuminated CCD chip of 27.6 x 27.6 pm? has 2048 x 2048 pixels, each of them a 13.5 x
13.5um? large, and a dynamic range of 16-bit, which means that each pixel can have
one out of 65536 possible values. Typically a few hundred soft x-ray photons saturate
a pixel (65536 counts), but the exact number depends on the settings. The chip is able
to detect soft x-rays between 1 and 10000eV, with a quantum efficiency between 10
and 85 %. In the most relevant energy range, between 500 and 3000 ¢V, the quantum
efficiency lies within 65 and 85 %. The CCD camera requires water cooling to transport
the heat generated by the Peltier element, which cools the CCD chip. Therefore, a
specialized camera port, including electrical and liquid feedthroughs, was designed. To
avoid blocking of the x-ray beam when a different detector is used or to avoid a collision
with the screwdriver or the transfer system, the whole CCD setup is mounted on a
vertically movable z-lift with 75 mm travel length. In order to increase the distance
between the sample and the CCD detector, which improves the angular resolution, the

29



2. Instrumentation

camera was mounted under 45° with the active area pointing downwards. To avoid a
damage of the CCD chip by the direct x-ray beam, a beam stop was installed on one of
the bottom flanges. This beam stop is vertically movable. Therefore, the alignment of
the direct beam can be performed with the photo diode. A drawing of the whole design
is shown in Fig. 2.8.

Fig. 2.8.: CCD setup inside the diffractometer. On top of the detector flange a vertical trans-
lation stage is mounted, which contains the electrical and liquid feedthroughs for
readout and cooling of the camera. The CCD camera is tilted, to increase the
detector-sample distance. A beam stop is mounted from the bottom flange of the
diffractometer. Both the CCD camera and beam stop can be moved out of the scat-
tering plane, to prevent blocking of the beam and collision with other components.

2.2.4. Diffractometer frame

In order to align the instrument a frame has been set up, which provides a stable and
precisely movable support for the diffractometer and allows to use the instrument at
different beamlines (Fig. 2.9). It is stable enough to carry the whole weight of the
diffractometer, which is about 800kg. The frame consists of a rotation stage, which
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chamber rotation

Fig. 2.9.: Support frame for the diffractometer. The various translational and rotational de-
grees of freedom allow to place the diffractometer in all required positions needed
for a synchrotron experiment.

allows for a full rotation of the chamber, a tilt stage, which allows for a tilt of -5° to
+10°, a translation stage, which allows for 200 mm translation perpendicular and parallel
to the beam and a vertical fine adjustment of 25 mm. A motorization of the translational
axes and limit switches will be installed.

2.2.5. Speckle setup

For the CXD experiments a different sample environment and a coherence filter stage
were developed, in order to provide an ultra-stable sample setup and to enhance the
coherence of the x-ray beam. X-ray photon correlation experiments require a coherent
illumination of the sample to produce a speckle pattern that is otherwise averaged out
in an incoherent scattering experiment. The coherent volume, given by the spatial and
temporal coherence lengths, has to be of the order of the scattering volume. This can
be achieved by a double-pinhole setup. While one of the apertures is placed a few
cm away from the sample in the incoming beam the other one has to be close to the
sample. The design of the pinhole stage was improved in several steps within the last
years. In a first design [65], both pinholes were build on a pinhole stage that was placed
between the chamber and the beamline. The first pinhole could be chosen from a set
of pinholes with different sizes between 30 and 200 pm, all of them aligned in a vertical
column. The vertical alignment was done by a linear drive. A horizontal movement
perpendicular to the x-ray beam was used to center the respective pinhole in the beam.
The second pinhole, with a 10 pm diameter, was mounted on a tube, which extended
inside the chamber. With an zyz-manipulator this pinhole could be aligned in horizontal
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and vertical direction as well as parallel to the beam. A picture of the setup is shown
in Fig. 2.10 (a). During the first coherent scattering beamtimes it turned out that the

(b)

Fig. 2.10.: (a) First design of the pinhole stage, containing both the first and second pinhole
with respective translational stages. (b) Modified pinhole stage, which contains
the first pinhole only.

temperature drift of the sample position was intolerably large, with respect to the second
pinhole position. To avoid this, we coupled the second pinhole to the sample stage. In
a first approach we tried to directly mount the pinhole to the sample shuttle. The
drawbacks of such an assembly are: the probed position on the sample is fixed, the
scattering angle cannot be varied without changing the effective pinhole size and sample
position, and an alignment of the sample without pinhole is not possible. Therefore, in
a second step an in-vacuum rotation stage, placed below the sample holder, was used to
rotate a pinhole carousel around the sample (Fig. 2.11). This allowed for adjustment of
any scattering angle, as well as probing the sample without pinhole. However, it turned
out that the temperature drift of the whole sample holder, including the pinhole stage,
made it impossible to record reliable data. Based on these experiences the present setup
of an ultra-stable sample environment was developed. Larger parts were designed and
constructed by Hans Ellermeijer from the University of Amsterdam. The basic idea is
that the sample and the pinholes have a rigid mechanical coupling to the diffractometer
and to the beamline, which is not affected by a temperature changes. In particular
the support structure of the sample stage is kept at room temperature, while only the
direct sample environment is cooled. The support structure is connected to the sample
rotation by a stainless steel tube. Vertical translation of the whole tube is performed
with a z-stage. Transversal movements within the scattering plane are performed by a
piezo-driven in-vacuum zy-stage from Micos. The sample is cooled via flexible copper
braids that are connected to a helium flow cryostat. Thermal decoupling of the cold
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Fig. 2.11.: Intermediate design of the second pinhole stage: A carousel with different pinholes
is fixed to the sample holder. The pinholes can be rotated around the sample to
allow for any incident scattering angle.

sample stage and the support structure, which is at room temperature, is realized with
a sophisticated structure, developed at PSI and the University of Amsterdam as the core
piece of the CARVING manipulator. It minimizes the cross section for heat transport,
but ensures a rigid mechanical support. The sample stage is furthermore stabilized by a
counter bearing that is mounted to the bottom flange. The second pinhole is connected
to the support structure and can be moved horizontally and vertically to the x-ray beam
by a second set of in-vacuum translational stages. A drawing of the sample holder and
an image of the setup, including the pinhole holder, can be seen in Fig. 2.12 (a) and
(b), respectively. The first pinhole is replaced by a foil with horizontal slits of varying
thickness, thus defining the vertical dimension. The horizontal openings can be adjusted
by two baffles, which can be positioned in horizontal direction. The first pinhole stage
is shown in Fig. 2.10 (b).

2.2.6. Drift of the detector circle

The first test of the diffractometer was done in the lab, by checking the rotational detec-
tor accuracy. Therefore, the built-in Renishaw position encoder with optical readout was
used. In this test it turned out that the detector circle keeps on moving after the motor
has stopped. In the diagram, shown in Fig. 2.13, the exponential drift of the motor
position was about 0.02° within 25 minutes after stopping the motor, which corresponds
to roughly 70 pm in horizontal direction at the detector position. The drift is slow and
in the typical time window of 1-2s after stopping the motor, the position changed by
0.002 to 0.004°, which is only a few microns at the detector distance and thus less then
one per cent of a typical slit size of the point detector and only a fraction of a single
pixel of the area detector. In 10s after stopping the motor the drift is only twice that
large.
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(b)

Fig. 2.12.: (a) 3D-drawing of the sample setup, designed and constructed at the University of
Amsterdam. The sample holder is connected to the z-stage on top of the sample
rotation by a stainless-steel tube (red). A piezo-driven xy-stage is used to ma-
nipulate the sample. The green component thermally decouples the sample at low
temperatures from the support structure, while being mechanical stable. The cool-
ing is realized by flexible copper braids. (b) Image of the setup inside the chamber.
In addition to the sample setup, the first pinhole which points to the sample is
visible. The manipulation is performed by a second piezo-driven zy-stage.

2.2.7. First commissioning of the new diffractometer

A first commissioning of the whole instrument was done in October 2009 at BW3 beam-
line of HASYLAB at the DESY site in Hamburg. The interplay of all components could
be successfully tested. Additionally, we were able to record first data on nickelate and
holmium samples with the new diffractometer. An image of the diffractometer at BW3
beamline is shown in Fig. 2.14. Further commissioning was carried out at BESSY II,
where the instrument was used in several beamtimes, for example at UE56/2-PGM-1
beamline in a resonant scattering experiment on the orbital ordering reflex in FezOy
(Chap. 4) and at UE52 beamline, where multilayer reflectors for the polarization ana-
lyzer were tested (Sec. 2.3).
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Fig. 2.13.: Drift of the detector circle, measured by the integrated optical encoder of the
diffractometer. The motor stopped at the intersection of the data points and the
dashed line.

Fig. 2.14.: The new UHV Diffractometer during the first operation at BW3 beamline of HA-
SYLAB at DESY.
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2.3. Test of multilayer reflectors for a polarization
analyser

In a next step the instrument shall be equipped with a polarization analyzer based on
soft x-ray multilayer reflectors. The basic needs are a high reflectivity at reflection angles
of 45° and a clear intensity difference in the reflectivity of horizontally and vertically
polarized x-rays, achieved by reflection under the Brewster angle. In a first step, we
commissioned two different types of multilayers. One type of multilayer, manufactured
by Axo, is designed with a gradient of the periodicity across the reflector, in such a way
that the energy maximum of the reflectivity shifts with the position on the multilayer.
A second type, manufactured by Rigaku, reflects the incoming x-rays in a broad energy
range for all positions on the reflector. A comparison of two O-multilayers, one from
Rigaku and one from Axo, which are designed for x-rays of photon energys around the
O-K edge, is shown in Fig. 2.15.
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Fig. 2.15.: Reflectivity of the O-multilayer from (a) Rigaku and (b) Axo in a logarithmic
plot. (a) The red and blue curves show the energy dependence of the reflectivity
of vertically (Iy) and horizontally (Iy) polarized x-rays, respectively. The vertical
reflectivity is of the order of one to four per-cent in the energy interval of 525€V to
540¢eV. The dotted grey line denotes the ratio Iy /Iy, which is between 1000 and
5000. For comparison the results from the Axo multilayer are plotted as slightly
transparent data points connected with a dashed line. (b) Reflectivity, obtained
by a rocking scan of the AXO reflector at two different positions on the multilayer
reflector. For both positions, the energy maximum of the reflected intensity is
different, while the ratio Iy /I of the intensity of both polarizations and the order
of magnitude of the reflectivity is very close to each other at both positions.

Both tested multilayer reflect a few per cent of the incident x-ray beam intensity for
vertically polarized light. While the reflectivity is a little bit higher and more or less
constant with respect to energy variations for the Axo reflectors, it slightly changes
in dependence of the energy of the reflected radiation for the Rigaku reflectors. The
same is true for the ratio between the intensities of the two incident polarizations. This
changes by a factor between 1000 and 5000 with a sharp maximum around 540eV. The
advantage of the Rigaku multilayer, however, is the position independent reflectivity,
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which reduces the degree of freedom that need to be moved in parallel during an energy
scan.

A second multilayer from Axo designed for energies around the Fe-L, 3 absorption edge
was tested. The results can be seen in Fig. 2.16. The dependence of these Fe-multilayers
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Fig. 2.16.: Fe-multilayer from Axo. (a) Reflectivity at three different positions of the mul-
tilayer, similar to Fig. 2.15(b). (b) The intensity of the reflection maxima and
the respective energy maxima plotted versus the position on the multilayer. Both
change more or less linear with position.

is similar to the oxygen reflectors. In addition, the position dependence of the intensity
and energy maximum of the reflectivity was mapped in greater detail, showing the
essentially linear relationship. Both Axo multilayer reflectors show a constant reflected
intensity perpendicular to the gradient direction, while the intensity of the reflected x-
ray beam is constant on any position tested on the whole Rigaku reflector (not shown

here).

2.4. Test and calibration of a CCD detector

The new in-vacuum CCD camera, operating in our new UHV diffractometer, was com-
missioned in January 2012 during a RSXD beamtime at UE56/2-PGM-1. The specular
reflectivity from a magnetite sample was recorded on different spots on the CCD. Details
on the beamtime and the sample can be found in Chap. 4. For that purpose, the CCD
camera was rotated around the sample (¢th) and vertically translated (zs). At each po-
sition an image was taken with an unchanged exposure time. The resultant grid, which
is shown in Fig. 2.17, is the sum over all these images. Horizontally aligned reflexes
arise from the tth rotation of the CCD camera, while the vertically aligned reflex chain
arises from the zs translation of the camera. This pattern was analyzed with respect to
two different aspects. First, the position of the reflexes was extracted, and, secondly,
the intensity was used to map the sensitivity of different regions within the CCD sensor.
The positions of the reflexes are shown in Fig. 2.18. From both diagrams it is visible
that the vertical (horizontal) position on the detector changes linearly with the detec-
tor height (rotation), whereas the horizontal (vertical) position stays more or less fixed.
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Fig. 2.17.: Sum of multiple images of the

different camera positions.
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Fig. 2.18.: Horizontal and vertical positions of the reflexes shown in Fig. 2.17 for the (a) hor-
izontally aligned reflexes, which arise from a detector rotation around the sample,

and (b) vertically aligned reflexes, which arise from a vertical translation of the
detector.

From the linear change, the angular to pixel and height to pixel relation and the angular
acceptances can be calculated. The horizontal detector acceptance was determined to
be 11° and the conversion factor is roughly 180 pixel per degree, giving a minimal res-
olution of roughly 0.005°. From the angular acceptance, the sample to detector center
distance was calculated to be 134 mm. The vertical acceptance is 18 mm, which is in
good agreement with the 45° tilted sensor, giving an angular acceptance of 7.5° and an
average resolution of roughly 0.004° per pixel. Due to the tilted mounting of the CCD,
this varies in the range of 10 percent.

The analysis of the peak intensity of the reflection grid, shown in Fig. 2.17, is given in
Fig. 2.19. It is clearly visible that the intensity of the reflexes varies in horizontal direc-
tion, while being almost stable in vertical direction. The reason for the deviation is not
clear yet, but as the reflex in the center was additionally recorded between the horizontal
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Fig. 2.19.: Horizontal (a) and vertical (b) line cut through the reflexes shown in Fig. 2.17.
The small numbers above the peak indicate the order of being measured.

and vertical set (not shown here), giving again a different intensity, the variation seems
to be no property of the camera sensor. More likely, something else influenced the signal
strength, for example movements of the sample or changes of the beam position. A more
detailed commissioning of the CCD sensor will follow in one of the future beamtimes.

2.4.1. Data recording with the new CCD camera

The power of an area detector is that one can extract much more information from a
single scan in comparison to a scan performed with a point detector. Strictly speak-
ing, a point detector is an area detector of a finite size that returns a single intensity,
which is given by the integration of the whole detector signal. Usually, a silicon photo
diode is used, but it can as well be an avalanche photo diode, a channel electron mul-
tiplier or another kind of point detector. In x-ray diffraction experiments one typically
studies the dimensions and evolution of a reflex in reciprocal space under fixed or vary-
ing conditions (temperature, photon energy, photon polarization, etc.). This reflex is
a three-dimensional object in reciprocal space. In principle, one would like to get the
whole information about the scattered intensity for every volume element within this
three-dimensional object. This can be mapped out, by tuning the experimental param-
eters. The wavelength A\ of the x-ray photons and the orientation of the incident and
outgoing wavevector, k and k', determine the direction and length of the wavevector
transfer q = k/ — k. The crystallographic lattice of the sample and its orientation de-
termines the orientation of the reciprocal space with respect to the wavevector transfer.
By rotating q through reciprocal space all these positions are probed. This can be done
by a combined sample and detector rotation. Tuning of the photon energy is used to
change the length of q, although, in many cases one is restricted to a certain resonance
energy. The accessible reciprocal space is limited by the used photon energy, the sample
orientation, the minimal and maximal detector positions, and by the vertical angular ac-
ceptance and translation of the detector. Whereas a point detector integrates across the
probed cut or volume of the reciprocal space, an area detector resolves the q dependence
of the reflex.
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To gain all the information of a probed reflex, a set of basic scans are used in x-
ray diffraction experiments. In our case, these are (a) a rocking or th-scan (transverse
direction), where only the sample is rotated, (b) a detector scan, where only the detector
is rotated and (c) a coupled th2th-scan (radial direction), where both the detector and
the sample are rotated. Using an ideal point detector, which is infinitesimal small and
records a single q information only, within a th-scan the wavevector transfer q does not
change in size but in its direction. While in a th2th-scan q would change in size but
not in direction, size and direction of q are changed in the detector scan. More complex
scans allow, depending on the orientation of the sample and by a combined rotation
of the detector and the sample to map a specific direction in the reciprocal space, for
example reciprocal h, k or [ direction (h-scan, k-scan, [-scan) or a combined direction
(hkl-scan).

The cut through reciprocal space that is recorded by a finite size area detector is a
segment of a spherical shell, which is projected onto the plane of the CCD chip. The
radii are determined by the photon energies and the wavelength spread. Depending on
the scan type this spherical surface segment is moved on a different path through the
reflex. App. B gives an overview about different scan types in real and reciprocal space.
The advantage of resolving this segment by the pixels of the area detector compared to
the point detector is obvious. The drawback of using a CCD camera, besides the small
dynamic range, is that all these information are stored in image files, which use much
more space than the data produced by a point detector.

In most cases, it is not necessary to move the CCD detector, if the cut through recip-
rocal space recorded by the detector comprises the whole reflex during the scan. This
implies that one can extract a th- as well as th2th-scan as recorded by a point detector
from the images taken during a single th-scan. The procedure is described in the fol-
lowing for a CCD movie obtained from the magnetic (001) reflex in Lag_2,Sr1 19, MnsO5
(LSMO) using 641 eV photons at the Mn-Ls3 edge.

A rocking scan of the magnetic (001) reflection was recorded within a series of CCD
images. Every frame was taken at a different th angle. The CCD camera was fixed in
position during the data acquisition. By rotating the sample, the reflex moved horizon-
tally across the CCD sensor. The peak appears at different positions with its intensity
maximum near the horizontal center. This data set contains the information of a th-
and th2th-scan as recorded by a point detector. To illustrate this, Fig. 2.20 shows a
series of a restricted CCD area for different th values. In a conventional th-scan, in
which the point detector is placed in the intensity maximum and does not move during
data acquisition, one would record the intensity in the highlighted red area. The size of
this virtual aperture in front of the point detector is roughly chosen to be of the order
of 1mm in horizontal direction and 2mm vertically. In a conventional th2th-scan the
detector moves together with the sample. The region detected by this detector in a
th2th-scan is illustrated by the transparent yellow areas.

The highlighted areas of Fig. 2.20 are horizontally aligned in Fig. 2.21. By integrating
the intensity of each of these sub-frames one gets back the respective scans, as recorded
by a point detector. This is shown for different slit sizes in Fig. 2.22. During the th-scan,
the reflex moves through a fixed detector slit and a point detector would record a very
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l

Fig. 2.20.: A restricted area of the CCD sensor is extracted frame by frame and attached in
a cloumn. Lighter (darker) colors denote higher (lower) count rates. Every frame
was taken for a different th angle. In a th-scan of a point detector with a 1x3pm?
(horizontal by vertical) slit (indicated by the red highlighted area) the detector
would not move, while in a th2th-scan with the same kind of detector, the detector
position shifts with the maximum of the reflex (indicated by the yellow highlighted
area).

~—
—~

sharp peak (Fig. 2.22 (a)). The peak widths depends on the horizontal slit size but not
on the choice of the vertical slit size. Interestingly, the slit sizes have no huge impact on
the width of the th2th-scans (2.22 (b)). Even the integration of the area that was crossed
by the moving reflex (restricted CCD area, which is shown in Fig. 2.20 (a)) results in the
same peak width (yellow data marker) if a constant background was subtracted, which
arises from the remaining intensity in the area around the reflex and is simply a constant
offset to the data. In both cases the peak position shifts for specific choices of the slit
settings.

Integration of the intensity as described above allows to reconstruct the result of a
conventional th- and a th2th-scan from a single data set, but still throws away much of
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Fig. 2.21.: (a) th- and (b) th2th-scans, extracted from the CCD movie, as seen by a 1 x 2 pm?
slit. Lighter (darker) colors denote higher (lower) count rates. The additional
intensity below the peak is attributed to the read out of the CCD camera.
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Fig. 2.22.: The CCD images were used to extract a th-scan (a) and th2th-scan (b) for different
virtual slit settings. The first value refers to the horizontal slit size and the second
to the vertical slit size. The width of the th-scan strongly depends on the choice of
the horizontal slit size, but not on the vertical slit size. Also the peak position is
affected by the slit choice. The width of the th2th-scan is not that much affected,
but the choice of the slit settings may shift the peak position.

the information recorded by an area detector. In fact, the camera data can be projected
back to the reciprocal space to rebuild the whole three-dimensional reflex. In a first
approximation this can be done by arranging the images one behind each other. This is
not completely correct, as the cut through reciprocal space is of spherical shape, resulting
in distortions of the image, but it is a good approximation to start with, as the curvature
is expected to be small. From the combined three-dimensional image of the reflex in
reciprocal space it is possible to directly view its shape and extract its extensions in
any desired direction. A cut through the horizontal plane is shown in Fig. 2.23. In
the direction along the frames it was interpolated and smoothed in all direction. The

very elongated peak profile shows the two-dimensional character of the magnetic order
in LSMO.
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Fig. 2.23.: Cut through the three-dimensional data set of the (001) magnetic reflex at k =0 of
LSMO that was recorded by a CCD camera during a single th-scan. The images
were attached behind each other. The lighter area on the upper right and lower left
edge is simply attached to fill the space of the image. The curvature of the q space
segment that is probed by each frame would lead to a distortion of each frame before
attached together and was neglected in this first approximation. Furthermore the
frames should be shifted against each other in horizontal direction depending on
the exact orientation of the probed volume to the axis of the reflex. This was
neglected as well, but would lead to a shearing of the whole set of image along
the horizontal direction, which runs diagonal from upper right to lower left in this
image. A logarithmic scaling of the intensity was used for better visibility, where
lighter colors denote higher and darker colors lower intensity.

2.5. Discussion

We successfully built up and commissioned a new UHV diffractometer for low energy x-
ray diffraction. The instrument is well suited for resonant and coherent x-ray diffraction
experiments and will be available as an user instrument at the new synchrotron radiation
facility PETRA III. Especially our experiences with coherent diffraction during the last
years has helped to develop and provide a stable sample environment, well suited for
CXD measurements. The new instrument was already used in a couple of beamtimes
at DESY, BESSY II and FLASH. First results from characterization measurements of
multilayer reflectors and the new in-vacuum CCD, for which the benefit of an area
resolving detector is explained, were presented. RSXD experiments in FezO4 at the O-
K and Fe-Ly 3 edge that were performed with the new diffractometer are presented in
Chap. 4.
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CHAPTER 3

Charge Stripe Order Near the Surface of Laj ggSrg12CuQy4

The results presented in this chapter have been published partly in:

H.-H. Wu, M. Buchholz, C. Trabant, C. F. Chang, A. C. Komarek, F. Heigl, M. v.
Zimmermann, M. Cwik, F. Nakamura, M. Braden & C. Schiifsler-Langeheine: Charge
stripe order near the surface of 12-percent doped Lay_,Sr,CuQ4, Nature Communica-
tions 3, 1023 (2011).

3.1. Introduction

3.1.1. High-temperature superconductivity

Copper oxide systems are known for the unusual temperature dependence of their elec-
trical resistivity. In 1986 Bednorz and Miiller discovered the first member of this new
class of high-temperature superconducting materials [1]. Fig. 3.1 shows a sketch of
the KoNiF -type crystal structure for the prototypical superconductor Las_,Sr,CuOy
(LSCO), which we will focus on in the following. The high-temperature tetragonal
(HTT) crystal system with I4/mmm symmetry has lattice parameters of about 3.8 A x
3.8 A x 13.2A. The key structural building units are the CuO, planes with weak inter-
planar coupling, which are sandwiched between layers containing La and Sr. It is well
established that these two-dimensional structures are crucial for superconductivity (SC)
in the cuprates, while the remaining part between these planes acts as a charge reservoir
and stabilizes the structure.

Below a doping-dependent transition temperature LSCO undergoes a structural tran-
sition from the HTT to a low-temperature orthorhombic (LTO) crystal structure, which
is characterized by a tilt pattern of the oxygen octahedra (Fig. 3.6). The LTO unit cell
is rotated by 45° around the c-axis with respect to the HTT unit cell and is twice as
large [66].
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Fig. 3.1.: High temperature tetragonal (HTT) crystal structure of LSCO and related com-
pounds. Copper ions in red are octahedrally surrounded by oxygen ions, displayed
in blue. Oxygen octahedra arrange in a corner-shared manner, resulting in 180°
Cu-O-Cu coupling. The CuOg planes (light red) are separated by lanthanum or
strontium oxide planes.

The parent compound of LSCO, LayCuO, (LCO), is insulating with an energy gap of
approximately 2¢eV. In the undoped compound the copper ions have a d° configuration
with one hole in the 3d,2_,2 orbital, forming a half filled band with a total spin of 1/2 per
copper site. LCO is a Mott insulator because the Coulomb repulsion between different
sites exceeds the hopping integral. This localizes the charges on the copper sites, leaving
only the spin degree of freedom to orient. The spins of neighboring 3d copper electrons
order antiferromagnetically in each copper oxide layer due to superexchange interaction
through the oxygen ions [67]. Fig. 3.2 shows a schematic sketch of the copper oxide
layer and the antiferromagnetic alignment of the copper spins. These antiferromagnetic
correlations survive even in the doped (metallic) compounds [68|. By doping Ba or Sr into
the system, thus replacing part of the trivalent lanthanum by divalent ions, the cuprates
are rendered conductive and later on even superconductive. A schematic phase diagram
for LSCO is shown in Fig. 3.3 for the hole doping range around the superconducting
phase. The phase diagram comprises different regions with varying prevalent electronic
character. For low Sr doping (up to z=0.02) LSCO is an antiferromagnetic insulator with
a Néel temperature that decreases with doping from 320K for the undoped LCO [70].
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Fig. 3.2.: The CuO3 plane is the key structural element for cuprate high-temperature super-
conductors. The schematic plane above shows the antiferromagnetic Mott insulating
ground state for the case of the undoped LCO, where the copper ions have a valence
of 2+ and the oxygens 2-. Every copper atom is octahedrally surrounded by oxygen.
Four of the six oxygen ions are within the CuOs planes. Antiferromagnetic ordering
of the copper spins, indicated by the red arrows, is mediated via superexchange
interaction through the 180° Cu-O-Cu bond.

For higher Sr doping one enters the pseudogap regime. This regime is characterized
by a suppression of the density of states at the Fermi level, similar to what is found
in the superconducting regime, while SC itself is absent. Going further in doping the
superconducting dome arises with a maximum of 7. at optimal doping around z;—0.16.
Compounds with z < z., are named underdoped, while overdoped for x > x.p. For
a hole density of 1/8 per copper site a local minimum in 7, is observed, which is much
more pronounced for Las_,Ba,CuO4 (LBCO) [71]. Above T, a phase called strange
metal (non-Fermi liquid) is found, which exists up to roughly 1000 K [72]. There, the
temperature dependence of the resistivity follows a linear relation (o< T') instead of a
quadratic one (o< T?), like proposed for an ordinary metal (Fermi liquid) in the Landau-
Fermi liquid theory. On the higher doping end of the phase diagram the system enters
a Fermi liquid phase. The extrapolation to T" = 0 between the phase boundary of the
pseudogap and the strange metal as well as the boundary of the Fermi liquid and the
strange metal phase is believed to end in a quantum critical point [73,74].

The pairing mechanism in conventional superconductors, which leads to the formation
of Cooper pairs, is phonon-based and can be well described within the BCS theory. The
associated order parameter, containing the energy gap and the symmetry of the pairing,
describes the deviation from the normal state. In the BCS theory the symmetry of the
pairing is of s-wave (spherical symmetry) type. Soon after the discovery of HTS it was
realized that the charge carriers are electron pairs as well [75]. Later on, d-wave pairing
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Fig. 3.3.: Phase diagram of hole-doped LSCO, after [69], showing regions of different electronic
character like antiferromagnetism, SC, a pseudogap, a strange metal and a Fermi-
liquid phase. A more detailed description of the different phases is given in the text.
The critical temperature of SC is slightly suppressed for a hole doping of 1/8, which
is stronger visible in LBCO, and has a maximum at around x =0.16, defining the
optimally doped, the underdoped and the overdoped regions.

symmetry (d,2_.2) was determined [76,77]. Thus, cuprate superconductors cannot be
described within BCS theory.

A much smaller isotope effect evidences a different electron-phonon interaction than in
conventional superconductors. As a consequence a different Cooper pairing mechanism
has to be found for HTS. A number of different interactions and mechanisms promoting
SC were proposed (for example in Ref. [74,78-82]). All of them are strongly debated.
A theory that describes the superconducting state adequately has to imply all observed
phases, like the pseudogap or the strange metal phase. This is the reason why extensive
studies were done in the whole phase diagram, shown in Fig. 3.3, and of course far
beyond that. A couple of comprehensive reviews can be found in Ref. [69,83,84]. One
of the most prominent examples is a charge carrier modulation, building a stripe-like
formation of the carrier density.

3.1.2. Stripe order in copper oxides

In LayCuO4 (LCO) antiferromagnetism is the dominating correlation. Replacement
of La with Sr dopes holes into the system. To account for the frustrated mobility of
these holes in the antiferrmagnetic surrounding, charge agglomeration into stripes was
theoretically predicted [85,86]. Doping holes into LSCO removes one of the electrons
from one of the copper ions and makes it possible for the surrounding electrons to
hop into the now empty 3d,2_,2 state. Note that hopping of nearest-neighbor electrons,
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which have opposite spin compared to the spin of the removed electron, destroy the local
antiferromagnetic order, if they occupy the empty site. In this sense the hole motion is
frustrated.

For a higher hole concentration, these holes can arrange in a regular pattern to allow
movements at lower energy cost. In this stripe formation holes align in one-dimensional
chains inside the two-dimensional CuQO, layer. Movement of the whole stripe is not
frustrated and keeps the local antiferromagnetic ordering. In Fig. 3.4 a scheme of the
spin and charge stripe pattern in LSCO is shown for a hole concentration of 1/8. One-

Fig. 3.4.: Stripe order of LSCO in the CuOs plane, according to [87]. Only the copper sites are
shown, where light filling of the circles denotes hole-rich and darker filling hole-poor
regions. The arrows indicate the spin directions.

dimensional walls of hole-rich regions separate two-dimensional hole-poor regions, in
which nearest neighbors order antiferromagnetically. Note that two copper sites in the
hole rich regions share one hole. In this configuration the stripes act as antiphase domain
walls. By crossing the domain wall the antiferromagnetic order is shifted by 7. This
new superstructure has a different periodicity with eight Cu-Cu distances parallel to the
charge modulation for the magnetic unit cell and four Cu-Cu distances for the charge unit
cell. In reciprocal space (Fig. 3.5) this arrangement produces magnetic superstructure
reflexes that are displaced by € from the commensurate antiferromagnetic Bragg peaks
(red and blue triangles) and charge superstructure peaks that are displaced by 2e from
the fundamental Bragg reflections (red and blue squares). The displacement e depends
on the amount of Sr doping and is equal to 1/8 for x =1/8 [88|.

Experimentally, spin stripe order was first observed in LSCO [89], while charge stripe
order was first observed in iso-structural nickelate compounds [90, 91|, followed by the
observation of charge stripes in Laj¢_,Ndg4Sr,CuO4 by means of neutron scattering
experiments [87]. By partially substitution of La with Nd, LNSCO undergoes a second
structural phase transition from the LTO to a low-temperature tetragonal (LTT) crystal
structure. Tilting of the oxygen octahedra around the [1 0 0]yt and [0 1 0]y directions
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Fig. 3.5.: Theoretical reciprocal space map of 1/8 doped LSCO: Fundamental Bragg peaks
(dark grey circles) fulfill A + k = 2n; charge order peaks (red and blue squares) are
split by 2¢ from the fundamental Bragg peaks; and spin order peaks (red and blue
triangles) are split by € from the commensurate spin order reflex of the undoped
compound (light grey triangle). Red and blue colored symbols represent reflexes
for stripes running parallel to byt and aprr, respectively. Scattering from a sin-
gle stripe orientation would lead to either of them. The dotted line through (h
k)=(0.250) indicates a typical scan done in the experiment.

in adjacent layers (Fig. 3.6) generates a buckling pattern of the CuOs plane that stabilizes
the formation of static stripes along the O-Cu-O bonds [92,93].

Blue and red symbols arise from charge and spin stripes propagating in [1 0 0]grr and
[010]grr direction, respectively. The LTT tilt pattern alternates from CuO, layer to
CuOs layer and gives rise to an alternate stacking of stripes running in either a or b
direction [94].

After the first observation of charge stripes in Laj 4sNdg4Srg12CuOy (LNSCO) by
means of neutron diffraction it took only a few years until complementary hard x-ray
experiments confirmed their existence [95]. In recent resonant soft x-ray experiments
charge stripes in the LTT phase of LBCO and Lay_,_,Eu,Sr,CuO, (LESCO) were
found [24,96]. The existence of stripes in the LTT phases of high-T, cuprates is therefore
well established, whereas the interplay between stripes and SC is still an ongoing matter
of debate. Indications that stripes compete with SC come from the observation that SC
is suppressed in 1/8 doped LBCO (Fig. 3.7), while pronounced charge stripe order is
found for this composition [98]. On the other hand, SC does not strictly exclude stripe
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(a) (b) (c)

Fig. 3.6.: HTT (a), LTO (b) and LTT (c) symmetry. CuOg buckling pattern with the respec-
tive tilting pattern of the oxygen octahedra (shown below). Yellow arrows indicate
the tilting direction of the octahedron in the respective directions. Note that for

better visibility the tilt angle is magnified and the crystal cell is restricted to the
HTT unit cell.

order: Coexistence of charge stripe order and bulk SC is found in LBCO and LNSCO
for Ba doping concentrations beyond 1/8 [99,100] as well as coexistence of charge stripes
and two-dimensional SC in 1/8 doped LBCO [101,102|. In any case SC and stripes have
an intriguing relation.

While the LTT phase clearly stabilizes the formation of charge stripe [103-105], it
is less clear whether the LTO phase prevents it. So far charge stripe order was only
found in systems showing the LTT phase [106]. Fujita et al. propose a close relation
between stripe order and the structural transition from the LTO to LTT phase [106].
In LNSCO the temperature for the LTO to LTT transition (Ty,) and the charge stripe
oder temperature (Too) are coincident and only the spin stripe order temperature (T50)
is lower. In Laj g75Bag 125-151,CuOy (LBSCO), where Ty, is lower than in LNSCO, the
structural transition pushes charge and spin stripe oder to a collective temperature. If
oppositely Ty, increases, like found in LESCO, all transitions will be decoupled, with
Tso < Tco < Ty [96,107]. Recent studies from Wilkens et al. and also our findings show
that charge stripe order sets in below Ty, while in LBCO Tso < Tco = Tw, [62]. Hiicker
et al. have even found charge stripe order in the HTT phase by applying pressure on
LBCO [108].
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Fig. 3.7.: Doping dependence of the critical temperature for SC in LSCO (left) and LBCO
(right). The anomaly at 1/8 doping is visible due to the supression of the supercon-
ducting state. Reprinted Fig. (a) and (b) with permission from J.C. Philips et al.,
Phys. Rev. B 44, 2863-2866 (1991) [97]. Copyright (1991) by the American Physical
Society: http://link.aps.org/abstract/PRB/v44/p2863.

In LSCO no indications for charge stripe order had been found so far, but certain ex-
perimental results indicated a proximity to charge stripe formation. Among these, the
existence of magnetic satellite reflexes that are split from the antiferromagnetic reflex
of the parent compound [109] by €, as expected for spin stripe order (Fig. 3.5), is the
most puzzling one. The position of the reflexes as well as the temperature dependence of
the peak intensity, found by neutron scattering, are presented in Fig. 3.8. A scenario of
long-range modulated antiferromagnetic order, as it is necessary to describe the splitting
of the antiferromagnetic reflection into satellites without involving the charge degree of
freedom is hard to imagine. Within Ref. [109] the authors determined the fraction of
any LTT phase, if present at all, to be less than one percent, concluding that the tetrag-
onality is not crucial for spin stripe formation. Another indication for the proximity to
charge stripe formation is the reduction of the critical superconducting temperature for
1/8 doping (Fig. 3.7). Although less pronounced as in LBCO, the reduction indicates
a mechanism competing with superconductivity. Furthermore the softening and broad-
ening of the phonon mode in 15-percent doped Lay_,Sr,CuQy is a strong indication for
charge ordering, as presented in [110].

Since novel x-ray methods like resonant soft x-ray diffraction as well as high energy
x-ray diffraction provide an extremely high sensitivity for charge stripe ordering [24,
28,95,96,99, 108, 111], we set out for a new search for charge stripe order reflexes in
12-percent doped LSCO using both these methods complementarily.

The rest of the chapter is organized as follows: First methodical and experimental
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Fig. 3.8.: Magnetic reflex in 1/8 doped LSCO. In (a) a scan through the reciprocal k direction
clearly shows both satellites split by € from the antiferromagnetic peak position of
the undoped compound. In (b) the temperature dependence of the peak intensity
is shown. Note that the magnetic ordering sets in at about the same temperature
as superconductivity. Reprinted Fig. (a) and (b) with permission from H. Kimura
et al., Phys. Rev. B 59, 6517-6523 (1999) [109]. Copyright (1999) by the American
Physical Society: http://link.aps.org/abstract/PRB/v59/p6517.

details are given. Afterwards we turn to the results from the resonant low energy x-ray
experiment of LSCO at the O-K and Cu-Ly3 edges, in which we found a reflex at the
same position where a charge stripe reflex has been found in LNSCO. A comparison
of the diffraction spectra of the reflex in LSCO with spectra taken from a LNSCO
reference sample and spectra of LESCO and LBCO from literature reveals that the
electronic origin of the reflex is the same for all four compounds. While in LNSCO,
LESCO and LBCO the existence of charge stripe order is well established, this is the
first time that charge stripe order has been found in LSCO. Thereafter, we present
results from a hard x-ray diffraction experiment in LSCO where no reflex was found.
From the different probing depths of high energy and low energy x-rays we conclude
that the surface is fundamentally different from the bulk. To exclude that charge stripes
have been introduced by the sample surface preparation method, we show a comparison
of results from a polished and a cleaved sample. Charge stripe order could be verified
independently on the preparation method. At the end of the chapter we discuss a
radiation-induced feature that appeared during some of the measurements.

3.2. Method

We have studied 12-percent doped Lay_,Sr,CuO,4 (LSCO), the prototypical supercon-
ductor, where charge stripe order had not been found so far, by means of resonant soft
x-ray diffraction (RSXD). This technique has proven its ability and high sensitivity to
directly detect stripe order. Due to its close relation to x-ray absorption spectroscopy,
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3. Charge Stripe Order Near the Surface of Laj ggSrg12CuQy

RSXD is sensitive to spatial modulations of different electronic states.

Diffraction experiments of soft (low energy) x-rays are moderately surface sensitive
with a typical probing depth of several nm. In the high energy x-ray regime the probing
depth is of the order of mm. The interpretation of low and high energy x-ray data has
to take the different probing depths into account. While RSXD is able to directly detect
charge stripes, high energy x-ray diffraction probes the distortion of the lattice caused
by the charge stripe modulation.

The accessible reciprocal space is determined by the size of the wave vector |k| = k =
27/ A and the surface orientation of the sample. Since k is smaller for low energy x-rays, a
smaller fraction of reciprocal space can be studied. In a resonant diffraction experiment
at the O-K and Cu-Lsy 3 edges the accessible charge stripe positions are restricted to the
four reflexes around the central Bragg reflex (Fig. 3.5).

To minimize any difficulties in finding the reflex we have used an equally 12-percent
doped Lajg_,Ndg4Sr,CuOy (LNSCO) sample. The LNSCO sample was prepared in
the same manner as the LSCO sample and a similar experimental procedure has been
performed with both samples. The LNSCO sample acts like a direct reference sample
and helps to identify the electronic character of the charge stripe reflex in LSCO.

3.3. Experimental details

High energy x-ray experiments were performed by Alexander Komarek and Martin von
Zimmermann at the BW5 beamline of DORIS in Hamburg [112]. An x-ray energy of
100 keV was used to study the samples. The RSXD experiments were carried out at the
UE46-PGM1 beamline at BESSY II in Berlin. The x-ray energies used during the soft
x-ray experiment were chosen to be in resonance with the oxygen 1s to 2p (O-K) and
the copper 2p to 3d (Cu-Ls3) absorption transitions. The energy resolution was given
by the exit slit of the beamline and varied between 60 to 590 meV for a 20 to 100 pm
slit.

A two-circle UHV diffractometer, designed by Eugen Weschke and Enrico Schierle,
was used in horizontal scattering geometry. For low temperature experiments a helium
flow cryostat was used, allowing to perform temperature-dependent measurements down
to 18 K. A silicon diode detector was mounted 160 mm from the center and a rectangular
slit in front of the diode defined the angular acceptance to 0.35° in plane and 3.5° out
of plane.

The samples were cut from a large piece, which was grown by F. Nakamura from
the Hiroshima University using the traveling solvent floating zone method. By using
the Laue method samples with a surface orientation of [100]grr and [00 1]gpr were
prepared.

For the a-oriented sample only the (0.2400)gpr charge stripe reflex was accessible
out of the four charge stripe reflections around (000). The sample surface was lapped
with boron carbide and polished with 0.5 pm alumina suspension until a shiny surface
was visible. The sample was glued on a copper sample disk using conducting and UHV
compatible silver paste. In vacuum it was aligned with the c axis lying in the scattering
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3.4. Results

plane. By using vertical (o) x-ray polarization the electrical field vector of the incoming
x-rays lies always inside the CuQO, planes, more precisely always parallel to b.

The c-orientation is the cleavage plane of LSCO, attributed to the layered crystal
structure. Samples of LSCO from the same pieces as the a-oriented one were cut into
an elongated rectangular shape and fixed with silver glue to the copper sample holder.
Epoxy adhesive was used to mechanically stabilize the sample. The samples were cleaved
in the load lock at a base pressure of 107 to 10~ mbar.

A comparison of both samples is used to exclude the stabilization of charge stripe
order due to the treatment of the sample surface. The c-oriented sample was also used
to search for the four charge stripe reflexes at (+0.2400)grr and (0+0.24 0)grr.

Throughout the following the high-temperature tetragonal (HTT) unit cell with a = 3.8 A,
b=3.8A and ¢=13.2 A is used, if not specified differently.

3.4. Results

3.4.1. Resonant soft x-ray diffraction experiment

In the soft x-ray experiment we clearly found reflexes in the 12-percent doped LSCO
samples at the positions in reciprocal space where charge stripe order reflexes have been
found in the Nd-stabilized LNSCO compound. The existence is independent of the
sample surface orientation and preparation method. Scans in the reciprocal h direction
(h-scans) across the reflex from the a-oriented LSCO and LNSCO reference samples are
shown in Fig. 3.9. A weak peak on an albeit huge background is clearly visible in our
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Fig. 3.9.: RSXD scan in the LSCO sample (a) and LNSCO reference sample (b) across the
(0.24 0 0.05) reflex taken at the Cu-Ls energy resonance maximum. In the inset the
y axis starts at zero, while in the main graph it is scaled for better visualization of
the peak.

RSXD experiment for both samples. Although we clearly found the peak in all studied
samples the peak to background intensity ratio varied strongly across the sample surface
and between different samples, making this experiment very challenging. Background
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3. Charge Stripe Order Near the Surface of Laj ggSrg12CuQy

subtraction and data treatment was therefore done with particular care as is explained
in the following.

Data analysis and background subtraction

The data acquisition and analysis procedure is illustrated for a few h-scans taken from the
Cu-L3 energy-dependent data set of LSCO. The raw data are plotted in Fig. 3.10 (a),
the h-values are given in reciprocal lattice units (r.l.u.) and the intensity is always
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Fig. 3.10.: (a) Exemplarily selected experimental data sets and associated polynomial back-
ground fits of the charge stripe reflex in LSCO. (b) Lorentzian fit to a few selected
background corrected h-scans.

normalized to the monitor signal. The background, mainly arising from fluorescence
coming from the sample, changes the peak shape and peak intensity with varying photon
energy. To correctly distinguish the background from the charge stripe reflex, the data
have been recorded in a wide range of h around h=0.24. To account for the shape of the
background, a polynomial of fifth order was fitted to the data, excluding the data around
the peak position. Exemplarily selected h-scans, including the background fit, are shown
in Fig. 3.10 (a). A Lorentzian or Gaussian peak function was fitted to the background
corrected data. A few examples of the Lorentzian fits to the energy-dependent h-scans
at the Cu-L3 edge are shown in Fig. 3.10 (b). This kind of procedure was performed for
all data sets.

Peak profile in reciprocal space

The (0.2400) peak profile of LSCO in the h-l zone has been mapped by performing
h-scans at different [ values. For better visibility all background corrected data points
have been plotted together in an h-l zone map in Fig. 3.11 (a) and (b). Lighter colors
denote data points with higher intensity and darker colors those with lower intensity.
The expected weak coupling between neighboring CuQO, planes leading to a small corre-
lation length along the c direction is reflected in the anisotropic profile. The h-integrated
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Fig. 3.11.: [-dependence of the integrated intensity of the (0.24 0 0) charge stripe order scat-
tering reflex of LSCO at the O-K edge (a) and LNSCO at the Cu-L3 edge (b).
A hl-map of the charge stripe order reflex in LSCO (c¢) and LNSCO (d). Higher
intensities are displayed by brighter colors, lower intensities by darker colors. The
long correlation length along a and the short correlation length along ¢ can be cal-
culated by the inverse widths in both directions. Note that the slightly transparent
values in (b) for [=0.15, 0.2, 0.3 and 0.35 are interpolated and that the [ range for
LSCO and LNSCO is different.

intensity is plotted in Fig. 3.11 (c) and (d) and shows a more or less constant | depen-
dence. No indications are found for a minimum in the intensity lor /=0 or an increase
towards [=0.5 as found in high-energy x-ray diffraction for LNSCO [95|. This result
suggest that the correlation length is smaller than the c¢ lattice constant and therefore
the stripe ordering in adjacent CuO, planes is really decoupled.

For LTT cuprates the charge stripe peak is found at four different positions in the
h-l zone of reciprocal space around (000). Twice in reciprocal h and —h direction as
well as twice in reciprocal k and —k direction, split by 2¢ from the center (Fig. 3.5).
The explanation is that the stripes are alternating parallel to the a or b direction,
varying from layer to layer. To check whether LSCO shows a similar four-fold pattern,
we used the c-oriented sample, for which all four possible positions are accessible. The
short correlation along the c direction, which produces extended reflexes in reciprocal [
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Fig. 3.12.: All four accessible charge stripe order reflexes of a cleaved c-oriented sample,
recorded for different sample azimuthal angles. Red curves are taken at the Cu-Ls
resonance maximum and blue curves are recorded off-resonance. The blue curves
are shifted by a constant offset to match the red curves. The comparable low profile
in (d) might be caused by misalignment or sample geometry, although all possible
adjustments were made to optimize the peak intensity.

direction, is crucial for the accessibility of the peak positions. To scan all four reflexes the
sample was azimuthally rotated around the c direction, alternatively rotating a or b in
the scattering plane. Scans in the reciprocal h and k direction around h, k==0.24 have
been performed at the Cu-L3 resonance energy for different [ values. All four reflexes
could be found being best visible for [ values around 1.5 (Fig. 3.12). To verify that the
observed reflexes are no artifacts, the same scans were repeated off the Cu-L3 resonance
maximum, clearly showing that the peak vanishes. Our finding demonstrates that the
stripes are running into a as well as into b direction, while we cannot differentiate
between a scenario with crossed stripes in adjacent layers and one with regions of different
stripe orientations. A detailed analysis of the results obtained from the c-oriented sample
will follow in the section dealing with the influence of the sample surface preparation.
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3.4. Results

Energy dependence

To explore the origin of the reflex which was found in LSCO, its energy and temperature
dependence was investigated and compared to the LNSCO reference sample. Energy-
dependent h-scans of the (0.24 0 0) reflection in a-oriented LSCO and LNSCO were
performed at the Cu-Ly3 and O-K edge at a temperature of 18 K (Fig. 3.5). This is
the lowest temperature that could be reached with the used setup. LNSCO data were
taken with an exit slit of 40 pm, which gave an energy resolution of 90 meV at the O-K
and 210/220meV at the Cu-Lo3 edge, whereas a 100 pm slit was used for the LSCO
data resulting in a resolution of 240meV at the O-K and 570/590 meV at the Cu-Ls 3
edge. The reason for the larger slit is the overall lower intensity of the reflex in LSCO
compared to LNSCO.

Fig. 3.13 shows a comparison of the resonance spectra. The peak intensity was deter-
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Fig. 3.13.: Energy dependence of the integrated charge stripe reflex intensity in LSCO (a-+c)

and LNSCO (b+d). At both the O-K (a-b) and Cu-Lg3 (c-d) x-ray absorption
edges a similar behavior of the integrated RSXD diffraction signal is observed. As
an energy reference XAS data are diplayed (light grey). Solid lines represent guides
to the eye. All data are taken at a temperature of 18K.

mined by fitting a Lorentzian peak profile. In light grey the corresponding fluorescence
yield absorption signals are plotted as an energy reference. We find a remarkable sim-
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ilarity between the data in LSCO and those from LNSCO, for which the existence of
static charge stripe order is well established.

At the O-K edge both reflexes have a strong resonance around 529 ¢V, which can be
assigned to the transition into the doped hole levels in the O 2p conduction band. Besides
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Fig. 3.14.: Energy dependence of the charge stripe reflex intensity in LBCO (a,c) and LESCO
(b,d) at the O-K and Cu-Lgy edge. The energy dependence at both edges is very
similar to our findings in LSCO and LNSCO. For comparison to the data obtained
in LSCO and LNSCO during the experiment see Fig. 3.13. The integrated charge
stripe peak intensity is displayed in orange (red) for LBCO (LESCO) and the
absorption signal in green (black).

Reprinted Fig. (a) and (¢) with permission from Macmillan Publishers Ltd: P.
Abbamonte et al., Nature Physics 1(3), 155-158 (2005) [24], copyright 2009:
http://www.nature.com/nphys/journal/v1/n3/abs/nphys178.html.

Reprinted Fig. (b) and (d) with permission from J. Fink et al., Phys. Rev. B 79,
100502 (2009) [96]. Copyright (2009) by the American Physical Society:
http://link.aps.org/abstract/PRB/v79/p100502.

the strong resonance at 529¢€V there is also a smaller contribution at the high energy
side, which coincides with the so-called upper Hubbard band peak of the absorption
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signal at around 531eV. Here a transition into the neighboring Cu 3d level hybridized
with the O 2p states takes place. There is no contribution coming from transitions lying
above b31eV.

At the copper edge there is a contribution at both the L, and the L3 edge, while the
resonances of the scattered signal match the resonances of the absorption signal. The
high energy asymmetry of both the RSXD signal and the XAS signal is usually ascribed
to transitions into Cu 3d° ligand-hole states.

Our finding is very similar to the results obtained in literature. In Fig. 3.14 the
energy-dependent scattering intensity of the charge stripe reflex in LBCO and LESCO
is shown. The LBCO data is taken from reference [24], the LESCO data from [96]. From
the comparison of the spectra from LSCO to those from our reference sample LNSCO
and to the results from literature we can conclude that all studied reflections have a
common electronic origin.

The widths of the reflexes in LSCO and LNSCO at the O-K and Cu-Ls 3 edges provide
information about the in-plane correlation length [, in the a direction. The correlation
length [, is equal to the inverse half width at half maximum (HWHM). An overview
about all the extracted correlation lengths can be found in Tab. 3.1. From the results it

| \ | HWHM (rlu) | Il (A) |
LSCO [ Cu-Ls [ 0.0173 +0.0001 | 35.0 +0.3
LNSCO [ Cu-Ls [ 0.0086 + 0.0001 | 70.7 + 0.4
LSCO | Cu-L, [ 0.0139 £ 0.0005 | 43.5 £ 1.7
LNSCO [ Cu-L, [ 0.0097 + 0.0005 | 62.7 2.9
LSCO | O-K [0.0114+0.0002 | 53.3+0.9
LNSCO | O-K [0.0072 +0.0001 | 84.0 +1.2

Tab. 3.1.: Overview of the different experimentally obtained correlation lengths, calculated
from the half widths at half maximum of the Lorentzian peak fits at the three
different absorption edges and in the two different samples LSCO and LNSCO.

is clearly visible that the correlation length in LSCO is much smaller than in LNSCO.
The correlation length that we have found in LNSCO is of the same order as found by
other groups [62]. Herein the correlation length of the charge order in LBCO is reported
to be approximately twice as large as in LNSCO.

Temperature dependence

We have further analyzed the temperature dependence of the (0.2400) reflection. At
different temperatures, h-scans were taken for both LSCO and LNSCO at the Cu-Ls
edge. The integrated intensity was determined by Lorentzian peak fitting. The resultant
temperature dependence of the Cu-Lj integrated intensity of the (0.2400) reflex can
be seen in Fig. 3.15. As guides to the eye a Boltzmann function was fitted to the
intensities. The integrated intensity shows a gradual decay with temperature for both
samples. In LSCO it vanishes between 80 and 120 K, which is much higher than the
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Fig. 3.15.:

Temperature dependence of the area of the Lorentzian fits to the background sub-
tracted charge stripe peak for both LSCO (a) and LNSCO (b) at the Cu-Ls.
Dashed lines are Boltzmann fits to the data and act as guides to the eye.

magnetic ordering temperature. From literature it is known that the magnetic ordering
temperature coincides with 7, (Fig. 3.8). To determine T for our sample, susceptibility
measurements were carried out by Susanne Heijligen using a small piece of the same
crystal from which our samples have been cut from. A field of 50 Oe was used after
zero-field cooling. The susceptibility curve is shown in Fig. 3.16 and is compared to
the results from Ref. [109] taken in an equally doped LSCO sample. The results for
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Fig. 3.16.:
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Susceptibility in LSCO. Fig. (a) was experimentally recorded from the same crystal
that was used for the x-ray diffraction experiments. In (b) results from literature
are compared to our findings.

Reprinted Fig. (b) with permission from H. Kimura et al., Phys. Rev. B 59, 6517-
6523 (1999) [109]. Copyright (1999) by the American Physical Society:
http://link.aps.org/abstract/PRB/v59/p6517.
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T, are very close to each other, thus, we can safely assume that the magnetic reflex
in our sample, which was not accessible in the experiment, vanishes at a temperature
at which the (0.2400) reflex is still visible. This is exactly what is expected for stripe
order in layered cuprates [113] and clearly allows us to assign the (0.2400) reflection in
12-percent doped Lay_,Sr,CuQy, to charge stripe order.

3.4.2. Bulk versus surface

An extensive search for charge stripe reflections in LSCO was performed by Alexan-
der Komarek and Martin von Zimmermann within hard x-ray diffraction experiments.
The used sample was cut from the same piece as the samples studied with soft x-rays.
Several nominal positions where charge stripe order was found in similar compounds
were scanned without any positive result. One examplary scan across the expected peak
position at (1.7500) is shown in Fig. 3.17. From the red dotted line the detection limit

Intensity (a.u.)

1.70 1.76 1.80 1.85
H (r.l.u.)

Fig. 3.17.: Scan through a nominal charge stripe order peak position in LSCO within the
high-energy x-ray experiment at DORIS. The dark blue data points were recorded
for k=0, while the light blue data points are obtained for a scan slightly off in
k. The dark blue solid line is a Lorentzian fit to the experimental data. The red
dotted line represents an estimate of the smallest reflection that would have been
detected within the experiment (detection limit). The graphic is taken from [112]
with permission of the author and has been slightly modified.

was estimated to be at least 107® of a strong Bragg peak. For this estimation the (10 3)
Bragg peak was chosen. Details can be found in [112]|. From the combined data taken by
soft and hard x-rays and the different probing depths within the respective experiments,
we conclude that charge stripe order can be found in the near-surface area only. As
mentioned in the beginning, the sample probing depths is of the order of mm for hard
x-rays and thus really bulk sensitive, while soft x-rays probe a surface layer of around
10 nm thickness only. As the correlation lengths perpendicular to the surface, listed in
Tab. 3.1, are smaller than the probing depths, the lower limit for the thickness of the
charge stripe-ordered layer is determined by the former. We conclude that in LSCO
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either the topmost four to six nanometers or a thicker layer with regions of the same
size are charge ordered.

3.4.3. Influence of the surface preparation

To study whether the charge stripes near the surface have been induced by the surface
preparation method, we have compared the ex-situ polished surface with that from an
in-situ cleaved sample of LSCO. A similar experimental procedure as for the polished
samples was performed, in which the existence of charge stripe order also in a freshly
cleaved sample was successfully confirmed.

To get an idea of the signal quality, scans through the reciprocal h direction at a
resonance energy of 932.0 eV and off resonance at 934.0 eV are compared with each
other in Fig. 3.18 (a) for [=1.6. Although the peak to background ratio is small, the
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Fig. 3.18.: (a) h-scans of a cleaved LSCO sample taken at (red symbols) and off (blue symbols)
the Cu-L3 resonance maximum. The datasets are shifted towards each other for
a better representation. The fit to the background is shown by the dotted red
lines. The inset shows the experimentally obtained data without shift on the entire
background. (b) Gaussian fit to the background corrected data from the cleaved
(red) and Lorentzian fit from the polished (blue) sample. Both curves are scaled
to their maxima.

charge order reflex is clearly visible. The background of the data was treated as discussed
before. The result of the background subtraction, including the Gaussian peak fit to the
data, is displayed in Fig. 3.18 (b). The full width at half maximum of the Gaussian fit
function is very similar to the results obtained from the polished sample, although the
probing geometry was very different: 0.032r.1.u. for the cleaved sample in comparison
to 0.035 r.l.u. for the polished one. The in-plane correlation length along a is therefore
38 A. In Fig. 3.18 (b) a comparison of the peak fit results for the polished and cleaved
sample at the Cu-L3 edge is shown. The peak positions are shifted against each other,
which might be due to a misorientation of the azimuthal sample angle or due to a slightly
different amount of strontium doping. Note that the charge order reflex of the cleaved
sample can be nicely described by a Gaussian profile, whereas for the polished sample the

64



3.4. Results

Lorentzian profile was more suitable. We attribute the different profiles to the different
probing geometries. While in the polished sample radial h-scans were performed, h-scans
with a large transversal component were performed in the case of the cleaved samples.
In the former the scattered intensity is much stronger affected by extinction effects due
to absorption than in the latter.

The overall lower signal of the cleaved sample could be attributed to the different
[ values or the local orientation of the surface, which showed different facets after the
cleave, building up valleys and bumps.

The energy dependencies of the charge stripe order intensity for the cleaved and for
the polished sample around the Cu-Lj resonance are plotted in Fig. 3.19 (a). Besides a
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Fig. 3.19.: (a) Comparison of the energy dependence of the integrated charge stripe reflex
intensity in a cleaved LSCO (red) and a polished LSCO sample (blue). The red
and blue lines are guides to the eye. Data are taken at 18 and 15 K for the polished
and cleaved sample, respectively. (b) Comparison of the temperature dependence of
the integrated charge stripe reflex intensity in a cleaved LSCO (red) and a polished
LSCO sample (blue). The dotted red and blue line are fits of a Boltzmann function
to the data.

small energy shift, which might be due to beamline settings, the energy dependence is
very similar and confirms the identical electronic origin of both signals.

The temperature-dependent data, displayed in Fig. 3.19 (b) shows a decay of the inte-
grated intensity for the cleaved sample that nicely matches the temperature-dependent
decay in the polished sample.

From the comparison of the results obtained for the cleaved and polished samples we
conclude that the surface preparation method does not affect the stabilization of the
stripe phase near the surface in LSCO. We take the data as a proof for the proximity of
LSCO to charge stripes, which stabilize in the near-surface region and are independent
on the surface treatment.
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Fig. 3.20.: (a) Data taken on (red) and off (blue) the Cu-L3 resonance maximum in 15-percent
doped LSCO. The blue curve is scaled to match the red one. (b) h dependence of
the reflex for different [ values. The reflex shifts in reciprocal space and shows the
bahavior expected from a powder ring.

3.4.4. Different doping levels

In order to check if similar stripe order peaks occur for higher doping levels, investigations
were done on 22-percent and 15-percent doped samples. In the 22-percent doped sample
we clearly did not find any indications for a charge stripe reflex, however, we found a
peak in the 15-percent doped and c-oriented sample, which was cleaved in-situ. As it is
visible from Fig. 3.20 (a) the peak resonates at the Cu-L3 edge, similar to the charge
stripe reflex in the 12-percent doped sample, but the h position of the reflex shifts with
varying [ (Fig. 3.20 (b)). This resembles what is found for a powder ring. While the
origin of the signal in the 15-percent doped sample remains unclear, it certainly has a
different origin as the charge stripe peak found in 12-percent doped LSCO.

3.4.5. Radiation induced low-q peak

In some of the h-scans, from both the polished and the cleaved LSCO samples, we
observed additional intensity on the low-q side of the main peak. This intensity grew
with time and seems related to the exposure to x-ray radiation. Fig. 3.21 shows the
temporal evolution of the low-q peak at h=0.22 as recorded during an energy-dependent
data set at the Cu-L3 edge. The blue curve of Fig. 3.21 was recorded at a time (¢t = 0)
within the data set. The same scan was repeated 3 hours (red curve) and 4.5 hours
(yellow curve) later. The three curves can be described by fitting of two Lorentzian
peak functions, from which one is placed at h=0.24 and one between h=0.21 and 0.22.
It is clearly visible that the intensity of the low-g peak increases and shifts to lower h
values with time. During the scans that are shown here and even hours before the blue
scan was taken, the sample was constantly exposed to x-rays with an energy around the
Cu-Ls3 resonance.

As visible from the red curve, in some even rare cases an additional high-q peak became
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1 1 1
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Fig. 3.21.: Temporal evolution of the low-¢ component observed during an energy series at
the Cu-L3 edge. Data taken from an a-oriented LSCO sample are background
substracted. The point in time when the blue data was taken is defined as 0.
The red and yellow data sets are recorded 3 and 4.5 hours later, respectively. Tee
colored symbols denote experimentally obtained data point and solid lines are fits
of two Lorentzian peak functions, one around h=0.24 and one between h=0.21 and
0.22.

visible as well. Both additional features may arise from changing the local stoichiometry
of the sample, for example the amount of oxygen excess or deficiency. This would change
the hole-doping level and cause a shift of the charge stripe peak to higher or lower h
values.

In a temperature-dependent data set of an a-oriented LSCO sample at the O-K res-
onance maximum we found that the low-¢q peak survives up to higher temperatures,
excluding a similar origin as the one of the main peak. The temperature-dependent
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Fig. 3.22.: Temperature-dependent h-scans through the (0.24 0 0) charge stripe peak of LSCO
on the left and LNSCO on the right taken at the O-K edge. Note that the x-axis
range in (a) and (b) is different.

data sets of the a-oriented LSCO and LNSCO samples taken at the O-K edge are shown
in Fig. 3.22. As clearly visible, the reflex in LSCO is asymmetric in h, whereas the
peak in LNSCO is almost symmetric. A more detailed analysis of the data obtained
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from LSCO showed that the whole temperature-dependent data set can be accurately
described by the sum of two Gaussian peak functions at h=0.24 and h=0.22. In the case
of LNSCO a single Gaussian was sufficient. A fit to the LSCO data and the evolution
of the two components with temperature can be seen in Fig. 3.23. The component at

intensity (a.u.)
intensity (a.u.)

0.15 0.20 0.25 0.30 0.15 0.20 0.25 0.30

Fig. 3.23.: Double peak analysis of the O-K edge temperature dependence of the charge stripe
order reflex in LSCO. (a) The raw data are shown as symbols and the cumulation
of the two Gaussian peak functions as grey area below the experimental data. (b)
Temperature dependence of the two different components at h=0.24 and h=0.22,
obtained by fitting a double Gaussian to the raw data.

higher h values, which is the main charge stripe reflex, vanishes between 60 and 80K,
while the h=0.22 component stays more or less unchanged upon this temperature and
is almost suppressed completely at 120 K. The temperature dependencies of both peaks
in LSCO are compared to the temperature dependence obtained at the Cu-L3 edge in
Fig. 3.24 (a) and to the decay of the charge stripe intensity in LNSCO at both energy
resonances in Fig. 3.24 (b). The data from the Cu-L3 edge are the same as displayed in
Fig. 3.15.

At the O-K edge the decay of the charge stripe intensity at h=0.24 in LSCO is similar
to the decay of the charge stripe intensity in LNSCO at the O-K edge (red symbols).
The low-¢q intensity in LSCO (blue symbols) remains at least more or less unchanged
upon 100 K and vanishes around 120 K. For comparison the temperature dependencies
of the charge stripe reflex intensities in LSCO and LNSCO, obtained at the Cu-L3 edge
(green symbols) are plotted as well inside each of the respective figures. A Boltzmann
function was fitted to the integrated intensities. Interestingly, the decay at the O-K
edge does not set in before 40 K, while at the Cu-L3 edge the intensity decreases already
below 40 K. Comparing the results from the two energy resonances yields that the charge
ordering seems to melt for lower temperatures at the O-K edge than at the Cu-L3 edge.
Whether the decay is really different at both edges is hard to state because the number of
data points is not really sufficient for such a conclusion. This can be shown by different
scaling of the decay at the O-K with respect to the decay at the Cu-Lj3 resonance. If
scaled in such a way that they more or less match each other for low temperatures
(dark red curves), the two curves from both resonances cross at temperatures between
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Fig. 3.24.: Temperature dependence of the charge stripe peak intensity at the O-K edge (red
symbols) and Cu-L3 edge (green symbols) for LSCO (a) and LNSCO (b). The
temperature dependence of the low-q peak intensity in LSCO is displayed as blue
symbols and related to the exposure to x-ray radiation. Dashed lines are fitting
results of a Boltzmann function to the data and used as guides to the eye. The
temperature-dependent charge stripe intensities at the O-K edge are scaled such
that they match each other at the lowest temperature (dark red symbols and
curves) and such that they match the Cu-L3 data points at intermediate temper-
atures (light red symbols and curves).

60 and 70 K. On the other hand, the curves can be scaled such that they perfectly match
for intermediate temperatures between 30 and 60 K (light red curves). In any case the
intensity of the charge stripe reflex seems to decay faster at the O-K than at the Cu-Lg
edge, especially in LSCO.

3.5. Discussion

The most important result is that we clearly found a charge stripe order reflex in 12-
percent doped LSCO within the RSXD experiment. Indications for charge stripe order-
ing are given by the strong similarity to data obtained from an equally doped LNSCO
sample. The charge stripe reflexes are located at the same positions in reciprocal space
in LSCO as in LNSCO, which are the expected positions for charge stripe ordering.

The electronic origin of the charge stripe modulation in LSCO has been studied by
analyzing its energy and temperature dependence, which is very similar to the results
from LNSCO and to the results in LBCO and LESCO, as reported in literature [24,96].

We exclude an influence of the surface preparation method by comparing polished
and cleaved samples, all of which showed charge stripe modulation reflexes. However, in
all cases the intensity of the reflex was very low and inhomogeneous across the sample
surface.

The peak profile was either of Gaussian or Lorentzian shape. In the a-oriented sample,
where radial h-scans were performed, the profile was of Lorentzian shape at the Cu-Ls
and of Gaussian shape at the O-K edge. This indicates that at the Cu-L3 edge, where the
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x-ray penetration depths is much smaller than at the O-K edge, the exponential decay
of the x-ray intensity due to absorption effects is visible in the scattered signal. Thus the
probed volume at the Cu resonance is smaller than at the O resonance. This may also
explain the smaller out-of-plane correlation length and the smoother temperature decay
obtained at the Cu-L3 edge if compared to the results at the O-K edge. In the c-oriented
sample the peak profile can always be described by a Gaussian profile, indicating that
within the performed h-scans no limitation due to the penetration depths takes place.
Interestingly, the in-plane correlation length at the Cu-L3 edge obtained in the a-oriented
and c-oriented samples is similar.

Due to the different results from the low and high energy x-ray diffraction experiments,
where the former is rather surface and the latter bulk sensitive, we conclude that the
formation of stripes takes place in the topmost 4 to 5nm. The reduced dimensionality
at the surface may have a huge impact on the local tilting of the oxygen octahedra. It
might be possible that this leads to a LTT-like structure in the near-surface region.

In both LSCO and LNSCO the charge stripe ordering temperature is much higher than
the spin stripe ordering temperature, decoupling the charge and spin degree from each
other. In comparison to the results found in literature for LBCO and LESCO [24,96],
where in LBCO Tg,=Tco>Tso and in LESCO Ty, >Tco>Tso, there seems to be no
obvious relation between charge, spin and lattice degrees of freedom and superconduc-
tivity.

As reported in reference [109], tetragonality is not crucial for the formation of spin
stripe order. Whether this is also the case for charge stripe order cannot be stated from
our results, since a structural analysis of the surface layers is missing.

Furthermore we found some additional intensity, which we could ascribe to radiation
damages. The temperature dependence looks different from the results of the charge
stripe reflex. Exclusion of this additional components yields the same results in LSCO
as in LNSCO. Although most of the data did not show this kind of radiation damage,
special care was taken that this additional peak was excluded in the analysis.
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CHAPTER 4

Complex Coefficient Orbital Order in Fe304

The results presented in this chapter have been published partly in:

A. Tanaka, C. F. Chang, M. Buchholz, C. Trabant, E. Schierle, J. Schlappa, D.
Schmitz, H. Ott, P. Metcalf, L. H. Tjeng & C. Schiifler-Langeheine: Symmetry of
Orbital Order in Fe3O, Studied by Fe L, 3 Resonant X-Ray Diffraction, Phys. Rev. Lett
108, 227203 (2012).

4.1. Introduction

Magnetite has attracted much attention of mankind since almost three millennia. It
appears for example in Chinese, Greek, and Mayan historic literature or has been found
in archaeological excavations. While in China it was previously used as a fortune teller,
the fascinating property of this so called lodestone to align in the magnetic earth field
was made use of in the spoon-shaped lodestones around 400-200 B.C.

Beginning with Thales, magnetite and magnetism have often been topic in many of the
great Greek philosophers’ works, for example by Aristoteles or Pliny the Elder. Reading
through the chapters of Natural History (published 77-79 A.D. by Pliny) gives a feeling
of the genius work done at this time, which has been a fundament for modern scientific
achievements [114].

From that time on, magnetite was used as a tool for geographical orientation. Al-
though it was not the first material that was used for navigation (another example is
the sun stone, a silicate mineral, used by the Vikings, which changes color with respect
to the direction of the sun or more correctly the direction of the photon polarization),
it was the first one, which permitted to navigate in the absence of day- or starlight.

A deeper understanding of magnetite followed in the 19th century by the extensive
work of many scientists, for example by Oerstedt, who discovered the influence of electric
currents on a compass needle, as well as by Faraday, Gauss, and Ampére, who further
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contributed to the understanding of the relationship between magnetism and electricity,
which some years later was put into a more mathematical formalism by Maxwell.

Since the 20th century, magnetite plays an important role in modern electronics, as
it is contained in transistors, inductors, radio antenna, or magnetic data storages. Due
to its ferrimagnetic and half metallic properties Fe;O, has become a hot topic for spin-
polarized applications and still remains to be a multifunctional material.

Magnetite’s importance in modern condensed-matter physics comes from the Verwey
transition, named after the Dutch physicist E. J. W. Verwey; however, the first detection
of this transition was reported in 1925 by Parks and Kelley, who found an anomaly in the
specific heat between 113 and 117 K [115]. Further attention was attracted after Verwey’s
discovery of a large decrease of the electrical conductivity by two orders of magnitude
during cooling through the so-called Verwey temperature 7} around 120 K [116,117].

At high-temperatures, FesO,4 crystallizes in the inverse spinel-type crystal structure
AB,0, with the cubic Fd3m space structure (a,b,c==8.3967 A) [118]. The term spinel
originates in the mineral spinel (MgAl,O4). Oxygen ions are arranged in a face-centered
cubic (fec) lattice with a lattice period of 4.2 A (half of the lattice constant). There are
two kinds of interstices between the oxygens, so-called A-sites and B-sites. The first one
is coordinated by 4 nearest neighboring oxygen ions, building a tetrahedron, while in
the latter case 6 neighboring oxygen ions form an octahedron. A-sites and B-sites are
thus also called tetrahedral and octahedral sites, respectively [119]. In an arrangement
of 32 oxygen ions there are in total 64 possible tetrahedral and 32 possible octahedral
sites, covering the complete space (Fig. 4.1 (a)).

In the high-temperature unit cell of Fe3O4 comprised of 8 formula units (24 iron and
32 oxygen atoms) 8 tetrahedral A-sites are occupied by trivalent iron ions, while there is
an 1:1 intermixing of di- and trivalent iron ions at the 16 octahedral B-sites, resulting in
the notation Fe*[Fe?" Fe3*|0, (Fig. 4.1 (b)). This site preference of the Fe* ions can
be explained by the smaller ionic radius of 0.67 A (in comparison to 0.83 A for Fe?*),
favoring the smaller tetrahedral lattice sites [119].

The strongest exchange coupling is between the A-sites and B-sites, resulting in an
antiferromagnetic ordering of A-site and B-site moments below Ty=860 K and an par-
allel coupling of the two different B-site moments [118]. The moments of Fe** ([Ar|3d®,
S=5/2) on the different sites completely compensate, while the Fe** (|Ar|3d°, S=2) pro-
vide a theoretical magnetic moment of 4 g per formula unit, which was experimentally
confirmed (4.07 up) [120].

During cooling through the Verwey transition, magnetite undergoes a first-order struc-
tural phase transition from a cubic into a monoclinic distorted structure [121,122]. The
monoclinic low-temperature (LT) phase is characterized by (001). and (001). super-
structure reflections, where the subscript ¢ refers to the high-temperature cubic unit
cell. From neutron diffraction experiments a supercell with monoclinic Cc symmetry
containing 32 formula units was determined by Izumi et al. [123]; however, due to twin-
ning of different C'c domains a first refinement of the atomic positions was only possible
using a pseudo-orthorhombic Pmca symmetry [123]. The authors report that no reliable
indications for charge ordering were found. In recent refinements by Wright et al. using
a P2/c symmetry with orthorhombic Pmca constraints different displacements than in
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(b)

Fig. 4.1.: (a) Tetrahedral (green) and ocatahedral (blue) interstices are filling the space be-
tween the oxygen fcc lattice (red) of the Fe3O4 unit cell. For better visualization
only specific polyhedra are shown. (b) A-site iron (green) and B-site iron (blue) are
surrounded by tetrahedral and octahedral oxygen (red) coordination, respectively,
which are depicted for one specific site by the transparent green and blue polyhe-
dron. In total there are 8 tetrahedral A-sites and 16 octahedral B-sites per unit
cell.

Ref. [123] were found [124,125]. Bond valence sum (BVS) analysis gives evidence for
charge order of two different B-site ion groups with approximately 2.4+ and 2.6+ va-
lence. I will refer to this refinement as the Wright2001-structure. Only in this year, a
refinement using the monoclinic C'c symmetry was published suggesting a complex elec-
tronic structure, where the minority ¢, electrons of each Fe?" ion are delocalized over
two neighboring Fe*™ B-sites building a so-called trimeron [126,127]. B-site Fe3" ions
participate in up to three of these trimerons, where the exact number corresponds to
the number of occupied t,, orbitals. I will refer to this structure as Senn2012-structure.

Orbital ordering models were proposed already before the latest refinement by means
of density functional theory (DFT) using the refined Wright2001-structure as input
[128-131]; however, the proposed real-coefficient orbital order is not the only possible
model. Instead, an orbital order using complex-coefficient linear combinations of orbitals
was proposed in Ref. [132]. The idea of complex-coefficient orbital order had already
been discussed for the case of manganites [133]. In their complex-coefficient orbital order
model in magnetite Uzu and Tanaka found a spontaneously formed orbital moment of
0.6 up per B-site. Because of non-collinear order of these moments a net orbital moment
of 0.2 up per B-site results.

The experimentally obtained orbital moments per B-site are contradictory. Huang et
al. found a large moment of 0.33 pp [134], Goring et al. found a vanishing orbital moment
[135], recently attributed to be hidden by antiparallel alignment of large moments at the
A-sites and B sites [120]. More recent x-ray magnetic circular dichroism (XMCD) and
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4. Complex Coefficient Orbital Order in Fe3QOy

resonant inelastic x-ray scattering (RIXS) measurements by Cezar et al. found an orbital
moment of 0.22u 5, which is in good agreement with the theoretical predictions from the
complex-coefficient orbital order model [136], but which could also be explained by a
mixing of real space orbitals driven by spin-orbit coupling.

4.1.1. RSXD pre-work

In resonant x-ray diffraction (RXD) studies of magnetite performed at the Fe-K edge
[137] the absence of half integer superstructure reflections was interpreted as lack of ionic
charge order. The authors determine the upper limit for any charge disproportion to a
tenth of an electron’s charge, challenging the Wright2001 analysis. RSXD experiments
at the O-K edge were interpreted in terms of charge orbital ordering at the oxygen
sites [138]. Further confirmation that the Verwey transition is caused by electronic
ordering was given by a RSXD experiment at the Fe-Lo 3 edge [139]. Direct evidence for
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Fig. 4.2.: Energy dependence of the (001). and (00%)6 diffraction peaks compared to the x-
ray absorption signal. (a) Experimental XAS spectrum of FesO4 at the Fe-Lg3
absorption edge (black circles). The simulation of the absorption spectrum is the
sum of contributions (green, blue and red lines) arising from the Fe3T A-sites, Fe3*
B-sites and Fe?* B-sites, respectively. (b) Energy dependence of the (00%)C reflec-
tion. The energy of the maximal intensity coincides with the main resonance energy
of the Fe?" B-site contribution to the XAS simulation. (c) Energy dependence of
the (001). reflection. The peak shows a characteristic intensity splitting that was
attributed to Fe?* /Fe?t charge ordering. Reprinted Fig. with permission from J.
Schlappa et al., Phys. Rev. Lett. 100, 026406 (2008) [139]. Copyright (2008) by the
American Physical Society: http://link.aps.org/abstract/PRL/v100/p026406.
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4.1. Introduction

orbital order was found by comparing the energy dependence of the (00%)(; scattering
peak with the site-resolved x-ray absorption spectroscopy (XAS) signal, thus addressing
the order to be caused by Fe** (Fig. 4.2 (b)), which can only be understood in terms of an
orbital ordering model. Note that the resonance spectrum of the (001).. reflection shows
a characteristic intensity splitting (Fig. 4.2 (c)) which was characterized as indicator for
charge ordering.

Shortly after the publication of these data it was claimed that the (OO%)C reflection
could be explained by the structural phase transition only, without any need of orbital
or charge ordering [140, 141]. Interestingly, as we could show, the experimental data
used for this interpretation could be understood by implying a dead layer on top of the
sample, which did not contribute to the signal, while deforming the shape of the spectra
and shifting the peak position [30].

Detwinning magnetite using epitaxial strain

During cooling through 7y the monoclinic ¢, axis can align in any of the cubic (100)
directions, slightly tilted away from the cubic axis. The tilt direction determines the
monoclinic a,, and b, directions and gives rise to 24 possible orientations (twinning)
[142]. The occurrence of crystallographic twins in the LT phase of magnetite makes
all investigations challenging and makes it difficult to obtain information on a single
domain. Twinning can for example be reduced by cooling in a magnetic field that is
aligned with one of the cubic axes [143], by strain [144], or study of micro samples [126].

In his dissertation C. F. Chang could show that, using a stepped substrate, detwinning
takes place in 40nm thick epitaxially grown FezO, films [145].

(b)

Fig. 4.3.: Azimuthal angle dependence of the scattered intensity for horizontal (black) and
vertical (red) polarization. A fully twinned magnetite thin film shows a fourfold
symmetry pattern (a), while a magnetite thin film on top of a stepped substrate,
has only one axial symmetry (b). Due to epitaxial strain, only two of the possible
twins are present. Pictures are taken from [145] with permission of the author.

His argumentation is explained in the following: in a resonant x-ray diffraction experi-

ment at the Fe-L edge the azimuthal polarization dependence of the (00%)0 reflection of a
magnetite film on a flat and on a stepped MgO substrate was analyzed. The experiment
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4. Complex Coefficient Orbital Order in Fe3QOy

is only sensitive to the four domains with ¢,, parallel to the thin film normal. While
the pattern has a fourfold rotational symmetry in the case of the flat substrate, the
symmetry of the azimuthal pattern was reduced to an axial symmetry for the stepped
substrate. The axis of symmetry is aligned with the step direction of the substrate,
indicating that only two of the four possible twins contribute to the signal (Fig. 4.3).

The implications of this result, however, were not understood at that time and are
the topic of this chapter.

The rest of this chapter is organized in the following way: First a brief descrip-
tion of the experiment is given. Then, the azimuthal dependence of the linear dichroic
(OO%)C diffraction intensity is presented, which is analyzed in terms of symmetry con-
siderations of the scattering tensor. It turned out that the azimuthal plot reflects a 3d
wavefunction symmetry, which is lower than the symmetry of the Wright2001-structure.
The Senn2012-structure was not published at the time of this outcome. Afterwards a
complex-coefficient charge order model is presented, which is the ground state predicted
by band structure calculations. The calculations were performed by A. Tanaka using
the Wright2001-structure as input. The complex-coefficient charge order model has a
true monoclinic symmetry and predicts the correct linear dicroic azimuthal dependence
of the diffraction intensity. Furthermore the model predicts a circular dichroism in the
(00%)C azimuthal dependence. The respective experimental results presented at the end
of the chapter are in good agreement with these predictions.

4.2. Experimental details

Resonant soft x-ray experiments at the Fe-Ls3 edge (2p — 3d) were carried out at
the UE56/2-PGM-1 beamline of the Helmholtz-Zentrum Berlin at BESSY II. The new
UHYV diffractometer, presented in Chap. 2, was used in horizontal scattering geometry.
Temperature was set to around 80 K, which is far below the Verwey transition. The
c-oriented magnetite samples on a stepped MgO substrate were grown by C. F. Chang
and M. Déhler using the molecular beam epitaxy (MBE) technique. The stepped surface
reduces the number of possible orientations of the a,, axis in the low-temperature phase.
Samples were mounted on a 5 x 4.5mm? SmCo permanent magnet plate. The field
of approximately 100 to 300 mT defines a preferential axis for the orientation of the
monoclinic low-temperature c,, axis and is used to align most of the domains’ magnetic
easy axis.

The azimuthal dependence of the (00%)6 reflection, which is sensitive to the symmetry
of the 3d wave function, was studied with different x-ray polarizations and recorded
in angular steps of 20°. Fig. 4.4 shows a sketch of the diffraction process. Different
samples were characterized and the one with the most intense and most homogeneously
distributed signal was used.
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4.3. Method

Fig. 4.4.: Schematic representation of the diffraction process of linear polarized light in spec-
ular geometry. The sample is mounted on a copper plate and can be azimuthally
rotated. The incident k and outgoing k’ wave vectors with electrical polarization
vectors parallel (7,7') and perpendicular (o,0’) to the scattering plane (yellow)
define the wave-vector transfer q.

4.3. Method

The goal of the experiment was to determine and analyze the shape and symmetry of the
azimuthal pattern. Special care has therefore been taken to always probe the same spot
on the sample for all azimuthal angles. This was done by probing the sample position
that is located in the center of the azimuthal rotation. To locate the center of rotation the
intensity of the fluorescence signal was mapped in horizontal and vertical direction across
the sample. This procedure was repeated in 90° azimuthal steps, thus oversampling the
center position. With this method the center of rotation was determined within at least
50 um accuracy. The intensity does not change much within this range (+2.5%). As the
azimuthal rotation is performed manually, it is possible that the probed position differs
from the center even more than the accuracy. Fig. 4.5 shows the variation in intensity
for a position change within 0.5 mm. In this region the intensity curve is moderately
flat giving additional confidence that the azimuthal pattern is not seriously affected by
position shifts.
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Fig. 4.5.: Spatial plots of the (OO%)C peak intensity across the sample in (a) horizontal and
(b) vertical direction. The main plots are restristed to the vicinity (+0.5mm) of the
center of rotation and the insets show the plots across the complete sample. The
intensity is stable within approximately + 10% in the vicinity of the rotation center.

4.4. Results

4.4.1. Angular anisotropy of the linear dichroism

The experiment was carried out on a detwinned magnetite thin film. During this and
previous beamtimes, we could not find any difference in the linear dichroism (LD) of
thin films that were placed on a permanent magnet and those without a magnet. The
azimuthal dependence of the LD, which is presented in the following, was recorded during
2 shifts within 30 hours. Special care has therefore been taken on any long term variation
of the intensity. As a monitor signal of the incident x-ray intensity, the current from the
last beamline mirror was used. The detector signal is always normalized on this monitor
signal to account for any intensity variations coming from the beamline section.

At every azimuthal angle ¢, the detector and sample positions were optimized to ac-
count for the misalignment between the c-axis of the sample and the azimuthal axis.
Radial scans along reciprocal [ direction (I-scan) were performed with horizontally ()
and vertically (o) polarized incoming x-rays. The photon energy was tuned to the Fe-Lg
resonance maximum. A typical data set, taken at one specific azimuthal angle, is shown
in Fig. 4.6 (a). Blue data points were taken with vertically and red with horizontally
polarized incoming light. The reflectivity background varied strongly with x-ray po-
larization and azimuthal angle, due to the polarization dependence of the reflectivity
and the effective change of the geometry caused by the rotation of the sample holder.
To account for that, a polynomial of fourth order was fitted to the data excluding the
peak. The background subtracted data were fitted by a Voigt profile, which gave the
best agreement between fit and data, compared to Gauss and Lorentz fits (Fig. 4.6 (b)).
The azimuthal dependence of the integrated intensity for both polarizations is plotted
in Fig. 4.7.

For better visualization of the symmetry, the data are depicted in polar plots with
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Fig. 4.6.: (a) Resonant diffraction scans of the (OO%)C reflex at the Cu-L3 resonance. Scans
in the reciprocal [ direction for o (blue marker) and 7 (red marker) polarization
are taken below the Verwey transition. Solid lines are guides to the eye. (b) Fit of
the experimental [-scan by a polynomial background and Voigt profile. Red data
marker denote the intensity as recorded during the experiment. The background fit
is displayed as solid blue line and the combined fit of background and Voigt profile
as solid red line. The Voigt profile is displayed as solid grey line.

the azimuthal angle defining the angular coordinate and the intensity of the polarization
channel plotted on the radial axis. Data markers are Ls-integrated intensities as obtained
by the peak fit. Note that the error obtained by the fit is of the order of 1% and thus
smaller than the symbol size. Solid lines are spline interpolations as guides to the eye.

The azimuthal plot is similar to the one in Fig. 4.3, but contains more details, due
to the higher angular resolution. We found a low-symmetric angular anisotropy of the
LD. At 0° the sample was aligned with the descending step direction in the scattering
plane pointing towards the x-ray beam. The LD of the diffracted signal changes its
sign four times, being strongest for o polarization at 0° and between 40° and 60° for 7
polarization.

A closer look to the experimentally obtained polar plot in Fig. 4.7 reveals a scattering
of the data taken at 0° and 80°, which were taken repeatedly over the whole series. The
variation shows a long term drift of the scattered intensity.

Long term drift of the intensity

Within this and previous experiments on magnetite, we generally found some long term
drift of the (00%)0 diffraction intensity. This intensity drift appears to be connected
to the incident x-ray radiation and the peak height decreases during constant x-ray
exposure of the sample. While visible in different magnetite samples, this radiation
induced effect did only affect the intensity and did neither change the shape of the peak
profile nor the energy dependence of the peak. We do therefore attribute the drift to a
chemical change of the material. To account for the change in intensity we repeated the
scans at 0° and 180° azimuthal angles intermittently after data was taken from three
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Fig. 4.7.: Azimuthal dependence of the (003). diffraction peak as obtained from the RSXD
experiment. Blue (red) data marker show the results for vertically (horizontally)
polarized x-rays. A spline was plotted to the experimental data (solid line). The
y-axis starts from zero. Errors of the integrated intensity as retieved from the Voigt
fit are smaller than the data marker.

to four subsequently following azimuthal angles. The temporal evolution of the data
taken at 0° for the vertical polarization channel is plotted in Fig. 4.8 and is used as
reference to correct the intensity of the data taken in between. The vertical polarization
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Fig. 4.8.: The intensity of the vertical polarization at ¢ = 0° (blue marker) was used for
normalization of the long term drifts. Every [-scan was taken at a specific point in
time marked by a vertical black line marker. The reference signal was interpolated
and used to correct the data set. As the azimuthal series was recorded within two
beamtime shifts there is a gap of roughly 12 hours, in which no data was taken.

channel at ¢ = 0° was chosen because of its higher intensity. Intensity variations of
the signal are thus better visible. Blue data marker denote the integrated intensity of
the background subtracted (00%)C diffraction signal. The vertical black data marker
illustrate the time when data was taken. As the whole azimuthal angle series was taken
within two beamtime shifts, a gap of 12 hours can be seen. During the two shifts the
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Fig. 4.9.: Corrected azimuthal dependence of the (003 ). reflex as obtained from the RSXD
experiment. Blue (red) data marker show the results for vertical (horizontal) linear
polarized x-rays. A spline was plotted to the experimental data (solid line). The
y-axis starts from zero. The correction is further explained in the text.

sample was kept cold to minimize any changes in the setup. Every [-scan was scaled
by the interpolated reference signal at the respective time. The corrected azimuthal
dependent polar plot of the (003). RSXD signal is shown in Fig. 4.9. The repeatedly
taken ¢ =0° data of the o-channel were scaled to each other by the correction method:
the reduced data scattering at 180° for o-polarization and at 0°, 180° for 7r-polarization
show the effectivity of the correction.

Symmetry considerations

We found a low symmetry pattern with a strong linear dichroism of the diffraction signal,
which is characterized by a symmetry axis that is spanned by the 0° and 180° azimuthal
angles, thus perpendicular to the step edges of the substrate.

This azimuthal pattern can be discussed in terms of the symmetry properties of the
scattering tensor. For this discussion the intermediate states of the resonant scattering
process were approximated by a single level, which is justified by the large spectral
weight that is concentrated on the most intense feature of the spectra (Fig. 4.2). The
resonant scattering amplitude can be written as:

Ale, ') ~ Z el Z exeFY, (4.1)
kol

J

where the last sum with indices k,l = z,y,2 is equal to € - F/ - . Here F7 is the
atomic scattering tensor (Eq. 1.3.3) of site j at rj, q is the wave-vector transfer, and
e (€') are the polarization vectors of the incident and outgoing light. A most general
scattering tensor consists of 9 entries, all of them being complex. Off diagonal elements,
which change the orientation of the incident polarization, can arise from an anisotropic
arrangement of the electron wave function as well as from magnetism, while diagonal
elements, which do not alter the polarization, come from isotropic charge configurations.
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4. Complex Coefficient Orbital Order in Fe3QOy

In detail the scattering tensor looks like:

Re[F,,;] +1-Im[F,;] Re[F,,|+1i-Im[F,,] Re[F,.,|+1i-Im[F,.]
F =| Re|F,,] +i-Im[F,,] Re|F,,]+i-Im[F,] Re[F,.]+i-Im[F,.]
Re[F.;| +1i-Im[F,,] Re[F,,]+1i-Im[F,,] Re[F..]+1i-Im[F,,]

Assuming the Pmca orthorhombic symmetry of the lattice structure and alignment of
the magnetic moments along the c-direction, the symmetry can be described by Pmca,
where the underscore denotes the time reversal symmetry operator. Fig. 4.10 shows
how a magnetic moment aligned along c-direction is affected by mirror and time reversal
symmetry operations. The direction of the magnetic moment flips if the normal vector

4 L
I

|

Fig. 4.10.: mmm symmetry of a magnetic moment aligned along c-direction. The direction of
the magnetic moment keeps sign if mirrored along the c-direction, while it changes
sign if mirrored along a and b-direction. Additional time reversal is needed to
keep the moment invariant under the combined symmetry operation. The mirror
symmetry operation is labeled as m and the time reversal as T'.

of the mirror plane is perpendicular to ¢. To conserve the orientation of the magnetic
moment an additional time reversal operation needs to be applied. This introduces a
combined m element that is the combination of time reversal and a mirror plane.

The Pmca symmetry reduces the number of entries in the scattering amplitude:

Apmea(€,€') x (g46), + €Z€;>R6[Fyz] +i(e.el, — epel)Im[F.,], (4.2)

where only the real part of F, and the imaginary part of F., contribute. If the symmetry
operations of the monoclinic P2 /c space groups are applied to the scattering amplitude,
a third component, the real part of F}, contributes:

Apy /(e €') o (gye], + .6y )Re[Fy.] +i(e.€, — e.e,)Im[FL,] + (e28), + €y€), ) Re[Fyy .

The associated F'-tensor then, is:

0 Re[F,,| i-Im[F.,]
Fpy,. = Re[F,,] 0 RelF,.]
“i-Im[F,] Re[F.] 0
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Fig. 4.11.: Azimuthal and polarization dependence of the (OO%)C scattering reflex. Red and
blue lines represent horizontally and vertically polarized incoming x-rays, respec-
tively. The upper row is for a single domain, the lower one for two domains with an
orientation of Ay = 4+45° with respect to the single domain, as found in a Fe3Oy4
thin film grown on a stepped MgO substrate. Different columns represent different
ratios of the contributing entries of the F-tensor elements Re[Fy| : Im|F.,| : Re[Fy,|
as denoted below each plot. (a,f) display the symmetry of Pmca, (d,i) of Pmca
and (e,j) of P2/c space group.

The azimuthal intensities of the (003), reflection for incident linear polarized light, can
be best calculated in the coordinate system of the sample. Consequently, the polariza-
tion instead of the sample is rotated by the angle ¢. Thus, the incident and outgoing
polarizations, denoted by €,, and €},, where the index p is either equal to m or o, can
be expressed as:
€, = € = (—siny,cos p,0),

g, = (cosgsinf, sin psinf, cosb), (4.3)
gl = (—cospsinf, —sin psin, cos ).

Due to the fact that we did not use a polarization analyser, the diffracted intensity for in-
coming horizontally and vertically polarized x-rays contains both outgoing polarizations.
The total intensity of each channel is given by:

L(#) = [ An(ep )" + | An(e,, )] (4.4)

The azimuthal and polarization dependence of the (00%)C reflection directly reflects the
weight of these three scattering-tensor elements. The azimuthal dependence is shown
in Fig. 4.11 for Re[F,.|, Im|F,,|, Re[F,,| and their superpositions. The upper row
is calculated using only a single domain, while the lower row displays the azimuthal
dependence of Eq. 4.4 for two domains, which are rotated around the c-direction by
+ 45° with respect to the single domain. The incoming vertical (horizontal) polarization
channel is displayed by blue (red) lines. In (a-c) and (f-h) the azimuthal and polarization
dependence of the three contributing scattering tensor elements are plotted. If the
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3d wave function symmetry would reflect the pseudo-orthorhombic Pmca symmetry
we would observe a centrosymmetric polar plot like displayed in (f), which contains

T )
experiment

° (¢ .
experiment

ntheory

Gtheory

180°

270°

Fig. 4.12.: Comparison of experiment and theory for Re[F,.|:Im[F.;|: Re[F;,|=1:1.4:2.
Red and blue data point denote experimental data for incident horizontal and
vertical polarization, respectively. Solid curves represent theoretical calculations.
The y-axis starts from 0. Within an error of +20% of the theoretical values the
experimental data can be nicely described.

no polarization dependence. In the Pmca symmetry (i) the pattern shows only an
intensity difference between both polarizations, but no sign change. Obviously the low-
symmetry pattern found in the experiment is caused by the superposition of all three
tensor elements (j) and reflects the monoclinic P2/¢ symmetry.

In order to fit the experimental data the ratio was tuned, providing the best result
for Re[F).| : Im|F,,|: Re|F,,| =1:1.4:2 (Fig. 4.12). The experimental data can be nicely
described with the symmetry considerations within an error of £20%. Only a few data
points lie not within this range.

The distortion from orthorhombic to monoclinic is strongly reflected in the azimuthal
plot, due to the high value of Re[F,,|, which would be zero for the pure orthorhombic
lattice. Our findings that Re[F,,| =2 describes the data best, strongly deviates from a
contribution of Re|F},| equal to |cos 8| = 0.004 as assumed in Ref. [140], which would
be the case for a 3d wave function symmetry which does reflect the pseudo-orthorhombic
Pmca symmetry of the structure found in Ref. [124,125]. Only very recently (after our
findings had been submitted to Phys. Rev. Lett.) a lattice refinement using monoclinic
Cc symmetry (Senn2012-structure) was published [126]. With these findings the lattice
symmetry is fully reflected in the symmetry of the 3d wave function.

With the simulation of the symmetry model, the orientation of the two contributing
magnetic domains to the diffraction signal can be determined. The a,, axes are ro-
tated +45° from the mirror axis and point towards the descending step direction of the
substrate.

84



4.4. Results

Full model

The symmetry considerations agree very well with the experimentally observed az-
imuthal pattern which reflects the symmetry of the electronic wavefunction; however,
they do not yield any insight in the origin of the electronic ordering mechanism.

In a spinless three band Hubbard model, H. Uzu and A. Tanka found a stabilization of
a complex number orbital ordering with monoclinic symmetry and t,, orbital ordering
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Fig. 4.13.: Experimental (a) and theoretical (b-d) energy dependence of the (003). reflection
intensity. Solid and dashed lines denote the intensities for incident o and 7 po-
larized x-rays, respectively. (b) shows spectra for the complex-coefficient charge
order model, (c¢) for the real-coefficient orbital order model with Pmca symmetry
and (d) for the real-coefficient orbital order model with Cc symmetry. The inset
shows the azimuthal and polarization dependence of the peak intensity. Pictures
are modified from [146].

[132]. The orbital degree of freedom spontaneously breaks time inversion symmetry and
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generates large non-collinear orbital moments, while spin-orbit coupling is rather small.
A real space image of the orbital moments in the low-temperature unit cell can be seen
in Fig. 4.14 (a). Contrarily, in LDA+U and GGA+ U calculations different kinds of
real-coefficient orbital ordering were found [128-130].

In a configuration interaction FeOg cluster calculation, performed by A. Tanaka, the
azimuthal angle dependences of the (00%)0 scattering intensity were calculated for the

B3[101] B4[010] o @&

.=T/8 - 2 = i) 7 oe e v
p[T10)8 | f2allll]
> I8 j-” , (@) Exp. _
L BA[100 X
zm:S/Sgo » L b T i
B3[011] _ C()O (5,,=0) %30
e Fo00L 8. o
(©
COO0 (5,,=0.2) x9

it & 23141%0 W]
(d)

4 [100]
38 b o 33[01 1°
BT 131& f““ll] €00 (5,,=0.6)

7=1/4 ) k_ -
L BAOOL o 0 (e)
2=1B o ,,«iq("Ba[IW ROO- CO(PmLa)

(’u:\‘
6] ! o e faf0T0]

Intensity (Arb. Umts)

. ) ¥ 9*:) 7 C, Blb[lUl&') ‘ Rl()‘0| C\(I)((\:LI [N ET RN SR R A R B A
b s - 700 710 720
! ] @
L8 (-)33[10%"0 Bal010]° Photon Energy (eV)
(a) (b)

Fig. 4.14.: (a) Collinear arrangement of orbital moments in the complex-coefficient charge
order model. Sites are labeled in the Pcma symmetry notation. Large circles denote
Fe B-site ions and small circles oxygen ions. Black arrows indicate a larger and grey
a smaller orbital moment. (b) Experimental and theoretical energy dependence of
the (001). scattering reflex. The peak splitting obtained in the experiment can
be explained within the complex-coefficient orbital order even without a charge
disproportion . Pictures are taken rom [146].

complex-coefficient charge order as well as for the real-coefficient orbital order models
of Leonov et al. and Jeng et al. A comparison of the resultant resonance spectra to
experimental data can be found in Fig. 4.13. It reveals that only the complex-coefficient
charge order model describes the experimental results adequately.

Interestingly, the complex-coefficient charge order model does not necessarily involve
charge ordering as can be seen by analyzing the energy dependence of the (001). scat-
tering reflex (Fig. 4.14 (b)). While 3d charge disproportions are needed to explain the
peak splitting by a real-coefficient orbital order model, the complex-coefficient charge
order model reproduces the spectral shape without any charge disproportion; however,
a small o, charge disproportion of 0.2 describes the experimental findings much better.
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4.4. Results

4.4.2. Angular anisotropy of the circular dichroism

The complex-coefficient charge order model is therefore the only one out of the so far
proposed models for orbital ordering that predicts the correct spectra. Another re-
markable prediction related to this model is that the RSXD intensity should show a
pronounced circular dichroism (CD) [146]. The CD should show as well a pronounced
angular anisotropy. CD in RSXD is rather rare and only observed in materials showing
a magnetic chirality [147-150].

In order to see the CD, the amount of structural and magnetic twinning should be
minimized. Therefore, circular dichroic RSXD experiments of a magnetized magnetite
thin film on a stepped MgO substrate were performed. The small permanent magnet
that was mounted between the substrate and the sample plate, has its field direction
parallel to the film normal. The field aligns the magnetic moments along the [001] easy
axis to create a single magnetic domain. To check the amount of magnetization, x-
ray absorption magnetic circular dichroism (XMCD) spectra were recorded in normal
incidence geometry with the photon spin parallel and antiparallel to the field direction.
These spectra were compared to the results from a fully magnetized bulk sample [136].
From the comparison of the XMCD signal ratios we find a magnetic circular dichroism
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Fig. 4.15.: XMCD effect obtained in (a) bulk Fe3O,4 using a high magnetic field of 5T and
(b) of a Fe3Oy4 thin film in the field of a small permanent magnet. Red (green and
black) curves denote the XAS signal with different right (left) circular polarized x-
rays. The XMCD signal, defined as the difference of the XAS signals with different
helicities is displayed in blue. The magenta line in (a) displays the integrated
XMCD signal. From the ratio of the signal height to XMCD effect the ratio of
domains with a magnetic alignment parallel and antiparallel to the field direction
can be determined. Fig. (a) is taken from [136].

of 29% as compared to the bulk sample (Fig. 4.15). This corresponds to 64.5 % of the
magnetic moments that have an out-of-plane component parallel to the field direction
and 35.5 % with an anti-parallel out-of-plane component. The exact alignment will be
determined by the shape and magnetocrystalline anisotropy.
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4. Complex Coefficient Orbital Order in Fe3QOy

A theoretical azimuthal plot for a domain ratio of 1:0.4 was extracted from the cluster
calculations of A. Tanaka and is compared to the experiment in Fig. 4.16. It is clearly

260°  280°

(b)

Fig. 4.16.: Theoretically (a) and experimentally (b) obtained circular dichroism of the (003),
diffraction azimuthal dependence. In (a) the ratio of magnetic domains that are
aligned in and opposite to the magnetic field direction is assumed to be 1:0.4. Fig.
(a) was provided by A. Tanaka.

visible that the low symmetry shape of the circular dicroic (OO%)c diffraction intensity
predicted by the complex-coefficient charge order model is in amazing similarity to the
experimentally observed data. The experimentally obtained polar plot was recorded by a
similar azimuth series as the linear dichroic azimuthal angle dependence. Data handling
was performed in the same manner as described above.

4.5. Discussion

We have studied the azimuthal and polarization dependence of the (00%)(: charge orbital
order peak in Fe;O4 by means of resonant soft x-ray diffraction (RSXD) at the Fe-Lj
edge. RSXD is sensitive to the symmetry of the electronic wave function. The linear
dichroism of the integrated intensity shows a low-symmetric angular anisotropy. By sym-
metry considerations of the scattering tensor we found that the azimuthal dependence
reflects to a large amount a monoclinic symmetry of the d-wave function. This is further
confirmed in a cluster calculation performed by A. Tanaka, in which he found that our
experimental results can only be accurately described using a complex-number orbital
ordering model. Only shortly after we submitted our findings to PRL the Senn2012-
structure was published. Within this new refinement of the crystal structure the global
crystallographic symmetry is fully reflected in the local electronic symmetry. The cal-
culations of A. Tanaka that are based on the complex-coefficient charge order model
further predict an angular anisotropy of the circular dichroism, which we clearly found
in our experiment. All real-coefficient orbital order models that were proposed so far
could not reproduce our findings.
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CHAPTER 5

Complex Behavior in Correlated Oxides: Doped RTiO3

5.1. Introduction

Transition-metal oxides with correlated electrons are known for their wide range of in-
triguing phenomena, caused by the competing interplay of charge, orbital, spin, and lat-
tice degrees of freedom. Already small external perturbations can lead to giant changes
in electrical and magnetic properties [5]. One of the most prominent examples is the
colossal magnetoresistance (CMR) in manganese oxides, in which the application of a
comparably small magnetic field accounts for a tremendous change in the electrical re-
sistivity of the material. One possible explanation is that ferromagnetic metallic (FM)
and antiferromagnetic insulating (AFI) regions coexist and, instead of a complete phase
transition of the whole sample, a percolation of metallic domains can lead to macro-
scopic metallicity [151,152]. Besides in the 113-manganites [153-155], electronic phase
separation is for example also discussed in 214-manganites [156,157| and doped rare
earth titanates [112,158,159].

Study of the spatial distribution and dynamics of such almost degenerated, coexisting
electronic and magnetic phases will provide crucial insights for the understanding how
the local electronic structure of correlated electron systems connects to their macro-
scopic properties. Therefore, a spectroscopically and/or structurally selective technique
is needed that is sensitive to the spatial arrangement and fast enough to probe the
temporal evolution due to domain wall dynamics. Scanning tunneling microscopy ex-
periments have demonstrated their ability to detect domains with different electronic
structure [160, 161], but are limited to the surface area only. Time-resolved optical re-
flectivity measurements, which are fast enough to detect changes in the domain structure,
are blind to the exact spatial arrangement as they average over the whole illuminated
area [162].

Coherent x-ray diffraction (CXD), in which the interference pattern of coherently
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5. Complex Behavior in Correlated Oxides: Doped RTiO3

illuminated domains is recorded, is sensitive to the exact spatial arrangement of the
domains and is able to probe bulk properties or the near-surface region in dependence
of the x-ray energy [163|. The temporal resolution in a CXD experiment at a third gen-
eration synchrotron facility is typically of the order of a few Hz and will be dramatically
enhanced by using new x-ray free electron laser facilities. If tuned to an element specific
absorption edge, the technique is combined with spectroscopic sensitivity. Here CXD is
used to study the domain dynamics of hole-doped titanates.

The parent compounds of Ry;_,Ca,TiO3 (R= Y, Er), YTiO3 and ErTiOs are Mott
insulators. Doping with divalent Ca renders part of the Ti valence from 3+ to 4+,
and therefore the 3d configuration from d' to d° [4]. In the undoped compounds the
movement of the single d' electron (per Ti site) is blocked by on-site Coulomb repul-
sion. Doping holes into the 3d shell should render the system metallic. Interestingly,
R;_,Ca,TiOj3 stays insulating up to a high doping concentration around x=0.4 [164,165|.
This is different from the observations in La;_,Sr,TiO, in which already for small dop-
ing concentrations of x = 0.05 a metallic behavior is found [166, 167]. Recent x-ray
and neutron diffraction studies of doped titanates have shown that the stability of the
insulating phase can be attributed to a charge and orbital ordering [112, 158].

At around 40 % doping a temperature driven metal-insulator (MI) transition occurs,
which is accompanied by a thermal hysteresis in the electrical resistivity and mag-
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Fig. 5.1.: Temperature dependence of the resisistivity (a) and the susceptibility (b) in
Y1_,Ca,;TiOs and of the resistivity (c¢) in Er;_,;Ca,TiOs. All pictures are taken
from Ref. [112] with permission of the author.

netic susceptibility [112,158,168]. In Fig. 5.1 the temperature-dependent resistivity
and susceptibility is shown for the most interesting dopind levels in Y;_,Ca,TiO3 and
Er;_,Ca,TiO3. Studies of the structural phase transitions in this doping range indicate
that the MI transition is decoupled from the high-temperature orthorhombic (HTO)
to low-temperature monoclinic (LTM) phase transition. Below the unusual MI transi-
tion, in which the metallic phase evolves at low temperatures, a phase coexistence of
the LTM and a low-temperature orthorhombic (LTO) phase, which is different from the
HTO phase, exists [169]. While the LTO phase is assigned to the metallic behavior, the
LTM phase hosts the charge and orbital ordered insulating properties. Therefore, phase
separation seems to be connected to the MI transition.
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The LTM phase is characterized by (01 1)y and (01 3)rum superstructure reflections
that correspond to a three-dimensional checkerboard charge order in the pseudo-cubic
Perovskite structure [158]. Their positions in reciprocal space are found to be indepen-
dent of the exact doping concentration [112]. This further strengthens the model that
only part of the sample is charge ordered. In more recent studies it is claimed that,
instead of phase separation, the MI transition is caused by the structural transition
only [170], but this appears incompatible with the detailed results of Ref. [112,158].
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Fig. 5.2.: Temperature dependence of the (01 1) superstructure peak intensity (a) and width
(b) of Erg¢Cag4TiO3 recorded at the MagS beamline, BESSY II at the Ti-K edge
[158].

The superstructure reflections of the LTM phase, which are glide-plane forbidden
in the LTO phase, were characterized by x-ray and by neutron diffraction techniques
[112,158]. These reflections can be used as indicator for the charge ordered and insulat-
ing regions and reveal the volume fraction of this LTM phase, which changes strongly
between a value of 0% and 90% for different doping levels around z = 0.4 and with
temperature around the MI transition [112,169].

Further indications for the occurrence of phase separation come from x-ray diffraction
measurements of the (011) charge order peak intensity and width. In Fig. 5.2 the tem-
perature dependent peak intensity and peak width of the (01 1) reflex in Erg ¢Cag 4TiO3,
which were recorded at the MagS beamline at BESSY 11, are shown [158]. During cool-
ing the peak intensity increases due to the formation of the charge ordered LTM phase.
Below about 170 K the intensity decreases simultaneously with the electrical resistiv-
ity [112,158|, indicating that a transition from insulating LTM to the metallic LTO
phase takes place. Simultaneously, the peak width changes dramatically and is maximal
on the low-temperature slope of the peak intensity signal. Here the correlation length
of the LTM domains has its minimum. Following the temperature to even lower values,
the (011) peak width and intensity decrease to a non-vanishing and nearly constant
value. In this region a remanent LTM volume fraction survives showing phase coexis-
tence. During heating a hysteresis of both the intensity and the width is observed. The
most interesting region to study domain dynamics in this systems is the temperature
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region in which the peak width changes most dramatically. In this region an extensive
domain reorganization is expected to happen.

The rest of this chapter is organized as follows: First methodical and experimental
details are given. Afterwards we turn to the results, in which we start with coherent x-ray
diffraction results obtained from ErggCag4TiO5 at the ESRF. These first experiments
were seriously limited by the lacking stability of the setup. The results, obtained within
these limitations, indicate that the dynamical domain reorganization takes place on much
shorter time scales than it was possible to probe. In the time regime of hours after a
temperature change only static speckle pattern were observed in the whole temperature
region of interest. The analysis of a speckle movie that was taken at 130 K is discussed
in detail.

Coherent x-ray diffraction results from Y 4Cag36TiO3 taken at PETRA III are pre-
sented afterwards. In this experiment a new sample stage has been used. Within the
analysis of the data, the focus is on a satellite reflection that splits off from the main
(011) reflex below the MI transition. Speckle pattern recorded from this satellite and
from the main reflex during a second PETRA III beamtime revealed that the dynamics
take place on even faster time scales than accessible with the new setup.

Results from our coherent soft x-ray experiments at BESSY II are presented in the
end of the chapter. A new sample setup was developed during this time. The PETRA
1T setup, which was mentioned before, is based on this new design. In this section we
want to discuss the difference between a coherent experiment with soft and hard x-rays.
Besides a smaller probing depth, a different cut through reciprocal space is performed
during a soft x-ray experiment. Furthermore, larger speckles allow to decrease the
distance between the detector and the sample.

5.2. Method

For the CXD experiment we used the different diffraction responses of the LTO and
LTM phase. If tuned to one of the superstructure reflections, only the charge ordered
LTM domains contribute to the diffraction signal. Furthermore, if coherent photons are
used, the contributions from all illuminated LTM domains interfere and create a speckle
pattern. The dynamics of this speckle pattern are directly connected to the dynamics
of the real space distribution of insulating and metallic domains.

A change of the speckle pattern with time that exceeds the statistical photon noise
is expected for a domain reorganization. This should be visible in different intensity
distributions for successive recorded patterns. The aim of the analysis of such data is to
obtain a characteristic time scale, which may also vary for different length scales.

Fluctuations in the speckle pattern due to dynamics in the sample can, however, be
superimposed by further fluctuations due to experimental and statistical reasons. These
are (a) statistical variations in the photon events, (b) changes in the sample due to an
uncontrolled change of the sample temperature, (c) changes in the x-ray beam position
on the sample, and (d) changes of the intensity and intensity profile of the x-ray beam.
A considerable effort had to be spent during development of this project to avoid these
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effects. Intensity modulations of the speckle pattern due to (a) cannot be accounted
for, but have to be estimated in size. We have realized that the fluctuations in many
data sets are of the same size as expected from the statistical variations, indicating that
the sample is in a static configuration. Fluctuations of the speckle intensities that are
due to (b) have to be minimized experimentally. To control the sample temperature
as good as possible a few arrangements were made: (1) In all experiments a helium
return line is used, in which the pressure fluctuates. To compensate for, liquid helium is
pumped through the cryostat instead of using overpressure. (2) A precise temperature
controller, which allows for a stable control of the heating power, was used, and (3) the
temperature is controlled by a button heater that is placed in the vicinity of the sample.
However, although these arrangements have improved the setup significantly, one cannot
change the temperature and immediately assume stable conditions. We typically have
to wait a few minutes up to half an hour until stable conditions are reached. To avoid
changes of the interference conditions due to (c), the speckle setup which is described
in Sec. 2.2.5 was partly used within the experiments. Intensity modulations due to (d)
are experimentally difficult to handle and may also have an influence on (b). So far, we
could not find any indications for huge changes of the x-ray intensities and modulations
within the beam profile. This may strongly change at a free electron laser facility,
where the intensity of different pulses can vary by orders of magnitude. Assuming stable
experimental conditions, a movie of the speckle pattern can be recorded for different
temperatures. The time scale on which the pattern changes is expected to change for
different temperatures.

We expect the dynamics to happen in a specific time window 7" and involve a char-
acteristic time scale ¢. If T" is shorter than the time we have to wait until the sample
temperature has stabilized, we will find a static configuration. Assuming that 7T is of
the order of minutes to hours and dynamics take place on a time scale ¢ that is similar
to the frame repetition rate fluctuating speckles should be visible. A qualitative anal-
ysis can be performed by comparing the spatial intensity variations of different frames
(for example line profiles) and a quantitative analysis by the autocorrelation of different
speckles with time (x-ray photon correlation spectroscopy).

For slower fluctuations one will observe a change in the speckle contrast for different
exposure times. A static configuration should only change on the scale of the statistical
photon noise. Dynamics can also vary spatially across the Bragg peak, originating from
different time scales that are associated with respective length scales.

5.3. Experimental details

We have studied Erg 6Cag 4TiO3 (ErCaTiO) and Y 64Cag36TiO3 (YCaTiO) by means of
CXD. In the Er doped samples an enhancement of the insulating properties is found [112].
All the samples were grown by Alexander Komarek using the traveling solvent floating-
zone growth technique and further characterized by different experimental methods like
electrical resistivity, magnetic susceptibility, powder x-ray diffraction, x-ray single crystal
diffraction and neutron diffraction within his dissertation. The lattice constants of the
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Y-doped samples were determined to be a =5.34 A, b=5.58 A and ¢=7.65 A and those
of the Er-doped one to be a=5.36 A, b=5.54 A and ¢=7.67 A [112].

The samples were oriented in (011) direction using the Laue method, lapped with
boron carbide and polished with 0.5 pm alumina suspension until a shiny surface was
visible. All samples were glued on a copper sample disk using conducting and UHV
compatible silver glue. The sample disks can easily be mounted to the respective sample
setups. Experiments were performed in horizontal scattering geometry with the sample
oriented such that the c-direction was pointing out of the scattering plane. For alignment
the structurally allowed (022) and (021) reflexes were used.

Pre-characterization of the Er-doped sample at the MagS beamline of BESSY II re-
vealed that there is no significant enhancement of the superstructure reflection by using
resonant x-ray photons with an energy around the Ti-K edge instead of off-resonant
photons with energies around 8 keV. Therefore, energies of 8 keV are chosen for the high
x-ray experiments at the ESRF and PETRA III, as the used beamlines are optimized
for this energy and since the larger attenuation length in air simplifies the experimental
setup. Complementary non-resonant soft x-ray experiments, performed at BESSY II,
were used to probe the near-surface region of the sample. Further experimental details
concerning the respective beamtimes will be given in each section.

5.4. Results

5.4.1. Hard x-ray diffraction experiment at the ESRF

Data were recorded at ID10A Troika beamline of the European Synchrotron Radiation
Facility (ESRF) using an ANDOR IkonM CCD camera, which was mounted at a distance
of 1.69m away from the sample. The camera has 1024 x 1024 pixels, each of them
13 x 13 pm? large. The photon energy was tuned to 8.08keV and the CCD detector was
placed at an angle of roughly 19.5° to fulfill the Bragg condition for the (011) reflex.
The x-ray beam is monochromatic of the order of 1.4-10™* (6E/E) and roughly 10 x 10
nm? in size, which was achieved by beryllium compound refractive lenses and horizontal
and vertical baffles. This allows for a coherent illumination of the sample, which is a
crucial requirement for x-ray photon correlation spectroscopy (XPCS). The sample was
mounted on a helium flow cryostat, covered by a beryllium cap that is transparent to
x-rays, and placed on a Huber six-circle diffractometer that allows for translation and
rotation of the sample.

Different CCD movies were taken from the (011) charge order superstructure reflex
of Erg¢Cag4TiO3 (ErCaTiO) around the MI transition at 150 K. In the beginning these
data were taken in rough temperature steps at 150, 130, 120, 110 and 80 K. At each
temperature a few thousand images, including dark images, were taken. The sample
position and the exposure time was always adjusted. The exposure time changed from
0.3 s at higher temperatures to 3s at lower temperatures, at which the intensity is much
weaker (Fig. 5.2). In a second run, the sample was warmed up in 5 to 10K steps to
250 K and further data were recorded at each temperature step. Afterwards data were
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taken during a temperature sweep from 190 K down to 80 K and back. It turned out
that the lacking stability of the sample setup was a serious limitation to obtain reliable
data for fixed temperatures. The drift of the sample position caused by the thermal
expansion of the sample holder led to a drift of the diffraction signal across the detector.
Only a few data sets appeared usable, from which all of them show a static behavior
of the speckle pattern. To further explain these findings an analysis of the stability of
the pattern is presented in the following. It is necessary to go through this analysis for
every movie before a correlation of the intensities can be performed.

Stability of the CCD pattern

To show how to determine the stability, a more detailed analysis of a movie captured at
130 K (130 K-movie), which did not show large intensity modulations due to temperature
changes, is presented. The movie was recorded a few hours after the sample was cooled
down from 150 K. Movies that were taken at the time before the setup had stabilized
showed a drift of the pattern across the CCD. The 130 K-movie consists of 1000 frames,
each of which was taken with the whole CCD sensor that was exposed to the diffracted
x-rays for 0.5s per frame. Afterwards 50 dark images were recorded with the same
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Fig. 5.3.: CCD image of the (01 1) charge order reflex in ErCaTiO at 130 K and basic analysis.
(a) Average of the 130 K-movie, from which an averaged dark image was subtracted.
Black regions contain no or low intensity, while lighter color denote higher intensities.
The inset shows the full CCD image and the main image a cut-out containing the
peak. (b) Evolution of the mean intensity and center of mass position extracted
from the movie. The slightly transparent curves are a zoom of each curve. The
respective y-axis scale is plotted on the right of each diagram.

settings. To account for dark and readout noise, an average of the dark images was
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subtracted from each of the 1000 frames. An average of all 1000 resultant frames is
shown in Fig. 5.3 (a). Negative values were set to zero, which is displayed as black.
Lighter color denote higher intensity.

A fundamental criterion for the stability is that the peak does not move across the
CCD detector with time. Such drifts may come from temperature changes, vibrations,
for example from a pump or other mechanical instruments of the setup, and can even
be due to instabilities in the x-ray beam. Large movements might be visible to the bare
eye. Smaller movements were determined by calculating the center of mass (COM) of
the image. The COM can only be accurately determined if the background from dark
and readout noise is subtracted.

A second stability criterion is the evolution of the mean intensity of each frame. Both
the mean intensity and the horizontal and vertical COM positions of the 130 K-movie
are plotted in Fig. 5.3(b). The evolution of the mean intensity shows a slight drop
within the first twenty to thirty frames. Such a drop was always observed and seems
to be an intrinsic problem due to the readout of the CCD camera, which needs a few
acquisitions until it has stabilized. In the analysis these starting frames were excluded.
The motion of the center of mass on the detector is around 2 pixels in horizontal and
vertical direction, which does not necessarily has to come from vibrations or tempera-
ture drifts. Instead, fluctuations in the peak intensities may change the COM position
slightly. The stability is sufficiently high, as can be confirmed by the observation with
the bare eye. In contrast, many other movies, especially those which were recorded right
after a temperature change, showed a reflex that visibly moved across the detector and
a much larger change in the center of mass position. In addition, the mean intensity
varied much stronger than the one of the 130 K-movie. Such movies cannot be ana-
lyzed in terms of their intensity fluctuations. In the following we will concentrate on the
130 K-movie, if not specified differently.

Spatial analysis of the CCD pattern

With the experience gained throughout the analysis of CXD data obtained during the
last years, it is highly advisable to go through a basic analysis of the CCD pattern
before directly analyzing the data in terms of an intensity autocorrelation. Otherwise
the extracted time scales cannot be addressed to be characteristic for the dynamics of
domain wall motions and domain reorganizations.

In the previous section we have confirmed that the conditions are stable for the 130 K-
movie. In this section we will have a closer look to the intensity distribution recorded
with the CCD. This is closely related to the CCD detection mechanism.

We start with a vertical line profile through the peak obtained from a single frame
(Fig. 5.4). One can clearly identify characteristic count heights at specific discrete val-
ues. An accumulation of count heights around 2000 can be seen by eyes. The width of
each plateau is 2 to 4 pixels and corresponds to the speckle size. To further understand
the distribution of the count heights it is necessary to translate the counts into pho-
tons. Every x-ray photon creates one electron-hole pair per 3.65 eV photon energy [171],
resulting in 2214 electron-hole pairs for 8.08 keV photons. The accurate conversion fac-
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Fig. 5.4.: The main figure (left) shows a vertical line profile of the first CCD frame taken
from the movie of the charge order reflex of ErCaTiO at 130K. An accumulation of
intensities around 2000 counts that indicate one single photon impact can be found
in this line profile. In the histogram of the whole movie (upper right) this value
can clearly be seen. Furthermore a peak around 4000 counts indicates a two photon
impact. Depending on the exact photon impact within the CCD depletion area,
these 2000 counts distribute on a number of pixels, thus producing any possible
intensity value.

tor further depends on the settings of the CCD camera and is communicated by the
beamline scientist of ID10A to be roughly 2000. With this value the count rates can be
converted into photons and the discrete values that are present in the line profile can be
assigned to different processes that are described on the right of the diagram.

A single photon that hits the depletion area of the CCD will produce charge carriers
that can be detected in the adjacent pixels. Every photon can therefore be detected in
different ways. First it can hit a pixel in the central region and all counts are attributed
to this pixel. Furthermore it can hit the edge of adjacent pixels and produce shared
counts in both pixels. At last it can hit near the corner of a pixel and produce counts
in 3 to 4 adjacent pixels. Depending on the exact photon impact location and depth
within the depletion layer any value between these discrete processes is possible. This
pixel sharing is clearly visible in the histogram of the whole movie (Fig. 5.4 upper right),
where a clear peak is visible around 2000 and 4000 counts, which indicates one and two
photon impacts, respectively. Any value between zero and the maximal intensity can be
found back in the histogram. Note that a logarithmic scale was used in the histogram.
The peak around 2000 counts further confirms the counts-to-photons conversion factor.
With the conversion factor the number of photons that are detected per second in the
CCD during the 130 K-movie can be calculated to be around 7000.

The CCD image in Fig. 5.3 shows the graininess of the intensity in the peak profile
as expected for a speckle pattern. The characteristic spatial dimensions of the pattern
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is the speckle size and can be calculated by [172,173]:

D
S=\— 5.1
L ’ ( )
where L is the aperture size, which determines the illuminated area of the sample and
D is the sample to detector distance. Here A=1.5-10""m, L =10pm, and D =1.69m

give a speckle size of 26 pm at the detector distance, which is equal to 2 pixels.
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Fig. 5.5.: (a) Spatial intensity autocorrelation of a 128 x 128 pixels clipping of the image shown
in Fig. 5.3 (a) with a blow-up of the center region in the inset. The red and blue
lines indicate the line profile that is plotted in the respective diagrams at the right.
(b) Line profile through the center of the autocorrelated image, shown in (a), in
horizontal (red) and vertical (blue) direction.

To check whether the speckle size agrees with the graininess of the pattern, the CCD
image is spatially correlated. In this case the mean intensity pattern of the whole movie
was used (Fig. 5.3(a)). To improve the result, the autocorrelation was restricted to a
region that contained most of the intensity. This way a contribution from the back-
ground, where no speckles should be visible, is minimized. The output image contains a
correlated intensity at each pixel. The central pixel comprises the intensity of the auto-
correlation of the image, while all the other pixels contain the intensity of the correlation
of the image with a shifted copy of the image. The horizontal and vertical shift of the
image is equal to the respective pixel distance from the center. The correlated image,
including a blow-up of the central region in the inset, is shown in Fig. 5.5(a). In (b)
two line profiles, one passing the center of the autocorrelated image in horizontal and
the other one in vertical direction, are shown. From these it is clearly visible that the
recorded image contains a characteristic length scale of the order of 2 to 4 pixels, which
is in good agreement with the calculated speckle size.
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To check whether the pixel sharing, as discussed above, has any impact on the charac-
teristic length scale of the images, the spatial correlation was repeated for an incoherently
illuminated CCD image recorded during a temperature drift. Both the incoherent illu-

El
&
- 095[
.8
K
© 090F
S
(%
o) 0.85F
®
Q.
» 080F
20 -15  -10 -5 0 5 10 15 20
Horizontal correlation length (pixel)
—~ 1.00}
3
&
.E 0.95F
ks
g o090}
S)
O
T 085f
©
Q.
9 080F

25 20 -15 10 -5 0 5 10 15 20 25
Vertical correlation length (pixel)

(a) (b)

Fig. 5.6.: (a) Spatial intensity autocorrelation of a 128 x 128 pixels clipping of an incoherently
illuminated image (not shown) with a blow-up of the center region in the inset
(different color scaling). The red and blue lines indicate the line profile that is
plotted in the respective diagrams at the right. (b) Line profiles across the center
of the autocorrelated image of (a) in horizontal (red) and vertical (blue) direction.

mination and the movement of the reflex across the CCD sensor during the temperature
drift should lead to a pattern that does not show any speckle or fine structure. The auto-
correlation of the pattern can therefore be used to determine the effect of pixel sharing.
The results can be seen in Fig. 5.6. Although the inset of (a) shows a similar cross
pattern as the inset of Fig. 5.5 (a), the autocorrelation is much smoother and does not
show any sharp peak in the line profiles. Obviously, the pixel sharing does not visibly
contribute to the peak in the autocorrelation of the coherent image. With this result
it is confirmed that the coherent pattern of the charge order superstructure consists of
speckles and a temporal analysis of the intensity fluctuations can be performed.

Temporal analysis of the CCD pattern

One of the main aspects in x-ray photon correlation spectroscopy (XPCS) is to study
the temporal intensity variation of the speckles mentioned above. This kind of study
is fairly new for single crystal studies and most frequently used in other materials, like
colloids. To get an idea about the intensity variation, the temporal evolution of a vertical
and horizontal line profile across the reflex is plotted in Fig. 5.7. The evolution shows
the whole 1000 frames and therefore a time window of approximately 10 minutes. A
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Fig. 5.7.: Temporal evolution of a vertical and horizontal line profile (marked by the light
bar in the averaged image on the upper left) across the reflex. The evolution of
the vertical (horizontal) line profile is shown in the upper right (lower left) image

for the total 1000 frames.

One can clearly identify speckles of different intensity,

fluctuating on a higher or lower level. The intensity is scaled to the photon number
between 0 and 3. The diagram in the lower right shows three horizontal line profiles
from the first, the second, and the last frame, and the diagram in the middle the
intensity difference with respect to the first frame. For a better visibility all profiles
are restricted to a region of 44 pixels.

beating of the x-ray intensity with time and characteristic lines are visible in the temporal

evolution of the line profiles (Fig. 5.7 upper right and lower left) .
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produced by specific speckles that fluctuate on a higher or lower intensity level and the
widths is determined by the speckle size. The intensity fluctuations correspond to what
is expected of a dynamic speckle pattern in which speckles change their intensities due
to a change in the interference of x-rays. A change in the domain pattern will change the
interference conditions, varying from complete constructive to destructive interference
and the speckle will light up or darken.

The diagram in Fig. 5.7 (lower right) shows a quantitative change of the photon
intensity of a horizontal line profile of the first frame (red) in comparison to the second
(blue) and the last frame (green). By eye one cannot find a closer relation between the
first and the second frame than between the first and the last frame, which is confirmed
by the profiles of the changes showing no systematic variation of the intensity with time
(middle right). The diagrams are only exemplarily selected and represent the findings
in the analysis of all the profiles. From this behavior one can already conclude that
the time scale of the domain reorganization is either too slow and the system is still in
an unstable dynamic situation or the time scale is too fast and the system has already
approached a static situation. In this case the observed intensity fluctuations may arise
from noise or instabilities, as discussed in the beginning.

To analyze the speckle intensity fluctuations, one first has to get an idea about the ori-
gin of these fluctuations. One possibility, which was already introduced, is a fluctuation
due to domain reorganization. On the other site, the experiment consists of a complex
CCD setup. This setup can introduce noise to the pattern. Therefore, it is important to
compare the intensity variation with the noise level of the image. A detailed description
of the different processes that contribute to the noise level of a CCD image can be found
in App. A. As a subtraction of a dark image has already been done, readout noise
and dark noise are accounted for, while only shot noise remains. Photon distributions
are described by Poisson statistics for small events and approach a normal or Gaussian
statistics for large numbers. In this limit the photon noise is given by the square root
of the photon intensities in units of photon numbers. The information of the number of
photons obtained in the previous section is therefore necessary to determine the noise
level.

In Fig. 5.8 (a) a cut-out from the averaged image of the whole movie is shown, which
displays the intensity in numbers of photons in the range from zero to one. In (b) the
square root of the averaged image, which is equal to the photon noise in the high-photon
limit, and in (c) the standard deviation of the whole movie are shown. The similarity
between the standard deviation and the square root of the mean intensity gives a first
quantitative indication that both are of the same order of magnitude.

For the case that the data show variations of the speckle intensity that are due to
dynamics from the sample and which are superimposed by the photon noise one has to
find a method to reduce the photon noise without reducing the intrinsic fluctuations. To
reduce the photon noise, the data was summed in two different ways: first, a sequence
of N frames was summed (frame-binning: Fy), and second, n x n pixels were summed
(pixel-binning: P,.,). Therewith, the intensity per pixel increases and the relative (not
absolute) photon noise can be reduced. In the limit of high counts the photon noise is
equal to the square root of the intensity. Summation of n x n pixels and N frames will
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Fig. 5.8.: All three images show the same cut-out of the recorded data set. In (a) the mean
intensity of all frames, in (b) the square root of the mean intensity and in (c) the
activity is displayed

in average increase the intensity by a factor I, = n-n - N, whereas the noise is only
increased by v/n-n - N. The drawback is that the intensity fluctuations decrease. The
influence of binning is best visible in a time series. In Fig. 5.9 a signal of a CCD-region
is plotted versus time. The red curve shows the intensity of a single pixel, the blue and
green curve of a binned pixel. Whereas binning can be used to increase the intensity per
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Fig. 5.9.: A time series of a single pixel or pixel cluster plotted for 120s. The blue data are
divided by 8 and the green data by 64. The binning of neighboring pixels (P, xp)
and successive frames (F) increases the signal and reduces the noise. On the right
side the mean value is shown by the colored circles and the square root of the mean
value is used as error as valid in a Gaussian distribution.

pixel, the fluctuations are dramatically reduced. On the right side of the diagram the
mean value and square root of the mean is displayed by the error bars. For the binned
pixel the intensity, the mean value and the error are divided by I;,.

Since we mainly record count numbers that belong to a single photon or even to a
fraction of a photon (Fig. 5.4 and 5.7) the number of photons in our experiment is very
low. For this reason, we use Poisson statistics to correctly analyze the fluctuations. The
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Poisson distribution is given by:

z!

in which P(x) is the expected frequency for x and M is the mean or expectation value.
A detailed analysis of the intensity fluctuations for different sets of binning and a com-
parison to the Poisson statistics is shown in Fig. 5.10. The analysis was carried out
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Fig. 5.10.: Histogram of a time-series of a single pixel or a pixel-cluster in comparison to
Poisson statistics. The red bars show the histogram for a bin-size of 0.1 photons
and the yellow symbols for a bin-size of 1 photon. In blue the Poisson distribution
is plotted for the M value that is specified in each diagram. The pixel (P,xn)
and frame-binnig (Fl) increases from upper left to lower right. The agreement
between the Poisson distribution and the histogram is fairly well and indicates
that the fluctuations arise from photon noise.

for different regions in the speckle pattern and is exemplarily depicted for a region in
the center of the reflex. After binnig, the histogram of the resultant time series (red
bar chart) was calculated. Since the Poisson distribution needs an integer mean value
M as input (Eq. 5.4.1), the integer number that was closest to the mean value of the
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times series was chosen. Especially for low counts the mean value was between 0 and 1.
Therefore, the Poisson distribution (blue and green area) was calculated for both values.
In all cases the Poisson distribution was scaled such that the integral was equal to the
integral over the histogram. It is visible that the distribution describes the histogram
fairly well, especially for higher binning. However, close to integer values, the discrep-
ancy between the histogram and the Poisson distribution is large. If the bin-size of the
histogram is increased (yellow circles) the agreement is much better, indicating that the
discrepancy is due to the CCD detection mechanism, in which the charge carriers that
are produced by a single photon impact are split between neighboring pixels.

To nevertheless follow the quantitative analysis, the intensity-intensity autocorrelation
of different regions within the pattern was calculated. The g, autocorrelation function
is defined as [173]:

(@) - I(t+7)),
€y,

where I(t) is the intensity measured in a pixel or an area of the image at time ¢ and (),
denotes the time average. The go-function of a fluctuating time series has its maximum
for 7 = 0, where every intensity is correlated with itself. For larger delays 7 the g
typically approaches 1. After this period the intensity is completely uncorrelated. The
autocorrelation-function of a static time series is always 1. In App. C some time series
and their autocorrelation signals are presented. From there it is visible that a decay of
the autocorrelation signal can be due to an oscillating and a de- or increasing signal.
This justifies the intense pre-characterization that was done before.

To qualitatively determine the relaxation time 7, and the contrast § a Kohlrausch-
Williams-Watts (KWW) expression can be fitted to the autocorrelation [174]:

92(7) = (5.2)

go(T) = 1 4 Be27/m)7 (5.3)

in which ~ is an exponent that defines the shape of the decay. The KWW-function
decays exponentially from 1+ § for 7 = 0 to 1. All parameters are positive.

The autocorrelation function was calculated from a n x n pixel spot in different regions
of the sample. With increasing delay time the number of intensity pairs that is correlated
decreases. Therefore, the go-function fluctuates much stronger at higher delay values.
The go-functions that are shown in Fig. 5.11 are restricted to a delay time between 1
and 500s. Beyond 500 s the noise was much stronger. The autocorrelation was recorded
for different speckles in the reflex. In addition, the autocorrelation of a larger region
in the center of the peak was calculated. The intensity autocorrelation of every pixel
was calculated separately and averaged afterwards. From these results it is visible that
the autocorrelation function drops down from its value at 7 = 0 and remains more
or less static. To quantitatively check the decay of the go-function, a KWW-function
(Eq. 5.3) was fitted to the autocorrelated data excluding the value for 7 = 0. Partly, a
restriction of 7 > 10 was used if the 7 > 0 restriction gave a very small value that was
only determined by the first data points. In all the data presented in Fig. 5.11 and in
the data from other speckles in the pattern the KWW-fit was always constant. From
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Fig. 5.11.: Autocorrelation and KWW-fit from different regions of the speckle pattern. The
region that was correlated is indicated by the yellow lines in the speckle patter
(middle). In the central region different sized areas were correlated (upper middle
and right plots). The autocorrelation results oscillate around 1, which can only
be understood if the intensity in the respective area is completely uncorrelated.
The KWW-fit (Eq. 5.3) results are given in the boxes. In any case the contrast g
vanished.

the autocorrelation we conclude that there is no ongoing dynamics with a characteristic
time scale of seconds to minutes.

To exclude that there are long-term dynamics or fast dynamics that slowly vary in
their magnitude, we further calculated the spatial contrast of each speckle pattern. The
speckle contrast is given by [175]:

V@) — (T w)}
@ v)p

in which I(z,y) is the intensity at pixel (z,y) and (), denotes a pixel average. The
speckle contrast was calculated for all frames of the movie and for all frame-binned
speckle pattern with different Fy as visible from Fig. 5.12. The contrast is very stable
over time and is reduced by frame-binning, as the superimposed contribution from the
photon noise is reduced. The contrast for Fyy is already close to the contrast of the

C:
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Fig. 5.12.: The spatial contrast of the speckle pattern is stable over time indicating that there
are no long term dynamics within the acquisition time of several minutes. By
binning N frames (Fy) the contrast is reduced. The grey curve (Figgpp) is the
lowest contrast determined from the sum over all frames.

averaged movie (Fjop). In both cases the contribution to the contrast arising from the
photon noise is almost totally reduced. An averaged image will then show the static
speckle pattern without any significant contribution from the photon noise.

Reciprocal space map of the reflex

Information about the exact orientation of the speckles on the pattern can be extracted
by calculating the respective positions in reciprocal space. This is particularly important
if dynamics are supposed to be addressed to the associated length scales. Although we
did not find any dynamics, we will calculate the dimensions of the reflex in reciprocal
space. For some basic information of how a CCD images cuts a reflex in reciprocal space
see App. B. The coherently illuminated image of the reflex was used to calculate (h k1)
values for different positions on the CCD image (Fig. 5.13).

Evolution of the CCD pattern with temperature

Within the experiment at the ESRF some movies were taken during temperature changes.
This was done with a fixed temperature gradient. The temperature range around the
metal-insulator transition was scanned and the pattern was recorded. Figure 5.14 shows
different patterns at temperatures between 80 and 190 K, which were recorded with a
large and incoherent x-ray beam. Basically, every pattern consists of a round spot. For
intermediate temperatures an elongated feature that runs diagonal across the detector
evolves around 100K and disappears above 170 K. Based on the reciprocal positions
calculations in the previous section this elongated feature is roughly aligned along the
body diagonal. The exact temperature values within this scan are not really reliable, as
even after setting a temperature it took 30 minutes to one hour until the pattern did
not change anymore.
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Fig. 5.13.: Respective (h k1) values that correspond to the positions marked on the CCD sensor
and delimit the spatial extension of the reflex within the hard x-ray experiment.

Fig. 5.14.: Temperature dependence taken during warm up. Temperature on the left is ~ 80 K
and on the right ~ 190 K. The vertical sample position was adjusted during the
temperature sweep to compensate the expansion of the sample holder. The inten-
sity variation between two pictures is therefore not always reliable. The shape of
the pattern changes from a round spot to an ellipsoid at intermediate temperatures
which is superimposed by an elongated feature and back to a round spot at higher
temperatures.

5.4.2. High energy x-ray diffraction experiment at PETRA Il

With the experience gained throughout the previous coherent x-ray diffraction experi-
ments, including the development of an ultra-stable sample setup, another hard x-ray
experiment was performed at PETRA III. Details on the ultra-bright synchrotron fa-
cility PETRA III can be found in Chap. 2. The experiments were performed at the
P10 coherence applications beamline, which is well suited for coherent scattering ex-
periments. A Princeton Instruments PI-LCX:1300 CCD camera was placed 1.4 m away
from the sample, at a detector angle of roughly 20° in accordance with the 8.05 keV x-ray
photons. The sensor consists of 1300 x 1340 pixels, each of them 20 x 20 ym? in size. The
(011) oriented Y 4Cag 36TiO3 sample, was mounted on a similar sample setup than the
one which was used during the BESSY II experiments. The whole setup was installed
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on a Huber 6-axis tower, which is placed on a two-circle diffractometer with horizontal
scattering geometry. Cooling of the sample was done with a helium flow cryostat. First
data of the (011) charge order reflex were taken during cooling. Below the MI transition
a satellite reflection develops, which is weaker in intensity than the (011) main peak.
To further analyze this satellite reflection, the main peak was blocked by a 1 mm thick
wire, which was placed between the sample and the CCD. A few frames from a movie,
taken during cooling from 140 to 85 K are shown in Fig. 5.15. Below 140 K the satellite

Fig. 5.15.: Evolution of the satellite during cooling from 140 to 85K (from left to right).
The satellite appears around 140K and departs from the main peak, before he
disappears below 85 K.

pops up and splits from the main peak. While the intensity of the satellite runs through
a maximum at 120 K the intensity of the main peak decreases upon cooling. Around
100 K the satellite fades away and disappears around 85 K, whereas at the (011) peak
position still some residual intensity remains. Further data were taken for fixed tem-
peratures. As an example a movie that consists of 500 frames with an exposure time
of 1s was taken at a temperature of 117 K, which is approximately the temperature of
the peak intensity maximum. An average image of the whole movie can be seen in Fig.
5.16 (a). From the histogram (b) the counts-to-photons conversion for the CCD camera
at 8.05keV is determined to be 850 counts per photon. With the conversion factor the
number of photons that hit the detector per second within this movie is roughly 60000,
from which approximately 20000 contribute to the satellite. Note that most of the pho-
tons are blocked by the wire. This enormous number of photons is attributed to the
power of the new ultra-brilliant synchrotron facility PETRA III. In the following we will
concentrate on the satellite. At 117K the satellite appears at a position of (hkl)=(-
0.0067 0.9966 0.9952) in reciprocal space. The temporal intensity profile of the satellite
is plotted in the top diagram of Fig. 5.16 (¢) and shows a lot of spikes that exceed the
mean intensity by more than 20%. These sharp intensity maxima arise from the top-up
mode of PETRA III. The horizontal and vertical center of mass (COM) positions of the
satellite are stable within 1 pixel, although there might be some tendency of a slight
drift in the vertical direction.

To determine the speckle size from the image a spatial correlation of a single frame
was done. A cutout from the first frame that comprises the satellite peak is shown
in Fig. 5.17 (a). The spatial autocorrelation from this single frame is shown in (b)
and a horizontal line profile through the center of (b) is plotted as a red curve in (c).
Interestingly, if N frames are binned and afterwards correlated, the sharp feature in
the profile decreases for increasing N. This can be due to dynamic modulations of the
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Fig. 5.16.:

(a) Average image of the whole 117 K movie. The main peak is blocked by a wire.

The satellite is located at (-0.0067 0.9966 0.9952) in the g-space. (b) Histogram
of the movie. The peak at 850 counts indicates a single photon impact, the two
photon impact peak at 1700 is hardly visible. (c) Mean intensity and center of
mass position of the satellite plotted against the frame numbers within the whole
movie.
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Fig. 5.17.: (a) Intensity of the satellite peak recorded during a single exposure of 1s. The
coherent flux of the P04 beamline yields a maximum of 40 photons/(pixel-s). (b)
The spatial correlation of the single frame that is shown in (a). From the sharp
maximum in the center of the image the speckle size can be extracted. (c) The
speckle size is best visible in a single frame and gets less pronounced if calculated
for an image which results by binning of N frames (Fy).
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intensity, but can as well stem from the slight drift that is visible in the COM positions
(Fig. 5.16) and comparably large to the extracted speckle size of 1 to 2 pixel. From
Eq. 5.1 the speckle size on the detector is calculated to be 21 pm and matches 1 pixel
(20 pm).
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Unfortunately, even after hours the conditions were not stable to record data that can
be analyzed in terms of an intensity-autocorrelation. In a second beamtime at PETRA
ITI, at which I did not participate, static speckle pattern were found as well.

5.4.3. Soft x-ray diffraction experiments at BESSY Il

Further XPCS experiments were performed at the UE46-PGM1 soft x-ray beamline of
the Helmholtz-Zentrum Berlin at BESSY II. During a series of beamtimes within one
and a half year the sample setup was improved to provide a stable sample environment.
Besides ErgsCag4TiO3 (ErCaTiO), Y¢64Cag36TiO3 (YCaTiO) samples were used. All
soft x-ray experiments were performed under UHV conditions. Within these beamtimes
two different diffractometers were used, both designed at the FU Berlin [57,58]. An
Princeton Instruments PI-SX:2048 CCD camera, with a 2048 x 2048 pixel sensor, was
placed in a distance of roughly 1m from the center of the chamber to allow for a good
resolution of the speckle pattern. An image of the setup can be seen in Fig. 2.4 (lower
right). Each of the CCD pixels is 13 x 13 pm? in size. Since the detector is placed in
the extension of one of the diffractometer ports, the energy as well as the detector angle
have to be chosen such that they match the diffractometer design. A larger detector
angle requires lower energies, which give a higher photon flux in this energy regime.
Therefore, a photon energy of 14006V (A=8.8-10"1m) was chosen. At this energy the
detector angle for the (011) charge order reflex is roughly 155°. A 10 um pinhole was
used to enhance the coherence of the incident soft x-rays. Further descriptions of the
setup are given in Chap. 2 and of coherence in Chap. 1.

Comparison of coherent scattering with hard and soft x-rays

Although the output of the first beamtimes was limited by the instability of the sample
setup, the recorded data can be used to demonstrate the differences in a soft x-ray
experiment at BESSY II and a hard x-ray experiment at the ESRF and PETRA III.

Therefore, a movie taken from ErCaTiO at 150 K was analyzed. In Fig. 5.18 (a) an
average of the movie is shown. This movie consists of 10 frames, each of them exposed
to the scattered x-rays for 5 min. From the histogram of the whole movie the conversion
factor from counts to photons is determined to be 255 counts/photon, meaning that 240
photons/s are detected on the CCD within this movie. This justifies the long exposure
time. The coherent photon flux at BESSY II within this experiment is thus smaller by
a factor of 30 if compared to the ESRF, and by, at least, another order of magnitude if
compared to the coherent flux at PETRA III. In the latter case, the exact comparison
is difficult, as part of the intensity was blocked during the PETRA III experiment and
we have used different samples.

We continue with a comparison of the speckle size. The speckle size, given in Eq.
5.1, is proportional to the used wavelength. In the case of the BESSY experiment, the
10 pm pinhole defines a speckle size of 88 pm on the detector. This length corresponds
to approximately 7 pixels on the detector. Similar to the hard x-ray data, the average
image in Fig. 5.18 (a) can be spatially autocorrelated to experimentally obtain the speckle
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5.4. Results
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Fig. 5.18.: (a) Averaged image of the ErCaTiO charge order reflection at 150 K studied with
coherent soft x-rays. (b) Spatial correlation of the averaged patter. Blue and red
lines mark a vertical and horizontal line profile through the center which are shown
in (c).

size. In (b) the autocorrelated image and in (c) the line profiles through the center are
shown. The calculated speckle size of 7 pixels is, therefore, reproduced. This result nicely
demonstrates that coherent x-ray experiments can be performed with soft x-rays even off
resonance, and that, although the detector is closer as in both hard x-ray experiments,
the speckle size is more than 3 times larger. This makes it possible to use an in-vacuum
CCD camera in a soft x-ray experiment (Chap. 2).

The cut through reciprocal space that is performed in a soft x-ray experiment is
different from the one in a hard x-ray experiment. For comparison the CCD pattern
in Fig. 5.18 (a) was used to calculate the hkl-values that were probed within the soft
x-ray experiment. These reciprocal space positions are compared to the hkl-dimensions
obtained in the ESRF-experiment (Fig. 5.13). In Fig. 5.19 the hkl-values for different
points on the CCD image are denoted. These positions can be used to construct a
reciprocal-space map. The cut through a peak in reciprocal space within a CCD image
depends on the wavelength that is used in the experiment. The ¢-profile of a detector
scan within a soft (dark red circle) and a hard (light red circle) x-ray experiments is
shown in Fig. 5.20 (a). As the experiment is tuned such that the (011) charge order
reflex can be probed with both energies, both circles cross at this point in reciprocal
space. During a CCD image a segment of the circle (or sphere in three dimensions) that
depends on the dimensions and location of the CCD is recorded. If we neglect that the
peak may have a different shape in both experiments we can mark the reciprocal space
position from both experiments and fit the shape of the peak, assuming it is elliptical,
to the four data points. A zoom of Fig. 5.20(a) is shown in (b), in which the spacing of
the grid is 0.001 r.l.u. in both reciprocal directions. The green marker correspond to the
positions that are delimited by the spatial dimensions of the peak on the CCD images
for the hard and soft x-ray experiment (Fig. 5.13 and 5.19). The possible dimensions
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5. Complex Behavior in Correlated Oxides: Doped RTiO3

Fig. 5.19.: Respective (h k1) values that correspond to the positions marked on the CCD sensor
and delimit the spatial extension of the reflex within the soft x-ray experiment.

\

(a) ()

Fig. 5.20.: (a) Detector scans with hard (light red) and soft (dark red) x-rays in reciprocal
space. In two dimensions a detector scan is a circle, in three dimensions a spherical
shell. (b) Zoom in to the charge order reflex position (011). The grid spacing is
0.001r.l.u. (reciprocal lattice units). The positions of the green markers are taken
from the CCD images and determine the dimensions of the peak.

of the reflex are delimited by the green elongated ellipse, which has an elongated axis
along the diagonal and a shorter axis perpendicular to that.

5.5. Discussion

We have shown the feasibility of coherent soft and hard x-ray diffraction experiments.
In all experiments the speckle patterns from the (011) charge super structure reflex
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5.5. Discussion

show a fine structure that can be attributed to the interference of metallic and charge-
ordered insulating regions. The calculated speckle length was always retrieved from the
experimental data. A comparison of soft and hard x-ray coherent diffraction has shown
an increased speckle size. This is especially important for our new UHV diffractometer
that was presented in Chap. 2, in which the in-vacuum CCD is mounted much closer to
the sample.

One of the struggling difficulties is the stability of the experimental conditions. From
the ESRF data only a small number of movies were found in which the peak did not
significantly move across the detector. The analysis of the temporal intensity fluctuations
in all these data revealed a static speckle pattern, which is superimposed by photon
statistics. This was exemplarily shown in detail for one data set. In the soft x-ray
experiments the sample setup was redesigned completely and a slightly modified version
was used in the PETRA III experiments. However, we were not able to record any
reliable data in the first PETRA III beamtime. In a second beamtime at PETRA III
our findings from the ESRF, in which we could not find any dynamics on the time scales
of minutes to hours, were confirmed.

From this we conclude that domain reorganizations and domain-wall movements in
ErgsCag4TiO3 and Y 64Cag.36TiO3 take place on even shorter time scales than we were
able to access in our experiments. The domain pattern changes with temperature and
locks into a static configuration at each fixed temperature. Within all experiments is
was experimentally difficult to distinguish fluctuations coming from the setup and those
from dynamics within the sample. Experiments at new x-ray free electron facilities are
promising to extend the search to even shorter time scales.
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Summary and Perspective

Diffraction experiments offer an essential tool box to study condensed-matter systems
with ordered phases. This dissertation deals with the application of resonant soft and
coherent x-ray diffraction to study different ordered phases in transition-metal oxides.

To account for the requirements of resonant and coherent x-ray diffraction experiments
a new UHV soft x-ray diffractometer was built up and commissioned. As the centerpiece
of the experiment, the diffractometer has to allow for an independent movement of the
sample and the detectors. The combination of a differentially pumped rotary feedthrough
with a sufficiently large main chamber has shown its ability to carry complex detector
installations, like an in-vacuum CCD. The power of such an area-resolved detector has
been demonstrated on a simple example, in which a single scan of the sample rotation
has been used to construct an reciprocal space map of the magnetic (001) reflex in
Lag 2,511 19,Mny07; (LSMO) at the Mn-L3 edge. From this reciprocal space map it
is possible to directly extract all kind of scans that are typically performed with a
point detector. First experiments with the new instrument have confirmed a successful
interplay between all components. In combination with modern state-of-the-art detector
installations and a stable CXD setup, the apparatus will allow to perform new kind of
experiments and record more information during data acquisition.

The interplay between superconductivity and novel ordering phenomena like charge
and spin stripe order is an ongoing matter of debate. For the first time we have found
charge stripe order in the prototypical high-T, superconductor Laj ggSrg12CuQOy (LSCO)
by means of RSXD at the Cu-Ly 3 and O-K absorption edges. Remarkably, these findings
differ from extensive search with complementary techniques. Clear evidence for the
charge stripe ordering comes from comparison of diffraction spectra taken in LSCO and
a Laj 4gNdg4Srg12Cu0y (LNSCO) reference sample, in which the existence of charge
and spin stripes is well established. Further evidence for a charge modulation comes
from the temperature dependence and peak positions in LSCO, which show exactly the
behavior expected for charge stripe formation; however, we did not find any indications
for charge stripe order in our bulk-sensitive high-energy x-ray experiments. Therefore,
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we attribute the charge modulations to form in the near-surface area only. From the
comparison of ex-situ polished and in-situ cleaved samples we can exclude an influence of
the surface preparation method. The largest in-plane correlation length of about 5 nm,
found in an a-oriented sample at the O-K edge, gives an estimation of the minimum
thickness of the ordered near-surface layer, which can be much larger if an arrangement
of 5 nm thick charge ordered regions is assumed. The charge ordered region comprises at
least 14 unit cells and is thus not only stabilized in the first surface layers. The different
findings in the hard and soft x-ray diffraction experiments emphasize that the bulk and
near-surface region can have dramatically distinct properties. This has to be taken
into account if results of surface or moderately surface-sensitive techniques, including
RSXD, are interpreted in terms of bulk properties, and reconfirms that the study with
complementary techniques, like neutron or high energy diffraction, is essential for a full
understanding. Further investigations, especially of the octahedral tilting in the surface
area, should answer the question whether charge stripe order can be found in a LTO
phase as well or whether the formation of a LT'T phase near the surface promotes charge
stripe ordering in LSCO.

In our RSXD experiment in magnetite (Fe,O4) we have investigated the linear dichroic
azimuthal dependence of the (00 %) charge-orbital order reflex and found a low-symmetry
pattern. The pattern can only be accurately described by symmetry considerations if a
monoclinic distortion is assumed. This is quite remarkable since, until the refinement
within this year, structural investigations had only been possible using orthorhombic
constraints. Our observation of a low-symmetry pattern, prior to the low-symmetry
refinements of the structure, clearly shows the high sensitivity of RSXD experiments to
the local electronic wave function symmetry. RSXD is thus an appropriate technique
to search for systems in which the electronic symmetry deviates from the structural
symmetry. With the new refinements of the crystal structure we find that the electronic
symmetry fully matches the symmetry of the crystallographic lattice. Interestingly, a
stabilization of a complex-coefficient orbital order with monoclinic symmetry was found
in a three band Hubbard model calculation performed by A. Tanaka, assuming the
orthorhombic lattice symmetry. Our experimental findings are correctly predicted by
the complex-coefficient orbital ordering model and could not be described by the real
coefficient orbital order models from Jeng et al. and Leonov et al. Further evidence for
complex-coefficient orbital order in magnetite comes from the theoretical prediction of a
circular dichroism in the diffraction signal, which we could verify experimentally. Thus,
the question arises whether the stabilization of the low-symmetry complex-coefficient
orbital order might be the cause or driving mechanism of the structural phase transition.

Coherent x-ray diffraction (CXD) experiments of phase-separated FErggCag4TiOs3,
showing a mixture of metallic and charge-ordered insulating regions, have shown to
be feasible in the low and high energy x-ray regime. Studying the domain-wall dy-
namics of phase-separated systems is essential to connect macroscopic properties with
the local electronic structure. This remains an open question in many materials, as for
example in CMR-manganites, in which the CMR effect is believed to be caused by a
reorganization of a small fraction of the sample. To provide a stable sample environment
for CXD experiments, a new sample stage was developed in cooperation with the Uni-
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versity of Amsterdam. In the analysis of the speckle pattern, which is the interference
pattern of the (011) diffraction peak contributions from coherently illuminated charge
ordered regions, we could not find any dynamics attributed to domain-wall motion on
the time scales of minutes to hours. From this we conclude that domain-wall fluctua-
tions take place on much shorter time scales and that the sample turns from one static
to another static configuration during temperature changes. New x-ray free electron fa-
cilities, like LCSL or the upcoming European XFEL, offer a novel opportunity to study
the domain-wall dynamics on much shorter time scales.

RSXD experiments have shown to be an essential tool to unravel the nature of complex
electronic materials. With the advancing miniaturization and increasing interest in
exploring the physics of interfaces they will be useful to detect ordering phenomena of
even small layers. CXD in TMOs, which can as well be performed in resonance (RCXD),
is a promising and fairly new tool. Extremely stable experimental conditions, suitable
systems showing fluctuations on respective time scales, and modern x-ray sources are
crucial to make use of the full potential of this technique.
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APPENDIX A

CCD Noise

The CCD camera was invented in the late 1960s by George E. Smith and Williard
Boyle [176], for which they were honored by the Nobel prize medal in 2009. To determine
the statistical deviations within a CCD image, it is important to know the different
mechanism that contribute to the noise. Therefore, we will give a short introduction
into the basic operation mechanism of a charge-coupled device. Photons that hit the
photoactive region of a CCD create an electric charge, which is proportional to the
photon energy and number, at the surface of the semiconductor. In their original work
[176] Boyle and Smith used a MOS capacitor that accumulates the charge. After the
exposure process the readout takes place. During the readout time every capacitor
moves its charge to its neighbor in a pre-defined direction. The last capacitor transfers
the charges, one after another, to a charge amplifier, in which the amount of charge
is amplified and read out. This complex process and the required design of a CCD
introduce noise into every exposure, which is unwanted and can only partly be handled
or reduced.

To start with, dark noise is generated in every pixel, even if not exposed to light.
The amount of dark noise strongly depends on the temperature of the device and is
effectively reduced by cooling the CCD chip A typical operating temperature is around
-40°C. Furthermore, a dark image, which should be taken immediately before or after the
image acquisition, can be subtracted from the exposed image to account for the residual
dark intensity. A typical dark image can be seen in Fig. A.1. The distribution of darker
and brigther pixels is random and as well strongly temperature dependent. Dark images
should always be taken in the same settings as the image itself and, if possible, a small
series should be taken, which is averaged afterwards.

Besides the dark noise, every pixel can have a different sensitivity to light (pixel
non-uniformity). This can be compensated by recording a so-called flat-field image,
where the CCD sensor is exposed to a homogeneous light source. The flat-field image
can be used for normalization. This is especially important if intensities of different
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A. CCD Noise

(a)

Fig. A.1.: Dark image taken with an ANDOR IkonM CCD camera during the ESRF photon-

correlation beamtime.

pixels of the CCD should be compared. In a photon-correlation experiment, with its
focus on the temporal intensity variation of an unchanged area, pixel non-uniformity
can be neglected.

The readout process, which is based on conversion of the charge to a voltage and
an analog to digital (A/D) conversion, introduces further noise, the so-called readout
noise. The amount of readout noise is typically given in electrons RMS (root mean
square) by the manufacturer, but can also be determined by recoding a bias image,
which is an exposure with zero or almost zero length exposure time. However, readout
noise is already accounted for by recording the dark image. Unlike dark noise, readout
noise can be reduced by binning. As a bonus, the read out time is reduced by binning,
as the most time consuming part of the read out is the digitization of the signal.

To be complete, as a CCD camera is a highly complex instrument, which contains
of many electronical components that interact in a sophisticated manner, a cross-talk
of all these components via electronic interference is always possible. To minimize
these effects an elaborated design and setup of the camera is important, which makes
a scientific CCD camera a costly part of the equipment, which has to be handled with
care.

While all these noise sources are mainly inherent in the device itself, the photon or
shot noise depends on the random arrival of the photons. The probability is described
by a Poisson distribution and determines the noise level. In the high photon limit the
photon statistics are described by a Gaussian or normal distribution and it follows that
the photon noise is equal to the square root of the number of photons that hit the
respective pixel.

The above mentioned information on noise generated in a CCD camera and even more
detailed information on technical details of CCD cameras can be found online, on the
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webpages of well-known CCD manufacturers, like Princeton Instruments or Hamamatsu
[177,178|.
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APPENDIX B

Scans in Reciprocal Space

The aim of this appendix is to discuss the exact cut through reciprocal space which is
recorded by a detector in a specific diffraction geometry. This can be any kind of detector,
although the focus is on an area detector like a CCD camera. The main difference is
that the point detector gives back a single integrated value only, while the area detector
resolves the recorded intensity pixelwise. The angular acceptance is usually chosen to

Fig. B.1.: Setup of a diffraction experiment with a CCD camera detector. Note that the
schematic drawing is a mixture of real space and reciprocal space objects. For
further information, please see text.

be much smaller for a point detector, like a photo diode, than for an area detector. To
start with, the typical experimental setup, which is schematically shown in Fig. B.1 is
described in the following. Afterwards the most common scans are described.

123



B. Scans in Reciprocal Space

The incident x-ray beam hits the sample, is diffracted and recorded by the CCD
detector. In this simplified scheme only two possible movements are discussed. These
are the sample rotation (th) and the detector rotation (¢th). Th= 0° is defined as the
sample surface normal is perpendicular to the incident beam, while th is equal to 90° if
the sample is facing the beam. The detector rotation tth is defined as zero for a sample to
detector axis that is parallel to the incident beam, while the CCD sensor faces the x-ray
source. The direction of rotation is defined to be positive for a counter-clockwise rotation
if looking from the top. The incident x-ray photons are defined in direction and energy
by the wavevector ki, the diffracted x-ray photons by the outgoing wavevector kgu. As
it is visible in Fig. B.1 an area detector collects various outgoing wavevectors. In the
case of elastic scattering, where |Koui| = |kout| =k, all of them end on the intersection of
a sphere with radius k£ and the detector angular acceptance volume, which is indicated
in Fig. B.1 by the transparent orange volume. The scaling of the reciprocal space to
the real space is arbitrarily chosen for best visibility.

The g-space of the sample is directly connected to the sample and rotated in the same
way as the sample is rotated. As an example the reflex, which is displayed in light
green, is located in the direction of the surface normal at a specific point in g-space and
extends to certain amount in all three reciprocal directions, most elongated along the
surface normal direction. B.2. As an example the reflex is may be located at (001), as

Fig. B.2.: Top view of the scattering geometry. Every pixel of the CCD camera collects
photons with a different outgoing wave vector ko, (blue arrows pointing towards
the CCD sensor. The point in reciprocal space that is probed by the pixel is given
by @ = kout — kin (dark red arrows). The whole CCD sensor probes a spherical cut
through the reflex as indicated by the light red spherical segment.

visible in the top view of the setup (Fig. B.2). The cut through reciprocal space that

is probed by the CCD camera is determined by q = Koy — K;,n, which is a translation
by —k;, of the whole spherical segment of endpoints k.. This object is indicated by
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the transparent red spherical shell segment that crosses the reflex. The thickness of this
spherical shell segment is determined by the energy spread of the incident photons.

The CCD camera image is then the projection of the intensity within this volume on
the CCD chip. By tuning the detector and sample angle, this probing volume can be
used to map the reciprocal space in different ways. Here a closer look to a transversal,
a detector and a radial scan is given. In the first one, the sample is rotated only, in
the second the detector only and in the third both are rotated, leading to a sequence of
different cuts of the reciprocal space.

() (b) (c)

Fig. B.3.: Transversal (a), detector (b) and radial (c) scans. The volume that is probed by
the CCD is displayed in light red and partly intersects the reflex in reciprocal space
(light green). In (a) the sample only is rotated, in (b) the detector only and in (c)
both are rotated, resulting in different series cuts through the reflex.

In the case of the transversal scan, the probing volume is rotated around the origin
of reciprocal space, with its center thus defining a circle with radius ¢ = |q|. Depending
on the size of the CCD sensor, the dimension of the reflex in reciprocal space and the
sample angles, the reflex can be fully mapped by this kind of scan. In a detector scan,
the probing volume which is a segment of a sphere is rotated around its own center.
Thus a detector scan essential probes always the same cut through the reflex and is
only useful if the reflex extents the detector angular acceptances. In a radial scan, the
probing volume is shifted along a radial direction, while slightly rotated around its own.
This leads to a more complex map of the reflex, but can be used if the dimension along
a specific direction has to be determined.

Depending on the orientation of the probing volume and the dimensions of the reflex,
the reflex can be mapped completely by using the above described scans. Furthermore
the energy of the incident x-ray photons, the sample surface orientation and its azimuthal
alignment can be tuned to extent the accessible reciprocal space and map a fraction of
interest. The collected data can be used to rebuild the reciprocal object, taking into
account that the recorded cuts are of spherical curvature and aligned under different an-
gles with respect to each other. In this way it is possible to get back a three-dimensional
image of reciprocal space objects.
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APPENDIX C

Autocorrelation

The autocorrelation of a time series yields information about the characteristic time
scales. Three examples of a constant, a sinusoidal and a linear intensity signal and
their autocorrelations are shown in Fig. C.1. Interestingly, the autocorrelation of an
oscillating and a linear signal are very similar. This should emphasize that (1) it is
of crucial importantance to provide experimentally stable conditions since drift in the
signal that are due to the setup will be visible in the autocorrelation, and (2) from the
autocorrelation one cannot state whether the time series is oscillating or drifting.
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C. Autocorrelation
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Fig. C.1.: Intensity autocorrelation (b,d,f) of three different signals (a,c,e): (a) constant signal,
(c) a sinusoidal signal , and (e) a linear signal. The blue (red) lines are the signal
and the autocorrelation without (with) noise. The yellow lines are the KWW-fit
(EQ. 5.3). The fit results are listed in the boxes.
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Abstract

Transition-metal oxides (TMOs) show rich phase diagrams with various magnetic and
electronic phases that arise from the complex interplay between spin, charge, orbital, and
lattice degrees of freedom. The most prominent class of materials, which has attracted
a lot of attention in the last decades, are probably high-temperature superconductors
(HTS), in which the resitivity drops to zero below a critical temperature. Further ex-
amples are different kind of complex ordering phenomena, for example a modulation of
the charge, spin or orbital density. In some systems a coexistence of energetically close
phases is found.

X-ray diffraction experiments are sensitive to a periodic arrangement of an electron-
density modulation. If tuned to an absorption edge of one of the contained elements, a
virtual transition from the core states to the valence states probes the occupation of the
intermediate state and makes the process spectroscopically sensitive to the scattering
center. Many of the interesting x-ray absorption edges of TMOs are in the energy interval
between 400 and 3000 eV, in which also the absorption in air is strong.

In Chap. 2 we report about commissioning and building up a novel ultar-high vacuum
(UHV) diffractometer for soft x-ray diffraction experiments, which is meant as an user
endstation at P04 beamline of the new synchrotron facility PETRA III. The instrument
is based on a sufficiently large vacuum chamber with two differentially pumped rotary
feedthroughs for an independent sample and detector rotation. The large detector circle
allows to use complex detector setups, like an in-vacuum CCD and polarization analyzer.
Therefore, the diffractometer is well suited for new techniques of gaining importance, like
coherent x-ray diffraction (CXD), in which the finestructure of a diffraction reflex reveals
information about the domain-wall dynamics, and like resonant soft x-ray diffraction
(RSXD), which shows its full power when combined with a polarization analysis of the
diffracted photons. In first experiments at DESY, BESSY II, and FLASH, the new
machine has been successfully operated and helped to obtain data in unprecedented
precision. Data recorded from multilayer reflectors, which will be used for the setup of the
new polarization analyzer, and data that were recorded with the new CCD detector are
presented in this chapter as well. Further data, from a RSXD experiment on magnetite

145



Abstract

are presented in Chap. 4.

In Chap. 3 we report about a moderately surface-sensitive RSXD experiment in which
for the first time charge stripe order in the proto-typical HT'S La; ggSrg.12CuOy4 (LSCO)
was found. The strong similarity of the resonant diffraction spectra from the charge
order reflex in LSCO to those from an Laj¢_,Ndg4Sr,CuO4 (LNSCO) reference sam-
ple, in which the existence of charge stripe order is well established, clearly shows the
similar electronic origin. While charge stripe peaks were found in all LSCO samples
that were studied, including in-situ cleaved and ex-situ polished ones, we could not find
a reflex with bulk-sensitive hard x-ray diffraction experiments. From this we conclude
that LSCO is close to the formation of a charge stripe order that already the reduced
dimensionality in the near-surface region is sufficient to stabilize them in a layer of at
least 5 nm thickness.

In Chap. 4 we present a RSXD experiment from the (00 %) charge-orbital order reflex
in Fe3O4. The azimuthal dependence of the linear dichroism shows a low-symmetry
pattern, which reflects a strong monoclinic symmetry of the electronic 3d wave func-
tion. We found this monoclinic deviation prior to the refinements from the pseudo-
orthorhombic to the monoclinic crystal structure, which was published this year. From
the orbital ordering models that were proposed so far only a calculation, which is based
on a complex-coefficient orbital ordering, could predict our experiment correctly. This
theory further predicts a circular dichroism in the diffraction signal, which we indeed
found in our experiment.

In Chap. 5 we report about our results of CXD experiments on doped titanates, in
which a coexistence of charge-ordered insulating an metallic regions was found. Charge
ordered regions are characterized by superstructure reflections. Coherent illumination
of these regions allows to produce an interference pattern that reflects information on
the spatial arrangement of the insulating regions. The temporal evolution of this pat-
tern provides insight into the dynamics due to domain reorganizations and domain-wall
movements. First experiments at the ESRF and BESSY II were seriously limited due to
the lacking stability of the sample setup. CXD experiments at BESSY II and PETRA
ITI with a new sample setup, which was developed in cooperation with the University
of Amsterdam, have shown that domain-wall dynamics take place on even shorter time
scales than accessible.

RSXD and CXD are powerful tools to study various properties of TMOs, ranging from
the local electronic d wave symmetry in magnetite to the reorganization of mesoscopic
domains. The new UHV diffractometer will allow to perform these kind of experiments
with high precision and modern detector setups.
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Kurzzusammenfassung

Ubergangsmetalloxide zeigen eine Vielzahl von Phénomenen, die durch starke elektro-
nische Korrelationen und Kopplungen unterschiedlicher Freiheitsgrade zustande kom-
men. Eines der bekanntesten Beispiele ist Hochtemperatursupraleitung in Kupraten. In
vielen dieser Systeme finden sich komplexe rdumliche Modulationen der elektronischen
Freiheitsgrade, wie dem Spin, der Ladung und der orbitalen Besetzung. In den letzen
Jahren wurden zudem Systeme gefunden, in denen unterschiedliche Phasen koexistieren
kénnen, da sie energetisch sehr eng beieinander liegen.

In Rontgenbeugungsexperimenten, bei denen das Photon an der Elektronenhiille der
Atome gestreut wird, kann man Modulationen der elektronischen Dichte untersuchen. In
der Néhe einer Absorptionskante von einem der beteiligten Elemente findet der Streu-
prozess in Zusammenhang mit einer virtuellen Anregung in einen unbesetzten Zwischen-
zustand statt, iber dessen Besetzung und Energiezustdnde man durch den Prozess Auf-
schluss erhélt. Die interessantesten Anregungen finden im weichen Rontgenbereich statt.
Gegenstand dieser Arbeit ist der Aufbau und Test einens neuen Instruments zur reso-
nanten Beugung im weichen Rontgenbereich sowie die Untersuchung von Ordnungsphé-
nomenen in den prototypischen Ubergangsmetalloxiden Laq ggSr0.12Cu0y4 (LSCO) und
Fe;04 (Magnetit). Der Effekt der Phasenkoexistenz wurde fiir dotierte Titanate mittels
Beugung kohédrenter Rontgenstrahlung untersucht.

In Kapitel 2 wird iiber den Aufbau und die Inbetriebnahme der neuen Ultrahochvaku-
um-Streukammer berichtet, die als Nutzerinstrument am Weichrontgen-Strahlrohr der
neuen Synchrotronstrahlungsquelle PETRA III vorgesehen ist. Erste Experimente mit
der neuen Kammer am Hasylab, bei BESSY II und bei FLASH haben die Funktionali-
tat des neuen Instruments gezeigt, die es ermoglicht, Daten mit noch nie dagewesener
Genauigkeit zu messen.

In Kapitel 3 wird die erste experimentelle Beobachtung von Ladungsstreifenordnung in
dem prototypischen Hochtemperatursupraleiter LSCO présentiert. In einem resonanten
Beugungsexperiment mit weicher Rontgenstrahlung fand sich ein Reflex an der glei-
chen Stelle, an der im Referenzsystem La; g_,Ndg 4Sr,CuO, (LNSCO) Ladungsstreifen
gefunden wurden. Die Bestétigung einer vergleichbaren elektronischen Ordnung ergibt
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sich aus der Ahnlichkeit der Streuspektren in LSCO und LNSCO an den Sauerstoff- K-
und Kupfer-Ly 3 Kanten. Obgleich sich Ladungsstreifen in mehreren sowohl polierten
als auch gespaltenen LSCO-Proben im Weichréntgenexperiment fanden, liefs sich keine
Streifenordnung in volumenempfindlichen harten Rontgenbeugungsexperimenten finden.
Aus unseren Beobachtungen folgt, dass LSCO an der Grenze zur Stabilisierung von La-
dungsordnung ist und dass kleine Verdnderungen, wie eine reduzierte Dimensionalitéat
an der Oberflache, die Stabilisierung der Streifenordnung begiinstigen.

Kapitel 4 beschreibt ein resonantes Beugungsexperiment am (00 3) Ordnungsreflex
von Fe3Oy. Die Azimuthabhéngigkeit des Lineardichroismus lédsst Riickschliisse auf die
lokale Symmetrie der 3d Wellenfunktion zu. Wir konnten eine ausgepragte monokli-
ne Symmetrie identifizieren. Von allen Modellen der orbitalen Ordnung, die bisher fiir
Magnetit vorgeschlagen wurden, kann nur ein komplexzahliges orbitales Ordnungsmo-
del diese Experimente richtig beschreiben. Das Modell sagt einen sehr ungewohnlichen
Grundzustand fiir das Material voraus, in dem sich spontan ein orbitales Moment bil-
det. Rechnungen, die auf diesem Modell basieren, haben eine Azimuthabhéngigkeit des
Zirkulardichroismus vorausgesagt, die experimentell bestétigt werden konnte.

Kapitel 5 stellt erste Ergebnisse kohédrenter Beugungsexperimente vor. Das verwende-
ten Modellsystem sind dotierte Titanate, in denen es zur Koexistenz von metallischen
und isolierenden Regionen kommt, wobei letztere durch Uberstrukturreflexe charakte-
risiert ist. Die kohdrente Bestrahlung mehrerer Doménen fiihrt zu einer Interferenz im
Beugungssignal, die Auskunft iiber die Anordnung der Regionen in der Probe gibt. Durch
die zeitliche Entwicklung des Beugungsbildes kann man fiir das System charakteristische
Zeitkonstanten finden. Erste Experimente in Kooperation mit der Uni Amsterdam ha-
ben gezeigt, dass die Doménendynamik auf Zeitskalen deutlich unterhalb einiger Minuten
stattfindet.

Resonante und kohérente Rontgenbeugung sind méchtige Techniken, um Eigenschaf-
ten von Ubergangsmetalloxiden auf unterschiedlichen Lingenskalen zu testen. Diese rei-
chen von der Symmetrie der lokalen elektronischen Wellenfunktion bis hin zu der Um-
gruppierung unterschiedlicher Doménen. Mit dem neu in Betrieb genommenen Ront-
gendiffraktometer sind ideale Bedingungen fiir hochpréazise Experimente mit modernen
Detektoraufbauten gegeben.
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