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Abstract

Abstract

Convective turbulence generates localized and intermittent surface shear stress and can ef-

fectively entrain dust into the atmosphere. This mechanism is referred to as “Convective

Turbulent Dust Emission” (CTDE) and is considered as the most important form of direct

aerodynamic dust entrainment. CTDE occurs predominantly at weak mean wind conditions,

when the buoyancy production of atmospheric turbulence is most pronounced. CTDE is a

stochastic process and does not need to involve the saltation of sand-sized grains. This process

is so far not included in dust emission schemes and therefore the significance of CTDE for

the global dust budget and its impacts on the Earth system remain largely unknown. Here

we develop a new parameterization scheme of CTDE. We couple the scheme to the WRF

(Weather Research and Forecasting) model in LES (Large-Eddy Simulation) and regional

mode with chemistry (WRF/Chem) and investigate the process and its significance for local

and regional scale dust emissions. In the parameterization scheme for regional application,

the stochastic nature of the process is considered by describing the aerodynamic lifting forces

and inter-particle cohesive forces as probability density functions (pdfs). The lifting force

was first described as joint pdf of turbulent horizontal and vertical wind velocities. We then

determined the lifting force using a new similarity theory for instantaneous momentum flux,

obtained from the LES results. The inter-particle cohesive force was described as lognormal

distribution with semi-empirical distribution moments. Correction methods for roughness el-

ement and moisture effects were suggested. The CTDE scheme was calibrated and validated

against field observations recorded in the Horqin Sandy Land area in China and during the

Japan-Australia Dust Experiment (JADE) in Australia. The roughness correction is prelimi-

nary and could not be tested due to a lack of data for evaluation. Only fractional cover was

therefore accounted for in the model simulations. Coupled to the regional model WRF/Chem,

the calibrated dust emission scheme was used to assess the long-term regional contribution

of CTDE to the overall dust budget for Australia. We showed that a persistent background

dust concentration can be generated by CTDE. By comparison with model estimates of global

dust emissions, we found that during the study year, the Australian CTDE comprised about

6 - 17 % relative to the yearly global dust emissions. It even exceeded the global model es-

timates for annual Australian dust emissions, arguably due to favorable conditions in the

study year compared to the climatological mean, underrepresentation of regional character-

istics, and corresponding underestimation of Australian dust emissions in the global models.

Additionally, the disuse of a comprehensive drag partition scheme in our model potentially

led to CTDE overestimation. On the local scale, CTDE was observed as being about twice

as frequent as saltation bombardment and aggregates disintegration (SADE) and produced

more than 80 % of dust emissions compared to that of SADE. Our results suggest that CTDE

may be a significant driver of soil nutrient redistribution and air quality at the local scale

while contributing to the global impacts of dust on radiation interactions and biogeochemical

cycles.
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Kurzzusammenfassung

Kurzzusammenfassung

Konvektive Turbulenz kann kurzzeitige und räumlich begrenzte Bodenimpulsflüsse generieren

und somit Staub emittieren. Dieser Mechanismus wird als konvektivturbulente Staubemis-

sion (engl. “Convective Turbulent Dust Emission”, CTDE) bezeichnet und wird als wichtigste

Form der direkten aerodynamischen Staubemission angesehen. CTDE tritt vornehmlich unter

Schwachwindbedingungen auf, da Konvektion dann den Hauptantrieb der atmosphärischen

Turbulenz darstellt. Der CTDE-Prozess ist stochastisch und muss nicht die Saltation von

sandgroßen Partikeln beinhalten. Bisher wurde der genannte Prozess nicht in Staubemis-

sionsschemata berücksichtigt. Die Signifikanz von CTDE im globalen Staubhaushalt sowie

deren Auswirkungen im System Erde-Atmosphäre sind daher bislang weitgehend unbekannt.

In dieser Studie wird ein Parametrisierungsschema des beschriebenen Prozesses entwickelt.

Das Schema wird in das WRF (“Weather Research and Forecasting”) Modell in LES (“large-

eddy simulation”) sowie in regionalem Modus mit gekoppelter Chemie (WRF/Chem) im-

plementiert und zur Untersuchung des CTDE-Prozesses und dessen Signifikanz auf lokaler

und regionaler Skala genutzt. Die Stochastizität der CTDE wird im regionalen Parametri-

sierungsschema durch Wahrscheinlichkeitsdichtefunktionen für die aerodynamische Hebungs-

kraft und die Kohäsionskraft beschrieben. Die Hebungskraft wurde zunächst als multivaria-

te Verteilung der horizontalen und vertikalen Windgeschwindigkeiten parametrisiert. Später

wurde hierfür eine neue Ähnlichkeitstheorie auf Basis der LES Ergebnisse entwickelt und

genutzt. Die Kohäsionskraft wurde als Lognormalverteilung mit semiempirischen Verteilungs-

momenten bestimmt. Methoden zur Berücksichtigung der Effekte von Rauigkeitelementen

sowie Bodenfeuchte wurden vorgeschlagen. Das CTDE-Schema wurde mit Beobachtungsda-

ten aus dem Horqin Sandy Land in China sowie des “Japan-Australian Dust Experiment”

(JADE) in Australien kalibriert und evaluiert. Die Rauigkeitskorrektur ist vorläufig und konn-

te aus Mangel an Daten zum Vergleich nicht getestet werden. Für die Simulationen wurde

daher nur der Vegetationsanteil berücksichtigt. Das kalibrierte Emissionsschema wurde in das

Regionalmodell WRF/Chem implementiert um den langfristigen CTDE-Beitrag zum austra-

lischen Staubhaushalt zu untersuchen. Die Modellergebnisse verdeutlichen, dass eine dau-

erhafte Hintergrundstaubkonzentration durch CTDE generiert werden kann. Während des

einjährigen Simulationszeitraums produzierte die australische CTDE Emissionen in Höhe von

6 - 17 % der jährlichen globalen Staubemissionen basierend auf Schätzungen von Globalmodel-

len. Bezogen auf die geschätzte jährliche Staubemission in Australien übertrafen die CTDE

Emissionen diese sogar. Als Gründe hierfür werden günstige Wetterbedingungen im Simulati-

onszeitraum verglichen mit dem klimatologischen Mittel, Unterrepräsentation der regionalen

Bedingungen in der groben Modellauflösung der Globalmodelle und eine damit einhergehen-

de Unterschätzung der australischen Staubemissionen vermutet. Zusätzlich hat die bisherige

unvollständige Berücksichtigung der Rauigkeitseffekte im CTDE-Schema vermutlich zu einer

Überschätzung der CTDE geführt. Die Beobachtungen zeigten, dass CTDE etwa doppelt so

häufig auftrat wie andere Emissionsmechanismen (Saltationsbeschuss und Disaggregation)
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und im Vergleich dazu 80 % der Emissionen verursachte. Auf Basis unserer Ergebnisse ist es

wahrscheinlich, dass CTDE auf lokaler Ebene einen wesentlichen Einfluss auf die Umverteilung

von Bodennährstoffen sowie auf die Luftqualität hat, während CTDE auf globaler Ebene

für die Wechselwirkung mit atmosphärischer Strahlung und dem biogeochemischen Zyklus

besonders relevant ist.
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1 Introduction

Aeolian processes attracted the attention of an increasing number of researchers in a

wide area of research disciplines during the recent decades (Shao et al., 2011, and ref-

erences therein). The term “aeolian” (Aeolus = god of the winds in Greek mythol-

ogy) has the meaning “relating to or arising from the action of the wind” (http://www.

oxforddictionaries.com). In a natural environment, aeolian processes primarily refer to

the entrainment, transport, and deposition of sand and mineral dust particles and their

geomorphological effects. Soil particles can be categorized depending on particle diame-

ter, d, e.g. in the categories of clay (d ≤ 4µm), silt (4µm < d ≤ 63µm), sand (63µm

< d < 2 mm), and gravel (2 mm < d < 2 m). Silt and clay are usually referred to as dust

(Shao, 2008). Due to their smaller sizes, dust aerosols can be easily mixed through the

planetary boundary layer by atmospheric turbulence and can be transported by wind over

distances of up to several thousand kilometers. In contrast, sand transport is constrained

to the local environment, over tens of meters (e.g. Bagnold , 1941). Due to its large radius

of influence, the effect of dust transport is manifold. In the following paragraphs, the sig-

nificance of dust in the Earth system at the local, regional, and global scale is highlighted

in the context of aeolian sediment emission, transport, and deposition. Descriptions of

the physical emission mechanisms are provided and the relative importance of the mech-

anisms is discussed. In this study, we focus on the direct aerodynamic entrainment of

dust particles by convective turbulence. We describe the emission process and present

insights from field observations. Finally, we identify current research gaps, leading to the

objectives addressed in this study.
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Introduction

The appearance of dust events can be very spectacular, either on a large spatio-

temporal scale (∝ 100 - 1000 km and 1 - 10 days) as in case of dust storms (e.g. McTainsh

et al., 2005; Shao et al., 2010, 2011) or on small spatio-temporal scales (e.g. ∝ 1 - 100 m and

∝ 1 - 10 min) as exemplified by dust devils (e.g. Sinclair , 1969; Balme and Greeley , 2006).

Dust can, however, also be entrained into the atmosphere intermittently and thus in less

organized patterns. While dust events rarely occur in Europe, they belong to everyday

life in Africa, particularly in the Sahel region (e.g. Klose et al., 2010), Asia, and to a lesser

degree in Australia and America (Shao et al., 2013). This underlines the importance

of dust in the mentioned regions in the context of air quality, land management, and

landscape formation at the local and regional scale.

During transport, mineral dusts affect climate on regional and global scale through

aerosol-radiation and aerosol-cloud interactions (e.g. Tegen and Lacis, 1996; Rosenfeld

et al., 2001; Bangert et al., 2012; Boucher et al., 2013, IPCC AR5). The change in radiation

is due to scattering and absorption of shortwave radiation and absorption and re-emission

of longwave radiation by aerosols (Sokolik and Toon, 1996; Heinold et al., 2011). Following

Boucher et al. (2013, and references therein), the longwave radiative forcing of aerosols

at the top of the atmosphere (TOA) is generally positive. In contrast, the shortwave

radiative forcing is mostly negative at the surface and the TOA. In the case of strong

aerosol absorption, shortwave radiative forcing at the surface can be intensified, while

at the TOA radiative forcing can be weakened or even reversed with increasing aerosol

absorption and surface albedo (Tegen et al., 2010; Boucher et al., 2013). Dust particles are

known to serve as efficient ice nuclei (Isono, 1955; DeMott et al., 2003; Sassen, 2005; Field

et al., 2006; Hoose et al., 2008), but can also act as cloud condensation nuclei (Kumar

et al., 2011; Karydis et al., 2011). The results of these aerosol-cloud interactions are,

however, very complex, partially compensating, and a separate quantification is nearly

impossible (Boucher et al., 2013; Rosenfeld et al., 2014). Although important, the net

effect of dust-cloud interactions is thus difficult to determine.

Dust particles carry soil nutrients, minerals, and carbon from their point of origin to

the area of deposition. Among the major components of mineral aerosols are tectosilicates

(e.g. feldspar, quartz), layer silicates or phyllosilicates (e.g. illite, kaolinite, smectite), car-

bonates (e.g. calcite, dolomite), gypsum (calcium sulfate), and iron oxides (e.g. hematite,

goethite) (Claquin et al., 1999; Sokolik and Toon, 1999; Kandler et al., 2009; Nickovic et al.,

2012; Formenti et al., 2014). Dust-carried micronutrients, such as iron or phosphorus, the

latter being released from soil parent material through weathering (Okin et al., 2004),

can act as fertilizers for rain forests, e.g. in the Amazon basin, and for oceanic regions
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Introduction

Fig. 1.1.: (a) Illustration of dust emission mechanisms (from Shao (2008)); (b) Relative importance
of forces relevant for dust emission (modified from Shao (2008)). The aerodynamic force is plotted
for u∗ = 0.4 m s−1. Error bars indicate the standard deviation of the cohesive force as given in
Klose et al. (2014a, Eq. 8). The stochastic nature of the cohesive force may lead to particle uplift
at a lower threshold.

(Bristow et al., 2010) where riverine nutrient inputs are small or nonexistent (Nickovic

et al., 2012). Based on oceanic bottle and open water experiments, Martin and Fitzwater

(1988) and Martin et al. (1994) proposed the so-called “iron hypothesis”: phytoplankton

growth in high-nitrate-low-chlorophyll (HNLC) waters is limited by iron supply with asso-

ciate constraints on CO2 uptake and consequences on climate (Martin, 1990; Fung et al.,

2000; Jickells et al., 2005; Mahowald et al., 2005). Cropp et al. (2013) investigated the

likelihood of dust-induced phytoplankton blooms in proximity to the Australian continent

on a climatological basis by comparing ocean receptivity to dust deposition. However,

no unique link between dust supply and marine biological response could be identified

until now (Boyd et al., 2010), arguably due to the episodic dust-storm related iron supply

mostly considered in contrast to the relatively continuous phytoplankton iron demand.

In contrast to the indirect fertilizing effect, dust can act as a substrate for microorgan-

isms, such as bacteria or fungi, and viruses, which can be transported over long-distances

with their carriers (Griffin, 2007). In the deposition area, this can have serious effects on

human or animal health through penetration into the lung or transport of pathogens and

allergens (Kellogg and Griffin, 2006; Derbyshire, 2007; Griffin, 2007) and on ecosystems

through deposition of pathogens or chemical contaminants (Shinn et al., 2000; Garrison

et al., 2003; Kellogg and Griffin, 2006).

The first sequence in the dust cycle (Shao et al., 2011) is the process of dust emis-
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sion. Three different mechanisms of dust entrainment have been identified (Figure 1.1a):

(1) saltation bombardment, (2) aggregates disintegration, and (3) direct aerodynamic en-

trainment (Shao, 2008). Saltation bombardment (Shao et al., 1993), also known as sand

blasting, describes the emission of dust particles through bombardment with sand-sized

particles or particle aggregates. When soil aggregates are transported in saltation, the

energy exerted on the aggregates as they impact the soil surface can result in their disinte-

gration and the release of fine dust particles. This mechanism is referred to as aggregates

disintegration or auto-abrasion (Shao, 2008). The direct aerodynamic entrainment of soil

particles and aggregates occurs when the air flow alone provides enough energy to over-

come the retarding forces acting on a particle, namely gravity force and inter-particle

cohesive forces.

All forces relevant for dust emission depend on particle diameter: the aerodynamic

force acts on the particle surfaces and is thus ∝ d2; the gravity force depends on particle

volume and is ∝ d3, and the inter-particle cohesive forces, which are composed of Van der

Waals forces, electrostatic forces, chemical binding forces, etc., are on average ∝ d (Shao,

2001, 2008). For small particles (d < 20µm) the cohesive force dominates and for large

particles (d > 500µm) the gravity force is the strongest (Figure 1.1b). The particle-size

range in between, which is that of potential saltating grains, is most favorable for direct

aerodynamic entrainment, which makes the mechanisms (1) and (2) the most efficient

for dust-particle uplift, as the impact energy of saltating particles can easily overcome

the retarding forces. Due to the high cohesive forces in the dust-particle size range,

the mechanism of aerodynamic dust entrainment has been considered negligible for long

time. The inter-particle cohesive forces are, however, influenced by many factors, e.g.

particle shape, mineral composition, surface roughness, etc., and may vary over orders of

magnitude for particles of similar size, suggesting a stochastic behavior of the cohesive

forces (Zimon, 1982). The standard deviation of the cohesive force as estimated by Shao

(2008) based on Zimon’s data (Klose et al., 2014a, Eq. 8) is illustrated as error bars on

the mean cohesive force (Klose et al., 2014a, Eq. 7) in Figure 1.1b. It can be seen that

the variation may be such that the inter-particle cohesion is weaker than the aerodynamic

lift even for small particle-sizes. This means that for a fraction of particles, the retarding

forces are smaller than on average, allowing for direct aerodynamic entrainment.

The previous paragraph shows that in the situation of strong mean wind, the emis-

sion mechanisms of saltation bombardment and aggregates disintegration are very efficient

and most important. However, strong mean winds occur episodic rather than permanent,

leading to temporal gaps between subsequent emission events. The length of these gaps
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depends strongly on both atmospheric and land-surface conditions, the latter determining

the minimum surface shear stress required for saltation. In contrast, atmospheric turbu-

lence occurs permanently. The turbulence intensity depends on wind shear and buoyancy.

In the case of weak mean wind in the absence of saltation, the buoyancy contribution

to turbulence production is most important. Convective turbulence generates localized

and intermittent strong surface shear stresses that can effectively entrain dust into the

atmosphere. We herein assume that a fraction of loose dust particles is always existent

and available for uplift. The described mechanism is stochastic and is referred to as “Con-

vective Turbulent Dust Emission” (CTDE) in this study. The magnitude of CTDE is

expected to be smaller than that of saltation bombardment, but compared to the episodic

occurrence of the latter, CTDE most likely occurs much more frequently, e.g. everyday

in arid regions in summer. Hence, the importance of CTDE lies in the generation of a

background dust concentration with significant effects on air quality, radiation, and ocean

biogeochemistry.

Several studies exist, which provide insights on the importance of CTDE from the

perspective of field observations. During the MATADOR (Martian ATmosphere And Dust

in the Optical and Radio) field campaign, Renno et al. (2004) investigate the dust concen-

tration associated with coherent dry convective plumes and dust devils and report interior

dust concentrations of up to 0.1 g m−3. Koch and Renno (2005) deduce that the former

mechanisms contribute to up to 35 % of the global mineral dust budget. This value has

been obtained by estimation of the spatio-temporal fractions occupied by dust devils and

dry convective plumes and the observations from MATADOR. Oke et al. (2007) observed

an average of 28 dust devils per day during a 20-day period in a 35 km2 study area in

Australia, suggesting a high importance of this mechanism. From field experiments in

the Caspian Depression, Gledzer et al. (2009) and Chkhetiani et al. (2012) found that fine

dust aerosols constitute a substantial part of the total surface layer aerosol at weak winds

and strong surface heating. Vertical profiling of convective dust plumes has been done by

Ansmann et al. (2009) in the framework of the Saharan Mineral Dust Experiment (SA-

MUM), showing the convective transport of mineral dust. Allen et al. (2013) studied the

relative importance of different meteorological processes generating dust emissions, such

as cold pool outflows, breakdown of nocturnal low-level jets, and convective plumes and

vortices. Although the contribution of convective plumes has been found to be only about

2 %, Allen et al. categorized 13 % of measured nephelometer scattering as background

dust. As convective emissions are not necessarily organized as coherent plumes or dust

devils, part of the background aerosol can likely be attributed to CTDE.

5
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In view of the previous paragraphs, a clear gap between dust event observations and

their numerical representation becomes obvious. While dust emissions are observed not

only at high wind shear, but also under convective turbulent conditions in the absence

of strong mean wind, no description of the emission process and no generally applicable

parameterization scheme for CTDE exists. Until now, CTDE has widely been consid-

ered negligible and has not been included in regional and global atmospheric models. In

this study, we hypothesize that direct aerodynamic entrainment is not negligible on long

time scales and is most relevant under convective turbulent conditions, i.e. strong surface

heating and weak mean wind, where large-eddies develop and generate localized strong

aerodynamic lifting forces. In this thesis, we provide an overview on existing dust emis-

sion schemes, develop a detailed description of the mechanisms involved in CTDE and

propose a comprehensive CTDE parameterization scheme. We use this scheme to assess

the importance of CTDE at local and regional scale.

1.1. Overview on dust emission modeling

Most dust emission schemes focus on saltation bombardment. One of the first emission

schemes was proposed by Gillette and Passi (1988) following an unpublished theory of

Owen (1987). According to Owen’s theory, dust flux “should follow a function of friction

velocity that asymptotically approaches the fourth power of friction velocity” (Gillette and

Passi , 1988):

F = C2u
4
∗

(
1− u∗t

u∗

)
(1.1)

with dust emission flux F , friction velocity u∗, threshold friction velocity u∗t, and an

empirical dimensional coefficient C2 [M L−6 T3]. u∗t is the minimum friction velocity

required for the initiation of saltation and has been assigned to land use type in the latter

work.

Shao et al. (1993, 1996) developed a physics-based dust emission scheme based on the

kinetic energy transferred to the particles resting on the surface by the saltating grains.

Vertical dust emission flux is herein considered proportional to horizontal saltation flux.

The scheme is a spectral parameterization, calculating the emission of dust particles of

size di, emitted by saltators of size ds as

F̃ (di, ds) = β (di, ds)Q (ds)u
−2
∗t (di) (1.2)

6



1.1. Overview on dust emission modeling

with Q [µg m−1 s−1] being the horizontal saltation flux and β being a bombardment pa-

rameter depending on dust and saltator particle-size [m s−2], empirically determined from

wind tunnel experiments. u∗t represents the drag force and is thus an indicator of the

binding energy of the dust particles, as the latter is the product of a length scale and the

drag force. The total emission flux is then obtained as combination of bombardments as

F =

d2∫
d1

d1∫
0

F̃ (di, ds) p (di) p (ds) δdiδds (1.3)

where [0, d1] is the dust-particle size range, [d1, d2] that of saltating grains and δ the

differential. The consideration of the energy balance during saltation bombardment is

also the basis for other dust emission parameterizations, e.g. that of Alfaro and Gomes

(2001).

The dust emission scheme of Marticorena and Bergametti (1995) is semi-empirical

and also assumes F ∝ Q. The proportionality is estimated based on the soil’s clay content

ηc, as this is considered to be the soil fraction responsible for dust particle abundance.

The bulk dust flux is given as

F = a1 exp (a2ηc − a3)×Q (1.4)

with empirical parameters a1, a2, and a3. Marticorena and Bergametti found the ex-

pression to work well for ηc < 20 %, as crust effects hamper dust emission at higher clay

contents.

Shao (2001, 2004) developed a new approach for spectral dust flux calculation, ex-

plicitly accounting for aggregates disintegration in addition to saltation bombardment.

The approach is based on the volume removal of the saltating particles:

F (di, ds) = cyηfi [(1− γ) + γσp]× (1 + σm)× Qg

u2∗
. (1.5)

The term in squared brackets describes aggregates disintegration with free dust to aggre-

gated dust ratio σp. The term in round brackets represents saltation bombardment with

bombardment efficiency σm and the last term describes saltation. cy is a constant, ηfi

is the mass fraction of dust with diameter di in fully dispersed particle-size analysis, and

γ is a fixed function of friction velocity, representing the aggregation binding strength.

The bombardment efficiency, σm, is the ratio of ejected to impacted mass. As shown in

Equation (1.5), dust flux is proportional to saltation flux, but the proportionality depends

7
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on soil texture and soil plastic pressure. Shao et al. (2011) have shown that the scheme is

not sensitive to γ and can be simplified as

F (di, ds) = cyηmi
Qg

u2∗
(1.6)

with ηmi being the dust mass fraction of size di in minimally dispersed analysis.

Kok (2011) and Kok et al. (2014) made use of an analogy between the saltation

bombardment emission process and the fragmentation theory of brittle material such as

glass. They parameterize dust-particle release caused by the fragmentation of soil aggre-

gates due to the bombardment with sand-sized grains. After adaptation of the indivisible

constituent size x0 and the side crack propagation length λ to dust-particle aggregates,

Kok (2011) obtain equations for number- and volume-size distributions of emitted dust.

Kok et al. (2014) augmented this approach with theories for the saltation process and

obtained for vertical dust emission flux

F = Cfbarefclay
ρ
(
u2∗ − u2∗t

)
u∗st

(
u∗
u∗t

)Cα u∗st−u∗st0u∗st0
(1.7)

where C is a coefficient of soil erosion susceptibility to saltation bombardment, fbare the

bare surface fraction, ffrag the fraction of saltator impacts resulting in fragmentation, ρ air

density, u∗st the standardized threshold friction velocity normalized to ρ0 = 1.225 kg m−3,

u∗ts0 that of an optimally erodible soil, and Cα a dimensionless coefficient. Here, u∗t is

defined as the minimum u∗ for which erosion occurs at a bare soil.

As discussed previously, aerodynamic dust entrainment has been widely neglected

until now, because the inter-particle cohesive forces are known to be large on average

compared to the aerodynamic forces. Only few studies exist, which aim to numerically es-

timate the latter process. Loosmore and Hunt (2000) conducted wind tunnel experiments

with a PM10 dust surface (dust particles with d < 10µm) to investigate dust flux occur-

rence in the absence of saltation. The authors measured dust concentration for idealized

flow conditions at u∗ ranging between about 0.6 and 1.4 m s−1. Loosmore and Hunt (2000)

found that there exists a continuous dust flux even below the visual threshold (i.e. u∗t),

suggesting the latter may not be “an appropriate parameter for dust release”. From their

experimental results, they estimate the aerodynamic dust flux to be

F = 3.6u3∗. (1.8)

Ito et al. (2010) implemented this formulation into their large-eddy simulation (LES)

8



1.1. Overview on dust emission modeling

model. They conducted simulations for a convective mixed layer and showed that thermal

convection can provide conditions favorable for direct dust entrainment in the absence

of strong mean winds. Descamps et al. (2005) made use of probability density functions

(pdfs) for aerodynamic and cohesive forces in their pavement model and aim to predict

the temporal evolution of surface particle-size distribution.

Chkhetiani et al. (2012) relate the dust mass concentration in the absence of saltation

to the temperature drop, δT , at the surface as

∆C ∝ (δT )α (1.9)

with dust emission flux

F = −κc
|∆C|
δz

. (1.10)

∆C is the difference between dust concentration at the surface and the background aerosol

concentration, κc is the kinematic diffusion of dust, and δz is a height difference. α is a

coefficient which was found to range between 1/2 - 2/3 for small and moderate u∗ and

about −1/2 for large u∗. Based on these dependencies, they obtain F ∝ u3∗, consistent with

Loosmore and Hunt (2000) and the early work of Bagnold (1941), originally developed for

saltation.

This section shows that most dust emission schemes consider only saltation bom-

bardment (Gillette and Passi , 1988; Shao et al., 1993, 1996; Marticorena and Bergametti ,

1995; Kok , 2011; Kok et al., 2014). Aggregates disintegration is explicitly accounted for

only in a few emission parameterizations (Shao, 2001, 2004). Although the schemes work

well for the prediction of strong dust events such as dust storms (e.g. Cavazos et al., 2009;

Shao et al., 2010), they cannot be used for CTDE due to the different underlying mecha-

nism. Numerical estimates of CTDE exist, but they are subject to several constraints. The

equation of (Loosmore and Hunt , 2000) is purely empirical and thus specific to the experi-

mental setup used. In the approach of Chkhetiani et al. (2012), the change in aerosol mass

concentration is deduced from a parameterization of the turbulent flow without describing

the emission process itself. Particle uplift due to atmospheric turbulence is determined

in the pavement model of Descamps et al. (2005). However, only the number of emitted

particles is estimated based on an uplift criterion rather than the dust emission flux based

on the equation of particle motion. It is thus not currently possible to generally apply the

mentioned schemes in regional atmospheric models.

9
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1.2. Objectives and thesis outline

The previous discussions show that dust emission in the absence of saltation, i.e. CTDE, is

poorly understood. Accordingly, no numerical tool for the prediction of CTDE in regional

atmospheric models is available. Although site-based observations confirm the existence

of CTDE, significance assessments remain rather uncertain leading to negligence of the

process in most studies. The aim of this study is to investigate the mechanism of CTDE

and to provide a clear definition of the processes involved. Further, a comprehensive

parameterization scheme for prediction of the CTDE mechanism is to be developed. It

is intended that the parameterization will be generally applicable in regional atmospheric

models. Knowing the emission process, the relevance of CTDE in the Earth system is to

be investigated. The research objectives of this thesis can be summarized as:

1. Investigation and definition of the CTDE mechanism;

2. Development of a comprehensive CTDE parameterization scheme;

3. Evaluation of the CTDE scheme based on field observations;

4. Implementation of the scheme into a regional atmospheric model; and

5. Assessment of the CTDE relevance in the Earth system.

This thesis consists of an introductory chapter, four publications, a chapter on the

contribution of CTDE to the regional dust budget, and conclusions. In the five main

chapters (Chapters 2 - 6), the CTDE mechanism is detailed, the development steps of a

CTDE scheme are described, and results from field observations and a regional modeling

study on CTDE are presented as outlined in the following and visualized in Figure 1.2.

In Chapter 2 (Klose and Shao, 2012), the process of CTDE is described in detail

for the first time and first developments on a stochastic CTDE parameterization scheme

are introduced. The scheme computes dust emission based on the balance of inter-particle

cohesive and lifting forces. Both forces are described by means of probability distributions.

The CTDE scheme is implemented into the Weather Research and Forecasting model

with chemistry (WRF/Chem) and applied to the Taklimakan desert in China. Simulation

results of a three-day model run are shown and compared to lidar observations. A first

estimate on the CTDE based dust budget in the simulation domain is presented and

uncertainties arising from inaccuracies in the representation of inter-particle cohesive forces

are quantified.

10



1.2. Objectives and thesis outline

• Objective 1: LES of CTDE

o Instantaneous momentum flux
o Stochasticity

• Objective 2: Settling component

Chapter 7
(Conclusions)

• Objective 1: Theory on CTDE 

• Objective 2: Basic scheme developments
o Lifting force
o Cohesive force

• Objective 3: Comparison to lidar observations

• Objective 4: Implementation into WRF/Chem V3.2

• Objective 2: Further scheme developments

o Lifting force (instantaneous momentum flux)
o Cohesive force
o Particle-size distribution
o Model parameter αN

o Moisture correction
o Roughness correction

• Objective 3: Calibration with in-situ measurements

• Objective 1: Characteristics of CTDE 

• Objective 3: Comparison with in-situ measurements

• Objective 5: Site-based long-term emission

• Objective 4: Implementation into WRF/Chem V3.51

• Objective 5: Regional long-term budget

Chapter 1
(Introduction)

Chapter 2
(Klose and Shao, 2012)

Chapter 3
(Klose and Shao, 2013)

Chapter 4
(Klose et al., 2014)

Chapter 5
(Li et al., 2014)

Chapter 6
(CTDE relevance)

Fig. 1.2.: Flowchart visualizing the research objectives listed in Section 1.2 as addressed in the
framework of this thesis.
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In addition to cohesive and lifting forces, the gravity force is retained in the equation

of particle motion used for derivation of the CTDE equation in Chapter 3 (Klose and Shao,

2013). This leads to an additional settling component in the CTDE equation. The mech-

anism of CTDE is illustrated and the term “Convective Turbulent Dust Emission” is first

introduced and established. To investigate the dynamics of CTDE, the parameterization is

included into the WRF-LES model. In the WRF-LES model with dust (WRF-LES/D), no

parameterization for the lifting force is needed, as the atmospheric flow is mostly resolved

due to the high model resolution. This enables the investigation of the lifting force arising

from atmospheric turbulence. The lifting force is based on the instantaneous momentum

flux exerted on the surface by large eddies. The stochastic behavior of both instantaneous

momentum flux and CTDE is shown and the hypothesis that large-eddies can lead to dust

emission, which is the basis of the CTDE mechanism, is tested.

Further developments of the CTDE parameterization scheme are proposed in Chapter

4 (Klose et al., 2014a). These include the consideration of the size-dependence of an

important model parameter, the change from a purely empirical to partly theory-based

representation of the cohesive force, the use of area particle-size distribution (psd) instead

of mass psd, and most important, the development of a similarity theory for instantaneous

momentum flux based on the LES results of Chapter 3. Additionally, methods to account

for soil-moisture and roughness effects are suggested. The new model version is tested and

calibrated with field observations from China and Australia.

In Chapter 5 (Li et al., 2014), field measurements taken during one year in the Horqin

Sandy Land area in China were analyzed. During this time period, dust concentration,

saltation activity, as well as meteorological parameters have been observed. The diurnal

and seasonal variation of CTDE is studied and the characteristics are specified from the

perspective of field observations. The occurrence frequency of CTDE is investigated and

the long-term contribution is estimated and compared to that of saltation bombardment

and aggregates disintegration (SADE).

In the framework of the regional model WRF/Chem, the newly developed dust emis-

sion parameterization is applied for a long-term regional CTDE budget study for Australia

(Chapter 6). Based on synoptic station data, a one-year time period with a high peak

frequency of convective dust events but low dust storm frequency is selected as simulation

period. Model input quantities such as vegetation cover, dust source area, and particle-size

distributions are specified for the time period and area under investigation. The simulation

results are analyzed with regard to the seasonal variation of dust emission, atmospheric

dust load, and deposition. A regional budget estimate is provided and the relevance of

12
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CTDE is highlighted.

The final chapter (Chapter 7) synthesizes the results with regard to the objectives

of this thesis. The research outcomes are discussed and priorities for future research are

identified.
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Abstract. We develop a parameterization scheme of con-

vective dust emission for regional and global atmospheric

models. Convective dust emission occurs in the absence of

saltation as large eddies intermittently produce strong shear

stresses on the surface and entrain dust particles into the air.

This dust emission mechanism has not been included in the

traditional dust models. The scheme presented in this study is

a new approach which takes account of the stochastic nature

of convective dust emission. It consists of the statistical rep-

resentations of soil particle size, inter-particle cohesion, and

instantaneous surface shear stress. A method of determining

the probability density function of the latter quantity is pro-

posed. Dust emission is then estimated from the overlap of

the probability density functions of the aerodynamic lifting

and inter-particle cohesive forces. The new scheme is imple-

mented into the WRF/Chem model and applied to dust mod-

eling in the Taklimakan Desert. A comparison with lidar data

shows that the model can reproduce the main features of the

dust patterns and their diurnal variations. For the case stud-

ied, convective dust emission is typically several µgm−2 s−1

and at times up to 50 µgm−2 s−1.

1 Introduction

The existing dust emission schemes used in regional and

global atmospheric models are mainly concerned with the pa-

rameterization of dust emission caused by saltation bombard-

ment (e.g. Marticorena and Bergametti, 1995) and aggregates

disintegration (e.g. Shao, 2004). These schemes are fairly ef-

fective for the simulation of dust emission during strong dust

events (e.g. Shao et al., 2010). However, they are not de-

signed for quantifying dust emission under weak wind con-

ditions, which is generated by intermittent turbulence rather

than by the mean wind shear and the associated saltation of

sand-sized grains. As pointed out in previous studies (Mar-

ticorena et al., 1997; Shao et al., 1993), the intensity of dust

emission due to direct aerodynamic lifting is much weaker

than that due to saltation bombardment and aggregates disin-

tegration, and can therefore be neglected in modeling strong

dust events (e.g. dust storms). However, while the intensity

of aerodynamic dust emission is weak in general, it may oc-

cur frequently, e.g. on daily basis in desert areas. In contrast,

strong dust events occur much less frequently, maybe a few

times a month during the peak dust season. Therefore, aero-

dynamic dust emission may constitute a major contributor

to the regional and global dust budgets on seasonal, annual

or longer time scales. For example, Koch and Renno (2005)

reported that convective plumes and vortices contribute to

about 35% of the global budget of mineral dust. Several re-

cent review papers also highlighted the potential importance

of micro-scale dust emission (Shao et al., 2011; Knippertz

and Todd, 2012).

Aerodynamic dust emission by turbulence is most obvious

under convective (atmospheric boundary layer) conditions,

as exemplified by dust devils in desert in summer. In this

study, we call aerodynamic dust emission due to convective

turbulence convective dust emission. A few studies on con-

vective dust emission have been carried out in recent years.

Ansmann et al. (2008) investigated the vertical structure of

convective dust plumes using lidar observations in Morocco

during the Saharan Mineral Dust Experiment (SAMUM).

Heintzenberg (2008) and Loosmore and Hunt (2000) carried

out wind-tunnel experiments and found that dust emission

also occurs in the absence of saltation. Gledzer et al. (2009)

considered particles significantly smaller than the thickness

Published by Copernicus Publications on behalf of the European Geosciences Union.
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of the viscous sublayer and estimated the mass concentration

of dispersed fine particles in the viscous thermal boundary

layer based on field measurements in the desertified areas

near the Caspian Sea. The driving parameters in their ap-

proach are friction velocity and temperature drop near the

surface. Ito et al. (2010) carried out a large-eddy simulation

(LES) to estimate convective dust emission. They considered

a particle size range from 1 to 10 µm and computed the dust

fluxes according to Loosmore and Hunt (2000). Their simu-

lations show that dust concentration in the mixed layer lin-

early increases with surface heat flux.

The first aim of this study is to develop a scheme for

the parameterization of convective dust emission. An impor-

tant feature of the scheme is a statistical description of the

stochastic variables involved in the process. This is a new ap-

proach to dust emission modeling in contrast to the conven-

tional dust emission schemes. The theory for the new scheme

is described in Sect. 2. The second aim of the study is to de-

velop the capacity of assessing the contribution of convective

dust emission to regional and global dust budgets. To this

end, a technique is proposed to implement the new scheme

in the framework of the WRF/Chem model. An atmospheric

model (e.g. regional) has a typical grid size of a few to a

few tens of kilometers. For a given model grid cell, the joint

probability density function (joint pdf) of the horizontal and

vertical velocity components, i.e. the shear stress, is gener-

ated based on the pdfs for the individual components follow-

ing Manomaiphiboon and Russell (2003). The WRF/Chem

model with the new scheme is then implemented for the sim-

ulation of a convective dust event in the Taklimakan Desert.

The model results are compared with the lidar data collected

at Aksu.

2 Convective dust emission

The main mechanisms for dust emission are aerodynamic

entrainment, saltation bombardment, and aggregates disin-

tegration (Shao, 2008). In case of strong winds, saltation

bombardment and aggregates disintegration are the dominant

mechanisms in comparison to aerodynamic entrainment. In

the context of dust emission, strong winds refer to the situa-

tions when u∗ > u∗t , where u∗ is friction velocity and u∗t is

threshold friction velocity for saltation. If wind is too weak to

activate saltation (u∗ < u∗t ), then aerodynamic entrainment

becomes the prevalent mechanism for dust emission. Con-

vective dust emission is the most important form of aero-

dynamic entrainment and is thus the focus of the new dust

scheme. The applicability of our approach is, however, not

limited to convective conditions. It can be easily extended to

other turbulent conditions, e.g. shear generated turbulence,

by modifying the momentum transport parameterization de-

scribed in Sect. 4.1.

Convective turbulence occurs in regions of strong surface

heating, such as desert areas in summer. A super-adiabatic

temperature gradient commonly exists in the atmosphere

near the surface, which forces the development of thermals

and generates strong vertical velocity fluctuations.

Let us consider a unit area covered with dust particles of

different sizes. A force τ is exerted by turbulence on the unit

area ([τ ] = Nm−2 = Pa). If the force is evenly distributed,

then the force exerted on a particle with a cross-section of a

is

fd = |τ | · a = |τ | ·
πd2

4
. (1)

The fraction ηi of particles of size di in a given size interval

δdi is

ηi = p(di)δdi . (2)

Here, p(di) denotes the particle size distribution function

(psd). Therefore, the force exerted on all particles in this size

interval is given by

f (di) = |τ | · a (di) · ηi . (3)

The quantity τ is the instantaneous vertical flux of horizontal

momentum given by

|τ | = ρ

√

(u′w′)2 + (v′w′)2 (4)

with air density ρ. Note that the current values of u′w′ and
v′w′ are used instead of the mean values u′w′ and v′w′ of
the Reynolds shear stress. As detailed in Sect. 3, τ is param-

eterized by means of a joint pdf of the horizontal and vertical

wind components.

Dust emission can be expressed as the number flux nd of

dust particles of size d multiplied by the particle mass mp:

F = nd · mp = Ndwp · mp (5)

where Nd is the particle number concentration and wp the

particle vertical velocity which obeys the equation of particle

motion, namely,

dwp

dt
= −

1

Tp

(

wp − wa

)

︸ ︷︷ ︸

I

− g
︸︷︷︸

II

+
(f − Fi)

mp
︸ ︷︷ ︸

III

. (6)

The first term contains the particle response time Tp and the

vertical component (wp − wa) of the particle-to-air relative

velocity U r, with wa being the vertical velocity of the air. In

general, Tp can be expressed as

Tp =
4

3

d

CdUr

ρp

ρ
(7)

with aerodynamic drag coefficient Cd, and Ur being the mag-

nitude of U r (Shao, 2008). The particle density ρp is approxi-

mately 2560 kgm−3. Term I in Eq. (6) describes the behavior

of a particle in air and is important as soon as the particle is
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Fig. 1. (a) Illustration of the lifting force affecting a particle in the

viscous sublayer; (b) illustration of the probabilistic distributions

used for the description of the cohesive and lifting forces.

lifted from the surface. Term II reflects the particle accel-

eration due to gravity. Term III is the most important term

concerning the emission process. The force exerted on the

particle by wind as described in Eq. (3) is f and the cohesive

force Fi . Fi is only active up to a height of the order of par-

ticle diameter and is then zero (Fig. 1a). In our scheme, both

f and Fi are stochastic quantities which obey certain proba-

bility distributions. Therefore, dust emission is proportional

to the overlap of the two distributions (Fig. 1b).

A dust particle can be considered to be emitted from the

surface if it passes through the viscous sublayer adjacent to

the surface. Therefore, Eq. (6) is integrated over the depth

of the laminar layer to determine the vertical velocity of the

dust particle motion:

wp = −
wt

2
+

(f − Fi)

mp

Tpd

2δ
+

f

mp

Tp (δ − d)

2δ
(8)

with particle terminal velocity wt = gTp. The effective tur-

bulent flux τ (sum of molecular and turbulent fluxes) is ap-

proximately constant with height in the surface layer (Stull,

1988). In the viscous sublayer, τ obeys the Newtonian law:

τ = νρ
dU

dz
(9)

with ν being the kinematic viscosity. Suppose U (z = 0) = 0.

Then, an integration of Eq. (9) yields

U

u∗
=

u∗
ν

z. (10)

Suppose the instantaneous friction velocity is u∗ =
√

τ/ρ

and the transition between the laminar and turbulent flows

(which defines the top of the viscous sublayer) starts at a

friction Reynolds number of u∗z/ν = 5 (Schlichting et al.,

2003). Then, the thickness δ of the viscous sublayer can be

estimated as

δ =
5ν

u∗
. (11)

The first term in Eq. (8) represents dust deposition and

therefore does not have to be included in the dust emission

Fig. 2. Illustration of a large eddy above the viscous sublayer (flow

indicated by arrows), which exerts a force on the particles, reduces

the depth of the viscous sublayer δ (dotted line) and increases the

particle number concentration.

scheme. The particle vertical velocity wp in Eq. (5) can now

be substituted by Eq. (8). As illustrated in Fig. 2, the particle

number concentration Nd must be inversely proportional to

the depth of the laminar layer, namely, Nd = αN/δ with αN

inm−2 being the proportionality parameter. It follows that

the dust emission flux can be expressed as

Fd =
{

αN
Tp
2δ

(

f − Fi
d
δ

)

for f > Fi and δ > d,

0 else.
(12)

The parameter αN is an unknown empirical parameter to be

determined by comparison of the scheme with observations.

Finally, the total convective dust emission for all particles of

a given particle size interval is given by

F (di) = ηi ·
∞∫

0






f∫

0

αN

Tp

2δ

(

f − Fi

d

δ

)

p(Fi)dFi




p(τ)dτ . (13)

The innermost integration accounts for the stochastic behav-

ior of the cohesive force Fi (see Sect. 3.1) and the integra-

tion over the instantaneous shear stress τ accounts for the

stochastic behavior of the lifting force f , which is related to

τ by Eq. (3). Thus, the two integrals multiplied by the num-

ber of particles of size di describe the amount of dust emit-

ted for this particle size (see also Fig. 1b). Finally, the inte-

gration over particle diameter di of F (di) multiplied by the

psd yields the total dust emission for all particle sizes. The

principal mechanisms of convective dust emission as param-

eterized by Eq. (13) are summarized in Fig. 2.

3 Parameterization

As shown in the previous section, the parameterizations for

both the cohesive and lifting forces are necessary, and the

parent-soil psd must be specified as an input quantity. As our

main concern is convective dust emission under weak mean

wind conditions, minimally-disturbed psds are used. These

www.atmos-chem-phys.net/12/7309/2012/ Atmos. Chem. Phys., 12, 7309–7320, 2012
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Fig. 3. (a) Parameterizations of particle size distribution composed from four log-normal distributions to fit experimental data. The results

for the four soil types used in this study are shown; (b) probabilistic distribution of the cohesive force for particle diameters of 2, 3, 5, 10,

and 20 µm plotted in Fi · p(Fi). The distributions are calculated using Eq. (14).

are approximations to the parent soil psd seen by turbu-

lence, as they are obtained with the minimal mechanical and

chemical disturbances to the soil samples. In contrast, fully-

disturbed psds are obtained by applying strong mechanical

and chemical forces to disaggregate the soil particles, which

rarely occurs in real dust emission processes (Shao, 2008).

The use of minimally-disturbed psd is thus more appropriate

for our scheme. In this study, the minimally-disturbed psds

for the parent soils are approximated as the sum of four log-

normal distributions as described by Shao (2001). The U.S.

Department of Agriculture’s (USDA’s) soil classification dis-

tinguishes 12 soil texture classes based on the percentages of

sand, silt, and clay. Due to the lack of psd measurements,

these classes are regrouped into four classes in the model,

namely, sand, loam, sandy clay loam, and clay. For these

soils, the psds are shown in Fig. 3a.

3.1 Cohesive force

The particle retarding force includes the cohesive force and

the gravity force. The cohesive force is mainly composed of

Van der Waals-forces, electrostatic forces, capillary forces,

and chemical binding forces (Shao, 2008). For small parti-

cles, cohesive force dominates, while for large particles grav-

ity force dominates. Factors such as particle shape, mineral

composition, surface roughness, etc., profoundly affect the

inter-particle cohesion and consequently, the cohesive force

may differ over orders of magnitude for particles in the same

size range. In general, the factors contributing to the inter-

particle cohesion are so various that the cohesive force can

be best treated as a stochastic variable with certain proba-

bility distributions. Based on the data of Zimon (1982), the

retarding force appears to obey a log-normal distribution. In

the scheme developed here, the pdf of Fi is given by

p(Fi) =
1

Fi

√
2πσFi

exp

(

−
(

lnFi − ln F̄i

)2

2σ 2
Fi

)

, (14)

where the mean value F̄i and the geometric standard devia-

tion σFi
(F̄i and σFi

in mdyn = 10−8 N, and d in µm) are

F̄i (d) =
[

10exp
(

4.3569− 0.2183d + 0.0018d2
)]−1

(15)

σFi (d) = 4.1095− 0.04761d. (16)

The coefficients herein are obtained by fitting the pdf to the

data of Zimon (1982). The results for six particle sizes be-

tween 1 and 20 µm are shown in Fig. 3b. As seen, F̄i in-

creases with particle diameter and the range of Fi varia-

tion increases with decreasing particle size due to the greater

dominance of the stochastic cohesive force and the reduced

importance of gravity force. We emphasize, however, the

above described parameterization of Fi is only provisional.

More data is required for improved treatment of Fi and tests

on the model sensitivity to this treatment is necessary. Nev-

ertheless, it is sufficient to use the data to illustrate our idea

of stochastic dust modeling.

3.2 Lifting force

To parameterize the shear stress generated by convective tur-

bulence, the joint pdfs of (u′, w′) and (v′, w′) are required.

These are determined by use of the similarity theory. Since

the velocity fluctuations u′ and v′ behave similarly, they have

equal variances which can be combined to σ 2
uh

=
√
2σ 2

u . In

the remainder of this paper, u denotes the total horizontal

wind component. The (u′, w′) joint pdf can be constructed

on the basis of the pdfs of u′ and w′. The required statistical

Atmos. Chem. Phys., 12, 7309–7320, 2012 www.atmos-chem-phys.net/12/7309/2012/
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Fig. 4. Procedure of determining the pdf of τ , pτ , by using the pdfs of u′ and w′, pu and pw (a), their cdfs Pu and Pw (b), as well as their

joint pdf (c). Shown in (d) is the pdf of |τ |, p|τ |.

moments, such as variances and skewnesses can be estimated

from the mixed layer similarity theory. The appropriate scal-

ing velocity and length are respectively the convective ve-

locity scale w∗ and planetary boundary layer (PBL) depth

zi . According to the similarity laws (Kaimal and Finnigan,

1994), the variances of u′ and w′ are given by

σ 2
u

w2
∗

=
σ 2

v

w2
∗

≈ 0.35 (17)

σ 2
w

w2
∗

= 1.8

(
z

zi

)2/3(

1− 0.8
z

zi

)2

(18)

while the skewness for w′, γ = w′3/σ 3
w, is defined by

w′3

w3
∗

= 1.0

(
z

zi

)(

1− 0.7
z

zi

)3

. (19)

The mean value of the momentum transfer, τR = −ρu′w′,
is also obtained from the similarity theory, i.e.

−u′w′

w2
∗

=
(

k

|zi/L|

)2/3(

1−
z

zi

)3/2−q

(20)

with

q =
1

2

|zi/L|
(1+ |zi/L|)

(21)

where u′w′ represents the covariance σ 2
uw between u′ and w′.

L is the Obukhov length.

Following Manomaiphiboon and Russell (2003), the pdf

of τ , and thus that of f , is obtained in three steps. First,

the pdfs of u′ and w′, pu and pw, and the corresponding cu-

mulative distribution functions (cdfs), Pu and Pw, are com-

puted. Second, the (u′, w′) joint pdf, pj , is computed using

the above pdfs and cdfs. Last, the pdf of τ , pτ , is obtained

from pj with τ = −ρu′w′. Note that since different combi-

nations of u′ and w′ can yield the same τ , pτ is the sum of

pj for the same u′w′ product as follows

pτ (τi)dτ =
∑

u′,w′
−ρu′w′=τi

pj

(

u′,w′)du′dw′. (22)

To determine pu, Pu, etc., the method proposed by

Manomaiphiboon and Russell (2003) is used. While pu is

Gaussian, pw is approximated with a Bi-Gaussian pdf as con-

vective turbulence exhibits a negative skewness.

Manomaiphiboon and Russell (2003) parameterized the

joint pdf of u′ and w′ according to the technique of Koehler

and Symanowski (1995). The essence of this technique is to

derive the joint pdf from the predefined marginal distribu-

tions. The shapes of the marginal distributions are conserved

during the transformation to a joint pdf.

Figure 4 shows the process of determining pτ step by step.

The mean value of τ , τR , as well as the variances of u′ and
w′, estimated by means of the mixed layer similarity theory,

are herein used to match the parameterized pdf of τ to the

environmental conditions given by the model simulations.
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Fig. 5. (a) Sensitivity of p|τ | to w∗; (b) Sensitivity of dust emission flux F to w∗ for different soil types. The insert shows the F and w∗
relationship for w∗ ≈ 1m s−1.

The above described dust emission scheme and the pa-

rameterizations have been integrated in the WRF model (Ad-

vanced Research version) (Wang et al., 2009) with chemistry

(WRF/Chem, Grell et al., 2005). The GOCART (Georgia

Tech/Goddard Global Ozone Chemistry Aerosol Radiation

Transport) aerosol scheme (Chin et al., 2000) is used as the

basis for the implementation of our scheme. The convective

dust emission module, together with the other dust emission

modules, can be chosen in combination with the GOCART

simple chemistry option (Kang et al., 2011). We refer to the

above model as WRF/Chem Dust.

4 Dust scheme performance

4.1 Offline tests

To examine the performance of the new dust scheme, offline

tests are first carried out. In these tests, αN is set to 1. The

scheme sensitivity to w∗ and soil attributes is first examined.

For this purpose, pτ is computed for various w∗ values in the
range between 0.5 and 4m s−1. The PBL depth zi and the

Obukhov length L are set to zi = 1000m and L = −10m.

The results for p|τ | are shown in Fig. 5a.

Analysis shows that τR is almost constant and always posi-

tive, indicating that the net momentum flux is directed down-

wards. In contrast to the small variation of τR , the standard

deviation of τ increases with w∗ corresponding to the rising

intensity of turbulence, i.e. the stronger variations in u′ and
w′ also result in stronger variations in τ . Due to the greater

variance of τ , the overlap of the pdfs of τ and Fi also in-

creases (Fig. 1b). As a result, dust emission increases with

w∗. The small variation of τR is understandable, because the

shear stress due to the mean wind is not included. Clearly,

the inclusion of u∗ would lead to increased variations in τR .

The characteristics of pτ for different wind and stability con-

ditions as well as the implications to dust emission will be

described in a future study.

Tests are performed to investigate the dependency of dust

emission F on w∗ for different soil types (Fig. 5b). As αN

is not yet known, F/αN is shown (a preliminary estimate of

αN is given in Sect. 4.2.1). For constant w∗, F is weak for

soils with large particles (e.g. sand), and clearly increases for

soils rich in small particles (e.g. clay). Figure 5b also shows

that F substantially increases with w∗.

4.2 Case study

The WRF/Chem Dust model is implemented to the Takli-

makan Desert to the simulation of a weakly convective dust

event. The numerical results are then compared with the mea-

surements of a ground-based lidar at the Aksu Water Bal-

ance Experimental Station, Xinjiang Institute of Ecology and

Geography of the Chinese Academy of Sciences (Jin et al.,

2010). The station is located in the northern part of the Takli-

makan Desert (40.62◦ N, 80.83◦ E, 1028m above sea level).

The measurements were taken with a Mie-scattering polar-

ization lidar, which continuously determines the vertical dis-

tribution of aerosols from the PBL through the troposphere

up to the stratosphere (Kai et al., 2008). The three-day period,

23–25 March 2009, is chosen for comparison with the sim-

ulations. During these days, the noon time (14 LST) surface

heat flux fell between 100 and 250Wm−2 in much of the

simulation domain (not shown). At the fringes of the Tak-

limakan desert, it exceeded 300Wm−2 on occasions. The

ratio of zi/L was mostly less than −45. Thus, the case stud-

ied is convective, and satisfies the requirement for testing the

scheme. Although convective turbulence is more prevalent

in summer, we have at this stage no other suitable data for

model verification.

The model run is set up with a horizontal resolution of

25 km. The domain extends over 1500 km× 750 km, which

corresponds to 60 grid points in x-direction and 30 in y-

direction. The domain as well as the topographical height can

be seen in Fig. 7. In the vertical direction, 28 model levels

are used up to a pressure level of 50 hPa. The Yonsei Univer-

sity (YSU) PBL scheme (Hong et al., 2006) was applied to

Atmos. Chem. Phys., 12, 7309–7320, 2012 www.atmos-chem-phys.net/12/7309/2012/
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estimate w∗ and zi . The source areas for dust emission cal-

culation have been defined as suggested by Shao and Dong

(2006). The authors calculated the dust concentration on the

basis of synoptic visibility reports using an empirical rela-

tionship. A location is classified as a potential dust source

area if the average dust concentration exceeds a threshold

value and additional criteria regarding erodibility and vege-

tation cover are satisfied. The potential dust source area is

shown in Fig. 7 (background, dotted).

The geographical data are interpolated from terrestrial data

based on the default 24-category land use classification and

16-category soil classification in WRF with a 10m resolu-

tion. The vegetation cover data used in this study is com-

bined from vegetation type data of the State Key Laboratory

of Resources and Environment Information System (LREIS)

of the Institute of Geography, Chinese Academy of Sciences,

and NDVI (Normalized Differenced Vegetation Index) data

derived from NOAA/NASA (National Oceanic and Atmo-

spheric Administration/National Aeronautics and Space Ad-

ministration) Pathfinder AVHRR (Advanced Very High Res-

olution Radiometer) land dataset (Shao and Dong, 2006).

The meteorological initial and lateral boundary conditions

are specified by the 6-hourly Final Analysis data (FNL) of

the NCEP Global Forecast System (GFS) with 1◦ resolution.
Four sequential model runs have been made to enable a full

update of the meteorological conditions every 24 h. Thus, the

simulation covers 22 March 2009 00:00UTC to 26 March

2009 00:00UTC, which corresponds to 22 March 05:30 LST

to 26 March 05:30 LST, including one day spin up time be-

fore the period of comparison. The resulting dust concentra-

tion of each one-day simulation is passed to the consecutive

simulation as initial condition. Four particle size bins are cur-

rently used in the model: d ≤ 2.5, 2.5 < d ≤ 5, 5 < d ≤ 10,

and 10 < d ≤ 20 µm respectively for bins 1–4.

4.2.1 Comparison to lidar measurements

A lidar measures the backscattering of aerosols, water

droplets, and other scattering objects in the atmospheric col-

umn through which the lidar beam passes. The backscatter-

ing coefficient of aerosols, βa, can be used to calculate quan-

tities such as backscattering ratioR, which is the ratio of total

(molecular plus aerosol) to molecular backscattering,

R(z) =
βm (z) + βa (z)

βm (z)
(23)

with βm being the backscattering coefficient of molecules

(Kai et al., 2008). R is measured in 60m height intervals

and the lidar overlap effect is empirically corrected before

the lidar data are used for the analysis. Dust concentration,

c, can be approximated based on the backscattering ratio, R,

according to

c = a · R (24)

where a = 0.04mgm−3 is a coefficient determined by fitting

R to c derived from the near-surface dust concentration (ob-

served using high volume sampler) and a prespecified dust

concentration profile.

The column dust load in turn can be derived by integrating

the dust concentration in the vertical direction. We assume

that all aerosols below the cloud base are dust particles and

the column dust load is determined by emission, advection,

and deposition. In reality, not all aerosols are dust particles

and a background aerosol concentration is present in the at-

mosphere, which has to be removed from the measurements

for comparison with the model simulation. Since no initial

conditions of aerosol concentration for the dust-free situa-

tions are available, a mean profile is calculated and removed

from the concentration data.

We first compared the model-simulated and lidar-observed

dust load below the lowest cloud base (about 4300m for the

study period). This comparison turned out to be less mean-

ingful, because for reasons yet to be clarified, the highest dust

concentration occurred in heights above the boundary layer.

The dust there was unlikely to be related to local convective

dust emission. For this reason, we used the model-simulated

boundary layer height (pblh) as the reference level and cal-

culated the PBL dust load by integrating the dust concentra-

tion up to pblh. To find the most appropriate comparison, we

tested several options by comparing the lidar data with the

model data (I) from the Aksu grid cell, (II) averaged over 9

grid cells surrounding Aksu, and (III) averaged over 25 grid

cells surrounding Aksu. The αN parameter is calculated for

each of these options by fitting the model data to the lidar

data for the 12-h period between 12:00 and 24:00 LST, 24

March 2009, by using a MATLAB® robust curve fitting tech-

nique with a Cauchy weighting function. Figure 6a, c, and e

show the scatter plots of the model versus the lidar PBL dust

load, together with the linear regressions. Colors indicate the

time of the data points. From the slope of the straight lines,

we found αN = 1912.9, 785.2, and 685.1m−2 for compar-

ison options I, II and III, respectively. Figures 6b, d, and e

show the PBL dust load for the days of 23–25 March 2009

estimated from the lidar data and the model simulations us-

ing the calibrated αN values. Note that the lidar PBL dust

load also varies slightly as the pblhs estimated for options I,

II, and III are somewhat different.

Figure 6a and b present the results for option I. The diur-

nal cycle of the dust loading is reproduced, but some prob-

lems exist. The model overestimated the PBL dust load for

the mornings of 24 and 25 March and the evening of 25

March. Figure 6c and d present the results for option II and

III. The degree of agreement between the lidar and model

data is similar for both options, except for 23 March. Again,

the model over predicted the PBL dust load for the evening

of 25 March. Only in option III (Fig. 6f), the model shows a

decreasing PBL dust load at this time. No substantial differ-

ences between options II and III can be seen for other times.
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Fig. 6. (a) Scatter plot of model versus lidar PBL dust load for option I (one grid cell) for the 12-h period (12:00 to 24:00 LST, 24 March

2009) for determination of αN as the slope of the linear relationship, with r2 denoting the coefficient of determination. (b) PBL dust load

derived from lidar data (black) and simulations (red) for 23, 24, and 25 March 2009. (c) as (a) and (d) as (b), but for option II (9 grid-cell

average); (e) as (a) and (f) as (b) but for option III (25 grid-cell average). Lidar data from K. Kai and Y. Jin, with acknowledgment.

The calibrated value of αN decreased from 1912.9 to

685.1m−2 from option I to III. By comparing the model

results for the Aksu grid cell and the adjacent grid cells,

it is found that the model-simulated dust emission for the

Aksu grid cell is smaller. To reduce the model uncertainties,

it seems reasonable to accept the αN values obtained from

option II and III. The difference between the αN values is

relatively small and therefore, αN = 785.2m−2 is used for

subsequent model runs. The coefficient of determination r2

(see Fig. 6) underlines this choice as option II also has the

highest value of r2 = 0.90.

4.2.2 Quantitative analysis

The above described case is rerun with αN set to 785.2m−2.

The model simulation shows that dust emission in the Tak-

limakan Desert is primarily limited to the desert fringes.

As example, Fig. 7 shows the predicted dust emission for

Atmos. Chem. Phys., 12, 7309–7320, 2012 www.atmos-chem-phys.net/12/7309/2012/



M. Klose and Y. Shao: Stochastic dust emission parameterization 7317

Fig. 7. Predicted emission flux (in µgm−2 s−1) for 14:00 LST on

(a) 23, (b) 24, and (c) 25 March 2009, together with the poten-

tial dust source area (background, dotted) and topographical height

(contours up to 4800m in 800m intervals).

14:00 LST on 23, 24 and 25 March 2009, when convective

turbulence is expected to be the strongest. The pattern of dust

emission clearly shows its dependency on soil type. In the in-

terior of the Taklimakan Desert, where sand is the dominant

soil type, there is little dust emission. For areas where dust

emission occurred, the total (all particle size) dust emission

fell between 1 and 30 µgm−2 s−1 at noon time, reaching oc-

casionally a maximum of 50 µgm−2 s−1. The dust concen-

tration in the lowest model layer is up to 150 µgm−3 in the

areas of dust emission, reaching on occasions a maximum of

300 µgm−3.

To study the influence of soil composition on dust emis-

sion in greater detail, four locations are selected from the do-

main representing the four soil groups used for the simulation

as follows:

Fig. 8. Time series of (a) dust emission and (b) dust load of all

particle sizes for the days 23, 24, and 25 March 2009 for the four

locations representing clay, sandy clay loam, clay, and sand.

1. (77.1◦ E, 39.5◦ N) for clay,

2. (76.0◦ E, 38.3◦ N) for sandy clay loam,

3. (75.0◦ E, 39.7◦ N) for loam, and

4. (78.6◦ E, 38.4◦ N) for sand.

The time series of dust emission, column dust load, andw∗
are analyzed for the four locations. Figure 8 shows the time

series of dust emission and dust load for all particle sizes.

Clay consists a high proportion of small particles and reveals

a clear connection between dust emission and convection,

which is most prevalent during noon (Fig. 8a). Sandy clay

loam also contains a high fraction of dust and an obvious re-

lation between dust emission and w∗ (for this location, w∗ is

relatively small, not shown). In contrast, loam contains only

a small fraction of dust (Fig. 3a) and hence gives less dust

emission. The relatively large dust load (Fig. 8b) found at

the location is due to advection rather than local emission, as

revealed by the fact that the high dust loads occurred during

night. Sand is predominantly composed of large particles and

hence produces little convective dust emission.

4.2.3 Dust budget

A dust budget is calculated to estimate the total convective

dust emission over the study domain. The dust budget equa-

tion, integrated over the 3-D study domain, can be written as
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Fig. 9. Domain integrated dust emission, deposition (negative) and

advection [kg s−1]. Dust load change with time, δD, is calculated

according to Eq. (25).

δD = AF−AFD −AFAu −AFAv (25)

where δD is the change with time of the dust load over the

domain, AF the total dust emission, AFD the total dust depo-

sition and AFAu and AFAv the transport through the lateral

boundaries. Figure 9 shows their time series. Up to about

1500 kg s−1 of dust are emitted at noon time each day by

convective turbulence. This makes a total emission of 86.5 kt

for the three-day period in the study domain. Deposition

reaches about 500 kg s−1 during the time of maximum dust

concentration and the total amount of deposited dust for the

study period is 70.3 kt. Advection is relatively small during

the study period due to the weak winds. δD reaches up to

1000 kg s−1 at noon time. The accumulated dust load over

the study period is 7.3 kt.

4.2.4 Model uncertainties

In conventional dust emission schemes, the threshold fric-

tion velocity, u∗t , is a key parameter. An ideal u∗t is defined,

which depends only on particle diameter, and it is then cor-

rected to account for the influences of the environmental fac-

tors, such as surface roughness, soil moisture, salt crust, etc.,

by multiplying the ideal u∗t with correction functions (Shao,

2008). In our scheme, the concept of threshold friction ve-

locity is not used, and the influences of the environmental

factors are reflected in the probability distributions of Fi and

|τ |. As pointed out in Sect. 3.1, our estimate of p(Fi) is pro-

visional. The parameters used to estimate p(Fi) are likely

to have considerable uncertainties and vary from case to case

depending on the prevailing environmental conditions. To in-

vestigate the uncertainties arising from the p(Fi), we con-

ducted a set of sensitivity experiments in which we (a) in-

creased and (b) reduced the mean value F̄i by 20%, and

(c) increased and (d) reduced the standard deviation σFi
by

20%. The perturbed p(Fi) functions for the sensitivity ex-

periments are shown in Fig. 10a. We repeated the model

simulations for 24 March with the new p(Fi) functions and

compared the herewith obtained dust emissions with respect

to the reference run. Figure 10b shows the domain integrated

emission for 24 March 2009 for the sensitivity experiments

together with the reference dust emission ±10%. As can be

seen, a 20% increase/decrease in F̄i leads to about 5% de-

crease/increase in dust emission. In comparison, the changes

in σFi
only affect the predicted dust emission to a small de-

gree. This is because the changes in p(Fi) are rather small.

Spatially, the changes in F̄i resulted in about 5% changes in

dust emission in most regions where dust emission occurred,

whereas the changes in σFi
produced significant changes

only in the regions of strong emission (up to 5%, not shown).

5 Concluding remarks

In this paper, a parameterization scheme for convective dust

emission is presented. We have pointed out that convective

dust emission may play an important role in the global dust

budget and the mechanisms for convective dust emission dif-

fers profoundly from that for dust emission generated by the

saltation of sand-sized grains driven by the mean wind. The

construction of the new scheme is based on two important

observations: (1) convective eddies generate intermittently

large shear stresses on fractions of the aeolian surface; and

(2) due to the stochastic nature of inter-particle cohesion,

there always exists a fraction of free dust that can be en-

trained into the air by turbulence or weak winds without

saltation. The fundamental difference between our scheme

and the conventional dust emission schemes is that in our

scheme the stochastic nature of dust emission has been taken

into consideration, in terms of the probability distributions

of the inter-particle cohesive forces and the turbulent shear

stress.

We have developed the WRF/Chem Dust model by inte-

grating the new dust emission scheme, together with sev-

eral other conventional schemes (Kang et al., 2011), into the

WRF/Chemmodel, which is then applied to the simulation of

a convective dust event in the Taklimakan Desert. The model

results are compared with the lidar data obtained at Aksu.

The model is found to be able to reproduce the basic spa-

tial and temporal features of dust patterns in the atmospheric

boundary layer. We have used the lidar data for a 12-h pe-

riod to calibrate the model parameter αN and found αN to

be around 785.2m−2. Based on this choice of αN , convec-

tive dust emission is found to be of the order of magnitude 1

to 10 µgm−2 s−1 up to a maximum of 50 µgm−2 s−1 at noon

time. During the three-day study period, a total of 86.5 kt dust

are emitted from, and 70.3 kt are deposition to, the study area

(1500× 750 km2), resulting in a net dust emission of 7.3 kt.

The model-lidar comparison must be viewed in light of

several limitations. The study area and the selected dates
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Fig. 10. (a) Distribution of Fi × p(Fi) for F̄i ± 20% and σFi
± 20% with respect to the reference values. (b) Domain integrated dust

emission [kg s−1] for the sensitivity experiments shown in (a).

(23–25 March 2009) for the model validation are by no

means optimal. In the Taklimakan Desert, convective turbu-

lence during this time of the year is not as pronounced as in

summer. Also, the presence of clouds during the study period

reduced the incoming radiation and prevented surface heat-

ing. The topography around Aksu is rather complicated, as

it is located close to the Tianshan Mountains. The flow there

can be strongly influenced by the mountain-valley winds, es-

pecially in the morning and evening. The flow in the Takli-

makan Desert, surrounded by the Tibetan Plateau, the Pamir

Plateau and the Tianshan Mountains, is also very complex.

Kim et al. (2009) studied the dust layer height at Aksu in

April 2002 and found its diurnal variation is strongly influ-

enced by the local circulation which can lead to increased

dust load in the morning and night. This phenomenon is also

embedded in the lidar measurements used in this study. Aksu

is therefore not an ideal site for the calibration of our model.

The Sahara would be a more suitable reference for testing

our model, but we have so far no available data for the area.

A more reliable calibration of the αN parameter is also

desirable. The lidar data used in this study have consider-

able uncertainties in determining dust load in the atmospheric

boundary layer due to the overlapping effect. Further, as indi-

cated in Sect. 3.1, the parameterization of the cohesive force

is only provisional.

Given the above restrictions, we consider the model and

the lidar data to be in reasonable agreement. With the cali-

brated αN value, typical convective dust emission is found to

be about 3 µgm−2 s−1 for clay and 1 µgm−2 s−1 for sandy

clay loam for w∗ = 1m s−1. The typical magnitude of con-

vective dust emission is consistent with that of the dust emis-

sion observed under weak wind conditions (u∗≤u∗t ), as re-

ported in the literature (Fig. 7.2 of Shao, 2008). Nickling

and Gillies (1993) measured the near-surface vertical dust

flux for non-dust storm periods in Mali and reported values

around 1 µgm−2 s−1 for u∗ <0.2m s−1. Dust flux measure-

ments made under weak wind conditions for other regions

show the same order of magnitude (Nickling et al., 1999).

Several improvements to the proposed scheme are

planned. In this study, we concentrated on dust emission by

convective turbulence and assumed turbulence is buoyancy

driven. We have therefore used w∗ as the scaling velocity for
the variances of turbulent velocity according to the mixed-

layer similarity theory. In fact, turbulence can be both shear-

driven and buoyancy-driven. Moeng and Sullivan (1994) in-

troduced a more general velocity scale wm for turbulence,

which combines buoyancy and shear production of turbu-

lence,

w3
m = w3

∗ + 5u3∗. (26)

For the generalization of the proposed scheme, such a com-

bination of u∗ and w∗ would provide a more adequate pa-

rameterization for the pdf of the instantaneous shear stress.

In conventional dust emission schemes, threshold friction

velocity u∗t is used, which is first calculated for ideal con-

ditions (dry and bare soil) and then corrected to account for

the effects of surface roughness, soil moisture, salt content,

crust, etc. (Shao, 2008). In this study, u∗t is not used, but the

impact of the above-mentioned environmental factors must

be reflected in the probability distributions of the cohesive

forces. The stochastic nature of the cohesive force and its

statistical quantification will be the most formidable, yet un-

avoidable, problem for the application of the new scheme.
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a b s t r a c t

Turbulent dust emission is an important mechanism to be considered in dust models. For example, over a
heated desert surface under weak wind conditions, convective turbulence can be highly developed, which
generates patches of enhanced shear stresses and entrains dust into the atmosphere. This mechanism of
dust emission differs from those considered in existing dust emission schemes because it does not have
to involve the saltation of sand-sized particles. In this study, we develop a large-eddy dust model, WRF-
LES/D, by coupling the WRF large-eddy flow model with a new dust mobilization scheme. It is then
applied to the simulation of turbulent dust emission under various stability and wind conditions. Our
aim is to understand how turbulent dust emission occurs and how turbulent dust fluxes depend on atmo-
spheric control parameters. We show that, due to the complexity of turbulent motion and the dust cohe-
sive forces, turbulent dust emission is a stochastic process which needs to be statistically quantified. With
the numerical results, we quantify the large-eddy induced shear stresses on the surface and turbulent
dust emissions in terms of probabilistic distributions. For a given soil type, it is shown that these distri-
butions can be described in terms of a few control variables, including the friction velocity, u⁄, and the
convective scaling velocity, w⁄.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

Dust emission parameterization schemes (here after dust
schemes) for regional and global dust models have been under
development since the early 1990s (e.g. Shao et al., 1993; Marticorena
and Bergametti, 1995; Alfaro and Gomes, 2001; Zender et al., 2003;
Shao, 2004; Kok, 2011). In these schemes, saltation bombardment
and aggregates disintegration are considered to be the main mech-
anisms. The successful applications of these schemes to regional
and global dust modeling have been reported in numerous studies
(e.g. Tanaka and Chiba, 2006; Reinfried et al., 2009; Darmenova
et al., 2008; Uno et al., 2009), but they are not applicable to weak
wind conditions when there is no saltation. Experiences show that
turbulent dust emission, i.e., dust emission due to convective
turbulent motion in the absence of strong mean wind, is not insig-
nificant, as exemplified by the dust devils often observed over
heated desert surfaces. On Mars, dust devils are most important
to dust emission (Balme and Greeley, 2006; Greeley et al., 2006).
Aeolian dust is the primary source of iron supply to the surface
oceans, vital to the phytoplankton growth and air–sea carbon ex-
change (Mahowald et al., 2009; Maher et al., 2010). While strong
dust events are important to the episodic increase in atmospheric
dust concentration, the weak but frequent dust events may be
more important in maintaining the background dust concentration

and the continuous dust supply to sustain the ocean biomass
productivity.

Convective turbulent dust emission (CTDE) is the most out-
standing form of turbulent dust emission. While CTDE is widely
perceived to be important, no scheme existed for its quantitative
estimate until the recent work of Klose and Shao (2012). The classic
view has been that dust emission is related to the motion of sand-
sized grains driven by the mean wind (Bagnold, 1941; Shao, 2008),
as illustrated in Fig. 1a. The mechanism of CTDE is different, as
shown in Fig. 1b: in a convective atmospheric boundary layer, large
eddies have coherent structures (e.g. micro-bursts, vortex rolls and
vortices) of dimensions comparable to boundary-layer depth.
These eddies are efficient entities in generating localized momen-
tum fluxes to the surface. Although the eddies only occupy frac-
tions of time and space, the momentum fluxes to these fractions
can be many times the average. Consequently, the surface inter-
mittently experiences patches of strong shear stresses which en-
train dust into the atmosphere. The essential differences between
CTDE and the dust emission mechanisms considered in ‘‘tradi-
tional’’ dust schemes are (1) CTDE is stochastic and (2) it does
not have to, although it can, involve saltation.

Research is needed to understand the dynamics of CTDE for its
parameterization in large scale models. This is a challenging prob-
lem due to the rapid change of turbulence scales close to the sur-
face and the random factors which affect surface properties. To
our knowledge, no field or laboratory experiments on CTDE have
ever been carried out. Large-eddy simulation provides a powerful
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tool to studying the problems of CTDE. This technique has been
widely used to modeling atmospheric turbulent flows (Deardorff,
1970; Moeng et al., 2007), also in relation to dust devils (Michaels
and Rafkin, 2004). Kanak et al. (2000) and Kanak (2005) showed
that vortices can be generated from convective cells or branches
of convective cells forced under the conditions of strong heat flux
and weak wind shear. Ohno and Takemi (2010) found that the
merge of multiple vortices with the same sign of vorticity is impor-
tant for strengthening and maintaining intense vortices. While
these numerical studies provided a better understanding of dust-
devil dynamics, they are done without dust.

We study the mechanisms of CTDE by means of large-eddy
modeling, focusing on two important issues, namely, (1) how con-
vective turbulence produces surface shear stresses and how the
probability distributions of the shear stress can be statistically
quantified, and (2) how convective turbulence generates dust
emission and how size-resolved dust emission depends on macro-
scopic atmospheric conditions. Our hypothesis is that the impact of
large eddies on dust emission can be statistically evaluated from
the model simulations and CTDE can be expressed in terms of a
small number of environmental control parameters. To this end,
we develop a large-eddy dust model (WRF-LES/D) by coupling
the Advanced Research WRF (Weather Research and Forecasting)
large-eddy model (Skamarock et al., 2008) Version 3.2 with a
new dust module. WRF-LES/D is then applied to simulating turbu-
lent dust emission for various conditions of boundary-layer stabil-
ity and flow speed for a given soil type. The numerical results are
evaluated to answer the above listed questions. The purpose of this
paper is not to validate WRF-LES/D, but to use it as a tool to estab-
lish a conceptual basis for the parameterization of CTDE and more
generally of turbulent dust emission.

2. Large-eddy dust model

The large-eddy dust model, WRF-LES/D, couples the WRF large-
eddy model with a new dust mobilization scheme.

2.1. Dust mobilization scheme

The ansatz of the new dust scheme differs from that of tradi-
tional dust emission schemes, in that the stochastic nature of dust
emission is considered. This is done by taking into account the sta-
tistical distributions of turbulent shear stress and retarding forces
on dust particles. We distinguish between turbulent shear stress
and Reynolds shear stress. The latter on the surface is

s ¼ �q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu0w0Þ2 þ ðv 0w0Þ2

q
ð1Þ

where q is air density, u0 and v0 are the horizontal velocity deriva-
tions from the horizontal mean wind components �u and �v , and w0

is the vertical. The over-line denotes the Reynolds averaging
(approximated in atmospheric boundary-layer studies by an aver-
aging over 20 min). s is the shear stress exerted by the mean wind
on the surface, which is considered in traditional dust schemes to be
the primary driver for the dust emission process. However, s is not
the suitable quantity for driving turbulent dust emission, because
the motion and emission of dust particles respond to shear stresses
varying on much shorter time scales. We thus define the instanta-
neous shear stress vector as

s
*

f ¼ qðuwÞ i
*

þqðvwÞ j
*

ð2Þ

with u ¼ �uþ u0, etc. Note that the direction of s
*

f is irrelevant to dust
emission, but its magnitude

sf ¼ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðuwÞ2 þ ðvwÞ2

q
ð3Þ

is. The aerodynamic force that acts on a particle on the surface, f, is
proportional to sf

f ¼ sf pd2
=4 ð3aÞ

Due to turbulent fluctuations, f is a stochastic quantity which obeys
a pdf (probability density function), p(f).

Two retarding forces act on a dust particle on the surface: the
gravity force, fg = mpg with dust particle mass, mp, and gravitational
acceleration, g, and the inter-particle cohesive force, fi, i.e., ft = fg + fi.
For small particles, fi dominates but depends on many factors,
ranging from particle shape to soil mineralogical composition,
and is best characterized as a stochastic variable. Suppose the
pdf of the retarding force is p(ft). Then, dust emission due to turbu-
lence must be proportional to the overlapping area between p(f)
and p(ft) as depicted in Fig. 2a.

Dust emission is the vertical dust mass flux at the surface. We
interpret the ‘‘surface’’ as the top of the viscous layer adjacent to
the ground (i.e., D in Fig. 2b). Suppose the dust particle number flux
through that surface is n (m�2 s�1) and the dust particle mass is mp.
Then the dust flux is

~F ¼ n �mp ¼ Nwpmp ð4Þ

where wp is the vertical component of the dust particle velocity at
the surface and N the dust particle number concentration in the vis-
cous layer. The equation wp obeys is

dwp

dt
¼ �wp �w

Tp
� f � ft

mp
ð5Þ

with Tp being the particle response time. As fi is zero as soon as the
particle leaves the ground, by integrating Eq. (5) over the depth of D,
we obtain an approximate solution for wp

Fig. 1. (a) Conventional view of dust emission via saltation bombardment induced by the momentum flux to the surface by the mean wind. (b) Illustration of particle lifting
caused by the momentum intermittently transported to the surface by turbulent eddies. Saltation may be but does not need to be involved.
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wp ¼ �
wt

2
þ Tp

2
f

mp
� fi

mp

d
D

� �
for f > fi; D > d ð6Þ

where wt is the particle terminal velocity. If we assume N is inver-
sely proportional to D, i.e., N = aN/D with aN being a coefficient to be
determined, Eq. (4) leads to a flux of the form

~F ¼
aN
2D �wtmp þ Tp f � fi

d
D

� �� �
f > fi; D > d

0 else

(
ð7Þ

The dust emission for a given particle size dj can now be estimated as

Fj ¼
Z 1

0

Z f

0

~F � pjðfiÞ � dfi

" #
pðf Þ � df ð8Þ

Eq. (7) and (8) can be simplified for specific distributions of pj(fi) and
p(f). For example, for

pjðfiÞ ¼ dðfi � fi0Þ
pðf Þ ¼ dðf � f0Þ
we have

Fi ¼
aN
2D �wtmp þ Tp f0 � fi0

d
D

� �� �
f0 > fi0; D > d

0 else

(
ð9Þ

The coefficient, aN, is according to our preliminary estimate
around 800 m�2 (Klose and Shao, 2012). Finally, for multi-sized
soils, the total dust emission is

F ¼
Z dmax

o
FjpðdjÞ � ddj ð10Þ

where dmax is the maximum size of dust particles (20 lm in our
study) and p(dj) is the particle size distribution. In summary, Eq.
(7), (8), and (10) constitute the scheme for CTDE. The scheme re-
quires as input three probability distribution functions, two related
to soil properties, i.e., the particle size distribution p(d) and the
cohesive force distribution p(fi), and one related to turbulence, i.e.,
the distribution of the aerodynamic force p(f). In our study, p(d)
and p(fi) are specified and p(f) is derived from the large-eddy model
described in the following section.

2.2. Large-eddy flow model

The flow model of WRF-LES/D is based on the WRF large-eddy
mode. WRF is a fully compressible non-hydrostatic model capable
of large-eddy simulation (Moeng et al., 2007). For this study, a turbu-
lent kinetic energy (TKE) based nonlinear backscatter and anisot-
ropy (NBA) subfilter-scale stress model is used (Kosovic, 1997;
Mirocha et al., 2010). This subfilter-scale stress (ssg equivalent) is
estimated as

Mij ¼ �Cel 2ðeÞ1=2Sij þ
27
8p

� �1=3

C2=3
s l C1 SikSkj �

1
3

SmnSmndij

� �
þ C2ðSikRkj � RikSkjÞ

	 
( )

ð11Þ

with the strain-rate tensor Sij ¼ 1=2ð@ug;i=@xj þ @ug;j=@xiÞ and rotation-
rate tensor Rij ¼ 1=2ð@ug;i=@xj � @ug;j=@xiÞ of the resolved velocity
components. Cs, Ce, C1, and C2 are functions of a constant backscatter
coefficient Cb of 0.36 (Kosovic, 1997), so that the NBA model is
consistent with a 1.5 order TKE closure (Lilly, 1967) in the limiting
case of Cb ! 0.

Options for the parameterization of long and short-wave radia-
tive transfer are included in WRF-LES/D (Skamarock et al., 2008).
Also, the land-surface models available in WRF have been coupled
with WRF-LES/D, e.g. the Noah land surface model (Chen et al.,
1996; Chen and Dudhia, 2001). After a significant modification
according to Shao et al. (submitted for publication), the modified
scheme has multi vegetation layers and four soil layers with
thicknesses of 0.01, 0.03, 0.06, and 0.1 m from top to bottom. This
configuration with thin soil layers is necessary for large-eddy
simulation. The land-surface model provides surface sensible and
latent heat fluxes for the large-eddy flow model, and the land-
surface quantities important to dust modeling (e.g. soil wetness).
WRF-LES/D, with the capacity for turbulence, dust, radiation and
land-surface modeling, is now a powerful tool for high-resolution
dust simulation.

2.3. Numerical experiments

Numerical experiments are carried out with WRF-LES/D for var-
ious atmospheric stability and background-wind conditions (Ta-
ble 1). The model horizontal resolution is 10 m and the vertical
resolution changes with height (higher resolution closer to the sur-
face). The Arakawa-C staggered grid is used and the depth of the
lowest model layer is 0.5 m (grid center). The domain of the simu-
lation is 2000 � 2000 � 1500 m3 and the corresponding number of
grid points is 200 � 200 � 90 (staggered dimensions). The simula-
tion time is 90 min with an output interval of 10 s. The first 30 min
of the simulation is the model spin up time. Accordingly, the
remaining 60 min (361 time steps) data are used for analysis. For
model initialization, the mean wind is logarithmic in the vertical
and uniform in horizontal. The logarithmic wind profile is defined
by the specified roughness length, z0, and the friction velocity, u⁄.
For each experiment, a constant (with time) surface heat flux is
specified. In other words, our experiments are for idealized cases
and hence the land surface model and the radiation model are
not activated to avoid unnecessary uncertainties. For the convec-
tive cases, an inversion is set at 1000 m. The lateral boundary con-
ditions are periodic and implicit Rayleigh damping is used for
vertical velocity in the top 300 m of the domain with a damping
coefficient of 0.01.

In all experiments, the soil type is loam and p(fi) and p(d) are
pre-specified (Fig. 3). The cohesive force, fi, is affected by multiple
factors, including particle size, shape, geometry and the environ-
mental controls such as soil wetness and chemical compositions.
It is conceptually important to apply a probabilistic treatment to

Fig. 2. (a) An illustration of the probability density functions p(f) and p(ft); Turbulent dust emission is proportional to the p(f) � p(ft) overlap; (b) An illustration of the lifting
and retarding forces acting on a particle on the surface.
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fi. However, very little is known about the precise form of the cohe-
sive force probability density function, p(fi). As a preliminary
approximation, we use a log-normal distribution derived on the
basis of a small dataset of Zimon (1982):

PðfiÞ ¼
1

fi

ffiffiffiffiffiffiffi
2p
p

rfi

exp �ðlnfi � ln�fiÞ2

2r2
fi

 !
ð12Þ

with the statistical moments given by

�fiðdÞ ¼ 10 expð4:3569� 0:2183dþ 0:0018d2Þ�1

rfiðdÞ ¼ 4:1095� 0:0476d

where fi and rfi are in 10�8 N and particle size d in lm. Fig. 3b
shows p(fi) for five particle sizes between 2 and 20 lm. As fi in-
creases with particle size, rfi decreases, indicating the increased
randomness of the cohesive force for smaller particles.

2.3.1. Instantaneous momentum flux
The parameterization of turbulent dust emission requires a sim-

ple method of quantifying p(f). Knowledge of p(f) can be obtained
by studying the pdf of the momentum flux, p(sf), by using the re-
sults of the large-eddy simulations, because p(f) is proportional
to p(sf). In a large-eddy model, s

*

f is the sum of the grid-resolved
component, s

*

g and the subgrid component, s
*

sg , i.e.,

s
*

f ¼ s
*

g þ s
*

sg ð13Þ

The magnitudes of s
*

g ; s
*

sg , and s
*

f are, respectively

sg ¼ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðugwgÞ2 þ ðvgwgÞ2

q
ssg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

sg;x þ s2
sg;y

q
sf ¼ q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðugwg þ ssg;xÞ2 þ ðvgwg þ ssg;yÞ2

q
If all turbulence is resolved, then sf ¼ sg , while if turbulence is

not at all resolved (close to surface), then sf ¼ ssg . The various def-
initions of the momentum fluxes are summarized in Table 2. We

Table 1
List of numerical experiments. Assumed are z0 = 10 mm and a loam soil for all cases.
For the convective cases, the boundary layer inversion height is set to zi = 1000 m.

Name u⁄ (m s�1) H (W m�2) w⁄ (m s�1)

Exp1 0.15 �50 �1.12*

Exp2 0.3 �50 �1.12
Exp3 0.5 �50 �1.12
Exp4 0.15 0 0
Exp5 0.3 0 0
Exp6 0.5 0 0
Exp7 0.15 200 1.77
Exp8 0.3 200 1.77
Exp9 0.5 200 1.77
Exp10 0.15 400 2.23
Exp11 0.3 400 2.23
Exp12 0.5 400 2.23
Exp13 0.15 600 2.55
Exp14 0.3 600 2.55
Exp15 0.5 600 2.55

* Undefined for stable conditions, but is formally computed by using
w� ¼ gziH0=qcp

�h
� �1=3.

Fig. 3. (a) Particle size distribution of a loam soil for d < 20 lm used in the numerical experiments. Insertion: distribution for d < 2000 lm. (b) Probability distribution of the
cohesive force for particle diameters of 2, 3, 5, 10, and 20 lm plotted in fi � p fið Þ against fi.

Table 2
A summary of the definitions of momentum fluxes.

Symbol Mathematical expression Physical meaning

s
*

f s
*

f ¼ qðuwÞ i
*

þqðvwÞ j
* Instantaneous momentum flux

sf sf ¼ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðugwg þ ssg;xÞ2 þ ðvgwg þ ssg;yÞ2

q
Magnitude of s

*

f

s
*

g s
*

g ¼ qðug wgÞ i
*

þqðvg wgÞ j
* Grid resolved instantaneous momentum flux

sg sg ¼ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðugwgÞ2 þ ðvgwgÞ2

q
Magnitude of s

*

g

s
*

sg s
*

sg ¼ qðugwsgÞ i
*

þqðusgwgÞ i
*

þqðusgwsgÞ i
*

þqðvgwsgÞ j
*

þqðvsg wgÞ j
*

þqðvsgwsgÞ j
* Subgrid instantaneous momentum flux; parameterized

ssg ssg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

sg;x þ s2
sg;y

q
Magnitude of s

*

sg

s
*

s
*
¼ qðu0w0 þ ssg;xÞ i

*

þqðv 0w0 þ ssg;yÞ j
*

Shear stress of mean wind; Divergence of s
*

is friction to mean wind

s s ¼ �q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu0w0 þ ssg;xÞ2 þ ðv 0w0 þ ssg;yÞ2

q
Magnitude of s

*
: In boundary-layer meteorology, convention is to align

x-direction with mean wind, U, then s ¼ �qðU0w0Þ ¼ qu2
� ; as U0w0 is

always negative (momentum flux is downwards)
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now use the WRF-LES/D simulations to examine the behavior of sf

and p(sf ). In the bulk of the boundary layer, momentum flux is pri-
marily due to large eddies, such that sf � sg . The dominant scale of

turbulence changes rapidly with height and the momentum flux
closer to the surface is primarily due to subgrid-scale eddies, such
that sf � ssg . Since ssg is parameterized using a subgrid closure

Fig. 4. (a): WRF-LES/D simulated (Exp10, Table 1) vertical velocity fluctuations (color shaded, m s�1) and horizontal wind vectors for the z = 2 m level; (b) As (a), but for the
z = 10 m level; (c) Grid-resolved momentum flux vector, s

*

g , and its magnitude, sg , in N m�2 for the z = 2 m level; (d) As (c) but for the z = 10 m level; (e) and (f) as (c) and (d),
but for s

*

f and sf .
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scheme, a question arises whether the subgrid closure correctly
produces ssg . To test the effect of the subgrid closure, we repeated
Exp8 with 20 m horizontal resolution. Analysis of p(sg) and p(ssg)
confirm that the unresolved fraction increases slightly as expected.
The differences in p(sg) between the model runs with different
model resolutions are found to be small. However, the universality
of the subgrid closure needs further improvement and the sensitiv-
ity of p(sf ) to model resolution needs to be further tested.

Fig. 4 shows an example from Exp10 of the turbulent flow fields
(mean wind excluded) and the turbulent momentum fluxes at the
2 and 10 m levels. The flow patterns on the two levels (Fig. 4a and
b) are similar, characterized by the networks of convergence lines
of distinct upward motions and divergence areas of weaker down-
ward motions. At certain junctions of the convergence lines, posi-
tively and negatively rotating vortices develop. In comparison with
the flow at the 2 m level, turbulence at the 10 m level is more
pronounced. Fig 4c and d show the corresponding sg and Fig. 4e
and f show sf . Associated with the turbulent motions, patterns of
momentum fluxes emerge, with relatively strong momentum
fluxes occurring along the convergence lines, in areas of strong
downdrafts and vortices. There are little qualitative differences in
the patterns of sg and sf between the 2 and 10 m levels, although
quantitative differences exist. The simulations confirm our hypoth-
esis that large eddies generate patches of strong momentum fluxes
which eventually result in intermittent dust emissions.Fig. 5 shows
the space-and-time averaged momentum flux profiles of �sf ; �sg and
�ssg , computed as follows

�sf ¼
1

NxNyNt

X
nxnynt

sf ðnx;ny;ntÞ ð14Þ

etc., where Nx (=199) and Ny (=199) are the number of grid points in
the x- and y-direction, respectively, and Nt (=361) the time steps of
model integration. For comparison, the profile of s (Reynolds shear
stress) is also shown. As expected, s is almost constant with height.
In contrast, �ssg decreases, while �sg increases, with height. In the
upper part of the atmospheric surface layer (e.g., z > 10 m), we have
�ssg � �sg because turbulence is gradually resolved by the grid. Also
�sf increases with height and deviates significantly from s.

The deviation �sf � s suggests that the instantaneous turbulent
momentum flux substantially differs from the Reynolds shear
stress.

Fig. 6 shows pðsgÞ, pðssgÞ and pðsf Þ for levels z = 0.5, 2, 5, 10, 20,
and 40 m for Exp8. It can be seen that the influence of subgrid-

scale turbulence on pðsf Þ decreases with height, because the typi-
cal size of turbulence increases and the turbulent eddies are more
and more model resolved.

Due to the variations of pðsf Þ with height, we must decide
which pðsf Þ is representative for the surface. Two choices appear
to be plausible. The first choice is to find a level close to the surface,

Fig. 5. (a) Profiles of �sg ; �ssg ; �sf ands from a WRF-LES/D simulation (Exp8, Table 1).

Fig. 6. Probability distribution functions of momentum fluxes sf ; sgandssg at the
levels of z = 0.5, 2, 5, 10, 20, and 40 m.
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where the interactions between atmosphere and land-surface are
immediate, e.g. at 2 m height. The problem at such a low height
is that large eddies are not fully developed and the surface
response time may be too large for the particles to react on the
fluctuations induced by micro-scale turbulence. The second choice
is to choose a level at which large eddies are well developed and
are the main momentum conveyors. In this study, we take 10 m
as the reference level, where the effect of subgrid closure is small.
The justification for this choice is that the time scale of the eddies
prevalent on this level is sufficiently large, such that the flow on
this time scale is at local equilibrium with the surface. Another
advantage of using the 10 m level is that it is approximately the
lowest level of regional weather and global climate models. How-
ever, some uncertainties remain and several difficult issues are yet
to be fully clarified. The essence of the problem lies in the lack of
understanding how sf varies with height close to the surface.
While the Reynolds averaged momentum flux, s, is often assumed
to be constant with height, sf in general increases with height as
Fig. 5 shows. Our large-eddy simulation cannot provide a conclu-
sive answer to this question, because in the model, the momentum

flux near the surface is parameterized and the parameterization
schemes cannot correctly reproduce the probability distribution
of the instantaneous momentum fluxes, because these schemes
are designed to reproduce the mean value of the momentum flux.
A possible consequence of using the instantaneous momentum
flux at the 10 m level may be an overestimated momentum flux
at the surface. But this choice must be qualitatively correct, as
Fig. 4 confirms. It is also noted that the dust emission scheme in-
cludes a model parameter aN, which is provisionally estimated
by Klose and Shao (2012), but needs to be verified with observed
data. Thus, at this stage of our work, aN also contains the uncer-
tainty in the choice of the reference level. Fig. 7 shows the depen-
dency of pðsf Þ on u⁄ and H for z = 10 m. The magnitudes and
variances of sf increase with H for given u⁄ (Fig. 7a). Under stable
conditions, turbulence is suppressed and sf is confined to small
values and under more unstable conditions, turbulence is
enhanced and sf obtains large values. This implies that for given
mean wind, convective turbulence enhances dust emission. The
magnitudes and variances of sf also increase with u⁄ for given H,
as expected.

Fig. 7. Probability distribution functions of momentum fluxes for z = 10 m for (a) constant u⁄ but varying H, and (b) constant H but varying u⁄. The mean values of sf are
indicated by dashed lines. Exp8 (H = 200 W m�2, u⁄ = 0.3 m s�1) can be used as reference for comparison between Figs. (a) and (b).

Fig. 8. Turbulent wind speed (vectors, in m s�1) and turbulent instantaneous
momentum flux of sf ¼ 1 N m�2 (contour) at 10 m height together with turbulent
dust emission (shaded, lg m�2 s�1).

Fig. 9. (Top) Cross-section (y = 90) of dust concentration (shaded in lg m�3) and
velocity vectors (u0;w0) in m s�1. (Bottom) dust emission at y = 90 (in N m�2). At
locations A and B, dust emissions related to updrafts and downdrafts are significant.
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Klose and Shao (2012) proposed a turbulent dust emission
scheme. The theoretic basis of their scheme is as described in
Section 2, but the parameterization of the instantaneous surface
shear stress follows the method of Manomaiphiboon and Russell
(2003) and Koehler and Symanowski (1995). The latter technique
derives the joint pdf [e.g. joint pdf of (u0, w0)] from the marginal dis-
tributions (e.g. pdfs of u0 and w0). The marginal distributions can be
approximated by using the Monin–Obukhov similarity laws. While
this technique is useful, it is too time consuming to be applicable to
regional and global dust modeling. Based on the large-eddy simu-
lation, pðsf Þ are found to be empirical functions of u⁄ and w⁄ (not
shown), and these empirical functions can be directly used in Eq.
(8) for estimating turbulent dust emission.

3. Turbulent dust emission

The simulations show that large eddies can produce significant
dust emission over fractions of the land surface. Fig. 8 is a snap shot
of CTDE simulated in Exp10. As seen, dust emissions occur along
updraft convergence lines (Fig. 8, area A), at downdraft centers
(Fig. 8, area B), and in areas of vortices (Fig. 8, area C).

The process of dust emission by large eddies can be more clearly
seen from Fig. 9. Fig. 9 shows a vertical cross section of dust con-
centration together with the velocity vectors (u0, w0) (top), and
the corresponding dust emission (bottom). Close to the surface,
vertically rotating vortices (vorticity component in y-direction)
exist, and relatively strong updrafts and downdrafts are evident.

Both updrafts and downdrafts produce dust emissions, e.g., at loca-
tions A and B. The near-surface dust concentration associated with
the convective dust emission for a typical case is about 100–
200 lg m�3 and the typical dust emission rate is of the order of
magnitude of 101 lg m�2 s�1. It is further seen from Fig. 9 that
large eddies, due to their cohesive structure, can effectively carry
dust to the upper levels of the atmospheric boundary layer.

Dust emission is itself a stochastic variable that obeys a proba-
bilistic distribution. Fig. 10 shows the distributions of turbulent
dust emission, F, for the numerical experiments listed in Table 1,
averaged over 361 samples (snap shots every 10 s over a period
of 60 min). Using the simulated data, we have computed the statis-
tic moments of F, e.g. its mean, �F, and standard deviation, rF

(Table 3). For example, �F is 9.26 lg m�2 s�1 and rF 13.32 lg m�2

s�1 for Exp8. F is found to be approximately Weibull distributed,
i.e.,

pðFÞ ¼ a
b

F
b

� �a�1

exp � F
b

	 
a� �
ð15Þ

with shape parameter a and scale parameter b (a, b > 0). The pdf of F
can be approximated with a Weibull distribution according to Eq.
(15) (Fig. 10). The Weibull distribution parameters are given in Ta-
ble 3. The shape parameter a is found to be nearly constant
(a � 0:8) for all atmospheric stability and background-wind condi-
tions. In contrast, the scale parameter, b, increases both with wind
shear and with instability, except for the stable cases (Exp 1–3), for
which b decreases with u⁄.

Fig. 10. (a) Probability distributions of dust emission flux averaged over 361 time steps of simulation time (crosses) and fitted Weibull distributions (Eq. (15), lines) for the 5
experiments with u⁄ = 0.15 m s�1 plotted F � p(F) versus F. (b) and (c) as (a) but for u⁄ = 0.3 and 0.5 m s�1. The coefficients of determination (r2) are given for each fitting. (d)
Dependency of scale parameter b on u⁄w⁄ for convective cases (Exp 7–15), on u⁄|w⁄| for stable conditions (Exp 1–3), and on u⁄2 for neutral cases together with weighted linear
regressions.
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To demonstrate the relation of scale parameter b to the macro-
scopic atmospheric control parameters, b is plotted against the
product of friction velocity and convective velocity scale, u⁄w⁄
(Fig. 10d). A simple linear relationship is found. Some exceptions
must be made for stable/neutral conditions, as the formally com-
puted w⁄ is negative/zero in these cases. For stable conditions,
the absolute value of w⁄ is used for simplicity, whereas for neutral
cases, a linear relationship between b and u⁄2 is shown.

4. Conclusion

We have argued that convective turbulent dust emission is an
important process that must be considered in dust emission
parameterization. The mechanism of turbulent dust emission dif-
fers from the other dust emission mechanisms, such as saltation
bombardment and aggregates disintegration, considered in ‘‘tradi-
tional’’ dust emission schemes. Our hypothesis is that under cer-
tain background atmospheric and land-surface conditions, large
eddies develop and generate sporadic momentum fluxes which
produce patchy and intermittent dust emission. While the
strength, size, and number of the large eddies are difficult to quan-
tify, their impact on dust emission can be statistically evaluated
from the model simulations. On this basis, it is possible to express
turbulent dust emission in terms of a small number of environ-
mental control parameters.

We have developed a large-eddy dust model, WRF-LES/D, by
coupling the WRF large-eddy model with a new dust module.
WRF-LES/D has been applied to simulating turbulence and dust
emission for various stability and background-flow conditions for
a given soil surface. These simulations enabled us to examine
how turbulent dust emission occurs, to quantify the instantaneous
shear stress generated by convective eddies and to estimate the or-
der of magnitude and range of variations of dust emission.

We have demonstrated that the instantaneous momentum flux
on the surface, sf , obeys a probability distribution function, pðsf Þ.
The introduction of instantaneous momentum flux, regardless of
its direction, in dust modeling is new with respect to the use of a
threshold friction velocity u⁄ in traditional dust emission schemes.

The numerical results confirmed that large eddies can produce
significant dust emissions. Under convective conditions, dust emis-
sions occur along updraft convergence lines, at downdraft centers
and in areas of vortices. It is found that the near-surface dust
concentration due to turbulent dust emission is of the order
102 lg m�3 and the typical dust emission rate is of the order
101–102 lg m�2 s�1. Due to the cohesive structure of convective
turbulence, dust emitted can be effectively carried to the upper

levels of the atmospheric boundary layer. While turbulent dust
emission is a stochastic variable, its statistical moments are simply
related to the control parameters. We have shown that for a given
soil type, turbulent dust emission is a function of u⁄ and w⁄.

The estimated magnitude is subject to the verification of field
observations, because we have used in our simulation several
parameters which have uncertainties. One of these lies in the choice
of the momentum flux reference level (10 m in this study) and
another in the parameter aN in Eq. (7). These uncertainties affect
the quantitative estimates of turbulent dust emission, although less
so its nature and spatial patterns. Also, the specification of particle
cohesive forces is subject to uncertainties. The improvement of our
proposed scheme premises reliable future measurements.
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Abstract Further developments of a parameterization scheme for convective turbulent dust emission
(CTDE) are presented. The scheme is advanced by including (1) a new statistical description of instantaneous
momentum flux, (2) a correction function for cohesive force to account for the effect of soil moisture, and (3)
a correction function for lifting force to consider the effect of vegetation roughness elements. The
probability density function describing instantaneous momentum flux is now derived from large-eddy
simulations for different atmospheric stabilities. The vegetation correction function is based on a drag
partition theory. Additional improvements on the representations of interparticle cohesive force and
particle size distribution are introduced. The new CTDE scheme is tested against the field data obtained at
a sand storm monitoring station in the Horqin Sandy Land in China in 2011 and during the Japan-Australia
Dust Experiment in Australia in 2006.

1. Introduction

Three dust emission mechanisms have been recognized [Shao, 2008]: saltation bombardment, aggregates
disintegration, and aerodynamic entrainment. In the situation of strong mean wind, the first two mecha-
nisms are efficient and most important. Several dust emission parameterization schemes already exist for
one or both of these two mechanisms, e.g., the schemes of [Marticorena and Bergametti, 1995] or [Shao,
2004]. Direct aerodynamic dust entrainment was neglected in earlier studies [e.g., Alfaro and Gomes, 2001;
Zender et al., 2003; Kok and Renno, 2009]. This is justified if we consider dust emission in episodic dust storm
events when the amount of dust emitted by direct entrainment may be of orders of magnitude smaller
than that by saltation bombardment [Loosmore and Hunt, 2000]. However, the long-term contribution of
recurrent aerodynamic dust entrainment may be substantial. Recently, effort has been made to investigate
the process of Convective Turbulent Dust Emission (CTDE), the most important form of aerodynamic dust
entrainment [Klose and Shao, 2013]. Field experiments have been carried out to investigate CTDE among
other processes [e.g., Heintzenberg, 2008; Chkhetiani et al., 2012]. Ansmann et al. [2008] analyzed the vertical
profiles of convective dust plumes by use of lidar measurements of the Saharan Mineral Dust Experiment
(SAMUM) in Morocco and suggested that convective processes play an important role in dust production,
particularly at low mean wind speeds (< 7 m s−1). Allen et al. [2013] studied the relative importance of dust
generation mechanisms in central Sahara in the Fennec project and attributed 1–2% of dust emission to dry
convective plumes. This reported low value may be related to the fact that no dust devils, a category of “dry
convective plumes”, were detected at the Fennec site [Allen et al., 2013]. In addition, the latter authors clas-
sified 51% of the measurement time (or 13% using total nephelometer scattering) as background dust. In
fact, part of the “background dust” might be due to CTDE although not in form of dust plumes. From the
modeling perspective, very few studies have focused on CTDE. Ito et al. [2010] conducted large-eddy simu-
lations (LES) and used the empirical relation of Loosmore and Hunt [2000] to estimate CTDE. Descamps et al.
[2005] introduced a pavement model in which the temporal evolution of the surface particle size distribu-
tion is considered. The latter authors applied probability density functions for aerodynamic lift and particle
cohesive forces. The first comprehensive CTDE model was proposed by Klose and Shao [2012]. In a follow-up
work, Klose and Shao [2013] developed a large-eddy dust model, WRF-LES/D, by coupling the Weather
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Research and Forecasting (WRF) large-eddy flow model with the new CTDE scheme. This model was used
to investigate the CTDE processes in detail. The studies of Klose and Shao [2012, 2013] are the basis for the
improved CTDE parameterization presented in this study. The model is advanced in that (1) a new statisti-
cal description of instantaneous momentum flux, which is crucial for turbulent dust uplift, is obtained based
on the simulation results of WRF-LES/D (2) a correction function for soil moisture effects on dust emission is
included; and (3) a correction function for the influence of vegetation roughness elements on particle lifting
is introduced. Further improvements of the representations of cohesive force and particle size distribution
are presented. Tests for model sensitivity on soil moisture and vegetation cover are performed. The model
is calibrated and validated with field data from a sand storm monitoring station in the Horqin Sandy Land in
China in 2011 [Li et al., 2014] and from the Japan-Australia Dust Experiment (JADE) conducted in Australia
in 2006 [Ishizuka et al., 2008, 2014]. For calibration, the data are selected from the time periods which satisfy
the criteria for CTDE events.

The CTDE theory is described in section 2. The new statistical representation of instantaneous momentum
flux is presented in section 3 followed by the dust model evaluation in section 4. Subsequently, the
model sensitivity on the cohesive force parameterization and the correction methods to account for soil
moisture and vegetation cover effects are detailed in section 5. The study is concluded in section 6.

2. Convective Turbulent Dust Emission Scheme

The dust emission scheme of Klose and Shao [2012, 2013] captures the stochastic nature of the processes
involved in CTDE by parameterizing both aerodynamic lifting force and interparticle cohesive force using
probability density functions (pdfs). The dust emission flux is given as

F̃ =

{
𝛼N

2D

{
−wtmp + Tp

(
f − fi

d
D

)}
for f > ft,

0 else
(1)

for a given lifting force f and cohesive force fi. Tp is the particle response time, d particle diameter, D
viscous sublayer thickness, mp particle mass, and wt the particle terminal velocity. As shown in Klose and
Shao [2012], 𝛼N = NpD, with Np being particle number concentration. Thus, 𝛼N has the dimensions of [m−2]
and can be interpreted as the over D integrated particle number concentration per unit area. The value of 𝛼N

is unknown, but its characteristics can be specified. Suppose during a CTDE, a unit volume (V1) adjacent to
the surface is filled with particles of diameter d1 and another (V2) with particles of size d2 > d1. All particles
have the same density. A plausible assumption is that the total mass of dust in V1 is equal to that in V2, and
thus, Np (V1) d3

1 = Np (V2) d3
2. Accordingly, 𝛼N decreases with particle size as

𝛼N = 𝛼N0

(
d

dref

)−3

(2)

with 𝛼N0 being an empirical constant of dimensions [m−2] and dref the particle size for which the scheme is
calibrated, e.g., 10 μm.

CTDE is initiated only if f exceeds the retarding force ft = fi + mpg, where g is the gravitational acceleration.
The dust emission flux for a given particle size dj can be calculated as

Fj = ∫
∞

0

[
∫

f

0
F̃ ⋅ pj

(
fi

)
dfi

]
p
(

f
)

df , (3)

with pj(fi) being the pdf of fi(dj) and p(f ) that of f , and finally, the total dust emission flux is

F = ∫
dmax

0
Fj ⋅ pA

(
dj

)
𝛿dj (4)

where dmax is the maximum dust particle diameter (20 μm in the current model version) and pA(dj) the area
particle size distribution (psd). 𝛿 indicates the differential. Note that pA is used instead of mass psd, pM,
because the surface shear stress acts on particle area instead of particle volume. pM(dj) is the one usually
directly available from particle size analysis, but for given pM, pA can be estimated as

pA

(
dj

)
=

pM

(
dj

)
dj

[
K∑

k=1

pM

(
dk

)
𝛿dk

dk

]−1

. (5)
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For the Horqin and JADE sites, pM(dj) can be found in Li et al. [2014] and Shao et al. [2011], respectively. The
JADE soil type is loamy sand, while the Horqin soil type is sand. Only the minimally dispersed psds are used
in the CTDE model, as the relatively weak winds produce little disturbance to the soil.

The interparticle cohesive force is assumed to satisfy a log-normal distribution

p
(

fi

)
= 1

fi

√
2𝜋𝜎fi

exp

(
−
(

ln fi − ln f̄i

)2

2𝜎2
fi

)
(6)

and the mean value f̄i and standard deviation 𝜎fi
are estimated with

f̄i = 𝜗d (7)

𝜎fi
= 4.11 − 0.05d (8)

with f̄i and 𝜎fi
in 10−8 N, d in μm, and 𝜗= 102𝜗0 being a coefficient ([𝜗] = [𝜗0] = kg s−2). The factor of 102

arises from conversion of m in μm and of N in 10−8 N. This conversion is necessary for consistency with
equation (8), suggested in Shao [2008] based on a small data set of Zimon [1982].

Equation (7) follows Shao and Lu [2000]. In their derivation for threshold friction velocity for saltation, u∗t ,
the latter authors found a parameter 𝛾 to be in the range of 1.65 × 10−4 to 5 × 10−4 kg s−2. It follows that 𝜗0

ranges between 0.86 × 10−4 and 2.62 × 10−4 kg s−2. This range is consistent with the values suggested by
Corn [1961] and Phillips [1980]. On this basis, we select 𝜗0 = 1.6 × 10−4 kg s−2.

The estimates of the parameters for equation (8) have, due to the small sample size of the underlying data,
large uncertainties which cannot be well quantified due to our limited knowledge on the cohesive force. To
evaluate the dust flux uncertainties arising from fi , a sensitivity experiment will be conducted (section 5.1).

3. Parameterization of Instantaneous Momentum Flux

The aerodynamic lifting force, f , is proportional to instantaneous momentum flux, 𝜏f , and we estimate p(f )
by parameterizing the pdf of 𝜏f , p(𝜏f ). The Reynolds shear stress is not used here, because it is typically
averaged over a time interval of 20–30 min and therefore does not capture the instantaneous shear stress
responsible for turbulent dust uplift. In Klose and Shao [2012], p(𝜏f ) was determined as the joint pdf of
turbulent wind speed components u′, v′, and w′, u′ = u − u, etc., and made use of the Monin-Obukhov
similarity theory (MOST). This method is, however, computationally costly and subject to the validity of
the MOST assumptions. In Klose and Shao [2013], large-eddy simulation (LES) was used to investigate the
behavior or 𝜏f and the corresponding dust emissions for various atmospheric stability conditions. Based on
the model simulations, a new method is proposed for estimating p(𝜏f ) for given atmospheric stabilities. In
this method, p(𝜏f ) depends both on friction velocity u∗ and convective velocity w∗, such that the effects of
shear-generated and buoyancy-generated turbulence on 𝜏f are accounted for. Also, the Obukhov length, L,
is used as a measure of stability.

Using the LES simulations, we calculate p(𝜏f ) at 10 m height for various stabilities [Klose and Shao, 2013],
where 𝜏f is given by

𝜏f = 𝜌

√(
u′w′ + 1

𝜌
𝜏sg,x

)2

+
(

v′w′ + 1
𝜌
𝜏sg,y

)2

(9)

with 𝜏sg,x and 𝜏sg,y being the subgrid momentum flux components, which are, in the LES simulations, com-
puted using a turbulent kinetic energy based nonlinear backscatter and anisotropy subfilter-scale stress
parameterization [Kosovic, 1997; Mirocha et al., 2010]. By using u′, v′, and w′ instead of u, v, and w, only the
variance of 𝜏f needs to be considered.

We recognize that p(𝜏f ) is height dependent, but 𝜏f at the surface must be proportional to 𝜏f at some level
above the ground. The 10 m level is chosen, as large-eddies on this level are sufficiently developed and data
(measurements or simulations) are most readily available for CTDE modeling. For more details, see Klose and
Shao [2013].
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Three different types of distributions were tested to find the most suitable fitting for p(𝜏f ), namely, the
Weibull, Gamma, and Frechét distributions:

pW (x) = 𝛼

𝛽

(
x
𝛽

)𝛼−1

exp

[
−
(

x
𝛽

)𝛼]
(10)

pG (x) =
1

𝛽𝛼Γ (𝛼)
x𝛼−1 exp

[
−
(

x
𝛽

)]
(11)

pF (x) =
𝛼

𝛽

(
x − 𝜁

𝛽

)−1−𝛼

exp
[
−
(

x − 𝜁

𝛽

)−𝛼]
(12)

where 𝛼 and 𝛽 are the shape and scale parameter of the respective distributions. Other distribution func-
tions were also tested (e.g., log-normal and Gumbel) but did not perform well and were thus excluded
from further discussions. For pF , the location of the distribution’s minimum, 𝜁 , was assumed to be zero.
This assumption is reasonable for p(𝜏f ) and reduces the degrees of freedom to 2. To develop a similarity
theory for p(𝜏f ), 𝜏f needs to be normalized to allow for building of p(𝜏f ) groups characteristic for cer-
tain atmospheric situations and for establishment of universal p(𝜏f ) functions. To reflect both shear- and
buoyancy-induced turbulence, u∗ and w∗ are included in the scaling. Per definition, we have u∗ =

√
𝜏R∕𝜌

and w∗ =
(

g
Θ

w′Θ′
0zi

)1∕3
, where Θ is potential temperature, w′Θ′

0 surface buoyancy flux, and zi the bound-
ary layer thickness. The use of a linear combination of u∗ and w∗ is more advantageous than the use of their
product, as the latter approaches zero if either w∗ ≈ 0 or u∗ ≈ 0. This consideration and tests with various
combinations resulted in two scaling factors, s1 and s2, for the final analysis:

s1 =𝜌
(

w2
∗ + mu2

∗
)

(13)

s2 =𝜌
(

w3
∗ + mu3

∗
)2∕3

(14)

where m is a weighting coefficient. The fitting to p(𝜏f ) was done after 𝜏f was scaled either with s1 or s2 and
with m varying from 1 to 50. Even larger values of m would diminish the relevance of w∗. For each m, the
mean and the variance of 𝛽 were calculated for the categories of stable, neutral, and unstable conditions.
For each category, the mean of 𝛽 corresponding to a minimum variance of 𝛽 , i.e., 𝜎2

𝛽
, is selected for use in the

CTDE scheme.

It turned out that the minimum 𝜎2
𝛽

for the unstable cases is lower for the Frechét distributions than for the
Weibull distributions. For the Gamma distributions, no minimum could be found. Only the unstable cases
were considered here, as they are of particular interest for CTDE. The optimal scaling to achieve a minimum
𝜎2
𝛽

is for the Weibull and Frechét distributions:

sW = 𝜌
(

w3
∗ + 19u3

∗
)2∕3

(15)

sF = 𝜌
(

w3
∗ + 43u3

∗
)2∕3

. (16)

The fitting of p(𝜏f ) was then redone with 𝜏f normalized with sW and sF , and the scale parameter 𝛼 was related
to atmospheric stability as power of |z∕L| with z = 10 m. Figures 1a and 1b show 𝛼 and 𝛽 derived from
the Weibull fitting and the corresponding approximations for p(𝜏f ) derived from the 15 LES runs of Klose
and Shao [2013]. Blue represents the stable conditions (from week to strong wind speeds, Experiments 1–3)
and green the neutral conditions (Experiments 4–6). For the remaining experiments, stability was gradually
decreased (Experiments 7, 10, 13: yellow to purple), again from weak to strong winds (Experiments 7–9,
Experiments 10–12, and Experiments 13–15). As this study is about CTDE, we only selected the unstable
cases (Experiments 7–15) for deriving the relation between 𝛼 and z∕L and found that

𝛼 = 1.05 + 0.17
|||| z

L

||||
−3∕4

. (17)

Figure 1d shows the pdfs reproduced by equation (17) together with the constant 𝛽 values as given in
Figure 1b. Figure 1a shows that the stable cases are also close to the curve, which has been fitted to the
unstable cases only. Thus, equation (17) can also be used to reproduce the stable cases with the only dis-
advantage of a somewhat decreased accuracy. Neutral conditions cannot be reproduced by equation (17),
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Figure 1. (a) Relationship between the shape parameter 𝛼 and stability, as represented by |z∕L|, and the coefficient of
determination, r2. (b) Mean values of the scaling parameter 𝛽 for different atmospheric stabilities and the corresponding
variances 𝜎𝛽 . Probability density functions of instantaneous momentum fluxes (c) obtained from LES and (d) reproduced
using Weibull distributions with the parameters obtained from equation (17) and the constant 𝛽 approximation as shown
in Figures 1a and 1b, except for neutral conditions, where the shape parameter has been taken from the fitting directly.

because z∕L ≈ 0. Therefore, the shape parameter obtained by the fitting was directly used for pdf reproduc-
tion for the neutral cases (Experiments 4–6) in Figure 1c instead of the approximated 𝛼 used for stable and
unstable conditions. While the Weibull pdfs give somewhat flatter peaks for small 𝜏f (Figure 1d) compared to
the data (Figure 1c), they well reproduced the behavior of the distributions’ tails. The results of the Frechét
fitting are shown in Appendix A. The shapes of the distributions match better with the original p(𝜏f ) for
small 𝜏f , but the probability density was underestimated for large 𝜏f , especially for very unstable conditions
(Figure A1d). Thus, the Weibull distributions were chosen for the CTDE scheme for two reasons:

1. The emphasis of this study is on convective turbulence which is expected to occur under the conditions of
weak wind (small u∗) and strong buoyancy (large w∗). For such situations, the Weibull pdfs well represent
p(𝜏f ) as seen from the large correlation coefficients (Experiments 7, 10, and 13).

2. The intermittently high momentum fluxes are most important for CTDE, which are better reproduced by
the Weibull pdfs. With the similarity relationships, we can now estimate p(𝜏f ) with input parameters u∗,
w∗, and z∕L, which are usually available in atmospheric models.

4. Comparison to Field Observations

To enable a general application of the CTDE scheme, the model parameter 𝛼N0 needs to be determined.
Preliminary estimates for 𝛼N0 exist, e.g., 𝛼N0 ≈ 800 m−2 obtained by comparison of modeled dust concen-
trations with lidar observations in the Taklimakan desert [Klose and Shao, 2012]. This value is now no longer
recommended, because in the latter study, the particle lifting force was calculated based on joint pdfs of tur-
bulent wind speed components and the lidar data had large uncertainties. Also, other model updates have
been made since the work of Klose and Shao [2012]. Using the new method described in section 3 and in situ
observations, more reliable 𝛼N0 can be estimated. Li et al. [2014] used the new version of the scheme and
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validated the results against the data collected from a sand storm monitoring station in the Horqin Sandy
Land in China in 2011. By investigating five CTDE cases, they found 𝛼N0 ≈ 104 m−2. Measurements were
taken for about 1 year at Horqin. To detect more CTDE cases, we additionally analyzed the data of the
Japan-Australia Dust Experiment (JADE) conducted in Australia in 2006 [Ishizuka et al., 2008, 2014]. At the
JADE site, dust was observed for eight size bins from 0.3 to > 8.4 μm. As recommended by Ishizuka et al.
[2014], size bins 1 and 8 were excluded from analysis such that a size range from 0.6 to 8.4 μm is used. A
30 min running average was applied to the JADE data. Details on processing of the Horqin data can be found
in Li et al. [2014]. In the latter work, CTDE events were specified based on three criteria: (1) upward dust flux
(F > 0), (2) no systematic saltation (u∗ < u∗t), and (3) convective turbulent conditions (w∗ > 0). By apply-
ing these criteria to the two data sets, 18 (14 Horqin and 4 JADE) CTDE cases were identified. Measurements
using a SENSIT (a piezoelectric sensor) at the Horqin site and a SPC (sand particle counter) at the JADE site
confirm that saltation activities were weak during the selected CTDE cases, but intermittent saltation did
occur. Intermittent saltation may occur even if u∗ is below u∗t [Stout and Zobeck, 1997]. We cannot exclude
the possibility that intermittent saltation generates dust emission but this mechanism must be considered
to be part of the stochastic dust emission process.

All cases were modeled with the new CTDE scheme with 𝛼N0 initially set to 1. Figure 2 shows the time series
and scatterplots of the observations and the model results for four of the Horqin cases. At Horqin, fluxes of
dust particles with diameters < 10 μm were estimated from the PM10 concentration profile measurements.
The time series of the modeled fluxes were obtained by multiplying the model results (with 𝛼N0 = 1) by
an 𝛼N0 determined from the observed-to-modeled dust-flux ratio shown in the scatterplots. As seen, there
is a good agreement between the model predictions and observations and the temporal evolutions match
well. For the four cases shown, the coefficient of determination, r2, is the lowest for the case of 28 November
2011 with r2 = 0.26 and the highest for the case of 14 October 2011 with r2 = 0.71. In the former case,
the low r2 is caused by the poor model-observation agreement at about day 332.6. For the remaining time,
the predictions and observations differ only slightly in magnitude. In the latter case, the temporal evolution
is well reproduced by the model with only slight discrepancies at about day 318.4 and 318.6. For the four
cases, 𝛼N0 is of the same order of magnitude, ranging between 1.02 × 104 m−2 and 3.95 × 104 m−2. Example
3 has also been analyzed by Li et al. [2014].

Overall, in 11 of the 14 Horqin cases (Cases 1–7 and 11–14), the model predictions and observations agree
with regard to onset and cessation (where contained in the CTDE period) as well as overall characteristics
and 𝛼N0 is of similar magnitude. Some discrepancies occur in the magnitude of predicted and observed
emissions. There are, however, cases where model and measurements do not agree well. For example, in
Case 8, the observations show relatively high emissions at the beginning of the CTDE period, which are
not reproduced by the model. At this time, the SENSIT showed some signs of saltation, which might have
produced the higher dust emissions and makes the estimate of 𝛼N0 sensitive to the fitting period selected.
In Cases 9 and 10, a similar underestimation at the beginning of the event occurs but cannot be clearly
attributed to saltation. Possible additional sources of model-observation differences are as follows:

1. Model predictions loose quality under suboptimal CTDE conditions, e.g., small w∗. The reason is that the
parameterization of instantaneous momentum flux is optimized for convective conditions.

2. Dust is present already before the CTDE period, which causes a biased concentration measurement and
thus biased dust emission estimate. This leads to an overestimation/underestimation in 𝛼N0.

3. Dust emission is heterogeneous in the area and not all emitted dust particles pass the instruments. Part of
the discrepancies in Cases 9 and 10 might be attributed to possibility (1), as w∗ was relatively small at the
beginning of the period.

For two of the JADE cases, the 𝛼N0 values are larger (≥ 1 × 105 m−2) than for the other cases. Analysis
indicates that this might be caused by a u∗ that intermittently exceeded u∗t . Figure 3a shows the time
series of observed and modeled results and Figure 3b the 30 min averages of u∗ and w∗ together with
u∗t = 0.28 m s−1 [Shao et al., 2011] for Case 16 (JADE Case 2). The magnitude of CTDE for this case was
≈ 200 μg m−2 s−1, much larger than for the other cases. It can be seen that every time when u∗ exceeded
u∗t , the observed dust flux increased considerably, e.g., at day 62.15 or 62.3. The SPC measurements indi-
cated intermittent saltation at these times. Thus, the relatively high fluxes were probably partially driven by
saltation and partially by CTDE, giving a very large 𝛼N0 if the model is fitted to the data. A reduction of the
modeled fluxes for about 50% would yield an 𝛼N0 of about 7 × 104 m−2, close to 𝛼N0 of the other examples.
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Figure 2. CTDE cases observed in the Horqin Sandy Land. Grey shadings indicate the times when the CTDE criteria were
satisfied. (left) Time series of observed and modeled dust emission flux. The time is given in observation days (local time).
(right) Corresponding modeled versus observed fluxes for determination of 𝛼N0. Values are given in the figures. Note the
varying axis scales in the scatterplots.

The same statement applies to Case 17 (JADE Case 3). The above discussions suggest that further improve-
ments to the CTDE scheme are necessary in a future study to include the effect of intermittent saltation on
dust emission.

Figure 4a shows 𝛼N0 for all events together with the corresponding mean soil moisture. The standard errors
of 𝛼N0 are shown as error bars. Cases 1 and 11–13 are detailed in Figure 2. The volumetric water content was
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Figure 3. (a) Time series of observed and modeled dust fluxes at the JADE site. (b) Corresponding observations of u∗, w∗ ,
and u∗t (dashed line).

measured at 5 cm depth at Horqin and at 1.1 cm at the JADE site. Due to evaporation, it can be assumed that
the soil is generally drier at the very surface during daytime in absence of precipitation. Accordingly, there is
probably an inconsistency between the soil moisture observations at the two sites.

In case of higher soil moisture, dust emission is expected to be lower and 𝛼N0 smaller due to dust particle
cohesion. This tendency can be found for all cases except for the Horqin Cases 3 and 5 and JADE Case 1
(Case 15). The JADE events were all relatively dry, and saltation might have played a role, as discussed before.
The dashed lines indicate the mean value, 𝛼N0, of all cases and the sum of mean and standard deviation,
𝛼N0 + 𝜎𝛼 . Cases 16 and 17 (JADE Cases 2 and 3) lie above the 1𝜎 level. They are considered as being out-
liers and excluded from further analysis and model calibration. With the 16 remaining cases, a mean of
𝛼N0 = 1.98 × 104 m−2 and a relative standard deviation of RSD = 67.7% were found. We hypothesize that
this variation can be further reduced if the model accounted for the effects of soil moisture and surface
roughness on CTDE. To test this hypothesis, correction methods for these effects are proposed.

5. Effects of Soil Moisture and Surface Roughness on Dust Emission

In Klose and Shao [2013], the cohesive and lifting forces are described as log-normal and Weibull pdfs,
respectively. The moments of the distributions can be modified to reflect the effects of soil moisture and
vegetation cover. Soil moisture affects soil cohesion and can be considered in the parameterization of the
cohesive force. Vegetation affects the surface shear stress and can be accounted for in the parameterization
of the lifting force.

Figure 4. (a) Model parameter 𝛼N0 for the 18 selected CTDE cases. Colors represent the mean soil moisture during the
events. The dashed lines indicate the mean value and mean ±𝜎𝛼 levels for all events (𝜎𝛼 : standard deviation of 𝛼N0).
Events 16 and 17 were considered as outliers and excluded from statistical analysis. The black solid line shows the mean
value of the 16 remaining cases. The relative standard deviation (RSD) is also given in the figure. (b) Relative increase
𝛼N0,moist∕𝛼N0,uncorr with the soil moisture correction being included in the model.
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Figure 5. (a) Variation of p(fi) for varying particle diameter (5, 10, and 20 μm), varying f̄i as specified by
𝜗0 ([0.5,3] kg s−2), and modified 𝜎fi

(±20%). “Reference” refers to the settings described in section 2, shown for a particle
diameter of 10 μm. (b) Senitivity of dust flux, F, to 𝜗0 shown relative to the dust flux obtained from the reference setting,
Fref. The sensitivity is shown for different soil types and 𝜎fi

.

5.1. Sensitivity of Dust Flux to Cohesive Force
Before soil moisture effects can be incorporated, the accuracy of the cohesive force parameterization must
be assessed. Due to the limited understanding of this force and due to large variability in the data available
from literature [e.g., Zimon, 1982; Felicetti et al., 2007], no precise accuracy estimate can be provided. To eval-
uate the dust flux uncertainties arising from the cohesive force, a sensitivity experiment is conducted. Both,
mean value, f̄i , and standard deviation, 𝜎fi

, are varied within a predefined range and the corresponding dust
flux is calculated with equal boundary conditions. f̄i is estimated from equation (7). For the sensitivity test,
𝜗0 has been varied between 0.5 × 10−4 and 3 × 10−4 kg s−2 (−70%, +90% compared to 𝜗0ref = 1.6 kg s−2)
and 𝜎fi

is obtained from equation (8) and varied by ±20% . Figure 5a shows p(fi) for the particle diameters 5,
10, and 20 μm together with the results from variation of f̄i and 𝜎fi

. As seen, the distribution shifts to larger
values for increasing diameter and the standard deviation decreases. The reduction of 𝜎fi

results in a smaller
contribution of small/large fi, and intermediate values are of higher importance. The modification of f̄i shifts
the distribution to smaller or larger fi . Figure 5b presents the relative dust flux F∕Fref for the soil types sand,
loam, sandy clay loam, and clay. Note that according to our parameterization, the cohesive force does not
depend on soil type but on particle diameter only. Fref refers to dust emission flux obtained with the settings
described in section 2. The different results for the four soil types arise from the differences in their particle
size distributions. In general, the dust flux decreases for increasing f̄i as in that case the lifting force, f , less
frequently exceeds fi . In contrast, an increase in 𝜎fi

may either increase or decrease the dust flux depend-

ing on f . For a given f , dust emission is proportional to the area ∫ f
−∞ p

(
fi

)
dfi ; thus, the effect of 𝜎fi

on dust
emission can be seen from the slope of the cumulative distribution function (cdf ) of fi , which increases with
decreasing 𝜎fi

, and thus, the relative location of f to the intercept point between the cdfs of different 𝜎fi

reveals whether the dust flux increases or decreases. Our tests show that the variation of f̄i by about 70–90%
yields a change in dust flux by about 10–15%, while a 20% variation in 𝜎fi

only a change by about 1–2%.

5.2. Soil Moisture Correction
For moist soils, the cohesive force on average is larger than for dry soils. The variance of the cohesive force
accounts for its fluctuations due to particle shape, surface roughness, Van-der-Waals force, electrostatic
forces, etc. For dry soils, the variance is relatively large, while for wet soils, the capillary force becomes the
dominant component of the cohesive force. Using wind tunnel experiments, Chepil [1956] found that soil
erodibility is a function of the amount of water adsorbed on the particles. After comparison with earlier
studies [e.g., Haines, 1925; Fisher, 1926; Allberry, 1950], Chepil concluded that the capillary cohesive forces
are much higher than the adsorptive cohesive forces. Chen et al. [1996] confirmed this by concluding that
“when soil moisture changed from film to capillary water, soil resistance to wind erosion transformed with a
step-like pattern.” Zimon [1982] compared theoretical results with experiments and concluded that “Under
conditions of capillary condensation, adhesive forces are determined entirely by capillary forces since they
are greater than all other components of the adhesive forces.” We thus expect the cohesive force to become
more and more deterministic with increasing soil moisture such that its value approaches the sum of mean
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dry and capillary cohesion and its variance becomes negligible. In our CTDE scheme, the cohesive force is
parameterized as log-normal distribution with mean value

M = exp

(
𝜇 +

𝜎2
fi

2

)
(18)

where 𝜇 = ln f̄i according to equation (6). Following a definition frequently used in hydrology [e.g., Brooks
and Corey, 1964; van Genuchten, 1980], we specify the relative soil moisture as (𝜃−𝜃r)∕(𝜃s−𝜃r), where 𝜃 is the
volumetric soil moisture, 𝜃s that at saturation, and 𝜃r the air-dry soil moisture. Based on the aforementioned
arguments, it seems reasonable to propose for shape parameter and mean value of p(fi)

𝜎2
fi ,moist =

(
1 −

(
𝜃 − 𝜃r

𝜃s − 𝜃r

)n)
𝜎2

fi ,dry (19)

Mmoist = Mdry + fic
(20)

with fic
being the capillary cohesive force and n being a coefficient. n determines how rapidly the variance

approaches zero. We suggest n = 2, but due to relatively dry conditions during the selected CTDE event, n is
to be determined on a more detailed data basis including a wider moisture range and different soil textures.
Assuming further that Mmoist = exp

(
𝜇moist + 𝜎2

fi ,moist
∕2

)
(compare equation (18)), it follows

𝜇moist = ln

(
exp

(
𝜇dry +

𝜎2
fi ,dry

2

)
+ fic

)
−

𝜎2
fi ,moist

2
. (21)

Thus, p(fi) can be recalculated with the adjusted 𝜇 and 𝜎fi
.

McKenna Neuman and Nickling [1989] and McKenna Neuman [2003] investigated the effect of soil moisture
on particle entrainment by wind and developed a theory for quantification of the capillary cohesive force
for sand particles by making assumptions for the particles’ contact geometry. They obtained

fic
= G

𝜋T 2|ΔP| (22)

with water surface tension T [N m−1], pressure difference between soil water and atmosphere ΔP [N m−2],
and the dimensionless geometric coefficient G. Fécan et al. [1999] used this approach to develop a mois-
ture correction for u∗t . The latter authors augmented the theory of McKenna Neuman and Nickling [1989] for
other soil types by generalizing the parameterization to consider also the adsorptive film covering the parti-
cles. This film is relatively unimportant for sandy soils, but important for loam and clay soils, as a significant
part of water is trapped in the adsorptive film for the latter soil types [Fécan et al., 1999]. As the adsorptive
forces are much weaker than the capillary forces [Chepil, 1956; Chen et al., 1996], the maximum amount of
water, which can be adsorbed onto the particles’ surfaces, can be considered as the lower threshold before
the cohesive forces increase profoundly due to soil moisture. This soil moisture threshold can be approxi-
mated by the air-dry soil moisture [Fécan et al., 1999]. Cornelis et al. [2004a, 2004b] made a similar approach
as McKenna Neuman and Nickling [1989] but used explicit formulations for dry and wet cohesive forces.

As the capillary cohesive force depends on the contact area between the particles, we expect fic
to increase

with particle volume or particle mass, mp, and with the soil water content. Following Gardner [1970] and
Fécan et al. [1999], the relation between |ΔP| and capillary water, approximated as (𝜃 − 𝜃r), can be given as

|ΔP| = a′ (𝜃 − 𝜃r

)−b′
(23)

with parameters a′ and b′. Based on these considerations, we hypothesize

fic
∝ mp

(
𝜃 − 𝜃r

)b
(24)

where b is a constant. This hypothesis can be confirmed theoretically as follows.

Based on the balance of forces acting on a particle at rest, a relationship for the ratio of moist to dry
threshold friction velocity, u∗t , can be derived (Appendix 2):

u∗t(𝜃)
u∗t(𝜃r)

=

[
1 +

hw

𝜓s

(
𝜃 − 𝜃r

𝜃s − 𝜃r

)b
]0.5

(25)

where hw combines various constants as
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Figure 6. Soil moisture correction of p(fi) for particles with diameter 10 μm and volumetric soil moisture varying from
dry conditions (𝜃 = 0 m3m−3) to saturation (𝜃 ≈ 𝜃s). Results are shown for the soil texture classes (a) sand, (b) loam, (c)
sandy clay loam, and (d) clay. The values of 𝜃r and 𝜃s are given in the figure titles.

hw = G
𝜋T 2

𝜌wg
6 sin 2𝜉

𝜋d3(𝜌p − 𝜌)g sin 𝜉
(26)

𝜓s denotes the saturation capillary pressure head [m]. Equation (25) is consistent with the results of Fécan et
al. [1999], as can be seen by setting

a =
hw

𝜓s

(
𝜃s − 𝜃r

)−b
(27)

and converting gravimetric into volumetric soil moisture. By combining equations (B4) and (27), it
follows that

fic
= G𝜋T 2

𝜌wg
a

hw

(
𝜃 − 𝜃r

)b
. (28)

Application of equation (26) and assumption of 𝜌 ≪ 𝜌p directly yields

fic
= a ⋅ mpg

sin 𝜉

sin 2𝜉

(
𝜃 − 𝜃r

)b
(29)

with mp = 𝜌p𝜋d3∕6 and a and b being empirical parameters, which are soil type dependent. For simplic-
ity, we set 𝜉 = 45◦ representing a close-packed system (particle resting on four others) [McKenna Neuman
and Nickling, 1989]. Equation (29) confirms the hypothesis given in equation (24). With this, fic

can be incor-
porated into the CTDE scheme with moisture correction (equations (20) and (21)). Figure 6 exemplifies the
distributions p(fi) for particles of size 10 μm resulting from a variation of soil moisture for the soil texture
classes sand, loam, sandy clay loam, and clay. The hydrological properties are obtained from Y. Shao and E.
Jung (unpublished manuscript, 2000) (𝜃r , a, and b) and from the Weather Research and Forecasting (WRF)
model default soil parameters, adapted from U.S. Geological Survey (USGS) data (𝜃s). Table 1 summarizes the
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Table 1. Hydrological Parameters for Twelve Soil Types for Use in the Soil
Moisture Correctiona

𝜃r [m3 m−3] 𝜃s [m3 m−3] a b

sand 0.001 0.339 21.19 0.68
loamy sand 0.003 0.421 33.03 0.71
sandy loam 0.037 0.434 44.87 0.85
loam 0.049 0.439 17.79 0.61
silty loam 0.061 0.467 20.81 0.66
silt 0.072 0.467 23.83 0.71
sandy clay loam 0.084 0.404 26.84 0.75
clay loam 0.095 0.465 29.86 0.80
silty clay loam 0.110 0.464 27.51 0.75
sandy clay 0.126 0.406 25.17 0.70
silty clay 0.141 0.468 22.82 0.64
clay 0.156 0.468 20.47 0.59

a𝜃r , a, and b are obtained from Y. Shao and E. Jung (unpublished
manuscript, 2000) and 𝜃s from USGS data.

hydrological parameters for 12 soil
texture categories. It can be seen
that the distribution shifts to larger
cohesive forces with increasing soil
moisture and becomes a delta func-
tion (within the limited bin resolution)
at saturation. Depending on 𝜃r for the
different soil types, the shifting starts
at different soil moisture content.
The distributions show a decreas-
ing probability of very large cohesive
forces with increasing moisture. This
behavior seems realistic, when con-
sidering the decreasing stochasticity
in these situations, but has not been
confirmed by measurements. Ravi et
al. [2004, 2006] showed that 𝜃r varies

with atmospheric relative humidity (RH). The use of a constant 𝜃r for each soil type, as practiced in this study,
is thus a simplification. The consideration of humidity-dependent 𝜃r could be realized without qualitative
effect on the moisture correction suggested. However, as the relationship between 𝜃r and RH is unknown
for the soils used in this study, the approximation with constant 𝜃r seems justified. Figure 7 shows the ratio
F∕Fdry for the four soil types, with Fdry being the emission flux at zero soil moisture. The vertical lines indicate
𝜃r (left) and 𝜃s (right), respectively (compare Table 1). Sand has a low water holding capacity and F is reduced
instantly at small 𝜃, whereas the decrease in F starts later for soil types with higher 𝜃r (e.g., sandy clay loam).
In all examples, the atmospheric conditions were held constant by setting u∗ = 0.1 m s−1, w∗ = 3 m s−1, and
1∕L = −0.063. These values are typical for a convective atmospheric boundary layer.

In section 4, the model results (without soil moisture correction) were compared to the observations and 𝛼N0

was found to be scattered within a certain range. It is hypothesized that part of the scatter can be attributed
to soil moisture effects. The CTDE scheme was rerun for these cases, but this time with moisture correction.
As dust emission is now reduced by the correction procedure, the resulting model parameter increases and
is expected to equal its dry value. Figure 4b shows the relative increase 𝛼N0,moist∕𝛼N0,uncorr. Cases with higher
soil moisture experience a stronger correction than cases with lower moisture. For Case 8, 𝜃 = 0.08 m3 m−3

and 𝛼N0 is nearly doubled, whereas for Case 13, 𝛼N0 remains almost unchanged for 𝜃 = 0.03 m3 m−3. Due
to the small initial value, e.g., for Case 8, the absolute change is still relatively low and can thus be barely
recognized when plotted as in Figure 4a. The greatest changes can be seen for Cases 3 and 5, which have

Figure 7. Relative decrease of dust emission flux with increasing
soil moisture derived from the CTDE scheme. Vertical lines pairwise
indicate (left) 𝜃r and (right) 𝜃s (compare Table 1).

already high 𝛼N0 values without use of
the moisture correction. Overall, the
mean of 𝛼N0 increased from 1.98 × 104 to
2.35 × 104 m−2. Again, Cases 16 and 17
were excluded for the reasons explained
in section 4. The relative standard devi-
ation increased by about 3% to 70.5%
rather than decreased as we have hoped.
A possible reason for this increase is that
the soil moisture variation is very small
for the 16 cases considered (0.03 to
0.08 m3 m−3), and consequently, the scat-
ter of 𝛼N0 is already relatively small without
accounting for the soil moisture effect.
This makes a precise determination of
n (equation (20)) impossible. Further, as
discussed in section 4, the soil moisture
measurements have been conducted at
different soil depths (5 cm for Horqin and
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1.1 cm for JADE). Further, the soil moisture observed at 5 cm depth may be not suitable for representing
the wetness of the very top soil layer. Although the results shown in Figure 4b are not ideal, our hypothesis
remains that the consideration of soil moisture effects would reduce the variation in 𝛼N0. We note that our
proposed moisture correction is preliminary and its evaluation remains subject to tests with data covering a
wider soil moisture range.

5.3. Roughness Correction
In traditional dust emission models, the effect of surface roughness is treated by use of a drag partition
theory: the presence of roughness elements reduces the shear stress on the exposed surface or,
equivalently, increases the threshold friction velocity [e.g., Raupach et al., 1993; Shao and Yang, 2008].
Following the previous studies, surface roughness can be quantified with two parameters, namely, the
fraction of cover, 𝜂, and the frontal area index, 𝜆, which is defined as the area of the roughness elements
projected on the flow per unit ground area [Shao, 2008]. On the one hand, the cover fraction reduces the
rate of emission by directly preventing particle movement:

Fcorrected = (1 − 𝜂)Funcorrected (30)

and on the other hand, roughness elements reduce the shear stress on the surface. According to the drag
partition theory, the total (mean) drag can be partitioned into a ground surface drag 𝜏s, a pressure drag 𝜏r ,
and a canopy-surface drag 𝜏c [Shao, 2008]:

𝜏 = 𝜏s + 𝜏r + 𝜏c. (31)

For dust particle movement, the ground surface drag is to be considered and it is expected that the mean
momentum flux is reduced in the presence of roughness elements. Thus, we suggest to correct the mean
value of instantaneous momentum flux, 𝜇𝜏 , as

𝜇𝜏,veg

𝜇𝜏

=
𝜏s

𝜏
. (32)

Raupach et al. [1993] proposed

𝜏s

𝜏
= 1

1 + 𝛽r𝜆
(33)

for ground-surface drag, with 𝛽r = Cr∕Cs being the ratio of element to surface drag coefficients. In this
study, 𝛽r = 90 is used as recommended by Raupach et al. In the CTDE scheme, the proposed correction is
employed as follows. First, the shape and scale parameters, 𝛼 and 𝛽 , for given atmospheric conditions are
calculated as described in section 3. Second, the mean value 𝜇𝜏 of the given Weibull distribution is obtained
based on 𝛼 and 𝛽 as

𝜇𝜏 = 𝛽Γ
(

1 + 𝛼−1
)
. (34)

Third, 𝜇𝜏 is corrected according to equation (32), and finally, a corrected scale parameter 𝛽 is determined as

𝛽veg =
𝜇𝜏,veg

Γ (1 + 𝛼−1)
. (35)

Figure 8 shows the sensitivity of p(𝜏f ) to vegetation cover fraction. This test has been conducted with pre-
defined atmospheric conditions (see section 5.2). In general, momentum flux decreases with increasing
vegetation cover (Figure 8a). For 𝜂 > 0.1, momentum flux only covers small values and dust emission is
substantially reduced (Figure 8b). According to the presented roughness correction, dust emission is negli-
gible for a vegetation fraction ≥0.2. Constraints for this value are discussed in the following. No test of the
roughness correction could be performed, because for the Horqin site, data are insufficient for a reliable
quantification of the rough surface and for the JADE site, the surface was almost bare for all four cases.

The above-proposed correction is preliminary and is subject to several important comments. First, we have
assumed that the variance of p(𝜏f ) remains constant for different roughness conditions. The reduction of 𝜇𝜏

basically accounts for changes of the mean wind due to roughness elements, e.g., trees. For CTDE, the mean
wind is not as decisive as it is for saltation. Small-scale turbulence is expected to increase in the wake regions
of roughness elements, which may play a role in turbulent dust emission. It is plausible to suggest that the
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Figure 8. (a) Probability density function of instantaneous momentum flux, p
(
𝜏f
)

, with roughness correction for varying
vegetation cover fractions 𝜂. (b) Sensitivity of dust emission flux to vegetation cover fraction.

variance may actually increase for certain rough surfaces. However, the quantification of the variance in
dependence on 𝜆 and 𝜂 requires further investigation. Second, the large-eddy simulations, from which we
derived p(𝜏f ), did not consider the effects of roughness elements. Third, the inclusion of the roughness ele-
ment effect on the variance of 𝜏f will probably lead to dust emission from surfaces with high cover fractions
(e.g., 𝜆 > 0.2). At the Horqin site, for example, the cover fraction in the vicinity of the measurement sta-
tion was about 0.5 [Li et al., 2014], but dust emission was observed nevertheless. As the CTDE mechanism is
not intrinsically related to mean wind shear, but to convective eddies on scales of 10 to 100 m, the hetero-
geneous distribution of vegetation would still permit dust emission. For example, while vegetation cover
was generally high at the Horqin site, patches of surfaces were completely exposed, allowing for dust uplift.
The importance of roughness element configuration on shear stress distribution has been studied by Brown
et al. [2008]. The effect has also been found to affect horizontal saltation flux [Li et al., 2013; Dupont et al.,
2014; Webb et al., 2014]. The influence on CTDE is expected to be even more important, as the full shear
stress distribution is relevant compared to the contribution of shear stresses >u∗t considered for horizontal
saltation flux.

6. Summary and Conclusions

An improved scheme for convective turbulent dust emission (CTDE) has been presented. Improvements
have been made by developing a new parameterization of instantaneous momentum flux as well as correc-
tions for soil moisture and surface roughness effects and by advancing the representations of cohesive force
and particle size distribution. The probability density functions of instantaneous momentum fluxes, p(𝜏f ),
have been derived from large-eddy simulations and then summarized using a similarity method. We have
shown that p(𝜏f ) depends on atmospheric stability and can be approximated using a Weibull distribution. To
reflect the impact of shear- and buoyancy-generated turbulence on 𝜏f , a combination of u∗ and w∗ is used
as a scaling for 𝜏f . Moeng and Sullivan [1994] summarized three different scaling velocities, wm, for boundary
layer turbulence, namely, wm = (w2

∗ + 4u2
∗)

1∕2 [Zeman and Tennekes, 1977], wm = (w3
∗ + 25u3

∗)
1∕3 [Driedonks,

1982], and their own result wm = (w3
∗ +5u3

∗)
1∕3. In this study, the optimal scaling velocity for 𝜏f in the context

of using the Weibull approximation for p(𝜏f ) turns out to be wm =
(

w3
∗ + 19u3

∗
)1∕3

.

Eighteen CTDE cases selected from field observations at Horqin (China) [Li et al., 2014] and from the JADE
observations (Australia) [Ishizuka et al., 2008, 2014] have been used for model calibration and evaluation.
Good agreements between the model predictions and observations have been found for most of the cases.
Deficiency in model performance has been discovered in case of intermittent saltation, which is not repre-
sented by the CTDE scheme. For two cases, the model has been found to underestimate the observed flux
at the beginning of the CTDE period. Three possible explanations have been suggested: (1) the model accu-
racy is reduced in case of small w∗, as the model is optimized for convective turbulent conditions; (2) dust
was present in the air before CTDE started; and (3) dust emission was heterogeneous and not all emissions
were captured by the instruments. However, it remains unclear whether one or more reasons indeed explain
the model-observation differences.
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The comparison with the field data has enabled the estimate of the model parameter 𝛼N0. The mean value is
found to be 𝛼N0 = 1.98 × 104 m−2 and 2.35 × 104 m−2, respectively, without and with soil moisture correc-
tion. We have argued that a soil moisture correction would decrease the scatter of 𝛼N0, but no decrease in
relative standard deviation (RSD) could be found. The RSD increased from about 68% to 71% when applying
the soil moisture correction. Possible reasons for the lack in improvement may include (1) the small variation
in soil moisture in the two data sets, (2) different measurement depths at the Horqin and JADE sites, and (3)
inappropriate representation of the top soil moisture by the measurements at greater depths, e.g., at 5 cm.
The skill of the proposed soil moisture correction is thus unclear until further tested against measurements
which cover a wider soil moisture range. Nevertheless, we believe the soil moisture correction is necessary
to remove part of the variations in 𝛼N0. Preliminary ideas for roughness correction have been presented
but not tested against data. While we have made considerable progress in constructing and evaluating
the CTDE scheme, more tests are required and data which enable a more thorough model performance
examination are desirable. Influences of surface crust and other environmental effects are also subject to
future investigations. The implementation of the CTDE scheme in regional and global models is being
planned to assess the importance of CTDE in the Earth system, and we expect that airborne dust generated
by CTDE has significant impacts on radiation, ocean biogeochemistry, air quality, etc.

Appendix A: Parameterization of Instantaneous Momentum Flux: Frechét pdf

Figure A1 shows p(𝜏f ) fitted with Frechét distributions and the corresponding correlation coefficients. The
overall characteristic is represented well, but the agreement decreases with atmospheric stability. The
optimal scaling for the Frechét distributions was found with

sF =
(

w3
∗ + 43u3

∗
)2∕3

. (A1)

See also section 3.

Appendix B: Relation of Threshold Friction Velocity to Soil Moisture: Derivation

Based on the balance of forces acting on a particle at rest with resting angle 𝜉, it was found [McKenna
Neuman and Nickling, 1989; Shao, 2008]

u∗t(𝜃)
u∗t(𝜃r)

=
[

1 + fic

6 sin 2𝜉
𝜋d3(𝜌p − 𝜌)g sin 𝜉

]0.5

. (B1)

Further, the relation between capillary pressure head 𝜓 (height of equivalent water column, also called
capillary suction) [m] and capillary pressure ΔP (or capillary potential) [Pa] [Shao, 2008] as well as the
soil-water retention curve of Brooks and Corey [1964] are given by

𝜓 = ΔP
𝜌wg

(B2)

𝜓 = 𝜓s

(
𝜃 − 𝜃r

𝜃s − 𝜃r

)−b

, (B3)

with water density 𝜌w , gravitational acceleration g, and saturation capillary pressure head 𝜓s. ΔP represents
the pressure difference between the soil water and the atmosphere [Brooks and Corey, 1964; Shao, 2008]. By
applying equations (B2) and (B3) to equation (22), it can be deduced that

fic
= G

𝜋T 2

𝜌wg|𝜓s|
(

𝜃 − 𝜃r

𝜃s − 𝜃r

)b

. (B4)

It follows

u∗t(𝜃)
u∗t(𝜃r)

=

[
1 +

hw

𝜓s

(
𝜃 − 𝜃r

𝜃s − 𝜃r

)b
]0.5

(B5)

where hw combines various constants as

hw = G
𝜋T 2

𝜌wg
6 sin 2𝜉

𝜋d3(𝜌p − 𝜌)g sin 𝜉
. (B6)
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Figure A1. (a) Relationship between shape parameter 𝛼 and stability parameter |z∕L| and coefficient of determina-
tion, r2. (b) Mean values of scaling parameter 𝛽 for different atmospheric stabilities and the corresponding variances 𝜎𝛽 .
Probability density functions of instantaneous momentum flux (c) obtained from LES and (d) reproduced using Frechét
distributions with the parameters obtained from equation (17) and the constant 𝛽 approximation as shown in Figures
A1a and A1b, except for neutral conditions, where the shape parameter has been taken from the fitting directly.
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Abstract In this paper, a data set obtained from a sandstorm monitoring station located in Horqin Sandy
Land area in northern China from December 2010 to November 2011 is used to investigate the seasonal
variations and characteristics of convective turbulent dust emission (CTDE) and to validate a CTDE scheme.
The observations show that CTDE events occur during the local daytime, with 85% of them between 08:00
and 15:00 local standard time. While a CTDE event may last for 0.5 to 8 h, the duration of 79% of the events
is shorter than 3 h. CTDE occurs most frequently in summer and then in fall, less frequently in spring, and
least in winter. The total CTDE flux in the year (=1.63 × 104μgm�2 s�1) is considerable and important to the
background dust concentration and dust cycles from the view of a longer time scale. The CTDE dust flux, Fobs,
falls into the range of 0–30μgm�2 s�1 and is positively correlated with the convective scaling velocity, w*,
but not so much with the friction velocity, u*. A CTDE event was observed on 14 October 2011, which
lasted for 7 h with a maximum of Fobs = 9.4μgm�2 s�1. This event is used to validate the CTDE scheme.
A linear relationship between the predicted and the observed CTDE dust fluxes is found, and an important
model parameter is calibrated for this sandy land.

1. Introduction

Dust emission can be generated through threemechanisms, namely, aerodynamic lift, saltation bombardment,
and aggregate disintegration [Shao, 2001]. Saltation bombardment and aggregate disintegration are the
two major mechanisms included in most of the existing dust emission parameterization schemes [e.g.,
Marticorena and Bergametti, 1995; Alfaro and Gomes, 2001; Shao, 2001, 2004]. Dust emission arising from direct
aerodynamic entrainment is usually an order of magnitude smaller than that caused by the other two
mechanisms [Shao et al., 1993; Loosmore and Hunt, 2000] and often neglected [Marticorena and Bergametti,
1995; Marticorena et al., 1997; Alfaro and Gomes, 2001; Laurent et al., 2006; Park et al., 2010]. However, weak
dust emissions in the absence of saltation can occur frequently because there are always free dust particles
which can be blown off the surface even by weak winds [Shao, 2008]. In particular, over heated loose sandy
surfaces in desert regions, convective turbulence can generate strong localized shear stresses which result in
dust emission in the absence of saltation [Klose and Shao, 2012]. This mechanism is referred to by the latter
authors as convective turbulent dust emission (CTDE). While strong dust events are important to episodic
increases in atmospheric dust concentration, CTDE is arguably more important in maintaining the background
dust concentration and the continuous dust supply to the ocean to sustain the ocean biomass productivity
[Klose and Shao, 2013]. Thus, CTDE contributes to global dust variability mainly on seasonal, annual, or longer
time scales [Chkhetiani et al., 2012]. The importance of CTDE is however yet to be fully quantified.

Dust emission without saltation has been observed in field and wind tunnel experiments [Gillette and Sinclair,
1990; Shao et al., 1993; Gillette et al., 1997, 2004; Loosmore and Hunt, 2000; Golitsyn et al., 2003; Chkhetiani et al.,
2012]. Most of the field experiments on CTDE are carried out in desert regions [e.g., Gillette and Sinclair,
1990; Gillette et al., 1997]. Golitsyn et al. [2003] suggested that CTDE is related to the local circulation in the
boundary layer caused by the surface temperature heterogeneity and possibly connected with the electrical
charge of dust particles. Chkhetiani et al. [2012] found that under weak wind conditions (u*< 0.30ms�1),
the deviations of mass concentration of fine dusts (0.15–0.50μm) from their background values, increased
proportionally to the temperature drop between the surface and the air at 0.2mwith an exponent of about 0.5,
based on the observational data from an extensive sand area in Kalmykia. However, there are rare long-term
field observations of CTDE to study its seasonal evolution and its characteristics over different soil conditions.
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The magnitude of dust emission by direct
aerodynamic lift, Fa, is estimated in some
dust emission schemes using empirical
equations. For instance, the empirical
equation, Fa ¼ aun� , fitted by Loosmore and
Hunt [2000] to their wind tunnel
observations has been used by Shao [2004]
and Shao et al. [2011], with a=3.6 and n=3
with the dimensions of u* being (ms�1)
and of Fa (μgm

�2 s�1). It is noted that a and
n must be different for different soil
surfaces, and Fa a function of dust particle
size, d. The empirical form of Loosmore
and Hunt [2000] is very simple, but the
empirical constants a and n are difficult to
determine in general, and the wind tunnel

experiments are only representative for neutral conditions. Klose and Shao [2012] recently developed a
more comprehensive parameterization scheme of CTDE (CTDE scheme hereafter), which accounts for the
stochastic nature of CTDE by using the statistical representations of soil particle size, interparticle cohesion, and
instantaneous surface shear stress. This scheme can be used in regional and global atmospheric models [Klose
and Shao, 2012, 2013]. Tests have been carried out to evaluate the CTDE scheme, and it has been found that
the simulations using Weather Research and Forecasting/Chemistry combined with the CTDE scheme can
capture the essence of the dust patterns and their diurnal variations [Klose and Shao, 2012]. The simulated
results from a large-eddy dust model developed by Klose and Shao [2013] showed that large eddies can
produce significant dust emissions along updraft convergence lines, at downdraft centers, and in areas of
vortices. However, the CTDE scheme needs to be rigorously verified, especially as the magnitude of the
simulated fluxes is subject to a model parameter which needs to be calibrated with reliable observations.

In this paper, a data set obtained from a sandstorm monitoring station located in Horqin Sandy Land area in
northern China from December 2010 to November 2011 will be used to investigate the seasonal variations
and characteristics of CTDE and to validate the CTDE scheme. In section 2, the information of the Horqin
monitoring station and the data set are described, and several important parameters used in the study are
calculated. In section 3, the characteristics of CTDE during a year and its relationship to u* and w* will be
investigated and the CTDE scheme verified with the observations for several CTDE events. In section 4,
conclusions and discussions are summarized.

2. Data and Method
2.1. Data Set From Horqin Station

A sandstorm monitoring station is located at Naiman Qi (42°56′N, 120°42′E) in Inner Mongolia of China and
at the eastern edge of Horqin Sandy Land area (Figure 1). The main dust source region is extended to the
west and north and an urban region at tens of kilometers to the south of the station. The mean annual
precipitation in this region is about 300–400mm, belonging to the semiarid climate.

The Horqin station has a 20m observational tower, and the observations included wind direction, wind speed
at heights of 2, 4, 16, and 20m; air temperature and humidity at heights of 2, 4, 8, and 16m; radiation
components, soil moisture, and soil temperature at depths of 5, 20, and 50 cm; precipitation at surface, and
dust (particulate matter 10 (PM10)) concentration at heights of 3 and 18m. All the measurements were
continuously recorded with a sample interval of 10min, and then the original 10min mean data were dealt
with a procedure of 30min running mean, because this duration is necessary for integrating the major time
scales of turbulence occurring in the atmospheric surface boundary layer [Wieringa, 1993]. The detailed
information about the observation items and instrument setting has been listed in Li and Zhang [2012].
2.1.1. Surface Cover
The Horqin Sandy Land area is covered by gentle undulating, shifting and semishifting dunes, and fixed
dunes. The vegetation at the Horqin site consisted largely of low open shrubs dominated by Caragana

Horqin station

Beijing

50° N

45° N

40° N

35° N

30° N
95° E 100° E 105° E 110° E 115° E 120° E 125° E 130° E

Figure 1. Location of the Horqin sandstormmonitoring station in Inner
Mongolia of China.
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microphylla, Salix gordejevii, and Artemisia halodendron [Zhao et al., 2007]. The vegetation condition at the site
had improved year by year since the local government prohibited grazing from 2003. The average height of
the vegetation during the observation period from December 2010 to November 2011 was about 30 cm
and the fraction of roughness cover, cf, about 0.5. While the vegetation appeared to be dense in the area
around the station within a few hundred meters, the surface cover was heterogeneous with exposed patches
of scale of 100m. The vegetation over the larger area surrounding the site was generally poorer.
2.1.2. Particle Size Distribution
Surface soil samples were collected from 10 different positions around the site, as shown in Figure 2. Plant
residue was first removed from the soil samples by sieving (d> 2mm) before the minimally and fully
dispersed soil mass/volume particle size distributions (psd) were analyzed in laboratory with a particle size
analyzer based on laser diffraction light scattering technology (Mastersizer 2000, Malvern Ins., England),
using methods A and B as described by Shao et al. [2011], respectively. In method A, water was used for
sample dispersion with no application of ultrasonic action. In method B, sodium hexametaphosphate 0.2%
solution was used for sample dispersion, and 60 s ultrasonic action was applied to the sample. Based on
method A, the soil at the station is composed of 90.61% sand (63< d ≤ 2000μm), 9.03% silt (4< d ≤ 63μm),
and 0.36% clay (d ≤ 4μm) on average, and it is regarded to be the minimally dispersed psd, pm(d), (Figure 2).
Based on method B, the soil contains 86.73% sand, 11.34% silt, and 1.93% clay, and it is assumed to be
the fully dispersed psd, pf(d) (not shown). Soil texture around the site was regarded as sand soil
corresponding to pm(d) and loamy sand soil corresponding to pf(d), respectively, based on the United States
Department of Agriculture classification. It is noted that only pm(d) is used in the CTDE scheme, because
wind speed is usually weak during CTDE events, and the surface remains close to its natural condition as
there is no substantial mechanical disturbance. However, some discrepancy still existed between the
theoretical pm(d) and themeasured one based onmethod A. But this discrepancy can be compensated with a
smaller αN0, an unknown model parameter that relates to the soil capability to generate CTDE and can be
determined with observations.

The minimally dispersed soil psd pm(d) can be approximated as the sum of lognormal distributions:

d�pm dð Þ ¼
XN
j¼1

wjffiffiffiffiffiffi
2π

p
σ j

exp � lnd � lnDj
� �2

2σ2j

" #
(1)

where wj is the weight for the jth mode of the psd and Dj and σj are the parameters for the lognormal
distribution of the jth mode. These parameters in equation (1) were determined by fitting the averaged
observed data (thick gray line in Figure 2) by using the robust fitting with bisquare weighting method in
MATLAB software [Klose et al., 2014] and has been listed in Table 1.
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Figure 2. Minimally dispersed particle size distributions of the surface soil at the Horqin site. The right upper subplot shows
the 10 positions where the samples were collected, relative to the observational tower at the center.
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It is to note that the CTDE scheme is sensitive to soil psd. The simulated CTDE flux increased by about 67%
when the weight for the second mode w2 increased and w3 decreased to 0.01 in Table 1. This indicates the
importance of using the real soil psd for CTDE simulation.
2.1.3. Surface Roughness Length
The aerodynamic roughness length, z0, is derived by fitting the wind speed under near-neutral conditions
to the logarithmic wind profile. Such conditions usually occurred with large wind speed and low-temperature
gradient in the surface layer. The near-neutral data were selected with wind speed exceeding 4m s�1 at
4m height and the temperature difference between two adjacent observation heights (2, 4, 8, and 16m for
temperature) being less than 0.2°C, that is the accuracy of temperature measurement. Under the above
circumstances, the bulk Richardson number Ri was estimated close to zero, representing the near-neutral
atmospheric conditions.

Ri ¼ g

θ

∂θ=∂z
� �
∂U=∂z
� �2 (2)

where g (=9.8m s�2) is the gravitational acceleration and ∂θ=∂z and ∂U=∂z are the gradients of the 30min
running mean potential temperature θ and wind speed U, respectively.

To explore the effects of wind direction and vegetation growth on z0, z0 was estimated separately for the
prevailing wind directions (north and south) and different seasons (Figure 3). The values of z0 under northerly
wind directions did not change much during the year, on average ranging between 0.034m in spring and
0.048m in fall, while z0 under southerly wind directions decreased from winter (0.153m) to fall (0.076m). The
seasonal variation in z0 values existed probably because the plants had more and larger leaves in fall with
their growing during the year which resulted in a zero plane displacement d above the surface. However, the

Table 1. Lognormal Distribution Parameters for the Minimally Dispersed Soil psd at the Horqin Site

pm(d) Mode1 Mode2 Mode3 Mode4

w 0.1909 0.0111 0.0965 0.7015
ln(D) 5.8134 1.8344 3.6682 5.3267
σ 0.2675 0.4357 0.4877 0.4003
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Figure 3. Roughness length z0 at the Horqin site for southerly (wind direction from 90° to 270°) and northerly winds,
derived from the wind profiles under near-neutral conditions in (a) winter (December, January, and February), (b) spring
(March, April, and May), (c) summer (June, July, and August), and (d) fall (September, October, and November).
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value of d was very small compared with z0 at the site; hence, d was set to be zero for the simplification of z0
calculation, which contributed to a larger z0, especially in fall. Additionally, the values of z0 under northerly
wind directions were smaller than those under southerly winds throughout the study period, which is much
likely influenced by the conditions of the farmlands to the south. In conclusion, z0 at the Horqin site is wind
direction and season dependent, and the z0 values used in this study are listed in Table 2.
2.1.4. Friction Velocity and Convective Velocity Scale
Using the 30min running mean wind and temperature data, friction velocity, u*, the scaling potential
temperature, θ*, and Obukhov length, L, can be computed following the Monin–Obukhov similarity theory
using equations (3)–(5) [Zhang et al., 2007].

u� ¼ κU zð Þ ln
zu
z0

� �
� ΨM

zu
L

� �
þ ΨM

z0
L

� �	 
�1

(3)

θ� ¼ κ θ2 � θ1
� �

ln
zθ2
zθ1

� �
� ΨH

zθ2
L

� �
þ ΨH

zθ1
L

� �	 
�1

(4)

L ¼ �θu3�
κg w ′θ′

� �
s

¼ 1
2

θ1 þ θ2
� �

u2�
κgθ�

(5)

where κ ( = 0.4) is the von Karman constant, U and θ are the same as those in equation (2), ΨM and ΨH are the
surface layer stability correction functions for momentum and heat, respectively, g=θ

� �
w’θ’
� �

s is the buoyancy
heat flux at the surface, and za is the observational height of the quantity a. Here zθ1 = 4m, zθ2 = 16m, z0 is the
roughness length, and zu=10m with U being the mean wind speed at 4m and 16m heights.

Convective velocity scale, w*, can be calculated from

w� ¼ gziθ w’θ’
� �

s

� �1=3 ¼ �gziθu�θ�
� �1=3

(6)

where zi is the convective boundary layer height. For daytime, zi was estimated by using the revised Carson
scheme [Carson, 1973] and setting the initial boundary layer height zi0 as 300m. This value was located in the
middle of the zi0 range (200–450m) determined based on the temperature soundings at 08:00 LST (local
standard time, hereafter) at Tongliao station (42°16′N, 118°59′E) for 14 dust days in spring 2011 at Horqin
[Li and Zhang, 2012].

Additionally, the sensible heat flux, Hs, can be calculated based on u* and w*:

Hs ¼ �ρcpu�θ� (7)

where ρ is the air density and cp (=1004.04 J kg
�1 K�1) is the specific heat at constant pressure. The bulk

Richardson number Ri can also be written as the function of the ratio w*/u*, as Ri ¼ � kzφh
ziφm2

w�
u�

� �3
, with φh and

φm associated with the atmospheric stability z/L, and z=10m in this study.
2.1.5. Dust Emission Flux
With the assumption that the particles smaller than 10μmare light enough to follow air movements perfectly
[Gillette et al., 1972; Zhang et al., 2007; Sow et al., 2009], dust emission flux, Fobs, can be calculated as

Fobs ¼ κu� C2 � C1
� �

ln
zc2
zc1

� �
� ΨC

zc2
L

� �
þ ΨC

zc1
L

� �	 
�1

(8)

where C is the 30min running mean dust (PM10) mass concentration, the observational heights zc1 = 3m and
zc2 = 18m, and the function ΨC has the same expression form as ΨH.

Table 2. Values of Roughness Length, z0, and Their Standard Deviation for Different Seasonsa and Wind Directionsb

z0 (m)

Winter Spring Summer Fall

North South North South Northc South North South

Mean(z0) 0.038 0.153 0.034 0.103 0.034 0.077 0.048 0.076
SD(z0) 0.014 0.041 0.014 0.052 0.033 0.010 0.051

aWinter: December 2010 to February 2011, spring: March–May 2011, summer: June–August 2011, and fall: September–November 2011.
bSouth: wind direction between 90° and 270° and north otherwise.
cNo samples of near-neutral conditions could be selected; z0 under north wind conditions in summer was taken as that in spring.
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2.2. Convective Turbulent Dust Emission Scheme

The CTDE schemewas developed by Klose and Shao [2012, 2013] and has been improved recently by Klose et al.
[2014]. Dust emission can be generated when the aerodynamic lifting force, f, arising from the
instantaneous surface shear stress overcomes the resistant forces of the interparticle cohesive force, fi, and
the gravitational force, fg, acting on dust particles. Both f and fi can be parameterized using probability
density functions, i.e., p(f ) and p(fi) in the CTDE scheme. For given particular values of f and fi, the modeled dust

emission flux gFmod can be calculated from

gFmod ¼
αN
2δ

�wtmp þ Tp f � f i
d
δ

� �	 

0

8><>: ;
f > f g þ f i; δ > d

else
(9)

with viscous sublayer thickness, δ, particle terminal velocity, wt, particle mass,mp, and particle response time,
Tp. These model internal variables can be directly calculated in the model [Klose and Shao, 2012]. The
parameter αN (unit: m�2) is the integrated particle number concentration over the viscous sublayer per unit
area and is related to the dust particle size. The value of αN is positively correlated with an empirical constant
αN0 (unit: m

�2):

αN ¼ αN0
d
dref

� ��3

(10)

where dref = 10μm is the particle size for which the scheme is calibrated [Klose et al., 2014]. The parameter αN0
represents the mean soil capability to release dusts during CTDE process to some extent and need to be
calibrated with observations.

For given distribution functions for the lifting force p(f ) and interparticle cohesive force pj(fi) corresponding to
particle size dj, dust emission flux can be obtained as

Fmod;j ¼ ∫
∞

0 ∫
f

0
gFmod �pj f ið Þ�df i

	 

p fð Þ�df (11)

With particle size ranging from 0 to its maximum dmax, the dust emission flux Fmod is regarded as

Fmod ¼ ∫
dmax

0
Fmod;jpA dj

� ��δdj (12)

where dmax = 20μm in the current model version and pA(dj) are the area particle size distribution obtained from
known pm(d) in Table 1, as introduced by Klose et al. [2014], and δ indicates the differential.

In this study, the input parameters for the CTDE scheme are derived from field measurements, including the
minimally dispersed particle size distribution pm(d), friction velocity u*, convective velocity scale w*, Obukhov
length L, fraction of roughness cover cf, as well as the soil water content (swc) (unit: v v�1) at 5 cm depth.
Among these input parameters, w*, u*, and L are used to determine p(f ) that is followed as the Weibull
distribution under different atmospheric stability conditions (represented with z/L) [Klose and Shao, 2013];
pm(d), cf , and swc determine pj(fi) together. All the input parameters were used directly or calculated with
the 30min running mean data.

3. Measurements of CTDE and Validation of the CTDE Scheme
3.1. Seasonal Variations of CTDE Control Parameters

Figure 4 shows the temporal variations of the convective velocity scale w* and the sensible heat flux Hs from
December 2010 to November 2011 at the Horqin site. Lower values ofw* and Hs occurred in winter with most
of w* values less than 1.5m s�1 and Hs values below 200Wm�2 (w* is set to zero for Hs< 0). Both w* and Hs

reached a minimum in January and then increased gradually with time. During summer, w* and Hs were
generally large but sometimes small during periods of rainfall or cloudy weather when short-wave solar
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radiation at the surface was reduced
and/or latent heat flux increased. The
highest values of w* (>2.5m s�1) and Hs

(close to 500Wm�2) occurred in late
August and early September when the
surface was warm and rainfall occurred
less frequently.

The time series of friction velocity u* and
dust emission flux Fobs during the study
period are shown in Figure 5. Dust
emission occurred in every month of the
year, but was most frequent in spring,
mainly due to the strong spring wind.
Negative Fobs usually means
dust deposition, which occurred most
frequently in summer, with the fraction of
negative Fobs in the total summertime
Fobs as 0.35. The lack of Fobs usually
resulted from the failure of dust
concentration measurements due to the

power cut at the station or lower temperature environment (<�30°C) in winter. Li and Zhang [2012] obtained
the relationship between the observed hourly mean Fobs and u* as well as w* during 14 dust emission events
mainly caused by saltation bombardment and/or aggregate disintegration (Saltation-bombardment and/or
aggregation-disintegration dust emission, written as SADE events hereafter) in spring 2011 at the same Horqin
site. They fitted Fobs as positively correlated with the third power approximately of u* and u*′ (=u* + 0.08w*),
that is a new velocity scale representing both dynamic and thermal effects by turbulence, in which w* carries
only a small weight. However, they did not explore these turbulent effects on CTDE events.

3.2. Characteristics of Observed CTDE at Horqin Site
3.2.1. Identification of CTDE Periods
Figure 6 shows the relationship between Fobs and u* during a CTDE case occurred on 28 March 2011 and a
SADE case on 31 March 2011. Obvious difference between the CTDE and SADE cases can be identified: (i)

for the SADE case, dust emission
occurred only for u*, exceeding the
threshold friction velocity, u*t, which
was estimated to be 0.40m s�1 in this
case by defining u*t as the value of u*
when both of the dust concentration at
3m height (not shown here) and Fobs
begin to increase with increasing u*,
which lasts for half an hour at least,
while for the CTDE case, dust was
emitted also for u* (0.20–0.40m s�1)
smaller than u*t; (ii) in the CTDE case,
the intensity of dust emission was
weaker and the duration shorter
compared to the SADE case; the CTDE
case lasted from 11:00 to 12:50 and the
SADE case in periods of 10:00–12:10
and 17:00–20:00; and (iii) the CTDE case
was accompanied by large sensible
heat fluxes (shown as color bar).
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Figure 5. Same as Figure 4 but for (a) the friction velocity u* and (b) the
observed dust emission flux Fobs.
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Figure 4. Temporal variations of (a) convective velocity scale w* and (b)
sensible heat flux Hs at the Horqin site from December 2010 to
November 2011.
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Based on the basic characteristics of CTDE and SADE, the CTDE cases can therefore be identified using the
criteria of (i) u*< u*t, in order to make sure that sand saltation cannot occur; (ii) Fobs> 0μgm�2 s�1, for
excluding the effects of dust advection and deposition; (iii)w*> 0ms�1, to guarantee the convective turbulent
conditions; and (iv) dust concentration at 3m height increased continuously for 30min at least, which
excludes those very short cases. Here the value of u*t in the first criteria was taken as 0.40ms�1, which is the
lowest value of u*t (0.40–0.65ms�1) for 14 SADE events in spring 2011 determined based on the
aforementioned u*t definition. The detailed information about the 14 SADE events can be found in Li and Zhang
[2012]. Finally, a total of 505 CTDE events were identified at the Horqin site for the study period.

Similarly, the criteria for SADE cases were also given, including u*> u*t, where u*t is taken as 0.50m s�1, in
the middle of the u*t range, as well as the same second and fourth rules for CTDE cases above. A total of 262

SADE cases were selected eventually,
while only 19 SADE events lasted longer
than 3 h.
3.2.2. Statistics of CTDE Events
Figure 7 shows the relative distribution of
the hourly occurrence frequency, fh, and
the monthly occurrence frequency, fm,
of the CTDE events as well as their
durations. The fh is defined as

f h ið Þ ¼ Nhi

Nt
(13)

where Nhi is the number of the CTDE data
points located the ith hour (i=1, 2,… 24),
Nt ( = 4647, one point per 10min) is the
total number of the CTDE data points.
Similarly, fm, is defined as

f m jð Þ ¼ Nmj

Nt
(14)

where Nmj is the number of CTDE
data points located in the jth month, j= 1,
2, … 12.

It is found that CTDE events might occur
during the period between 06:00 and
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Figure 7. The relative distribution of the (a) hourly and (b) monthly
occurrence frequency of CTDE events from December 2010 to
November 2011 and (c) their durations.
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19:00, but mostly between 08:00 and 15:00 with the sum of fh over the time period exceeding 85%
(Figure 7a). The duration of the CTDE events was usually less than 3 h; the most frequent duration was
1–2 h with a frequency of 37%, the next most frequent was 0.5–1 h (30%) (Figure 7c). It is found in
Figure 7b that CTDE can occur throughout the year, with the highest fm in summer (June, July, and August).
CTDE events occurred less frequently in fall (September, October, and November) and then in spring
(March, April, and May), although sensible heat fluxes appeared larger than that in summer (Figure 4b).
The reason for this is that dust events were overwhelmingly attributed to SADE in spring and fall due to
strong wind, making purely CTDE events less frequent. The smallest fm occurred in winter (December,
January, and February), mainly due to the frozen soil which effectively suppressed all the types of dust
emission [Li and Zhang, 2012].

To be sure, the cumulative occurrence time of all CTDE cases during the year was as 1.9 times longer as that of
SADE cases, and the cumulative dust emission flux of all CTDE cases (1.63 × 104μgm�2 s�1) was slightly
smaller than that of SADE cases (1.94 × 104μgm�2 s�1). This indicates that CTDE is very significant for the
regional and global dust cycle from the view of a longer time scale and should be paid more attention to in
the future.

3.2.3. Relationship of Fobs and w*, u*
During CTDE Cases
Figure 8 shows the scatterplots of
Fobs�u*, Fobs�w*, and Fobs�w*/u* for
the CTDE events that began between
06:00 and 08:00. The selected events
satisfy the requirement that Fobs at the
start of the event was close to zero
(<1.0μgm�2 s�1), in order to exclude
the effects arising from dust advection
and deposition. The relationship
between Fobs and u* for CTDE cases was
not as obvious as that for SADE cases, in
which Fobs is usually observed to be
positively correlated with the power of
u*. This result implies that CTDE is less
related to the mean wind shear
(Figure 8a). Unlike the relationship
between Fobs and u*, a positive correlation
of Fobs�w* can be seen in Figure 8b. Fobs
was mostly less than 3.0μgm�2 s�1 for
w*< 0.5m s�1, while for w*> 1.0m s�1,
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Figure 8. The relationships of (a) Fobs�u*, (b) Fobs�w*, and (c) Fobs�w*/u* for the CTDE events that started to develop in
the time period 06:00–08:00 with initial |Fobs|< 1.0μgm�2 s�1. The fitting results and correlation coefficients of Fobs
and w* as well as Fobs and w*/u* are shown.
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Fobs frequently exceeded 10.0μgm�2 s�1. Two
fitting equations were given in Figure 8b, one is
Fobs = 2.91×w* with the correlation coefficient
R2 = 0.15 and the other Fobs =w*

2.7 with
R2 = 0.12. Although the data points appeared
scattering, it still confirmed the hypothesis that
strong convective turbulence can generate dust
emission. Meanwhile, it was also found that Fobs
increased with w*/u* basically with most of
the w*/u* values ranging between 3 and 6
(Figure 8c). The fitting equation was also given
as Fobs = 0.77×w*/u* with R2 = 0.21. This means
that CTDE tends to develop under unstable
atmospheric conditions; larger w*/u* values
correspond to smaller negative Ri values.

3.3. Validation of CTDE Scheme With Observation

A CTDE event occurred on 14 October 2011. This event had a long duration of 7 h from 09:00 to 16:00. It can
be found in Figure 9b that u*< 0.4m s�1 (yellow line) and w*> 0m s�1 during the CTDE event, and the
maximum w* was 2.4m s�1. Figure 9a shows the variations of the observed dust emission flux, Fobs, and the
false modeled one, Fmodf, with setting αN0 = 1 during this CTDE event. It can be found that the simulated
results well reflected the variation of Fobs,; however, the magnitude of Fmodf was much smaller than that of
Fobs before αN0 was calibrated. CTDE started to develop at about 09:00 and remained significant from 10:00 to
11:30. A second peak of CTDE occurred at about 13:00. The negative Fobs values (dashed line in Figure 9a)
before the CTDE event started represented the dust deposition, but the deposition was weak and only lasted
for a short time period.

The parameter αN0 represents the mean soil capability to release dusts during CTDE process to some extent.
Hence, the value of αN0 should be different under various dust source regions. Now it is urgently required
to determine αN0 at the Horqin Sand Land area at first, by estimating the ratio of Fobs/Fmodf. Figure 10 shows the
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comparison between Fobs and Fmodf for
the CTDE event from 09:00 to 16:00 on 14
October 2011. A linear relationship
between the Fobs and Fmodf values has
been found

Fobs ¼ 3:41�104Fmodf (15)

with the correlation coefficient
R2 = 0.80. Hence, the value of αN0 was
determined to be 3.41 × 104m�2 for
the CTDE case on 14 October 2011 at
Horqin. This value is much higher
than the preliminary estimate of
αN = 785.2m�2, which was estimated
by the comparison of modeled dust
concentration with lidar observations
in the Taklimakan Desert [Klose and
Shao, 2012]. However, this value is
not recommended anymore,
because the CTDE scheme has been

updated at some aspects such as the calculation of p(f ), and the lidar data have large uncertainties
[Klose et al., 2014].

In order to verify the αN0 value derived from the 14 October 2011 CTDE case, four more events, occurred,
respectively, during 06:20–09:00 on 4 July, 08:00–09:40 on 18 August, 08:00–10:30 on 28 August, and
11:10–13:30 on 7 November 2011, have been analyzed (Figure 11). These events occurred in summer and fall
when CTDE usually occurs. Based on the same method to determine αN0, for these four CTDE cases, the
values of αN0 varied from 2.25 × 104m�2 for the 18 November case to 6.16 × 104m�2 for the 28 August case,
and their R2 values mostly reached 0.80 (Figure 11). Therefore, the order of the αN0 magnitude at Horqin
can be sure to be 104, and the averaged αN0 (3.47 × 104m�2) of all the five CTDE cases was determined to be
used in the CTDE scheme for Horqin Sandy Land area.

Figure 12a shows the variations of Fobs and the modeled result Fmod with setting αN0 to be 3.47× 104m�2

during the 14 October case. The temporal evolution of this CTDE event is well reproduced by simulation,
and the values of Fmod were close to Fobs at most of the time. Meanwhile, the aforementioned empirical

equation Fa ¼ 3:6�u3� was also used to estimate the CTDE flux during the 14 October case. It is to note that
Fa has been amplified 10 times in Figure 12a because it was too small to see clearly. It can be found that the
result from this empirical equation substantially underestimated and hardly reflected the variation of Fobs,
because CTDE flux indeed has no obvious relationship with u* at all (as shown in Figure 8a).

Figure 12b shows the discrepancies between Fmod and Fobs during the CTDE period 09:00–16:00 on 14 October
2011. The discrepancies exist in particular appears to be a phase difference between the model and the
observations. For this case, the predicted emission was slightly lower than the observed. At about 14:20, an
emission maximum was predicted but not observed. An overall good agreement between the model and the
observations has been achieved. The absolute difference between Fmod and Fobs, |δF|, was mostly less than
4.0μgm�2 s�1, and the mean |δF| value was 1.1μgm�2 s�1. Additionally, the modeled results of the other
four CTDE cases with αN0= 3.47× 10

4m�2 were also good. The mean value of |δF| was the smallest for the
4 July case (0.9μgm�2 s�1) and the largest for the 28 August case (4.6μgm�2 s�1), as shown in Table 3.
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Figure 12. (a) Comparison between Fmod and Fobs values as well as 10
times of the results from the empirical equation Fa ¼ 3:6�u3� and (b)
the difference between Fmod and Fobs during the CTDE event on 14
October 2011, with setting αN0 = 3.47× 104m�2 in the model.

Table 3. Difference Between Fmod and Fobs During Four CTDE Events With Setting αN0 =3.47 × 104m�2 in the Model

δF (μgm�2 s�1) 4 Jul 18 Aug 28 Aug 7 Nov

Mean(|δF |) 0.9 2.0 4.6 1.4
SD|δF | 0.6 1.3 2.7 0.5

Journal of Geophysical Research: Atmospheres 10.1002/2014JD021572

LI ET AL. ©2014. American Geophysical Union. All Rights Reserved. 11



4. Conclusions and Discussions

Convective turbulent dust emission (CTDE) is an important form of aerodynamic dust emission by turbulence,
which may profoundly influence the regional and global dust budgets on seasonal, annual, or longer time
scales. In this paper, a data set from a sandstorm monitoring station located in Horqin Sandy Land area from
December 2010 to November 2011 was used to investigate the seasonal variations and characteristics of
CTDE and to validate the CTDE scheme improved recently by Klose et al. [2014].

A total of 505 CTDE events were identified based on the criteria of u*< u*t ( = 0.40ms�1), Fobs> 0μgm�2 s�1,
and w*> 0ms�1, as well as that the dust concentration at the lower level increased during CTDE periods which
lasted at least for 30min. The observations showed that CTDE occurred during local daytime between 06:00 and
19:00, with 85% between 08:00 and 15:00. The duration of the CTDE events ranged from 0.5 to 8h but of 79%
shorter than 3h. CTDE occurred most frequently in summer and then in fall, less frequently in spring and least in
winter. The order of the magnitude of CTDE fluxes was mostly 0–10μgm�2 s�1, typically several μgm�2 s�1 and
at times up to 30μgm�2 s�1. Fobs had a good positive correlation with the atmospheric stability, represented by,
e.g.,w* orw*/u*, but no clear correlationwith u*. Fobs was generally less than 3.0 μgm

�2 s�1 whenw*< 0.5m s�1

and increased with w*; for w*> 1.0m s�1, Fobs exceeded 10.0 μgm�2 s�1. A CTDE event was observed on
14 October 2011 in Horqin Sandy Land area, which lasted for 7 h with a maximum of Fobs = 9.4 μgm�2 s�1.
This event was used to validate the CTDE scheme. A linear relationship was found between the predicted
and observed dust fluxes. From the Fobs/Fmodf ratio, the model parameter αN0 was estimated to be
3.41 × 104m�2 for Horqin Sandy Land area. The performance of the CTDE scheme was verified with four
other CTDE cases, which yielded the values of αN0 ranging from 2.25 × 104 to 6.16 × 104m�2. The mean
value of αN0 = 3.47 × 104m�2 is then used in the model to predict the 14 October case. Although
discrepancies exist, a good overall agreement between the CTDE and the observations is found.

The results quantitatively indicate the significant importance of CTDE to the regional and global dust cycles
from the view of a longer time scale. The cumulative CTDE occurrence time during the year was as 1.9 times
longer as that of SADE cases, and the cumulative CTDE flux (1.63 × 104μgm�2 s�1) was considerable in
comparison with SADE flux (1.94 × 104μgm�2 s�1). In relative dust research, CTDE should be paid more
attention to in the future.
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6 Relevance of CTDE in the

Earth system

The previous Chapters showed that CTDE occurs frequently under convective atmospheric

conditions and produces dust emission fluxes of the order of 1 - 100µg m−2 s−1. Compared

to SADE, which can be of the order of magnitude 1000µg m−2 s−1 (e.g. Gillette, 1977;

Nickling and Gillies, 1993; Ishizuka et al., 2014) at intermediate to high friction velocities

(e.g. u∗ > 0.4 m−1s−2), these amounts appear to be small. We hypothesized that the

long-term contribution of CTDE to the regional or global dust budget may nevertheless

be significant, because it occurs more frequently than SADE, e.g. everyday in arid regions

in summer. Hence, the relevance of CTDE in the Earth system remains to be assessed.

The long-term investigation of CTDE based on observational data is difficult in

particular at the regional to global scales. The CTDE dust load is arguably too low to be

recognized in satellite imagery or if high enough, cannot be distinguished from SADE dust

load. In situ observations of CTDE are typically based on several assumptions, for example

horizontal homogeneity, predefined vertical concentration profiles, etc., depending on the

instruments used. Further, in situ observations would be site specific and provide a poor

indicator of the long-term budget and regional or global significance of CTDE. From their

observations, Li et al. (2014) found that the occurrence time of CTDE was about twice

that of SADE and the accumulated CTDE flux was approximately 84 % compared to the

SADE flux, suggesting that both mechanisms are important. However, these results may

vary for different regions.
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6.1. Dust event time series

Here we apply our newly developed CTDE model to estimate a regional long-term

CTDE budget. Using a modeling approach has the advantages of a high temporal resolu-

tion, flexible domain size, and availability of 3D/4D fields of all atmospheric/land-surface

quantities of interest. There are of course also several constraints: (1) Results are sub-

ject to the validity of the model; (2) The model results are highly sensitive to the input

data, e.g. vegetation cover, soil texture, atmospheric fields; (3) The model resolution may

influence the atmospheric flow fields, e.g. through inappropriate representation of topog-

raphy, leading to biased atmospheric conditions. In case of the CTDE model, constraint

(1) mainly refers to the model parameter αN0 and to the correction methods for moisture

and roughness effects. αN0 changes the emissions only proportionally rather than affect-

ing their spatial distribution and relative spatial intensity. The roughness and moisture

corrections affect both amount and spatial distribution of emissions. As the roughness

correction method has not been validated so far, roughness effects are only accounted for

in terms of vegetation cover fraction (Klose et al., 2014a, Eq. 30). The remaining rough-

ness corrections are not used for the budget study presented here. Their inclusion would

potentially yield a spatial redistribution and reduction of dust emissions in some areas.

The moisture correction proposed by Klose et al. (2014a) is used for the dust budget

estimation, although it has only been tested against a small dataset. Soil moisture is,

however, more dynamically variable compared to vegetation roughness elements and we

thus consider the results with moisture correction more robust than without.

6.1. Dust event time series

Australia was chosen as the study region. The Australian topography is relatively smooth

compared to e.g. North Africa or Asia and there exists a well-established dust-observation

network (Leys et al., 2008). Shao et al. (2013) analyzed 3- to 6-hourly synoptic records from

the global Met Office Integrated Data Archive System (MIDAS) Land and Marine Surface

Stations data (UK Meteorological Office, 2013), available from the British Atmospheric

Data Centre (BADC). The authors calculated the time series of dust event frequency

for a 39-year period for weak dust events (dust in suspension and blowing dust, present

weather code ww = 6, 7), strong dust events (dust storm, ww = 9, 30 - 32, and severe dust

storm, ww = 33 - 35) and other dust events (dust devil, ww = 8, thunderstorm with dust,

ww = 98, and dust events during the past 3 or 6 hours, past weather code W1 or W2 = 3).

We used this dataset and the analysis methods of Shao et al. (2013) in this study to select

a time period for model simulation. To identify a time period with active CTDE, the
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6.1. Dust event time series

Fig. 6.1.: Time series of dust event frequency calculated from synoptic station data following
Shao et al. (2013). Dust events are categorized based on present weather (ww) and past weather
(W1, W2) reports into (1) dust in suspension and blowing dust (ww = 6, 7); (2) dust storm events
(ww = 9, 30 - 35); (3) thunderstorm with dust storm or dust storm during last 3 or 6 hours (ww = 98,
W1 or W2 = 3); (4) dust devils (ww = 8).

monthly mean frequency of ww = 8 (dust devils) has been computed separately. Only the

stations that were available already in 1984 were used for calculation of the time series

to avoid biases resulting from a varying number of stations. See Shao et al. (2013) for

detailed information on the dataset used, the analysis method and uncertainty discussions.

Although CTDE is not conclusively represented by dust devils, reports of the latter are

used here as an indicator of CTDE strength. This approximation is justified, as dust devils

are part of CTDE.

Figure 6.1 shows the dust devil frequency together with the frequencies of weak,

strong and other dust events (Shao et al., 2013) for Australia from 1984 to 2012, where

the category “other dust events” now only contains ww = 98 and W1 or W2 = 3. A clear

seasonal dependence of dust devil occurrence can be recognized. This is related to stronger

surface heating and convection in summer. Peak dust devil frequencies were typically

between 0.1 and 0.3 %, but up to almost 0.6 % in 1991. The years 1990–1992 show ex-

traordinary high dust devil frequencies, accompanied by relatively frequent thunderstorm

and past weather dust reports. During the recent years, 2008 shows the highest dust devil

occurrence together with exceptional low frequencies of both strong and other (thunder-

storm, past weather) dust events. The occurrence frequency of weak dust events is also

relatively low (≈ 0.3 %) compared to e.g. 1.4 % in 2009. In 2009, the highest strong

dust event frequency of 0.17 % was recorded, presumably leading to the large number of

suspended and blowing dust (weak dust event) reports. The high dust devil frequency

together with low dust storm occurrence in 2008 provides excellent conditions for an as-
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6.2. Model setup

Fig. 6.2.: (a) Dominant soil types in the model domain based on the USGS soil texture classifi-
cation. The twelve classes are: 1 sand, 2 loamy sand, 3 sandy loam, 4 silt loam, 5 silt, 6 loam,
7 sandy clay loam, 8 silty clay loam, 9 clay loam, 10 sandy clay, 11 silty clay, and 12 clay. (b)
Minimally dispersed particle-size distributions based on the coefficients given in Table 6.1 for clay,
loam, sandy loam, and sand. The insert shows the size-range 0-80µm.

sessment of the significance of CTDE for the regional dust budget. With outlook on a

comparison of the model results to e.g. dust concentration observations, we preferred a

time period with a frequent occurrence of convective dust events and a small fraction of

strong dust events. The different dust event types cannot be distinguished in the dust

concentration measurements and thus the contribution of dust events other than CTDE

should be as small as possible for a model-observations comparison. On this basis, the

period 01 July 2007 00 UTC to 01 July 2008 00 UTC has been chosen as time period for the

model simulations. The choice of a one-year analysis period allows for the investigation of

seasonal CTDE development and gives the opportunity of a yearly budget estimate.

6.2. Model setup

Model input data crucial for dust emission calculation, such as vegetation fraction, dust

source areas, and soil psd, were predefined for the region and time period chosen. Monthly

averaged vegetation cover data were created as model input based on a MODIS-based veg-

etation fractional cover product developed by Guerschman et al. (2012) (http://www.clw.

csiro.au/publications/science/2012/SAF-MODIS-fractional-cover.pdf). Monthly maps

of potential dust source areas (Butler et al., 2013) were implemented in the model, where

a dust source is defined as area with > 50 % bare soil (Leys, 1991) based on the fractional
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6.2. Model setup

p1 p2 p3 p4

w ln d σ w ln d σ w ln d σ w ln d σ

sand 0.03 3.62 0.28 0.28 4.99 0.30 0.05 3.93 0.14 0.64 4.72 0.24

loamy sand 0.50 6.07 0.40 0.20 4.33 0.40 0.22 5.28 0.35 0.08 6.64 0.22

sandy loam 0.02 6.66 0.10 0.05 6.07 0.12 0.32 5.18 0.75 0.60 6.07 0.41

silt loam 0.03 5.21 0.19 0.50 4.33 0.45 0.31 3.58 1.07 0.17 4.14 0.19

silt 0.03 5.21 0.19 0.50 4.33 0.45 0.31 3.58 1.07 0.17 4.14 0.19

loam 0.07 6.90 0.10 0.10 6.67 0.16 0.50 5.57 0.73 0.33 6.30 0.35

sandy clay loam 0.50 5.17 0.31 0.25 4.62 0.28 0.01 4.91 0.10 0.24 5.02 0.93

silty clay1 1.26 4.80 0.38 0.81 5.25 0.30 0.45 5.12 1.26 0. 0. 0.

clay loam 0.18 6.31 0.21 0.42 6.08 0.40 0.33 5.59 0.77 0.06 6.58 0.10

sandy clay1 0.31 4.14 0.17 0.96 3.95 1.78 1.03 4.31 0.43 0. 0. 0.

silty clay 0.27 4.92 0.20 0.06 4.58 0.16 0.14 3.90 0.81 0.53 4.53 0.49

clay 0.24 4.59 0.63 0.06 3.31 1.17 0.03 5.39 0.10 0.67 5.31 0.39

Tab. 6.1.: Coefficients for minimally-dispersed particle-size distributions as assigned to the 12
USGS soil texture classes. Each psd is composed of four lognormal distributions p1, p2, p3, and p4.

cover estimated by Guerschman et al. (2009). Psd data obtained from Australian soil

samples are used in this study. The psd data were funded as part of the “Caring for Our

Country – DustWatch Australia Wind erosion extent and severity mapping for Australia”

project (Butler et al., 2013). The psds were determined based on the minimally and fully

dispersed techniques and were assigned to the 12 USGS (U.S. Geological Survey) soil

texture classes (Butler et al., 2013, and Butler, 2014, personal communication) (Figure

6.2a). In the model, each psd is composed of three or four lognormal distributions. The

coefficients for each psd, namely weight w, mean value ln d, and standard deviation σ,

are given in Table 6.1. No psd data for silt were available, therefore the same coefficients

are used as for silt loam. The coefficients for silty clay and sandy clay were taken from

McDonald et al. (1990). The weights of the latter were not normalized, therefore the psds

are normalized after computation. Only the minimally dispersed psds are used in the

CTDE scheme, as the disturbance on the soil is considered to be small due to the weak

mean winds. Figure 6.2b shows the psds for the soil types clay, loam, sandy loam, and

sand. It can be seen that the abundance of particles < 20µm is greatest for clay, leading

to the largest modeled dust emission rates as detailed in Section 6.3.

1Coefficients from McDonald et al. (1990)
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6.2. Model setup

eddy viscosity horizontal Smagorinsky first order closure
(Smagorinsky , 1963; Deardorff , 1972)

boundary layer Yonsei University scheme (Hong et al., 2006)

microphysics Purdue Lin scheme (Lin et al., 1983; Rutledge and Hobbs, 1984;
Chen and Sun, 2002)

longwave radiation RRTM (Mlawer et al., 1997)

shortwave radiation Goddard shortwave scheme (Chou and Suarez , 1994)

surface layer revised MM5 scheme (Jimenez et al., 2012)

land-surface model unified Noah (Tewari et al., 2004)

cumulus physics Grell 3D ensemble (Grell , 1993; Grell and Devenyi , 2002)

dust dry deposition GOCART (Ginoux et al., 2001)

Tab. 6.2.: WRF/Chem-Dust model settings chosen for the one-year simulation.

The CTDE scheme was coupled to the Weather Research and Forecasting (WRF)

Model (Skamarock et al., 2008) Version 3.51 with Chemistry (Grell et al., 2005), herein

referred to as WRF/Chem-Dust. The one-year period was modeled as consecutive 3.5-day

model runs. Hereby we aimed to ensure a good reliability of the meteorological parameters

with at the same time a well-developed WRF physics representation after model spin

up and a relatively small number of model runs to save processing time between the

simulations. Depending on the days in each month, the length of the last simulation

of each month varies from 2.5 - 4.5 days. The consecutive runs were designed such that

they have an overlap of 12 h used as model spin up time. The model initial and boundary

conditions were obtained from the National Centers for Environmental Prediction (NCEP)

Final Analysis (FNL) product at 1◦ horizontal resolution and the boundary conditions

were updated every 6 hours. The initial dust concentrations for all model runs except

for the first were obtained from the corresponding time step of the previous simulation.

A 30 km horizontal resolution was used together with 39 vertical layers up to the 50 hPa

level. A summary of the physics and dynamics parameterizations chosen in this study is

given in Table 6.2. Dust emission and concentration output is given for four size bins:

0 - 2.5, 2.5 - 5, 5 - 10, and 10 - 20µm.
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6.3. Seasonal evolution and regional CTDE budget

6.3. Seasonal evolution and regional CTDE budget

Figure 6.3 shows the potential dust source regions (gray shading) (see Section 6.2) and

monthly averaged values of 12 LST (local standard time) (UTC + 10 h) emission flux. Re-

gions of the Interim Biographic Regionalisation for Australia (IBRA) Version 7 (Common-

wealth of Australia, 2012), available from http://www.environment.gov.au/topics/land/

national-reserve-system/science-maps-and-data/australias-bioregions-ibra, are over-

laid as reference (for details see Figure 6.4). A clear seasonal dependence can be recognized

due to the stronger surface heating in summer and accordingly more intensive convective

turbulence. Dust emissions are mostly constrained to a few areas within the Mitchell

Grass Downs (western Queensland) and central Australia (Finke and Stony Plains) in the

winter months June and July. Few emissions occur in Pilbara (Western Australia). Emis-

sion regions spread during the other seasons and are widest and strongest during spring

and summer. In general, noon-time emission magnitudes are a few tens µg m−2 s−1 in

most regions, but are found to be of the order of magnitude of 100µg m−2 s−1 in western

Queensland. The largest emissions during the simulation year occurred in October 2007,

associated with low average rainfall and vegetation cover as well as favorable weather

conditions such as high pressure and temperature (compare Figure 6.6a); in particular at

the Mitchell Grass Downs with emission fluxes of more than 200µg m−2 s−1. This region

has clay-rich vertosols which foster large emissions due to their fine texture (Figure 6.2b).

In clay-rich areas, crust formation and disturbance through e.g. agriculture are pivotal

for dust-particle abundance. This is, however, not accounted for in the model (see Chap-

ter 7.2). Regions with sandy loam (central Australia) and sandy clay loam (southeast

Australia) soils also appear to promote dust emission (compare Figure 6.2a).

Emissions in the southern Channel Country and across New South Wales peak in

January to March. The tendency for dust emissions to be large in spring for north-eastern

Australia and in summer for south-eastern Australia is consistent with earlier studies on

land erodibility (Webb et al., 2009) and dust seasonality (McTainsh et al., 1998), and is

mostly related to rainfall influences on soil moisture and vegetation cover.

The monthly average dust load is shown in Figure 6.5. Due to the small emissions

in July 2007 and June 2008, the atmospheric dust load is only few mg m−2 during these

months. However, the dust extends over most of Australia and is transported over the

oceanic regions to the northwest (NW) and southeast (SE) of the continent. These two

transport pathways persist for most months. This pattern is consistent with previous stud-

ies on Australian dust transport and has been first suggested by Bowler (1976). McGowan
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6.3. Seasonal evolution and regional CTDE budget

Fig. 6.3.: Monthly average of 12 LST (UTC + 10 h) dust emission flux [µg m−2 s−1] of particles
with sizes d < 20µm together with potential dust sources defined as areas with a fraction of bare
soil > 50 % (gray shading).
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6.3. Seasonal evolution and regional CTDE budget

Fig. 6.4.: Interim Biographic Regionalisation for Australia (IBRA) Version 7 (Commonwealth of

Australia, 2012). Only the names of the regions referred to in this Chapter are given. For more

information see http://www.environment.gov.au/topics/land/national-reserve-system/science-maps-and-

data/australias-bioregions-ibra.

and Clark (2008) identified similar dust transport pathways in a seasonal climatology of

forward trajectories for dust originating in the central Lake Eyre basin. In our study, dust

transport is found to be oriented to the northeast (NE) (Dec and Jan) in addition to the

NW/SE corridor in the winter months and tends to align zonally in Feb. These results

differ from those of McGowan and Clark (2008), because we considered areal dust sources

instead of a point source and only one year instead of a climatological mean. The local

synoptic situation is therefore decisive for dust transport in contrast to climatological flow

patterns.

From September to March, the dust load is much larger over most of the continent

(50 - 200 mg m−2) than in the winter months, exceeding 500 mg m−2 in regions of persistent

high emissions. Even over most oceanic regions in the simulation domain, dust loadings of

more than 20 mg m−2 are predicted. The extent of the monthly averaged dust load does

not necessarily represent the dust plume widths at particular dates. The atmospheric

residence time of small dust particles is, however, known to be several days to several

weeks (e.g. Prospero, 1999). This suggests that wide spread average dust loadings also

denote wide extents of instantaneous dust loadings. The simulation results confirmed this

(not shown) especially during daytime when emission is active. Dust concentration in the
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Fig. 6.5.: Monthly average dust load [mg m−2] (d < 20µm) obtained from the one-year simulation.
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6.3. Seasonal evolution and regional CTDE budget

Fig. 6.6.: Daily running mean of (a) domain averaged hourly rainfall and mean-sea-level pres-
sure (mslp) and (b) hourly domain integrated emission AF , deposition AFD (dry deposition and
gravitational settling), advection in u and v direction AFA, and temporal change of dust load δD
[t s−1].

lowest model layer is mostly of the order of magnitude 10 - 100µg m−3 during daytime (not

shown). It is smaller at non-dust source regions and at times of the order of 1000µg m−3

close to and at the time of active dust emission, i.e. within the Mitchell Grass Downs and

northern Channel Country.

Once airborne, well-developed convective turbulence can mix dust particles through-

out the planetary boundary layer, favoring a long atmospheric residence time and long-

range transport in the simulations. Dust is transported over most of the continent and

wide oceanic regions, confirming our hypothesized generation of a background dust con-

centration.

A regional dust budget has been calculated from the model results according to

Eq.(25) in Klose and Shao (2012):

δD = AF +AFD +AFA (6.1)

where AF , AFD, and AFA are the domain integrated emission, total deposition, and

advection through the lateral boundaries. δD is the change with time of domain integrated
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dust load. The total deposition is calculated as sum of dry deposition and gravitational

settling. Wet deposition is currently not included in the model, potentially leading to

an overestimation of dust atmospheric residence time. Figure 6.6 shows daily running

means of (a) domain averaged hourly rainfall and mean-sea-level pressure (mslp) and

(b) the budget components given in Equation (6.1) computed from the hourly model

output. As also seen from Figure 6.3, the strongest emissions occur in October and

November/December with about 15 t s−1. Somewhat smaller emissions of about 10 t s−1

are found in January and March. Periods of large CTDE occur with low average rainfall

and tend to coincide with high pressure, which can lead to stronger irradiation and better-

developed convective turbulence. Advection is mostly small during the simulation period.

In total, 188 t of dust were emitted by CTDE during the one-year period and 29 t were

advected through the boundaries of the simulation domain. 184 t were deposited inside

the study domain, 32 t of which were deposited to the ocean.

This study provides the first long-term quantitative estimate of CTDE on a regional

scale, allowing for assessment of the significance of the process. Shao et al. (2011) summa-

rized estimates of yearly global and regional dust emissions produced by modeling studies

based on the saltation bombardment process. The estimates of yearly global emission range

from 1019 (Miller et al., 2004) to 3321 Tg yr−1 (Takemura et al., 2000). It must be noted

that the considered dust-particle size range differs between the studies, e.g. d < 8µm in

Miller et al. (2004) and d < 20µm in Takemura et al. (2000), leading to naturally larger

mass-fluxes for a broader size range. In this study, PM20 (d < 20µm) dust emissions

are considered. We therefore compare our results to the estimates of Takemura et al.

(2000), 3321 Tg yr−1, Tanaka and Chiba (2006), 1877 Tg yr−1, and Tegen et al. (2002),

1100 Tg yr−1, who consider similar sizes. Relative to these studies, the Australian CTDE

provided about 6, 10, and 17 %, respectively, compared to the annual global dust emissions

and 7 - 15 % relative to the annual global dust dry deposition. The latter percentages refer

to the results of Takemura et al. and Tanaka and Chiba. The post-calibrated dust emis-

sions estimates of Tegen et al. were used for comparison here, therefore no corresponding

dust deposition estimate can be given. The higher percentages for dry deposition com-

pared to emission result from the lack of wet deposition in our model simulations, leading

to a larger contribution of dry deposition.

For Australia, Tanaka and Chiba (2006) predicted annual dust emissions of 106 Tg yr−1,

smaller than the value of 188 Tg yr−1 obtained in this study. This might have several rea-

sons: (1) CTDE is overestimated in the present study due to potential overestimation of

the model parameter αN0 and disuse of a comprehensive roughness correction; (2) Dust
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emissions are underestimated by Tanaka and Chiba (2006). After comparing their mod-

eled dust concentration to observations, Tanaka and Chiba state that “dust concentration

at the stations in the southern hemisphere tend to be underestimated”; (3) The coarse

resolution of the global model of Tanaka and Chiba (2006) of 1.8◦×1.8◦ might not appro-

priately represent the local circulations; (4) Dust emissions during July 2007 - June 2008

might have been stronger than the average emissions during 1990 - 1995 calculated by

Tanaka and Chiba. Assumption (4) is supported by mostly below-average rainfall within

the most emissive areas during the period (Bureau of Meteorology , 2008, 2009). A more

detailed discussion will be given in Section 7.2.

Unfortunately, we cannot state conclusively which of the above factors led to the dif-

ferences in our estimates. In fact, no clear answer on the accuracy of the CTDE estimates

can be obtained from the above comparison. A more detailed comparison with observa-

tions will be needed. It was demonstrated, however, that even if CTDE is overestimated

by the model, its contribution to the regional and global dust budgets can be significant.
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7 Conclusions

A new mechanism of direct aerodynamic dust emission was identified and is referred to

as “Convective Turbulent Dust Emission” (CTDE). The process differs from the dust

emission mechanisms of saltation bombardment and aggregates disintegration in that it

is initiated by buoyancy driven large-eddy momentum fluxes. CTDE is thus a stochastic

process. It is herein assumed that due to the stochastic nature of the inter-particle cohesive

forces, a fraction of loose dust particles is always readily available for direct entrainment

by the aerodynamic lifting forces.

A gap between the observation of dust events and their representation in numerical

models was recognized (Chapter 1). Although frequently observed, no detailed process

description or generally applicable parameterization scheme of CTDE existed for use in

regional atmospheric models. To bridge this gap, we aimed to address five research objec-

tives in the framework of this thesis:

1. Investigation and definition of the CTDE mechanism;

2. Development of a comprehensive CTDE parameterization scheme;

3. Evaluation of the CTDE scheme based on field observations;

4. Implementation of the scheme into a regional atmospheric model; and

5. Assessment of the CTDE relevance in the Earth system.

All five research aims were addressed in this study. The CTDE mechanism was investigated

from theory, numerical experiments, and field observations. A CTDE parameterization
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scheme was proposed and further developed based on new insights. The scheme was cali-

brated and tested against observations and was implemented into a regional atmospheric

model to assess the relevance of CTDE in the Earth system. The following section sum-

marizes the research outcomes, before the study is concluded with a final discussion and

a research outlook.

7.1. Summary

In Chapter 2 (Klose and Shao, 2012), Objectives 1 - 4 were addressed. The characteristics

of CTDE were specified and first developments of a comprehensive CTDE parameteriza-

tion scheme were introduced. As it is induced by convective turbulence, CTDE is described

as stochastic process. In the scheme, CTDE was obtained based on the balance of aerody-

namic lifting and inter-particle cohesive forces. Both forces were represented as probability

density functions (pdfs), thereby accounting for the stochastic nature of CTDE. The lift-

ing force is based on instantaneous momentum flux and was estimated as joint pdf of the

turbulent wind components with the parameters being obtained from Monin-Obukhov

similarity theory. The inter-particle cohesive forces were described as log-normal distri-

bution. The mean and variance of the distribution were based on empirical data. The

scheme was implemented into the regional model WRF/Chem and was applied for the

first time to a regional CTDE simulation. The model results were calibrated and tested

against lidar data and a preliminary three-day budget estimate was provided. The typical

magnitude of CTDE was found to be 1 - 10µg m−2 s−1, at times up to 50µg m−2 s−1.

Chapter 3 (Klose and Shao, 2013) focused on Objectives 1 and 2. The CTDE param-

eterization scheme was improved by accounting for particle settling and was coupled to

the WRF-LES model. In LES, instantaneous momentum flux can be explicitly calculated

and does not need to be parameterized. WRF-LES could therefore be used to further

investigate the CTDE process. LES experiments were conducted for 15 different atmo-

spheric stability and background wind conditions. We could demonstrate that large eddies

can effectively transport localized momentum fluxes to the surface, strong enough to emit

dust. CTDE was found to occur predominantly in large-eddy updraft convergence lines,

at downdraft centers, and in the area of vortices. Statistics on instantaneous momentum

flux and dust emission were calculated from the LES results, confirming the stochasticity

of the process.
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Various scheme improvements and the scheme calibration were presented in Chapter

4 (Klose et al., 2014a), thereby handling Objectives 1 and 3. The scheme was improved in

that (1) A new similarity theory for instantaneous momentum flux was developed based

on the results of Chapter 3. In this approach, the pdf of instantaneous momentum flux is

directly estimated from macroscopic atmospheric measures, i.e. friction velocity u∗, con-

vective scaling velocity w∗, and Obukhov length L, which are available diagnostic quanti-

ties in most regional atmospheric models. This reduced the computing time considerably;

(2) The parameterization of the inter-particle cohesive force was changed from empirical

to semi-empirical by employing a theory-based formulation for the mean cohesive force;

(3) The representation of particle-size distribution was modified. Instead of using the mass

psd as typically obtained from soil-sample analysis and as applied in most dust emission

schemes, area psd is now used. It is thereby accounted for the fact that surface shear

stress acts on particle-area rather than on particle volume; (4) Through comparison with

particle-size resolved dust flux observations, a size-dependence of the model parameter

αN was discovered and accounted for in the scheme; (5) Correction methods to account

for moisture and roughness effects were proposed. The improved scheme was calibrated

against field observations from China and Australia. The dust emission scheme was ap-

plied for 18 CTDE cases identified from the data and overall good agreements were found.

Model weak points occurred (I) in the case of intermittent saltation, which is currently

not represented in the model; and (II) if convective turbulence is not fully developed as

the scheme is optimized for unstable conditions. Observation uncertainties my arise from

(a) biased dust concentration measurements, e.g. when dust is present in the atmosphere

before the CTDE period starts, and correspondingly biased dust flux estimates obtained

with a flux-gradient method; and (b) spatial heterogeneity of dust concentration in the

surroundings of the instrument. The roughness correction is preliminary and was not

tested against data.

In Chapter 5 (Li et al., 2014), the characteristics of CTDE were investigated from the

perspective of field observations (Objective 1). CTDE typically occurred at daytime from

spring to autumn, predominantly between 08:00 and 15:00 LST, when surface radiative

heating is strongest. CTDE events lasted up to 8 hours but mostly < 3 hours. From the

field observations, no relationship between CTDE dust flux and friction velocity u∗, but a

positive correlation with w∗/u∗ has been observed, the latter indicating the contribution

of buoyancy generated turbulence relative to shear driven turbulence. The measurements

confirmed that CTDE is typically 1 - 10µg m−2 s−1, but can reach a few tens at favorable

conditions (compare Chapters 2 and 4). During the measurement period, CTDE occurred

1.9 times more frequently than SADE (saltation bombardment and aggregates disintegra-
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tion dust emission), accumulating to a total emission of more than 80 % compared to that

of SADE. The measurements were also used for calibration (Objective 3) of the model

parameter αN .

Objectives 4 and 5 were addressed in Chapter 6. For the first time, a long-term budget

study on CTDE at regional scale was introduced. A one-year simulation of CTDE was

conducted for Australia with the regional model WRF/Chem-Dust. A strong seasonality of

CTDE was detected corresponding to weather conditions favorable to CTDE, such as low

rainfall together with low vegetation cover as well as relatively high pressure and associated

strong surface heating and high temperatures in summer. The largest emissions occurred

in spring and early summer. 188 t of dust were emitted by CTDE during the study year

in Australia, representing 6 - 17 % compared to the estimate of annual global emissions.

Once emitted, the dust was mixed through the atmospheric boundary layer, generating a

low but persistent background dust concentration. 32 t of CTDE dust were deposited to

the ocean, covering a wide area around Australia. Though no accuracy assessment on the

long-term quantitative CTDE estimate could be given yet, the large amounts of emitted

dust, the long atmospheric residence time, and the corresponding long-range transport

confirm the significance of the process.

We could demonstrate that we successfully developed a CTDE parameterization

scheme that is generally applicable for modeling at different scales: site-based (Chapter 4,

5), on large-eddy scale (Chapter 3), and regional (Chapter 6). Global applications are also

possible under the premise that the necessary input parameters, such as u∗, w∗, L, η, θ,

as well as soil type, are provided. The presented model enabled us to assess the long-term

CTDE contribution to the regional dust budget, underlining the relevance of the process.

7.2. Discussion and outlook

In this study, a detailed description of the process of “Convective Turbulent Dust Emis-

sion” was provided. The LES experiments (Chapter 3) have fundamentally contributed to

our understanding of the process. The field observations (Chapter 5) demonstrated a cor-

relation between dust emission and convective turbulence, supporting the theory presented

in this study. The good agreement of the modeled to observed dust emission (Chapter 4)

implies that the CTDE mechanism is captured by the parameterization scheme.

The CTDE magnitude has been found to be typically of the order 1 - 10µg m−2 s−1

and at times ∝ 100µg m−2 s−1. This magnitude is in good accordance with other stud-
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ies. In their wind tunnel experiments, Loosmore and Hunt (2000) observed fluxes of

0 - 16µg m−2 s−1 in the absence of saltation. Nickling and Gillies (1993) report emission

fluxes of similar magnitude for weak wind conditions (e.g. u∗ < 0.25 m s−1) from their

observations in Mali. In Australia, Nickling et al. (1999) measured slightly larger fluxes

of 10 - 100µg m−2 s−1, which again are in good agreement with the JADE data and the

results of our regional model.

The modeled surface dust concentrations during the study year were of the order

of magnitude 10 - 100µg m−3, in good agreement with the background aerosol concentra-

tion observed by Lu and Shao (2001) at Birdsville, Australia, in February 1996. Even

concentrations of few 100µg m−3 have been observed occasionally. So far, no compari-

son between the simulation results and observations for 2007/2008 was made. A well-

established network of dust observations for Australia exists (DustWatch Australia, Leys

et al., 2008). PM10 dust concentration measurements as well as meteorological obser-

vations are available for 41 sites (http://www.dustwatch.edu.au/), providing an excellent

basis for evaluation of the model results.

Global models predict annual global emissions of about 1000 - 3000 Tg yr−1 for dust

particles of size d < 20µm (e.g. Takemura et al., 2000; Tanaka and Chiba, 2006; Tegen

et al., 2002) and annual emissions for Australia of 106 Tg yr−1 (Tanaka and Chiba, 2006).

According to this, the Australian CTDE comprised 6 - 17 % compared to the global and

180 % relative to the Australian dust emission estimates during the study period July

2007 - June 2008. Other studies (e.g. Luo et al., 2003; Zender et al., 2003; Miller et al.,

2004) suggest Australian annual emissions in the range of 37 - 148 Tg yr−1, but for smaller

particle-size ranges. Still, the magnitudes are smaller than estimated in this study. Also,

the CTDE percentage relative to the global estimate is large given that only Australian

CTDE was considered. Potential reasons were suggested in Section 6.3 and will be detailed

in the following.

• In our CTDE model, we only accounted for fractional vegetation cover. No compre-

hensive drag partition scheme was used. Although roughness elements can also enhance

surface shear stress in their wake regions due to increased small-scale turbulence, the im-

plementation of a more detailed roughness correction would likely lead to the reduction

of CTDE on average.

• The global models typically have a coarse spatial and temporal resolution and depend on

numerous simplifications. For example, Luo et al. (2003) use the dust emission scheme of

Marticorena and Bergametti (1995) in which the dust emission flux is considered propor-
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tional to horizontal saltation flux with the proportionality depending on soil clay content

(see Chapter 1.1). Their assumption of a globally constant soil clay content of 20 % po-

tentially resulted in biased dust emission estimates. The coarse spatial resolution mostly

affects the atmospheric flow field as well as the representation of surface parameters. For

example, the global model of Tegen et al. (2002) has a relatively high spatio-temporal

resolution of the surface parameters (0.5◦ horizontal and 6 h temporal resolution), but

a coarser horizontal resolution of the atmospheric flow field (1.25◦). Tegen et al. found

that the peak wind speeds were not captured in the flow field, supposedly leading to an

underestimation of dust emission in their uncalibrated results. This effect might also

apply for other global models despite their calibration for particular sites, especially

as the modeled flow field is crucial for the dust concentration predictions used for cal-

ibration. In the model of Tanaka and Chiba (2006), the saltation bombardment dust

emission model of Shao et al. (1996) was used. This scheme has been calibrated with

wind tunnel data and was found by Tanaka and Chiba and in earlier studies (Lu and

Shao, 2001) to produce Australian dust concentrations which are smaller than observed.

For other regions, Tanaka and Chiba found different effects, e.g. a likely dust emis-

sion overestimation in the Sahara and underestimation in the Taklimakan desert. One

possible reason was suggested by the authors to be the coarse model resolution (about

1.8◦ horizontal grid size in Tanaka and Chiba’s simulation) with associate insufficient

representation of the local circulations and surface parameters. Takemura et al. (2000)

used even larger grid sizes of about 5.6◦. Although the model resolution we used (30 km)

was also relatively coarse from the perspective of regional modeling, it is finer than in

global models, leading to a better representation of the atmospheric flow.

• Additionally, the most emissive regions in Australia received mostly below average rain-

fall during July 2007 - June 2008 (Bureau of Meteorology , 2008, 2009), likely leading to

increased dust fluxes compared to the climatological mean. This assumption is strength-

ened by increasing land erodibility at parts of the domain during the previous years

(Webb et al., 2009). The latter authors found the erodibility to be related to inter-

annual/interdecadal climate variability. Its increase might thus have continued to the

investigation period of our study as supported by the precipitation deficiency at that

time (Bureau of Meteorology , 2008, 2009).

The newly developed CTDE scheme was shown to be generally applicable for local

and regional applications. Only a few atmospheric quantities are required as input vari-

ables such as friction velocity u∗, convective scaling velocity w∗, and Obukhov length.

Additionally, information on soil texture, vegetation cover, and soil moisture is needed.
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The model was found to work well in general, but we met several research limitations

during the development of the CTDE scheme:

1. Intermittent saltation, which can occur at friction velocities below the threshold (Stout

and Zobeck , 1997), is not yet included in the model. In this study, CTDE is defined

as direct aerodynamic entrainment. This means that intermittent saltation is strictly

speaking not part of the CTDE process. However, the large surface shear stresses

generated by convective turbulence will not only lift loose dust particles, but also the

larger and heavier sand-sized grains and aggregates (compare Figure 1.1b and Figure

3 in Chapter 4). Accordingly, CTDE cannot be separated from emission due to inter-

mittent saltation bombardment and the latter should be accounted for in the CTDE

parameterization scheme.

2. The proposed moisture correction was only tested against a small soil moisture-range

based on the Horqin and JADE data and the measurements were taken at different

heights in the two datasets. This led to uncertainties in the determination of the model

parameter αN .

3. No test of the roughness correction could be performed. While the surface at the

JADE site was almost bare, data at the Horqin site was insufficient for a reliable

quantification of the rough surface. Therefore, we only accounted for the fractional

cover in our simulations. The additional consideration of roughness distribution would

potentially lead to a spatial and temporal redistribution of dust emissions and likely

produce more reliable results. Data of fractional cover as well as spatial roughness

element distribution are required for the development and testing of a comprehensive

drag-partition parameterization.

4. Dust emission is limited by the supply of dust particles at the soil surface. However,

no method to account for this effect is available so far. As the availability of free

dust particles is an important assumption in our CTDE scheme, the results are sensi-

tive to dust-particle abundance. Data supporting the development of a corresponding

parameterization are needed.

The discussed limitations suggest priorities for future research. Studies on the mod-

eling of intermittent saltation exist (e.g. Dupont et al., 2013), but have not yet been

included in dust emission parameterizations in regional models. An inclusion of inter-

mittent saltation bombardment due to convective turbulence would lead to more robust

CTDE estimates. Data which enable a thorough model-performance examination for moist

and rough surfaces are required to overcome the lack of accurate moisture and roughness
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effect representations in the model. Further, the investigation of surface crust and dust-

particle abundance is crucial for reliable dust emission modeling, not only CTDE. This

is of particular importance in areas with large clay contents such as the Mitchell Grass

Downs in Australia. Although model limitations are recognized, we demonstrated that the

new CTDE model has the capacity of CTDE prediction, suggesting its use for studies on

various research questions, the most important of which are highlighted in the following.

Chapter 6 showed that a low but persistent dust concentration can be generated by

CTDE. Due to the strong vertical mixing by atmospheric turbulence, the dust particles

can have long atmospheric residence times. The long-lasting presence of dust aerosols

will probably intensify the negative shortwave radiative forcing at the surface, arguable

also yielding a negative feedback in CTDE. A study on the feedback between CTDE and

radiation is planned.

The long atmospheric residence time of CTDE generated dust also allows for the

transport to remote oceanic regions, which is of particular importance for atmospheric

nutrient supply, e.g. iron. As noted in Chapter 1, Cropp et al. (2013) investigated the

climatological link between dust and phytoplankton blooms in proximity to the Australian

continent by comparing ocean receptivity with dust deposition. From their data, Cropp

et al. found that ocean receptivity and dust deposition are often nonsynchronous. By

comparison of Cropp et al.’s ocean receptivity and the CTDE dust loadings predicted in

our study (Chapter 6), a much stronger oceanic biological response is expected due to

wider regions being affected by dust transport and deposition. This underlines the need

for a detailed numerical assessment of both episodic strong dust events and continuous

CTDE events for investigation of the link between phytoplankton growth and dust-iron

supply.

The development of a unified dust emission scheme by combination of SADE and

CTDE parameterization schemes would facilitate investigations like the suggested and

would arguable improve dust emission predictions. A unified dust emission scheme would

be a perfect basis for evaluation of the magnitude and frequency characteristics of dust

emission with regard to dust impacts on climate, biogeochemical cycles, dust transport

pathways, and air quality. The necessary background and numerical tool were provided

in this study.
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A Supplementary material

Title: Large-eddy simulation of CTDE

Available at: http://dx.doi.org/10.5880/SFB806.5

Description:

The video shows results of a large-eddy simulation of CTDE based on (Klose and Shao,

2013, Exp10). Modeled dust concentration is visualized with a volume rendering approach.

A particle-tracing is applied to illustrate a dust devil occurring in the simulation. Colors

indicate the direction of particle movement. The visualization was done with DeskVOX,

a visualization package developed at the Regional Computing Center Cologne. The video

is licensed under CC BY 3.0 (https://creativecommons.org/licenses/by/3.0/).

Reference:

Klose, M., S. Zellmann, Y. Shao, and U. Lang (2014b), Large-eddy simulation of Convec-

tive Turbulent Dust Emission, doi: 10.5880/SFB806.5
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tency, J. Geophys. Res. Atmos., 118, 7109–7128, doi: 10.1002/jgrd.50528.
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List of abbreviations

CTDE Convective Turbulent Dust Emission

HNLC high-nitrate-low-chlorophyll

IBRA Interim Biographic Regionalisation for Australia

IPCC AR5 International Panel on Climate Change Fifth Assessment Report

JADE Japan-Australian Dust Experiment

LES large-eddy simulation

LST local standard time

MOST Monin-Obukhov Similarity Theory

mslp mean-sea-level pressure

PBL planetary boundary layer

pdf probability density function

PM10, PM20 particulate matter with diameter d < 10µm and d < 20µm

psd particle-size distribution

RH relative humidity

SADE emission due to saltation bombardment and aggregates disintegration

TOA top of the atmosphere

USGS U.S. Geological Survey

UTC universal time code

WRF Weather Research and Forecasting
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List of symbols

AF , AFD, AFA domain integrated dust emission, deposition, and advection [M T−1]

D viscous sublayer thickness; δ in (Klose and Shao, 2012); [m]

F dust emission flux [µg m−2 s−1]

G geometric coefficient for capillary cohesive force [ ]

H heat flux [W m−2]

L Obukhov length [m]

M distribution mean

N particle number concentration [m−3]

P probability

Q saltation flux [µg m−1 s−1]

Ri Richardson number

T water surface tension [N m−1]

Tp particle response time [s]

Ur particle-to-fluid relative velocity [m s−1]

∆P pressure difference between soil water and atmosphere [N m−2]

Γ gamma function

Θ potential temperature [K]

α scale parameter in Weibull distributions

αN , αN0 CTDE model parameter [m−2]

β shape parameter in Weibull distributions

δ differential; viscous sublayer thickness in (Klose and Shao, 2012) and

Li et al. (2014)
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List of symbols

δD domain integrated dust load change with time [M T−1]

δ ( ) delta function

η vegetation cover fraction

ηi particle-size fraction

κ von Kármán constant

µ mean value

ν kinematic viscosity [m2 s−1]

ψs saturation capillary pressure head [m]

ρ air density [kg m−3]

ρp particle density [kg m−3]

ρw water density [kg m−3]

σ standard deviation

τR Reynolds shear stress [N m−2]

τf instantaneous momentum flux [N m−2]

τc canopy-surface drag [N m−2]

τg grid-scale contribution to τf [N m−2]

τr pressure drag [N m−2]

τsg sub-grid contribution to τf [N m−2]

τs ground surface drag [N m−2]

θ volumetric soil moisture [m3 m−3]

θr air-dry soil moisture [m3 m−3]

θs saturation soil moisture [m3 m−3]

ϑ coefficient for mean cohesive force [kg s−2]

ξ particle resting angle [◦]

d particle diameter [µm]

di dust particle diameter [µm]

ds saltation particle diameter [µm]

f aerodynamic lifting force [N]

fg gravity force [N]

fi inter-particle cohesive force; Fi in Klose and Shao (2012) [10−8 N]

ft retarding force [N]

fic capillary cohesive force [N]

g gravitational acceleration [m s−2]

mp particle mass [kg]

n particle number flux [m−2 s−1]

p, p ( ) probability density function
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List of symbols

pA area particle-size distribution

pM mass particle-size distribution

r2 coefficient of determination

u, v, w wind components in x-, y-, and z-direction [m s−1]

u∗ friction velocity [m s−1]

ug, vg, wg grid-scale wind components in x-, y-, and z-direction [m s−1]

u∗t threshold friction velocity [m s−1]

usg, vsg, wsg sub-grid wind components in x-, y-, and z-direction [m s−1]

w weight of lognormal distribution for psd

w∗ convective scaling velocity [m s−1]

wm combined scaling velocity [m s−1]

wp particle velocity [m s−1]

wt particle terminal velocity [m s−1]

z height [m]

z0 roughness length [m]

zi inversion layer height [m]

W1, W2 past weather, 3 and 6 h

ww present weather code

( ) mean value

( )’ turbulent component

|( )| absolute value
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