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Abstract

This thesis develops methods to compute equivariant cohomology of projective unions with torus
actions via a detailed formulation of the Mayer–Vietoris spectral sequence, with particular focus
on localization, change of tori, and connections to GKM theory. While the equivariant cohomology
of each component in a projective union is simple, the combinatorial interaction of the cover is
more subtle and is studied using simplicial complexes and poset cohomology. As an application,
degenerated Grassmannians, arising as special fibers of semi-toric degenerations from Hodge-type
Seshadri stratifications, are analyzed, and the torsion-free part of their equivariant cohomology
under the Grassmannian torus action is described.

Zusammenfassung

Diese Dissertation entwickelt Methoden zur Berechnung der äquivarianten Kohomologie projektiver
Vereinigungen mit Toruswirkungen anhand einer detaillierten Formulierung der Mayer–Vietoris-
Spektralsequenz, mit besonderem Schwerpunkt auf Lokalisierung, Wechsel von Tori und Verbindun-
gen zur GKM-Theorie. Während die äquivariante Kohomologie jeder einzelnen Komponente einer
projektiven Vereinigung einfach ist, erweist sich die kombinatorischeWechselwirkung der Überdeckung
als subtiler und wird mithilfe von simplizialen Komplexen und Poset-Kohomologie untersucht. Als
Anwendung werden degenerierte Grassmannsche Mannigfaltigkeiten, die als spezielle Fasern semi-
torischer Degenerationen aus Seshadri-Stratifizierungen vom Hodge-Typ auftreten, analysiert, und
der torsionsfreie Teil ihrer äquivarianten Kohomologie unter der Grassmannschen Toruswirkung
wird beschrieben.
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1 Introduction

1 Introduction

Toric degenerations provide a powerful method in algebraic geometry by relating complicated alge-
braic varieties to toric varieties, whose structure is exceptionally well understood. This perspective
facilitates the study of geometric, topological, and representation-theoretic aspects of the original
varieties and has been developed in several areas of mathematics, among them geometric invari-
ant theory, representation theory, and Newton–Okounkov theory (see, for example, [Hu08; FN24;
HK15]). Semi-toric degenerations generalize this framework by degenerating to unions of toric va-
rieties, appearing for example in the theory of Hodge algebras [DEP82] and in standard monomial
theory [CFL23]. More specifically, in [CFL23] the authors introduced the method of a Seshadri
stratification, which serves as an alternative to Newton–Okounkov theory and produces semi-toric
degenerations governed by finite posets. For instance, in the case of Grassmannians, taking Schu-
bert subvarieties as strata yields a degeneration whose special fiber is a projective union, that is,
a projective variety whose irreducible components are projective spaces intersecting along linear
subspaces. The resulting degenerated Grassmannians show that certain projective unions naturally
inherit rich combinatorial structures closely tied to representation theory. Moreover, in this case
the action of the diagonal torus of GLn on the Grassmannian extends to the limit space. This
illustrates a more general phenomenon: in favorable settings, for suitable degenerations the group
action extends to the degenerated variety.

The fact that in natural settings projective unions arise equipped with substantial internal struc-
ture and group symmetries motivates the study of their equivariant cohomology, with degenerated
Grassmannians providing a particularly significant example. To the best of our knowledge, no gen-
eral computation of their equivariant cohomology is available, and addressing this gap is the aim
of the present work.

To approach this problem, we require a method that computes the cohomology of a space from
the cohomology of its parts. The classical tool for this purpose is the Mayer–Vietoris sequence,
originally developed in algebraic topology as a long exact sequence for the union of two subspaces.
Its generalization to finite covers yields the Mayer–Vietoris spectral sequence, which encodes the
cohomology of a space in terms of the cohomology of covering pieces and their intersections. The
first page of the spectral sequence naturally reflects the simplicial structure of the nerve of the
cover and, under favorable conditions, collapses to simplicial cohomology. In this way, the spectral
sequence provides a bridge between geometric decompositions and combinatorial data.

Although variants of the Mayer–Vietoris spectral sequence have appeared in several settings, a
systematic construction in equivariant cohomology is not available in the literature. The purpose of
this thesis is to provide such a construction and to apply it to compute the equivariant cohomology
of projective unions, with particular attention to those arising from Seshadri stratifications of
Grassmannians.

Equivariant cohomology forms a bridge between topology and representation theory. It was first
introduced by Borel [Bor60] in the context of understanding how cohomological information reflects
realizable group actions on a topological space X. When a Lie group G acts on X, the Borel
construction encodes the symmetries of the action into the topology ofX by considering the quotient

EG×G X := (EG×X)/ ((eg, x) ∼ (e, gx)) .

Here, EG denotes a contractible space with a free G-action, known as the classifying space. The
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1 Introduction

equivariant cohomology of X is then defined as

Hi
G(X) := Hi(EG×G X,R),

with coefficients in a ring R, typically taken to be a field or the ring of integers. This construction
produces a cohomological invariant reflecting both the topology of X and the symmetry imposed
by the group action.

Wherever geometry and symmetry interact, equivariant cohomology plays a decisive role. In al-
gebraic geometry, it provides a framework for studying varieties with group actions, including
computations of intersection-theoretic invariants [AF24; Bri98]. In representation theory, it sup-
ports geometric constructions of representations, such as the Springer correspondence [CG97]. In
symplectic topology, it plays a central role in the study of Hamiltonian group actions and moment
maps [AB84]. Combinatorially, it provides explicit descriptions in the case of toric varieties, where
the equivariant cohomology is determined by the fan [Ful93], and in Schubert calculus, where it
encodes the combinatorics of Weyl groups, root systems, and the Bruhat order [BL00].

A central feature of equivariant cohomology is localization, which allows global invariants to be
accessed through fixed-point data. For a torus action, the restriction map

H∗
T (X) −→ H∗

T (X
T ),

often reduces complicated cohomological problems to explicit computations at the fixed points.
When XT is finite, H∗

T (X) is frequently free over the symmetric algebra on the character lattice
of T (see Definition 2.26), and under favorable conditions it can be recovered entirely from its
restriction to XT . This principle forms the theory of Goresky–Kottwitz–MacPherson [GKM98],
which provides an explicit combinatorial description of H∗

T (X) in terms of labeled graphs encoding
the orbit structure.

An important tool in homology theory, the Mayer–Vietoris sequence was originally developed by
Mayer to prove a conjecture posed to him by Vietoris concerning Betti numbers. Its first appearance
in the modern exact sequence form is in [ES52, Theorem 15.3], where it is introduced in the
context of generalized homology theory. Consequently, the Mayer–Vietoris sequence applies to any
(co)homology theory satisfying the Eilenberg–Steenrod axioms, taking the form of a long exact
sequence

. . . hn−1(X ∩ Y ) hn(X ∪ Y ) hn(X) + hn(Y ) hn(X ∩ Y ) . . .

which relates the homologies in a proper triad (X ∪Y ;X,Y ). Classical examples of its frequent use
include the computation of the homology of a sphere or the Klein bottle and the standard proof of
the excision theorem relies on the Mayer–Vietoris principle ([Hat02, Theorem 2.20]).

A natural generalization of the Mayer–Vietoris sequence arises when considering a space X covered
by a countable collection of subspaces (Xi)i∈I . In the cohomological setting, one seeks to express
H∗(X) in terms of the cohomologies H∗(Xi) of the covering pieces and the behavior of their
intersections. This leads to the Mayer–Vietoris spectral sequence, with first page

Ep,q1 =
⊕

i0<...<ip

Hq(Xi0 ∩ . . . ∩Xip),
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1 Introduction

and converging to Hp+q(X) under suitable conditions (see Remark 3.13). An important simplicial
aspect of this construction is that the differential on the first page is induced by the coboundary
operator of the cochain complex associated with the nerve N (I) of the cover (see Definition 2.5).
In the particularly convenient case where every non-empty finite intersection Xi0 ∩ . . . ∩ Xip is
contractible, the spectral sequence degenerates at the first page, which then identifies with the
simplicial cochain complex of N (I). In this situation, one recovers the nerve lemma, asserting that
H∗(X) is isomorphic to the simplicial cohomology of N (I) (see Theorem 2.6).

To our knowledge, the earliest constructions of the Mayer–Vietoris spectral sequence appear in
[BT82] and [God73], where it is developed as a tool to relate Čech cohomology Ĥq(X,F) to sheaf
cohomology Hq(X,F). For a good cover (that is, one in which all finite non-empty intersections
are acyclic in positive degrees), the spectral sequence collapses to the Čech complex, yielding an
isomorphism Ĥq(X,F) ∼= Hq(X,F) ([BT82, Theorem 8.9]). By Serre’s vanishing theorem, if F
is a quasi-coherent sheaf, then any cover by affine varieties provides an example of a good cover
([CLS11, Theorem 9.0.3]).

In recent years, the spectral sequence has found applications in diverse areas, including persis-
tent homology [Tor23; LSV11; JT24], bounded cohomology [FM19], local cohomology [CHN23;
Pas24], and the study of spherical arrangements [JOS94], each requiring adaptation to the relevant
framework.

The Mayer–Vietoris sequence is widely used as a computational tool in the equivariant versions
of various cohomological theories, including singular cohomology, symplectic cohomology, and K-
theory (see, e.g., [FP07], [Ahn24], [HW18]). In these cases, the sequence is typically applied to two
subspaces or in situations where inductive arguments suffice. By contrast, a systematic treatment
of the Mayer–Vietoris spectral sequence in equivariant cohomology has not yet been developed.

The goal of this thesis is twofold. The first aim is to develop a framework for the Mayer–Vietoris
spectral sequence in the setting of equivariant cohomology, clarifying for which covers the spectral
sequence computes the cohomology and how the characteristic features of equivariant cohomology,
such as its algebra structure over the equivariant coefficient ring, localization techniques, functorial-
ity, and the GKM method, interact with the Mayer–Vietoris principle. The second aim is to apply
this framework to the computation of equivariant cohomology for projective unions. As discussed,
these varieties arise naturally as limit spaces in semi-toric degenerations and, even beyond this
context, provide compelling test cases: their individual components are cohomologically simple,
while the essential complexity lies in the gluing process. In representation-theoretic settings such as
the degeneration of Grassmannians, the combinatorics governing the original variety persist in the
union and are reflected in its equivariant cohomology. The Mayer–Vietoris spectral sequence pro-
vides the natural tool for accessing these global invariants from the cohomology of the components
and their intersections.

Structurally, the thesis reflects this twofold aim. The first part, consisting of Chapter 2 to Chap-
ter 4, provides the general setup and develops results for the Mayer–Vietoris spectral sequence,
specifically in the torus-equivariant setting. The second part, i.e., Chapter 5 and Chapter 6, com-
putes the equivariant cohomology of projective unions, with degenerated Grassmannians forming
the motivating class of examples that is treated in further detail in the final chapter.

Throughout the first part, we work with coefficients in R, a Noetherian unique factorization domain
of characteristic zero.
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Chapter 2 serves as the preliminaries chapter, collecting definitions, standard results from the litera-
ture, and fixing notation. After briefly introducing the necessary notation for simplicial cohomology,
Chapter 2.1 provides a more detailed introduction to equivariant cohomology, while Chapter 2.2
places particular emphasis on the concept of localization. The general presentation of Chapter 2.1
follows [AF24], while the discussion of localization draws primarily from [AF24], but also includes
results from [Fra24], [FY19], and [AB84] to give additional context.

The necessary background on spectral sequences is taken from [McC01] and [God73], and is sum-
marized in Appendix A and Appendix B.

Chapter 3.1 is devoted to the construction of the double complex underlying the Mayer–Vietoris
spectral sequence. While this setup is standard, our original contribution begins with endowing it
with an algebra structure and adapting it to the equivariant setting by introducing a multiplication
over the equivariant coefficient ring (Definition 3.4, Lemma 3.7).

In Chapter 3.2, we derive the spectral sequence associated to this double complex and clarify which
types of covered spaces satisfy the necessary conditions for the Mayer–Vietoris spectral sequence
to apply (Theorem 3.22, Remark 3.13). Particular attention is given to its first page, which we
refer to as the Mayer–Vietoris complex. In the cases relevant to this thesis, the spectral sequence
collapses at the second page, leading to the following result, which forms the basis for our further
computations.
Theorem 3.28. Let X be a topological space with a continuous action of a Lie group G. Assume
the cover M by G-invariant subspaces is a good cover of X. Then the Mayer–Vietoris complex
has cohomology isomorphic to the associated graded algebra of H∗

G(X) as bigraded algebra over the
equivariant coefficient ring ΛG of G.
As usual for spectral sequences, the target is the associated graded algebra G(H∗

G(X)) of H∗
G(X),

arising from the filtration induced by the double complex. Within this graded algebra, we single
out the first-column component, defined as

ν(X) := H∗
G(X)/(H∗

G(X))1,

namely the degree-zero summand of G(H∗
G(X)), equivalently the degree-zero cohomology of the

Mayer–Vietoris complex (Definition 3.25). In general, we do not solve the full extension problem
from G(H∗

G(X)) to H∗
G(X). Instead, we extract useful information about H∗

G(X), for example by
relating ν(X) to its torsion-free part, by studying morphisms into spaces with trivial filtration,
or by comparing cohomologies of different spaces through their associated graded algebras (see,
e.g, Lemma 4.2, Corollary 3.42, Theorem 5.73). In other cases we are content to work with the
associated graded algebra itself.

By formalizing the framework of covered spaces with a group action and introducing suitable mor-
phisms, we define the category GCov (Chapter 3.3) and establish the functorial properties of the
Mayer–Vietoris spectral sequence (Corollary 3.40).

This primarily serves to prepare the ground for the study of the spectral sequence in the torus-
equivariant setting in Chapter 4, where we examine the compatibility of classical properties of
equivariant cohomology with the Mayer–Vietoris principle. Although the discussion could, in prin-
ciple, be carried out for more general groups, we restrict to torus actions. This restriction is both
natural in the context of localization and sufficient for the applications pursued in this thesis.

By considering the restriction of covered spaces to torus fixed points, Chapter 4.1 establishes results
on torsion in equivariant cohomology. In particular, we describe the image and kernel of the

4



1 Introduction

localization map and relate them to the first-column component ν(X) (Lemma 4.2). We then
investigate under which conditions GKM-type properties lift from the covering pieces to the entire
space:
Theorem 4.10. Let T be a torus, X a fixed-point closed T -space, and M = (Mi)i∈I a good cover
of X. Suppose that the Mayer–Vietoris complex is torsion-free. If the set of T -fixed points in X is
finite and, for all i ∈ I, the localization of Mi is described by its moment graph, then the localization
of X is described by its moment graph.

Group change is another example of a concept from equivariant cohomology that integrates well
with the Mayer–Vietoris principle:
A morphism of tori φ : T ′ → T induces a morphism of equivariant coefficient rings φ̂ : ΛT → ΛT ′ .
If a topological space X admits compatible actions of T and T ′, the restriction of tori for X is the
induced map

H∗
T (X) −→ H∗

T ′(X).

For a covered space, this map arises from a morphism of Mayer–Vietoris complexes

MV −→ MV′

corresponding to the two torus actions. Under suitable conditions, including that the cover consists
of equivariantly formal spaces (Definition 2.26), this restriction of tori coincides with the canonical
map

H(MV) −→ H (ΛT ′ ⊗ΛT
MV) ,

obtained by first extending scalars along φ̂ on MV and then passing to cohomology, as shown in
Lemma 4.37. Building on this, we employ Künneth formulas as developed in [McC01] to describe
torus change for covered spaces in Corollary 4.41 and Theorem 4.43, and employ Koszul resolutions
(Corollary 4.49) as a computational tool, following [Eis95], for evaluating the Künneth formula in
special cases.

We now turn to the second part of the thesis, where the Mayer–Vietoris spectral sequence is applied
to projective unions and degenerated Grassmannians. For simplicity, and although many results
remain valid under weaker assumptions, we specialize to the case where R is a field of characteristic
zero in the final two chapters.

Chapter 5 introduces projective unions in an ambient projective space P, defined by

PC :=
⋃
i∈I

PCi
, C = (Ci)i∈I ,

where the homogeneous coordinates of P are indexed by A, and each subset Ci ⊆ A determines a
coordinate projective subspace PCi

⊆ P. The projective union PC inherits a torus action from the
action of T on the homogeneous coordinates of P.
After establishing the applicability of the Mayer–Vietoris spectral sequence by constructing a suit-
able retraction (Chapter 5.1, Lemma 5.12), we begin our study of the Mayer–Vietoris complex MV
in Chapter 5.2. As emphasized in the first part of the thesis,

G(H∗
T (PC)) ∼= H(MV),

and the central task is therefore to describe its cohomology. Our first approach gives a direct de-
scription of the first-column component together with an interpretation in terms of syzygy modules
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(Remark 5.23, Corollary 5.29). In the case of a generic (i.e., maximally independent) torus action,
we obtain an alternative description by decomposing the Mayer–Vietoris complex into simplicial
complexes, yielding a splitting into simplicial cohomologies.
Lemma 5.52. Assume that T acts generically on the projective union PC. Then

G(H∗
T (PC)) ∼= ΛK [ζ]⊗R

Ñ⊕
S⊆A

ΛS ⊗R H∗(∆S)

é
.

Here the simplicial complexes ∆S are defined by recording which intersections in C fail to contain a
given subset S ⊆ A. The coefficients for each simplicial cohomology are taken in the corresponding
subring ΛS ⊆ ΛT of the equivariant coefficient ring of T , while the factor ΛK [ζ] accounts for the
subtorus of T that acts trivially on PC.

A dual description is developed in Chapter 5.6, where we study poset unions, i.e., projective unions
defined by the combinatorics of a poset: If the homogeneous coordinates of P are indexed by a
poset A, then the collection C can be chosen as the collection of maximal chains in A. For generic
torus actions, the equivariant cohomology of the resulting projective union PA is then described in
terms of the poset cohomology of subposets S ⊆ A:
Lemma 5.82. Assume that T acts generically on the poset union PA. Then

G(H∗
T (PA))

∼= ΛK [ζ]⊗

Ñ⊕
S⊆A

ΛA\S ⊗H∗(S)

é
.

In Chapter 5.3 and Chapter 5.5, we adapt the methods of Chapter 4 to projective unions.

Chapter 5.3 applies the results of Chapter 4.1: we examine torsion, describe the first-column
component, and verify the GKM-type localization for projective unions (Corollaries 5.37, 5.38,
Lemma 5.44). In addition, Lemma 5.40 identifies when a restriction between projective unions
coincides with restriction to fixed points.

Torus change for projective unions is studied in Chapter 5.5, motivated by the fact that for arbitrary
torus actions the cohomology can be related to the generic case via restriction of tori. Lemma 5.62
describes this process using a method analogous to the Künneth formulas of Chapter 4.2, while
Theorem 5.73 introduces a recursive approach based on semi-regular sequences (Definition 5.71,
Lemma 5.75) to study surjectivity of torus restrictions.
In this setting, we assume that the map on equivariant coefficient rings φ̂ : ΛT → ΛT ′ describing
the torus change introduces relations on ΛT , i.e., it takes the form of a quotient ΛT /R → ΛT ′

(Definition 4.18). This is precisely the case relevant in Chapter 6.2. The quotient map

MV −→ MV := MV /RMV

then induces the restriction of tori in cohomology,

H(MV) −→ H(MV).

Given a sequence a1, . . . , an in A, one considers for each partition U ⊔V = {a1, . . . , an} the restric-
tion of tori for simplified Mayer–Vietoris complexes MVUV . If the sequence satisfies certain torsion
conditions (Lemma 5.75), this yields a criterion for the surjectivity of the original restriction.
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Theorem 5.73. Suppose a1, . . . , an is a semi-regular sequence in A and that

H(MVUV ) −→ H(MV
U

V ), JxK 7−→ JxK,

is surjective for all partitions U, V of {a1, . . . , an}. Then the restriction of tori

H(MV) −→ H(MV),

is surjective.

The final chapter of the thesis turns to the motivating example for studying equivariant cohomol-
ogy of projective unions: the degenerated Grassmannian. Choosing Schubert varieties as strata and
Plücker coordinates as extremal functions, the resulting Seshadri stratification of Gr(d, n) yields a
union of projective spaces governed by combinatorial data closely related to that of the Grassman-
nian itself. Concretely, the degenerated Grassmannian Pd,n is the poset union associated with the
poset of Schubert varieties of Gr(d, n) ordered by the Bruhat order. Here we identify the poset of
Schubert varieties with the poset I(d, n) of strictly increasing d-tuples in 1, . . . , n.

The poset description developed in Chapter 5.6 provides a natural framework for analyzing equiv-
ariant cohomology of Pd,n under a generic torus action. Within this framework, Theorem 6.8 gives
a compact description of the image of the restriction map

r : G(H∗
T (P2,n+1)) −→ G(H∗

T (P2,n)),

between the equivariant cohomology of degenerated Grassmannians. After fixing suitable basis
elements giS for the poset cohomology of any subposet S ⊆ I(2, n), an arbitrary element can be
expanded as

f =
∑
S,i

βS,ig
i
S ∈ G(H∗

T (P2,n)).

In Definition 6.12 we introduce integers lS(i) that measure how long a basis element giS persists
when S is extended as a subposet of I(2, n + 1). The monomial ηlS(i) compensates this defect,
leading to the following divisibility criterion:
Theorem 6.8. We can choose bases of H∗(S), for S ⊆ I, such that an element

f =
∑
S,i

βS,ig
i
S ∈ G(H∗

T (P2,n))

lies in the image of r if and only if

βS,i is divisible by ηlS(i), for all S, i.

In Chapter 6.2, we finally consider the degenerated Grassmannian with the torus action inherited
from the Grassmannian itself. For this Grassmannian torus action (Definition 6.14), we compute
in Example 6.19 the equivariant cohomology of P2,5, using semi-regular sequences and the method
of Theorem 5.73.

With respect to the Grassmannian torus action, the degenerated Grassmannian is a union of GKM-
varieties and in particular contains finitely many points fixed by this action. In consequence, the
torsion-free part of the equivariant cohomology of Pd,n is given by its localization image which can
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be computed either with the help of Corollary 6.33 or by considering the first-column component
(Corollary 5.38).

To describe the latter, we use the identification of maximal chains C(d, n) in I(d, n) with the set
SYT (d, n) of standard Young tableaux of rectangular shape d×(n−d), as explained in Remark 6.5.
The symmetric group on d(n− d) symbols acts on unordered tableaux of this shape, and although
this action does not restrict to the subset SYT (d, n), it motivates considering when tableaux are
related by simple transpositions of consecutive integers i, i+ 1 (Remark 6.20).

We then define the graph Gd,n with vertex set SYT (d, n) (equivalently C(d, n)), and edges corre-
sponding to such transpositions, each labeled by a polynomial determined by the intersection of the
associated maximal chains. The first-column component of Pd,n then consists of tuples (fC)C∈C(d,n)

of polynomials in the equivariant cohomology rings of the projective spaces PC , where C ∈ C(d, n),
subject to the following divisibility condition:
Theorem 6.32. A tuple (fC)C∈C(d,n) lies in ν(Pd,n) if and only if

fC − fD ∈ (ηC∩D),

for all C,D that share an edge in Gd,n.

Finally, the following Corollary compares the equivalent descriptions for the torsion-free part of
the equivariant cohomology of the degenerated Grassmannian when considered with respect to the
Grassmannian torus action.
Corollary 6.34. Consider the Grassmannian torus action of the diagonal torus T ⊆ GLn in-
duced by its action via standard characters e1, . . . , en on Cn. The torsion-free part of H∗

T (Pd,n) is
isomorphic to the localization image of Pd,n. Further, we obtain as equivalent descriptions

ι(Pd,n) = {(uI)I∈I(d,n) ∈
⊕
I(d,n)

ΛT | uI − uI′ is divisible by χI − χI′ for all I ≤ I ′},

where χI =
∑
j∈I ej, and

ι(Pd,n) ∼= ν(Pd,n)

=

ß
(fC)C∈C(d,n) ∈

⊕
C∈C(d,n)

H∗
T (PC) | fC − fD ∈ (ηC∩D) for all C,D that share an edge in Gd,n

™
.
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2 Preliminaries

2 Preliminaries

In the first part of the thesis (Chapters 2–4), we assume that R is a Noetherian unique factorization
domain of characteristic zero.

We briefly fix notation and conventions for simplicial cohomology. For background material, see
[Hat02, Chapter 2.1].

Definition 2.1. A simplicial complex ∆ on a finite vertex set V is a non-empty collection of subsets
of V such that if A ∈ ∆, then every subset B ⊆ A also lies in ∆. The (p + 1)-element subsets in
∆ are called the p-simplices of ∆. We denote the set of p-simplices by ∆p, and a simplex in ∆p is
said to have length p.
After fixing a total ordering on V , every p-simplex of ∆ can be expressed as a strictly increasing
tuple (v0, . . . , vp) of elements of V . For simplices v and w we write v ⊆ w if v is a face of w, that
is, if v is a subtuple of, or contained as a set in, w. The 0-simplices, called the vertices of ∆, are
considered either as one-element subsets or as elements of V . In particular, we write v ∈ v if the
vertex v is a face of v.
Given a set D of subsets of V , we define the simplicial complex ⟨D⟩ to consist of all subsets of sets
in D. The simplicial complex consisting of all subsets of V is called the full simplex on V .

Convention 2.2. Throughout this thesis, we allow set-theoretic operations to be applied to strictly
increasing tuples. That is, for an element v ∈ V and v, w strictly increasing tuples with entries in
V , we regard v, w as subsets of V , perform the operations

v ∩ w, v ∪ w v \ w, and v \ v := v \ {v},

and reinterpret the resulting sets as strictly increasing tuples. Similarly, the relations

v ∈ v, and w ⊆ v,

are understood via this identification.

Let ∆ be a simplicial complex with vertex set V . Given p ∈ Z≥0, we write Cp(∆, R), or simply
Cp(∆), for the module of simplicial p-chains with coefficients in R, the free R-module with basis
given by the p-simplices of ∆.
The boundary map ∂p : Cp(∆)→ Cp−1(∆) is defined by

∂p(v0, . . . , vp) =

p∑
j=0

(−1)j(v0, . . . , v̂j , . . . , vp),

where we set ∂0 = 0. Since ∂p−1∂p = 0, we obtain the chain complex (C∗(∆), ∂) of R-modules with
homology denoted by

Hp(∆) = ker ∂p/ im ∂p+1, p ≥ 0.

The graded R-module H∗(∆) is the simplicial homology of ∆.

Define Cp(∆, R), or simply Cp(∆), the module of simplicial p-cochains of ∆, as the free R-module
dual to Cp(∆). The coboundary map d is defined as the dual map to the boundary map ∂. In other
words,

Cp(∆) = hom(Cp(∆), R),

9
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and
dp : Cp(∆) −→ Cp+1(∆),

(dp(σ))(v0, . . . , vp) =

p∑
j=0

(−1)jσ(v0, . . . , v̂j , . . . , vp),

for σ ∈ hom(Cp(∆), R) and p ∈ Z≥0. The resulting complex (C∗(∆), d) is called the cochain
complex of ∆.
The product of two simplices v = (v0, . . . , vp) and w = (w0, . . . , wq) is defined to be the (p + q)-
simplex

v · w := (v0, . . . , vp, w1, . . . , wq),

if vp = w0 and (v0, . . . , vp, w1, . . . , wq) ∈ ∆p+q. Otherwise, the product is defined to be zero.
If we write e(v0,...,vp) for the basis element in Cp(∆) dual to the p-simplex (v0, . . . , vp) in ∆, then
the cup product ⌣ on C∗(∆) is given by

e(v0,...,vp) ⌣ e(w0,...,wq) = e(v0,...,vp)·(w0,...,wq).

Taking the cohomology of the cochain complex (C∗(∆), d), we obtain

Hp(∆) := ker dp/ im dp−1, p ≥ 0,

the simplicial cohomology of ∆. Since the differential d satisfies the Leibniz rule with respect to the
cup product⌣ on C∗(∆), the product descends to cohomology and induces a graded multiplication

· : Hp(∆)×Hq(∆) −→ Hp+q(∆),

which turns H∗(∆) into a graded-commutative R-algebra with unit.

Example 2.3. Let ∆ be the full simplex on V . It is a well-known fact that ∆ is acyclic, meaning
that the cochain complex (C∗(∆), d) is exact in every positive degree. In particular,

H0(∆) = R, and Hp(∆) = 0 for p > 0.

Remark 2.4. Given two simplicial complexes ∆1 and ∆2 on a common vertex set V , both their
union ∆ := ∆1 ∪∆2 and their intersection ∆1 ∩∆2 are simplicial complexes on V . The inclusion
of ∆1 ∩∆2 into ∆1 and ∆2 induces restriction morphisms

r1 : H
∗(∆1) −→ H∗(∆1 ∩∆2), r2 : H

∗(∆2) −→ H∗(∆1 ∩∆2),

and the Mayer–Vietoris sequence computes the cohomology of ∆ via the long exact sequence

. . . Hp(∆) Hp(∆1)⊕Hp(∆2) Hp(∆1 ∩∆2) Hp+1(∆) . . .
r1−r2

(See [Hat02, Chapter 2.2].)

If a simplicial complex ∆ is covered by suitable subcomplexes, then its cohomology H∗(∆) is
isomorphic to the cohomology of the nerve of the cover.

Definition 2.5. Let ∆ be a simplicial complex and (∆i)i∈I a cover by subcomplexes, i.e., ∆ =⋃
i∈I ∆i. The nerve of the cover is the simplicial complex N ((∆i)i∈I) on I, whose p-simplices are

the tuples (v0, . . . , vp) such that
∆v0 ∩ . . . ∩∆vp ̸= ∅.

10
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Theorem 2.6. Let ∆ be a simplicial complex, and (∆i)i∈I a cover by subcomplexes. If every
non-empty intersection

∆v0 ∩ . . . ∩∆vp , where v0, . . . , vp ∈ I,

is acyclic, then ∆ is homotopy equivalent to the nerve of the cover N ((∆i)i∈I).

Proof. [Bjö95, Theorem 10.6].

2.1 Equivariant Cohomology

The central algebraic invariant that we are concerned with in this thesis is equivariant cohomology
with respect to a torus operation. First of all, we recall the definition of equivariant cohomology as
introduced in [AF24] and subsequently discuss its fundamental properties. The focus remains on
how this theory specializes to the case where the acting group is a torus, particularly in the context
of localization, which will be treated in Chapter 2.2.
We start with the definition of equivariant cohomology using the Borel construction as proposed in
[AF24, Chapter 2].
Let G be a Lie group. A fiber bundle

q : E −→ B,

is called a principal G-bundle if G acts freely on E (on the right), the map q is isomorphic to
the quotient map E → E/G, and the base space B is both Hausdorff and paracompact. The last
requirement ensures the existence of a universal principal G-bundle EG → BG with the property
that any principal G-bundle q : E→ B is the pullback of a map φ : B→ BG in the following diagram.

E EG

B BG

q

φ

Here, the classifying map φ is defined uniquely up to homotopy. In fact, a principal bundle E→ B
is universal if and only if E is contractible.
Suppose X is a topological space equipped with a (continuous) left action by G. The G-equivariant
cohomology of X with coefficients in R is a graded-commutative R-algebra H∗

G(X). To define the
graded components Hp

G(X) in any range p < N , where N is a positive integer or ∞, consider a
principal G-bundle E → B such that E is path-connected and satisfies Hp(E) = 0 for p < N . The
G-balanced product of E and X is defined as the quotient space

E×G X := E×X/ ∼,

where (eg, x) ∼ (e, gx) for all e ∈ E, x ∈ X, and g ∈ G. Finally, the p-th equivariant cohomology
group of X is defined by

Hp
G(X) := Hp(E×G X,R), p < N,

where Hp(·, R) denotes singular cohomology with coefficients in R. In [AF24, Proposition 2.2.2],
it is shown that this definition is independent of the choice of the principal bundle q : E → B.
Consequently, we may fix q to be the universal principal bundle and since EG is contractible, we
obtain the definition

Hp
G(X) := Hp(EG×G X,R), p ≥ 0.

11



2 Preliminaries

A first important distinction is that H∗
G(X) carries a richer algebra structure than its counterpart

H∗(X) in ordinary singular cohomology. First of all, any G-equivariant morphism f : X → X ′

induces a morphism
EG×G X −→ EG×G X ′, (e, x) 7−→ (e, f(x)),

and hence a morphism of R-algebras

f∗ : H∗
G(X

′) −→ H∗
G(X).

In particular, the trivial map to the one-point space X → pt, equips H∗
G(X) with the structure of

an algebra over the R-algebra
ΛG := H∗

G(pt),

which we will refer to as the equivariant coefficient ring of G. Further, as seen from the commutative
diagram

X X ′

pt

f

the induced map f∗ : H∗
G(X

′)→ H∗
G(X) is a morphism of ΛG-algebras.

Ordinary cohomology can be seen as a special case of equivariant cohomology by considering the
trivial action of the one-element group G = 1. In this situation, the universal principle bundle is
the identity on the one-point space q : pt → pt, the Borel construction for a topological space X
yields,

pt×1X = X

pt

and following the definition of equivariant cohomology, we obtain H∗
1 (X) = H∗(X).

Returning to the setting that X admits the action of a Lie group G, we can compare ordinary and
G-equivariant cohomology of X by viewing EG ×G X as a fiber bundle with base space BG and
fiber X, via projection on the first factor in EG×G X → BG.

X EG×G X

pt BG

By examining pullbacks in the diagram above, we obtain a forgetful morphism of ΛG-algebras,

H∗
G(X) −→ H∗(X),

where H∗(X) is interpreted as ΛG-algebra via the canonical map

ΛG = H∗(BG) −→ R = H∗(pt).

This comparison is a specific instance of the property that equivariant cohomology is functorial in
both the group and the space:

12
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Suppose X and X ′ are topological spaces with actions by Lie groups G and G′, respectively. Let
φ : G → G′ be a continuous group homomorphism. A morphism f : X → X ′ is equivariant with
respect to φ if

f(gx) = φ(g)f(x), for all x ∈ X and g ∈ G.

Lemma 2.7. Let f : X → X ′ be a morphism that is equivariant with respect to a group homomor-
phism φ. In this case, f induces a ring homomorphism

f∗ : H∗
G′(X ′) −→ H∗

G(X).

In particular, φ induces a ring homomorphism

ΛG′ −→ ΛG,

and viewing H∗
G(X) as a ΛG′-algebra via restriction of scalars along this map, the morphism f∗

becomes a morphism of ΛG′-algebras.

Proof. [AF24, Chapter 3.2].

Lemma 2.8. In the situation of Lemma 2.7, if both φ : G → G′ and f : X → X ′ are homotopy
equivalences, then f∗ is an isomorphism of ΛG′-algebras.

Proof. [AF24, Corollary 3.3.4].

The two opposite extremes of a G-action on a space X are the free and the trivial action. In the
case of a trivial action, equivariant cohomology is given by an extension of scalars from ordinary
cohomology.

Lemma 2.9. Suppose G acts trivially on X, and that ΛG is a free R-module. Then

H∗
G(X) ∼= ΛG ⊗R H∗(X),

as ΛG-algebras.

Proof. [AF24, Proposition 3.4.2].

We write G \X for the quotient space of X by the action of G. The following fact partly motivates
the way equivariant cohomology is defined in [Bor60].

Lemma 2.10. Suppose G acts freely on X. Then Hp
G(X) = Hp(G \X) for all p ≥ 0.

Proof. [AF24, Proposition 3.4.1].

Remark 2.11. Given two Lie groups G,G′, we have that EG × EG′ → BG × BG′ is the universal
principal bundle for G × G′. It follows from Lemma 2.9, that if either ΛG or ΛG′ is free over R,
then the map ΛG × ΛG′ → ΛG×G′ induces an isomorphism of algebras

ΛG ⊗ ΛG′ −→ ΛG×G′ .

(See [AF24, Exercise 3.2.4].)
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The last concept we want to generalize from ordinary to equivariant cohomology is that of Chern
classes. A vector bundle E → X is called a G-equivariant vector bundle on X if G acts linearly
on the fibers in such a way that the projection is equivariant. In other words, there is a morphism
of groups G → GL(E), and for each x ∈ X with fiber Ex, the action satisfies g.Ex ⊆ Egx. A
G-equivariant vector bundle determines an ordinary vector bundle

EG×G E −→ EG×G X,

and we can define the equivariant Chern classes of E → X as

cGk (E) := ck(EG×G E) ∈ H2k
G (X),

i.e., as the ordinary Chern classes of the bundle EG×G E → EG×G X.

Remark 2.12. Suppose φ : G → G′ is a continuous group homomorphism and f : X → Y is a
morphism that is equivariant with respect to φ. A G′-equivariant vector bundle E′ → X ′ can be
regarded as G-equivariant via φ, and the pullback E := f∗E′ defines a G-equivariant vector bundle
on X. The induced morphism f∗ : H∗

G′(X ′)→ H∗
G(X) then satisfies

f∗(cG
′

k (E′)) = cGk (E) = cGk (f
∗E′).

In the second half of this subsection, we take an initial look at the case where G is a torus. We
begin by introducing the basic concepts, following [CLS11, Chapter 1.1].
An algebraic group T is called a torus of rank m if it is isomorphic to (C×)m. The character
lattice of T , denoted by M , is the group of all algebraic group homomorphisms T → C×, written in
additive notation. It is a free abelian group of rank m, and choosing an isomorphism T ∼= (C×)m

corresponds to fixing a basis of standard characters e1, . . . , em of M ∼= Zm.
A one-parameter subgroup of T is a morphism of algebraic groups C× → T . We write N for the
group of all one-parameter subgroups of T , again using additive notation. The group N is a free
abelian group of rank m, and choosing an isomorphism T ∼= (C×)m corresponds to fixing a basis of
N ∼= Zm.

Remark 2.13. There is a natural pairing

⟨·, ·⟩ : M ×N −→ Z,

between M and N , where ⟨χ, σ⟩ is equal to the exponent associated to the composition

χ ◦ σ : C× −→ C×.

This pairing identifies M with HomZ(N,Z), and N with HomZ(M,Z), i.e., M and N are dual to
each other. The bases induced by an isomorphism T ∼= (C×)m are dual bases of N and M .

Remark 2.14. We have a canonical isomorphism

N ⊗Z C× ∼= T, σ ⊗ t 7−→ σ(t),

which, after fixing isomorphisms N ∼= Zm and T ∼= (C×)m, can be identified with

Zm ⊗ C× ∼= (C×)m, (b1, . . . , bm)⊗ t 7−→ (tb1 , . . . , tbm).
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There is a natural correspondence between the sublattices of a character lattice M and the closed
subgroups of its respective torus T . We discuss more details of this correspondence in Chapter 4.2.

Definition 2.15. Suppose M ′ ⊆M is a sublattice (i.e., a subgroup). The corresponding subgroup
of the torus T is defined as

TM ′ := {t ∈ T | χ(t) = 1 for all χ ∈M ′}.

Conversely, for a subgroup T ′ ⊆ T , the corresponding sublattice of M is given by

MT ′ := {χ ∈M | χ |T ′= 0}.

Remark 2.16. The correspondence introduced above is one-to-one: for every sublattice M ′ ⊆ M ,
there exists a basis B of M such that a subset of B generates a sublattice containing M ′ with
finite index. With respect to the corresponding identification T ∼= (C×)m, one then checks that
M ′ =MTM′ . The equality T ′ = TMT ′ follows, for example, from [Hum81, Proposition 16.1].

For the remainder of this thesis, whenever a torus T of rank m is considered, we implicitly fix an
isomorphism T ∼= (C×)m together with a corresponding basis of standard characters e1, . . . , em of
its character lattice M .
To set up equivariant cohomology with respect to T , we begin by introducing the universal principal
T -bundle.
The space E = (C∞ \ {0})m is contractible by Kuiper’s theorem ([Kui65]), and the coordinate-wise
scaling action of T on E is free. The quotient

E/T ∼= (CP∞)m,

is a CW-complex and therefore both paracompact and Hausdorff ([Hat02, p.522] and [Hat03, p.35]),
which lets us conclude that

q : ET = (C∞ \ {0})m −→ BT = (CP∞)m,

is the universal principal bundle of T .
Let Oi(−1) denote the tautological line bundle on the ith factor of (CP∞)m, and set xi := c1(Oi(−1))
to be its Chern class. The singular cohomology of (CP∞)m, which is equal to the equivariant
coefficient ring of T , is given by

H∗((CP∞)m, R) = R[x1, . . . , xm],

a graded polynomial ring with indeterminates x1, . . . , xm of degree two. Ifm = 0, then by definition
R[x1, . . . , xm] = R.
A more intrinsical description of ΛT is given in terms of the character lattice of T :
Given a character χ ∈M consider the equivariant complex line bundle Cχ over a point, defined by
the T -action t · v = χ(t)v for t ∈ T and v ∈ Cχ. Since

Cχ1+χ2
= Cχ1

⊗ Cχ2
, χ1, χ2 ∈M,

the map
θ : M −→ Λ⊕2

T , χ 7−→ cT1 (Cχ),
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defines a group monomorphism. For the standard characters e1, . . . , em ∈M , we have

cT1 (Cei) = c1(Oi(−1)),

as can be seen from the fiber product

(C∞ \ {0})m ×T Cei Oi(−1)

(C∞ \ {0})m ×T pt (CP∞)m

∼

∼

Therefore, θ(ei) = xi, and we obtain an isomorphism

ΛT = Sym∗
RM := Sym∗(M ⊗Z R).

Again note that, by definition of the symmetric algebra, Sym∗
R(0) = R.

For most of this thesis, the topological space X will be a union of projective spaces, and by that
argument, the equivariant cohomology of a complex projective space is a natural first example.
Suppose we have a complex vector bundle E → X of rank r over a complex smooth projective
variety X. The projective bundle P(E) → X, obtained by projectivizing E, is the fiber bundle
whose fiber over a point x ∈ X is the projective space of lines in the fiber Ex. This construction
equips H∗ (P(E)) with the structure of an H∗(X)-algebra. More precisely,

H∗(P(E)
)
=
(
H∗(X)[ζ]

)
/
(
ζr + c1(E)ζr−1 + . . .+ cr(E)

)
,

where ζ is the Chern class of O(1), the line bundle dual to the tautological line bundle O(−1) on
P(E), and c1(E), . . . , cr(E) are the Chern classes of E → X (see [AF24, Section A.5]).

Example 2.17. Suppose a torus T acts on a complex vector space V = Ck+1 by

t.(v0, . . . , vk) = (χ0(t)v0, . . . , χk(t)vk), t ∈ T, (v0, . . . , vk) ∈ V,

for characters χ0, . . . , χk ∈ M . Then the equivariant Chern classes of the T -equivariant vector
bundle V → pt are given by

cTi (V ) = ei(χ0, . . . , χk), 0 ≤ i ≤ k,

where ei is the elementary symmetric polynomial of degree i. Identifying the projective bundles

ET ×T P(V ) ∼= P(ET ×T V )

over BT , we also identify their respective tautological line bundles. It follows that the equivariant
cohomology ring is given by

H∗
T

(
P(V )

)
= ΛT [ζ]/

(
ζk+1 + e1(χ0, . . . , χk)ζ

k + . . .+ ek(χ0, . . . , χk)
)
,

or equivalently,

H∗
T

(
P(V )

)
= ΛT [ζ]/

(
k∏
i=0

(ζ + χi)

)
.

See [AF24, Chapter 2.6] for more details.
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2.2 Localization

Restriction to fixed points is a method exclusive to equivariant settings and arguably one of the
biggest advantages of equivariant cohomology over ordinary cohomology. The theory is especially
well-structured when we consider cohomology with respect to a torus as in this case, the restric-
tion to fixed points becomes an isomorphism in cohomology after inverting sufficiently many torus
characters. Moreover, a large class of spaces can be described completely in terms of the zero and
one-dimensional orbits of the torus action by a technique commonly referred to as the GKM method.

We start this subsection by introducing the main localization theorem before taking a closer look
at the GKM method. Concerning the latter, there are two aspects to consider: under which con-
ditions the method is applicable, and how explicit the resulting description is. Our discussion of
these questions is adapted to the general setting of this thesis and for the most part is based on
the respective chapters in [AF24]. Nonetheless, we provide sufficient context to relate the results
we present to the broader theory (see in particular [Fra24]).

Let T be a torus of rankm with character latticeM , generated by its standard characters e1, . . . , em.
As seen in the previous subsection, its equivariant coefficient ring is given by

ΛT = Sym∗
RM

∼= R[e1, . . . , em].

Let X be a T -space, that is, a topological space with a (continuous) action of T . We denote the set
of T -fixed points by XT . The inclusion ι : XT ↪→ X induces a restriction map, called the localization
map,

ι∗ : H∗
T (X) −→ H∗

T (X
T ).

Definition 2.18. We denote the image of the localization map ι∗ by ιT (X) and its kernel by
τT (X). If the context is clear, we will omit the index and simply write ι(X) and τ(X).

Example 2.19. Continuing Example 2.17, suppose that V is a complex vector space of dimension
k + 1, and that the torus T acts on P(V ) via characters χ0, . . . , χk. The fixed point set (P(V ))T

depends on the choice of characters: suppose
⊔s
j=1 Fj is the partition of {0, . . . , k} such that χu = χv

if and only if u, v ∈ Fj for some 1 ≤ j ≤ s. The connected components of (P(V ))T are the projective
subspaces defined as the vanishing loci

V (yi | i /∈ Fj),

for 1 ≤ j ≤ s, where y0, . . . , yk denote the homogeneous coordinates on P(V ). The restriction map

H∗
T

(
P(V )

)
−→ H∗

T

(
V (yi | i /∈ Fj)

)
,

is given by the projection

ΛT [ζ]/

(
k∏
i=0

(ζ + χi)

)
−→ ΛT [ζ]/

Ñ∏
i∈Fj

(ζ + χi)

é
,

as can be seen from Remark 2.12, where ζ denotes the Chern class of the line bundle O(1) on both
P(V ) and the subspace V (yi | i /∈ Fj). Therefore, we obtain the localization map

ι∗ : H∗
T

(
P(V )

)
−→ ΛT [ζ]/Q1 × . . .× ΛT [ζ]/Qs, f 7−→ (f1, . . . , fs),

17



2 Preliminaries

where Qj is the ideal generated by
∏
i∈Fj

(ζ+χi). Here, the kernel τ(X) is equal to the intersection

of the ideals Q1, . . . ,Qs. Since ΛT [ζ] is a unique factorization domain, we can conclude τ(X) = 0.

Remark 2.20. The most common setting for localization is when XT is finite. In this case, every
fixed point is isolated, meaning that every fixed point forms a connected component of XT . The
equivariant and the ordinary cohomology of XT are given by

H∗
T (X

T ) =
⊕
p∈XT

H∗
T (pt) = ΛX

T

T , and H∗(XT ) =
⊕
p∈XT

H∗(pt) = RX
T

.

A direct justification to consider specifically the restriction to fixed points is provided by the fol-
lowing main localization theorem, which applies in greater generality, involving arbitrary subgroup
K ⊆ T and the set of K-fixed points XK .

Theorem 2.21. Let X be a complex algebraic variety with a torus action by T , and let K ⊆ T be
a subgroup. Let MK be the corresponding sublattice of M (see Definition 2.15). If S(K) denotes
the multiplicative subset of ΛT generated by the characters in M \MK , then the restriction map

S(K)−1(ι∗K) : S(K)−1H∗
T (X) −→ S(K)−1H∗

T (X
K),

is an isomorphism.

Proof. This follows from [AF24, Theorem 7.1.1], since there is a one-to-one correspondence between
closed subgroups of T and the subgroups of M (see Remark 2.16).

Remark 2.22. From the proof of [AF24, Theorem 7.1.1], it follows that it is sufficient to localize
at a multiplicative subset L ⊆ S(K) generated by finitely many characters in order to obtain the
isomorphism in Theorem 2.21. For instance, in the situation of Example 2.19, it suffices to take all
nonzero differences χu − χv, with 0 ≤ u, v ≤ k, as generators of L.
Remark 2.23. In its original form, the localization theorem was formulated in [AB84] for compact
manifolds X with a smooth torus action. The general setup of localization and GKM-theory
assumes X to be a ”sufficiently nice” space together with a continuous torus action. Besides
compact manifolds, admissible classes of spaces include finite CW-complexes ([FP07]), topological
manifolds ([AFP14]), and complex algebraic varieties, which are the relevant class in this thesis.

The most important special case of Theorem 2.21 arises when K = T , in which case the localization
map ι∗ becomes an isomorphism to H∗

T (X
T ) after inverting every nonzero product of characters in

ΛT . In particular, the kernel τ(X) is a torsion module over ΛT , i.e.,

τ(X) ⊆ tor(ΛT , H
∗
T (X)) := {f ∈ H∗

T (X) | ∃λ ∈ ΛT \ {0} : λf = 0},

and we obtain the following corollary.

Corollary 2.24. We have τ(X) ⊆ tor(ΛT , H
∗
T (X)) with equality if and only if H∗

T (X
T ) is torsion-

free over ΛT .

Remark 2.25. The equivariant cohomology H∗
T (X

T ) is torsion-free over ΛT if XT is finite (Re-
mark 2.20), or, more generally, if H∗(XT ) is torsion-free over R (Lemma 2.9).
On the other hand, let X be any variety such that H∗(X) has torsion over R, and equip X with
the trivial T -action. Then τ(X) = 0, while H∗

T (X) has torsion over ΛT .
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Relating H∗
T (X) to H∗

T (X
T ) via the localization map is the first step towards describing the coho-

mology of X in terms of its equivariant skeleton. The latter can be introduced as the filtration

∅ = X−1 ⊆ X0 ⊆ X1 ⊆ . . . ⊆ Xm = X,

of X, where Xi denotes the union of all T -orbits of dimension less than or equal to i. The most
relevant parts of the filtration are the fixed points XT = X0, and the set of one-dimensional torus
orbits X1. By combining the localization map and the connecting morphism δ of the long exact
sequence associated to the pair (X1, X0), we obtain the Chang-Skjelbred sequence

0 H∗
T (X) H∗

T (X
T ) H∗+1

T (X1, X
T ),ι∗ δ

introduced in [CS74]. Here, following the Borel construction, the equivariant cohomology of the
pair (X1, X

T ) is defined as the singular cohomology of the pair (ET ×T X1,ET ×T XT ). If the
Chang–Skjelbred sequence is exact, then H∗

T (X) embeds into H∗
T (X

T ) and can be computed as the
kernel of the connecting morphism δ. In other words, the exact sequence allows one to describe
H∗
T (X) in terms of the zero- and one-dimensional orbits of T . This method was popularized in

[GKM98], where an explicit description of ker δ was given, and has since become known as the
GKM method.
Alluding to the first of the two questions mentioned in the introduction of this subsection, the
GKM method is applicable if the Chang-Skjelbred sequence is exact, and the T -spaces that can be
expected to satisfy this property are called equivariantly formal.
The original definition of equivariant formality in [GKM98] assumes cohomology with coefficients
in a field, and a major part of the discussion of GKM-theory in literature has taken place in this
specific setting. We adopt a more general definition given in [Fra24], which allows for integral
coefficients.

Definition 2.26. Let G be a Lie group acting on a topological space X. If H∗
G(X) is a free module

over ΛG, then X is called equivariantly formal with respect to the action of G and the coefficient
ring R.

Lemma 2.27. Suppose X is equivariantly formal with respect to the action of G and the coefficient
ring R. Then:

1. The restriction map H∗
G(X)→ H∗(X) is surjective, with kernel generated by the kernel of the

forgetful morphism ΛG → R.

2. For any G′ acting on X through a morphism G′ → G, the corresponding homomorphism

H∗
G(X)⊗ΛG

ΛG′ −→ H∗
G′(X),

is an isomorphism.

3. If G = T is a torus, then the restriction map H∗
T (X)→ H∗

T (X
T ) is injective.

Proof. [AF24, Proposition 5.3.1 and Corollary 5.3.3]. The last point follows from Theorem 2.21.

Remark 2.28. The initial version in [GKM98] considers coefficients in R and defines a space X to
be equivariantly formal if the Serre spectral sequence associated with the fibration E×G X → BG
collapses at the second page. When working over a field, this definition is equivalent to the one
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given in Definition 2.26 and also to the first two properties listed in Lemma 2.27.
A compact reference for this equivalence can be found in [Fra24], where the author also notes that
it does not extend to integral coefficients unless H∗(X) is assumed to be free over Z.
If G is a compact Lie group and H∗(X) vanishes in odd degrees, or if X is a smooth complete
variety and G = T is a torus, then X is equivariantly formal when coefficients are taken in a
field ([AF24, end of Chapter 5]). For integer coefficients, a smooth complete variety X with a
T -action is equivariantly formal if X has finitely many T -fixed points ([AF24, Corollary 5.3.3]).
More generally, for coefficients in an arbitrary ring, X is equivariantly formal if H∗(X) is free over
R and concentrated in even degrees ([FP11, Remark 2.3]).

As shown in [CS74, Lemma 2.3], the Chang-Skjelbred sequence is exact for equivariantly formal
spaces when coefficients are taken in a field (see Remark 2.29 for the converse). For integer co-
efficients, connectedness of all isotropy groups in X in addition to equivariant formality implies
exactness ([Fra24, Theorem 3.1], or [FP08, Theorem 2.4], for slightly weaker assumptions). Finally,
if X is a complex algebraic variety, equivariant formality is a sufficient condition for exactness of
the Chang-Skjelbred sequence, if H∗(X) is free over an arbitrary unique factorization domain R
(Lemma 2.27 (3) together with [AF24, Theorem 7.3.4]).

Remark 2.29. The Atiyah-Bredon sequence

0 H∗
T (X) H∗

T (X)0 H∗+1
T (X1, X0) H∗+2

T (X2, X1) · · ·

H∗+m
T (Xm, Xm−1) 0

(see [Bre74]) is an extension of the Chang-Skjelbred sequence, which can be obtained from the
equivariant skeleton by considering the inclusions of pairs (Xi+1, Xi−1) ↪→ (Xi+1, Xi), for 1 ≤ i ≤
m− 1. Sufficient and necessary conditions for exactness of this sequence are discussed in detail in
[FP11], [FP07] and [AFP14]. Among other things, it is stated in [FP07, Theorem 1.1] and [AFP14,
Proposition 5.12], that X is equivariantly formal if the Atiyah-Bredon sequence is exact.

Example 2.30. In the situation of Example 2.19, we can directly compute that {ζj | j = 0, . . . , k−1}
is a ΛT -module basis of H∗

T

(
P(V )

)
, and hence P(V ) is equivariantly formal.

The Grassmann varieties form the second class of varieties relevant to our thesis and provide a
further example of equivariantly formal spaces.

Example 2.31. Let V be an n-dimensional complex vector space with basis v1, . . . , vn, and suppose
T acts via distinct characters ψ1, . . . , ψn by

t.vi = ψi(t)vi, t ∈ T, 1 ≤ i ≤ n.

The Grassmann variety X = Gr(d, n) of d-dimensional subspaces of V is a smooth projective variety
with a T -action induced by the action on V . There are finitely many T -fixed points parametrized
by coordinate subspaces of V : Let I(d, n) denote the set of strictly increasing d-tuples with entries
in {1, . . . , n}. Then,

XT = {qi1,...,id := ⟨vi1 , . . . , vid⟩ | (i1, . . . , id) ∈ I(d, n)}.

By Remark 2.28, it follows that Gr(d, n) is equivariantly formal with respect to the action of T and
coefficients in a field or in Z.
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Given an equivariantly formal T -space X with exact Chang–Skjelbred sequence, we have

H∗
T (X) = ι(X) = ker δ.

One of the main results in [GKM98] is the explicit description of ker δ for the class of so-called
GKM-varieties.
As before, since the original setting assumes coefficients in a field, we adopt the more general for-
mulation from [AF24] and present the main result in Theorem 2.38.

Let X be a smooth algebraic variety and let p ∈ XT be a fixed point. The T -action on X in-
duces a diagonalizable action on the tangent space TpX via differentiation, and the associated
weights are characters of T , which we call the characters of T at p. All weights on TpX are nonzero
if and only if p is an isolated fixed point ([AF24, Lemma 5.1.5]).

Definition 2.32. We call η ∈ M a primitive character if the only expression η = c′ · η′, with
c′ ∈ Z>0 and η′ ∈M , is given by c′ = 1 and η′ = η. Any nonzero character χ ∈M can be written
uniquely as c ·η, where c is a positive integer and η is a primitive character. We call c the coefficient
and η the direction of χ.
Two characters are parallel if their directions are the same or opposite. Two characters are called
relatively prime if they are non-parallel and their coefficients are relatively prime in R.

Definition 2.33. Let X be a nonsingular variety that is equivariantly formal with respect to the
action by T . If X has finitely many T -fixed points and for each p ∈ XT , the weights of the T -action
on the tangent space TpX are pairwise relatively prime, then X is called a GKM-variety with
respect to the torus T .

Let C ⊆ X be a T -invariant curve. For any x ∈ C \ CT , the action map

T −→ T · x, t 7−→ t.x,

can be identified with a character χ of T . Up to the sign, this character is independent from any
choices which justifies calling χ the character of the curve C. If the action of T on C is trivial, we
set χ = 0.
A T-curve C ⊆ X is the closure of a one-dimensional T -orbit in X. As above, any T -curve has an
associated nonzero character χ (for more details see [AF24, Chapter 7.2]).

Lemma 2.34. Suppose X is a smooth k-dimensional variety with an isolated fixed point p and
characters ρ1, . . . , ρk at p.

1. If no two characters at p are parallel, then there are exactly k T -curves in X through p. These
curves are all nonsingular at p and have characters ρ1, . . . , ρk.

2. If two characters have the same direction, then there are infinitely many T -curves in X through
p.

3. If two characters have opposite directions, then there are infinitely many T -curves through
every T -invariant neighborhood of p.

Proof. [AF24, Chapter 7, Proposition 2.3].
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Remark 2.35. The boundary of a one-dimensional T -orbit is a union of at most two fixed points (see
[Hat02, Proposition 8.3]). This means that every T -curve is the closure of a uniquely determined
T -invariant curve in X.
If X is a projective variety, then each T -curve is obtained by adding exactly two fixed points to the
respective one-dimensional T -orbit ([GKM98, Chapter 7.1]).

Remark 2.36. WhenR is a field, a GKM-variety is often defined as an equivariantly formal projective
variety with finitely many zero- and one-dimensional T -orbits ([GKM98, Chapter 7.1]). By Lemma
2.34 and Remark 2.35, this corresponds to a special case of Definition 2.33.
For integral coefficients, Remark 2.28 implies that a smooth projective variety with finitely many
fixed points and relatively prime tangent weights at each fixed point is a GKM-variety.

The localization image of a GKM-variety is encoded by its moment graph, which can be defined
more generally for varieties with finitely many fixed points.

Definition 2.37. Let X be a variety with a torus action by T , and suppose XT is finite. The
moment graph of X is an undirected graph ΓX with vertex set XT . There is an edge e, denoted

p
e
—q, between two distinct fixed points p, q ∈ XT for each T -curve in X connecting them. Each

edge is labelled by the character of the corresponding T -curve.

The graph equivariant cohomology of ΓX is defined as the graded subalgebra of ΛX
T

T given by

H∗(ΓX) := {(up)p∈XT ∈ ΛX
T

T | ∀p, q ∈ XT : up − uq is divisible by χe, for all e with p
e
—q}.

If ι(X) = H∗(ΓX), we say that the localization of X is described by its moment graph.

Theorem 2.38. Suppose X is a GKM-variety. Then ι(X) ∼= H∗
T (X) and the localization of X is

described by its moment graph ΓX , i.e.,

H∗
T (X) ∼= H∗(ΓX).

Proof. This follows from Lemma 2.27 and [AF24, Theorem 7.1.1].

Example 2.39. We have seen in Example 2.30 that P(V ) is equivariantly formal and we know from
Example 2.19 that (P(V ))T is finite if and only if T acts on P(V ) by pairwise distinct characters
χ0, . . . , χk. In this case, the fixed points are given as the coordinate lines

pi = (0 : . . . : 0 : 1 : 0 : . . . : 0),

and restriction to a fixed point pi is the quotient map

ι∗i : H
∗
T

(
P(V )

)
−→ ΛT [ζ]/(ζ + χi).

In other words, for f ∈ H∗
T

(
P(V )

)
, the map ι∗i evaluates f at ζ = −χi, and the localization map

becomes
ι∗ : H∗

T

(
P(V )

)
−→ ΛT [ζ]/(ζ + χ0)× . . .× ΛT [ζ]/(ζ + χk) ∼= Λk+1

T ,

with ι∗(f) = (f(ζ = −χi))i=0,...,k.

For a fixed pi, the weights in the tangent space TpiP(V ) are the characters χj − χi, where j ̸= i.
Hence, P(V ) is a GKM variety if and only if for any fixed pi the k characters χj − χi (for j ̸= i)
are pairwise relatively prime.

22



2 Preliminaries

In that case, there are finitely many T -curves in P(V ), and by Remark 2.35, there is exactly one
T -curve Cij connecting each pair of fixed points pi and pj . The character of Cij is given by χi−χj ,
and Theorem 2.38 shows that ι∗ is an isomorphism between

H∗
T

(
P(V )

)
= ΛT [ζ]/

(
k∏
i=0

(ζ + χi)

)
,

and
H∗(ΓX) = {(ui)i=0,...,k ∈ Λk+1

T | ∀0 ≤ i < j ≤ k : ui − uj is divisible by χi − χj}.

Example 2.40. For this example, assume that R is either Z or a field of characteristic zero. We have
seen that the Grassmannian Gr(d, n) with respect to the natural action introduced in Example 2.31
is equivariantly formal and its fixed points are indexed by strictly increasing d-tuples with entries
in {1, . . . , n}. For J ∈ I(d, n), the weights on the tangent space TpJ Gr(d, n) are given by the
characters ψi−ψj , where i ∈ J, j /∈ J . In order to apply Theorem 2.38, we assume that the weights
on each tangent space are pairwise relatively prime, i.e., that Gr(d, n) is a GKM-variety.
Let J1, J2 ∈ I(d, n). A pair of fixed points qJ1 , qJ2 is connected by a T -curve CJ1J2 if and only if
J1 \ {j1} = J2 \ {j2} for some 1 ≤ j1, j2 ≤ n, and the character of CJ1J2 is given by ψj1 − ψj2 (see
[KT03, Chapter 2.3]). We can conclude, that

H∗
T (Gr(d, n)) ∼= ι(Gr(d, n))

=

ß
(uJ)J∈I(d,n) ∈ Λ

I(d,n)
T | for all J1 \ {j1} = J2 \ {j2} with 1 ≤ j1, j2 ≤ n,

uJ1 − uJ2 is divisible by ψj1 − ψj2

™
.

We conclude our discussion of the GKM method with the following remark concerning varieties
whose cohomology is not torsion-free.

Remark 2.41. A necessary condition for applying the GKM method to a variety X is that τ(X) = 0.
If X has finitely many fixed points but its equivariant cohomology is not torsion-free over ΛT , then
Corollary 2.24 implies that X is neither a GKM-variety nor equivariantly formal. Nevertheless, it
may still be possible to compute ι(X) using the Chang–Skjelbred sequence. If X is ’equivariantly
formal modulo torsion’, that is, if ι(X) = H∗

T (X)/ tor(ΛT , H
∗
T (X)) is a free ΛT -module, then [AF24,

Theorem 7.3.4] can be used to show exactness of the Chang–Skjelbred sequence at H∗
T (X

T ).
Likewise, even though Theorem 2.38 does not apply directly, this does not prevent the possibility
that ι(X) is still determined by the moment graph. In Chapter 5, we will study varieties whose
equivariant cohomology is neither torsion-free nor free modulo torsion, yet whose localization image
is nevertheless encoded by their moment graph (see Theorem 4.10).
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3 The Mayer–Vietoris Spectral Sequence

SupposeM =M1∪M2 is the union of two topological spaces and consider the short exact sequence
of cochain groups

0 Cn(M1 +M2) Cn(M1)⊕ Cn(M2) Cn(M1 ∩M2) 0,

where Cn(M1 +M2) denotes the group of cochains supported on chains contained in either M1 or
M2. If the inclusion C

n(M) ↪→ Cn(M1+M2) induces an isomorphism in cohomology (for example,
if the interiors of M1 and M2 cover M), then we obtain the Mayer–Vietoris sequence for singular
cohomology as the associated long exact sequence

· · · −→ Hn−1(M1 ∩M2) −→ Hn(M1 ∪M2)

−→ Hn(M1)⊕Hn(M2) −→ Hn(M1 ∩M2) −→ · · ·

(see [Hat02] for details.)
The Mayer–Vietoris spectral sequence generalizes this procedure to a countable coverM =

⋃
i∈IMi

via the spectral sequence of a suitable double complex (Appendix B). In this thesis we restrict to
finite covers, construct the corresponding double complex, and compute the associated spectral se-
quence. This follows the standard generalization of the Mayer–Vietoris principle ([God73; BT82]),
with the goal of rigorously introducing the concept in the equivariant setting. Beyond the usual
construction, we equip the spectral sequence with an algebra structure over the equivariant coeffi-
cient ring, formalize the category of covered spaces to which it applies, and establish its functorial
properties. The presentation is rounded out with special cases and examples relevant to later
computations.

3.1 The Construction of the Differential Graded Algebra

The following construction of a double complex is the first step in the natural generalization of the
Mayer–Vietoris sequence to a finite cover. For references see e.g. [God73] mainly Chapter 2.5, or
[FM19, Chapter 1]. A multiplicative structure on the associated double complex is included below.
While such structures are standard and appear in related contexts (e.g., de Rham cohomology; see
[Nic11, Example 5.9]), the compatibility of the product with both differentials is verified here in
detail, as this is often stated without full proof.

Let X be a topological space and q ∈ N. Following the usual definition of singular cohomol-
ogy (see [Hat02, Chapter 3]), we write Cq(X) for the group of singular q-chains, the free R-module
with basis the q-simplices in X, and Cq(X) = hom(Cq(X), R) for the group of singular q-cochains
on X. If X is the empty set we define Cq(X) and Cq(X) to be zero.

Suppose now that we are given a finite covering M = (Mi)i∈I by subspaces of X with index
set I. We write I for the full simplex on I, and Ip for the set of p-simplices in I, where p ∈ Z≥0.
As in Definition 2.1, we fix an ordering on I and identify Ip with the set of strictly increasing
(p+ 1)-tuples with entries in I. Finally, given i = (i0, . . . , ip) ∈ Ip, we define

Mi :=Mi0 ∩ . . . ∩Mip .
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The double complex of R-modules we want to investigate is given by

Kp,q =
⊕
i∈Ip

Cq(Mi).

Its two differentials are induced by the coboundary operator in singular cohomology and the
coboundary operator in the simplicial cohomology of I, respectively. More precisely,

d′ :
⊕
i∈Ip

Cq(Mi) −→
⊕
i∈Ip+1

Cq(Mi),

is defined as

(d′(φ))j =

p+1∑
k=0

(−1)kφj0,...,ĵk,...,jp+1
|Mj

,

where φ ∈
⊕

i∈Ip
Cq(Mi) and j = (j0, . . . , jp+1) ∈ Ip+1. In what follows, we will, by abuse of

notation, omit explicitly indicating when we restrict a cochain to a subspace if it is clear from the
context.
The second differential

d′′ :
⊕
i∈Ip

Cq(Mi) −→
⊕
i∈Ip

Cq+1(Mi),

reads as
d′′(φ)i = (−1)p∂sg(φi),

where i ∈ Ip, and where ∂sg : C
q → Cq+1 is the coboundary operator in singular cohomology.

Lemma 3.1. The differentials d′ and d′′ of the double complex K satisfy

d′d′′ + d′′d′ = 0.

Consequently, (K, d) is a differential graded module considered with the total grading and differential
d = d′ + d′′ (see Appendix B).

Proof. [God73, Chapter 2 and start of Section 4.5].

The next step is to introduce a multiplicative structure so that we obtain a differential graded
algebra. The correct definition combines the Whitney product in the singular cohomology of the
spaces Mi with the product of simplices in the simplicial complex I.
Remark 3.2. As for simplicial cohomology, the cup product in singular cohomology is induced by
the Whitney product on the level of cochains, i.e., a bilinear map

ω : Cs(X)× Cr(X) −→ Cs+r(X), (φ,ψ) 7−→ ω(φ,ψ),

which is associative and satisfies the Leibniz rule

∂sg(ω(φ,ψ)) = ω(∂sg(φ), ψ) + (−1)sω(φ, ∂sg(ψ)).
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Suppose we have an r-simplex i = (i0, . . . , ir) and an s-simplex j = (j0, . . . , js) in I, respectively.
If we set M0 := ∅, then the expression Mi·j is well-defined (see Chapter 1 for the simplicial cup

product), and for ai ∈ Cu(Mi) and bj ∈ Cv(Mj) we can set

ai × bj := ω(ai, bj) ∈ Cu+v(Mi·j),

where we implicitly restrict ai and bj to Mi·j in order to form the Whitney product.
The product × satisfies associativity and can be extended bilinearly to equip K with a product
Kr,u ×Ks,v → Kr+s,u+v.

Lemma 3.3. For a ∈ Kr,u and b ∈ Ks,v we have that

d′(a× b) = d′(a)× b+ (−1)ra× d′(b),

as well as
d′′(a× b) = (−1)sd′′(a)× b+ (−1)u+ra× d′′(b).

Proof. Suppose we have ai ∈ Cu(Mi) and bj ∈ Cv(Mj) so that i · j ̸= 0. To compute d′(ai× bj) we
fix a simplex k in I which contains one additional vertex ℓ compared to i · j. We write

ℓi = max(min(n | in > ℓ),−1) + 1,

and similarly ℓj and ℓi·j . We have

d′(ai × bj)k = (−1)ℓi·jω(ai, bj),

while

(ai × d′(bj))k =

®
(−1)ℓjω(ai, bj), if ℓ > j0,

0, else,

and

(d′(ai)× bj)k =

®
(−1)ℓiω(ai, bj), if ℓ < j0,

0, else.

Consequently, this shows

d′(ai × bj) = d′(ai)× bj + (−1)rai × d′(bj).

Now assume that i · j = 0. The first case is that ir > j0 and consequently

ai × bj = d′(ai)× bj = ai × d′(bj) = 0.

In the case that ir < j0 let us write ij = (i0, . . . , ir, j0) and j
i
= (ir, j0, . . . , js). We still have

ai × bj = 0 but this time

(d′(ai)× bj)i·j = d′(ai)ij × bj = (−1)r+1ω(ai, bj),

(ai × d′(bj))i·j = ai × d′(bj)j
i
= (−1)rω(ai, bj).

As
(d′(ai)× bj)k = (ai × d′(bj))k = 0,
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for any other simplex k, we can finally conclude that

d′(a× b) = d′(a)× b+ (−1)ra× d′(b),

for all a ∈ Kr,u, b ∈ Ks,v.
Concerning the equation including d′′ suppose that we have ai ∈ Cu(Mi) and bj ∈ Cv(Mj) so that
i · j ̸= 0. It is a consequence of the Leibniz rule for the Whitney product that

d′′(ai × bj) = (−1)r+s∂sg(ω(ai, bj)) = (−1)r+s(ω(∂sg(ai), bj) + (−1)uω(ai, ∂sg(bj)))

= (−1)sd′′(ai)× bj + (−1)u+rai × d′′(bj).

If i · j = 0, we obtain
ai × bj = d′′(ai)× bj = ai × d′′(bj) = 0,

and end up with
d′′(a× b) = (−1)sd′′(a)× b+ (−1)u+ra× d′′(b),

for all a ∈ Kr,u, b ∈ Ks,v.

We now define the final product on K.

Definition 3.4. Let a ∈ Kr,u and b ∈ Ks,v. We define

a · b = (−1)usa× b ∈ Kr+s,u+v.

The two canonical filtrations on any double complex are the row-wise and column-wise filtration.
These are given by

′Kp =
⊕
i≥p

Ki,j and ′′Kp =
⊕
j≥p

Ki,j ,

respectively. Both are regular, since Kp,q = 0 if either p < 0 or q < 0 (see Example A.1).

Lemma 3.5. The triple (K, d, ·) is a differential graded algebra. Both canonical filtrations of K as
a double complex are compatible with the product and the grading.

Proof. The multiplication is bilinear and associative, as can be seen from the computation:
Let a ∈ Kr,u, b ∈ Ks,v and c ∈ Kw,z. Then

a(bc) = (−1)u(s+w)+vwa× b× c = (−1)us+(u+v)wa× b× c = (ab)c.

Lemma 3.3 shows that both d′ and d′′ satisfy the Leibniz rule with respect to ·, hence so does
d = d′ + d′′. Compatibility of the filtrations with the product and the grading follows from the
definitions.

We follow the Borel construction (see Chapter 2.1) to present the corresponding double complex
for equivariant cohomology.
Suppose that X is a G-space, i.e., a topological space together with an action by a Lie group G,
and fix the classifying space BG for G together with the universal bundle

EG −→ BG.
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Next, assume that the cover M is G-invariant, in other words, Mi is G-invariant for every i ∈ I.
For any simplex i in I, we write CqG(Mi) := Cq(EG×GMi) for the group of equivariant q-cochains
on Mi. The equivariant version of the double complex K is defined by

Kp,q
G :=

⊕
i∈Ip

CqG(Mi),

and (KG, d, ·) is a filtered differential graded R-algebra by the same construction as above.
To complete the equivariant version we include the structure as an algebra over ΛG. To this end,
consider the morphisms of graded rings

αi : C
∗
G(pt) −→ C∗

G(Mi), i ∈ I,

which endow H∗
G(Mi) with the structure of a ΛG-algebra. We can extend these morphisms by

mapping into each component

α : CqG(pt) −→ K0,q
G =

⊕
i∈I

CqG(Mi), σ 7−→ (αi(σ))i∈I ,

and restrict to the subring
CG := {cocycles in C∗

G(pt)}.

Remark 3.6. Every element in α(CqG(pt)) lies in the kernel of d′, and the image of any cocycle is
annihilated by d′′. Consequently, α(CG) ⊆ ker d.
If σ = ∂sg(τ) is a coboundary in CG, then

d(α(τ)) = d′′(α(τ)) = α(σ),

which shows that coboundaries in CG are mapped into im d ∩ im d′′.

Lemma 3.7. The triple (KG, d, ·) is a differential graded algebra over the graded ring CG (see
Remark A.18).

Proof. The morphism CG → K turns KG into a CG-algebra. Since the image of CG is contained
in ker d by Remark 3.6, the differential d is a graded CG-linear morphism.

Example 3.8. Suppose we cover X by two G-invariant subspaces M1 and M2. In this case Kp,q
G = 0

for p > 1, and the full double complex is given by

C0
G(M1)⊕ C0

G(M2) C0
G(M(1,2)) 0

C1
G(M1)⊕ C1

G(M2) C1
G(M(1,2)) 0

C2
G(M1)⊕ C2

G(M2) C2
G(M(1,2)) 0

...
...

...

d′

d′′

28



3 The Mayer–Vietoris Spectral Sequence

Remark 3.9. Let PC(X) denote the set of the path-connected components of X. Then G acts on
PC(X) with orbit space PC(X)/G, and we can define

PCG(X) :=

{ ⋃
Y ∈G

Y | G ∈ PC(X)/G

}
.

Note that PCG(X) is the set of minimal G-invariant unions of path-connected components of X
(minimal with respect to inclusion).
By construction, the double complex KG splits into a direct sum of double complexes

KG =
⊕

Z∈PCG(X)

KZ ,

where
Kp,q
Z :=

⊕
i∈Ip

CqG(Mi ∩ Z)

for Z ∈ PCG(X). Since both differentials and the product on KG are compatible with this splitting,
KG splits into a direct sum of differential graded CG-algebras.

Example 3.10. Suppose X = {p1, . . . , pn} is a union of finitely many G-fixed points. Given a
G-invariant cover M of X, Remark 3.9 yields a decomposition of the double complex KG into
subcomplexes KG,i, for 1 ≤ i ≤ n, where

Kp,q
G,i =

⊕
i∈Ip

pi∈Mi

CqG(pi).

3.2 The Spectral Sequence

The canonical spectral sequences associated with the double complex K are used to study the
G-equivariant cohomology of X. In particular, the row filtration gives rise to the Mayer–Vietoris
spectral sequence, whose construction is described, for example, in [God73, Chapter 2.5]. We re-
produce this in rigorous detail while simultaneously incorporating the algebra structure over the
equivariant coefficient ring. Along the way, the Mayer–Vietoris complex and the first-column com-
ponent (Definitions 3.18, 3.25) are introduced, both playing a central role in the following chapters.
We discuss the associated graded algebra of H∗

G(X), arising from the induced filtration and forming
the target of the spectral sequence (Remarks 3.23, 3.24), and provide examples where the filtration
is trivial and hence the graded algebra coincides with the equivariant cohomology of X. Finally, in
Remark 3.34, the Mayer–Vietoris sequence is recovered as a special case of the developed framework.

Let X be a topological space with an action of a Lie group G, and let M = (Mi)i∈I be a fi-
nite cover by G-invariant subspaces. Since we will work in the equivariant setting throughout, we
will, from now on, write K instead of KG for the associated double complex.
Recall that the two natural filtrations on K, the row-wise and column-wise filtration, are given by

′Kp =
⊕
i≥p
j≥0

Ki,j and ′′Kp =
⊕
j≥p
i≥0

Ki,j ,

each inducing its own spectral sequence (see Appendix B).
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3 The Mayer–Vietoris Spectral Sequence

Definition 3.11. The spectral sequence associated with the row-wise filtration of the double com-
plex K is called the Mayer–Vietoris spectral sequence associated to a cover M = (Mi)i∈I of X.

We first consider the spectral sequence {′′Er,′′ dr} associated with the column-wise filtration on K,
using the subalgebra

L := {x ∈ K0,∗ | d′(x) = 0}.

Although only the column-wise filtration on L is nontrivial, we may still regard L as a double
complex, inheriting both filtrations and the total grading from K.

By the first part of Remark 3.6, the image of CG lies in L, so both L and K are graded CG-
algebras. By the second part of Remark 3.6, coboundaries in CG map to coboundaries in K and in
L, respectively. Consequently, both H∗(K) and H∗(L) are naturally ΛG-algebras.

Lemma 3.12. The injection L ↪→ K induces an isomorphism of graded ΛG-algebras in cohomology

H∗(L) −→ H∗(K).

Proof. A known fact ([FM19, Lemma 1.2]) is that for every q, the complex

0 K0,q K1,q K2,q . . .

is exact at every position apart from zero. As a consequence, ′′Ep,q2 = 0 for p ̸= 0, and using
Theorem B.1, we deduce that the injection L ↪→ K induces an isomorphism in cohomology, i.e., an
isomorphism of graded R-algebras

H∗(L) −→ H∗(K).

This inclusion is part of the commutative diagram

L K

CG

and therefore we obtain an isomorphism of ΛG-algebras.

In order to compute the equivariant cohomology of X with help of the Mayer–Vietoris spectral
sequence the cover M needs to satisfy an additional requirement.
Similar as for the module of cocycles, we write

CG∗ (X) := C∗(EE ×G X),

and let CG,Mn (X) denote the free R-module with basis all n-simplices that are contained in one of
the sets EG×GMi with i ∈ I. Its dual module C∗

G,M(X) can be naturally identified with L, since

an element in ker d′ is precisely a cochain in K0∗ that agrees on all q-simplices shared by multiple
sets in the cover.
By the same argument, the morphism of R-complexes

C∗
G(X) −→ K0,∗,

obtained by restriction in each component has image contained in ker d′ and hence in L.
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Remark 3.13. In all subsequent results of this chapter we will explicitly require that

C∗
G(X) −→ C∗

G,M(X) = L, (1)

induced by the inclusion CG,M∗ (X) ↪→ CG∗ (X), is an isomorphism in cohomology.

It is therefore justified to later introduce this as the required condition on a cover M of X in
order to apply the Mayer–Vietoris spectral sequence with respect to M to compute H∗

G(X) (see
Definition 3.36).

The two most important classes of covers satisfying the requirement in Remark 3.13 are presented
in the following remarks.

Remark 3.14. Assume that the interiors of the Mi are G-invariant and cover X. Using similar
notation as above, we write CM

n (X) for the free group with basis all n-simplices contained in one
of the sets Mi of the cover.
In this case, the inclusion of cochain complexes

C∗(X) −→ C∗
M(X),

yields an isomorphism in cohomology ([Hat02, Proposition 2.21]).
As we have assumed that the interiors of the Mi are G-invariant, we may replace X by EG×G X
and Mi by EG×GMi to conclude that

C∗
G(X) −→ C∗

G,M(X),

also induces an isomorphism in cohomology.

Remark 3.15. A generalization of Remark 3.14 is the setting where eachMi is a deformation retract
of some open neighborhood Ui, and where Mi is a deformation retract of

Ui := Ui0 ∩ . . . ∩ UIp ,

for all i = (i0, . . . , ip) ∈ I, and X is a deformation retract of
⋃
i∈I Ui. If U = (Ui)i∈I is a G-

invariant cover of X, then the cover M satisfies the required condition. For a detailed application,
see Chapter 5.2.

Remark 3.16. By Lemma 3.12, the inclusion L ↪→ K induces an isomorphism in cohomology. Thus,
the map (1) induces an isomorphism in cohomology if and only if the restriction to the first column

C∗
G(X) −→ K,

does so.

Corollary 3.17. Suppose that the restriction of complexes

C∗
G(X) −→ C∗

G,M(X),

induces an isomorphism in cohomology. Then there is an isomorphism of graded ΛG-algebras

H∗
G(X) −→ H∗(K).
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Proof. By assumption we have an isomorphism of graded R-modules

κ : H∗
G(X) −→ H∗(L).

Now the product on K restricts to the usual cup product in cohomology on every component of
K0∗, hence κ is an isomorphism of R-algebras. Since scalar multiplication by ΛG on H∗

G(X) is
precisely induced by the morphism X → pt, we obtain the commutative diagram

C∗
G(X) C∗

G,M(X) = L K

CG

and κ is an isomorphism of ΛG-algebras. With Lemma 3.12 we derive the required isomorphism.

We now turn to the spectral sequence {Er, dr} of K induced by the row-wise filtration, i.e., the
Mayer–Vietoris spectral sequence.
The row-wise filtration on K induces a filtration on H∗(K), whose associated bigraded ΛG-algebra
we denote by G(H∗(K)) for the remainder of this section (see Appendix A). By Corollary 3.17,
H∗
G(X) inherits this filtration, which we denote by

(H∗
G(X))p, p ≥ 0,

and the associated bigraded algebraG(H∗
G(X)) is isomorphic, as a bigraded ΛG-algebra, toG(H

∗(K)).

The first and the second page of {Er, dr} admit the explicit descriptions

Ep,q1 = Hq(Kp,∗, d′′),

as well as
Ep,q2 = Hp(Hq(K, d′′), d′),

see Appendix B. A direct computation gives

Ep,∗1 = H

Ñ⊕
i∈Ip

C∗
G(Mi), d

′′

é
=
⊕
i∈Ip

H∗
G(Mi),

and the differential d1 : E
p,∗
1 → Ep+1,∗

1 is induced by d′, namely,

(d1(f))j =

p+1∑
k=0

(−1)k
Ä
fj0,...,ĵk,...,jp+1

ä
|Mj

,

where f ∈
⊕

i∈Ip
H∗
G(Mi) and j = (j0, . . . , jp+1) ∈ Ip+1.

Definition 3.18. The first page of the Mayer–Vietoris spectral sequence will be called the Mayer–
Vietoris complex and denoted

(MV(G,X,M), d) := (E1, d1),
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3 The Mayer–Vietoris Spectral Sequence

or simply MV when G,X and M are clear from the context.
As a complex with respect to the first grading, we set

MVi := Ei,∗1 , di := d|MVi : MVi −→ MVi+1,

and denote its cohomology by

Hp(MV) := Ep,∗2 , or simply H(MV) = E2.

When it is important to specify the bigraded components, we write

MVp,q := Ep,q1 , Hp,q(MV) := Ep,q2 .

In what follows, we shall regard the Mayer–Vietoris complex and its cohomology as monograded or
bigraded objects, depending on the context.

Remark 3.19. Let i ∈ Ir and j ∈ Is, as well as x ∈ Hp
G(Mi) and y ∈ Hq

G(Mj). In MV, their

product is the cup product of their restrictions to H∗
G(Mi·j), adjusted by the factor (−1)ps (see

Definition 3.4).

Suppose for the remainder of this subsection that the restriction

C∗
G(X) −→ C∗

G,M(X),

induces an isomorphism in cohomology.

Lemma 3.20. The spectral sequence {Er, dr} is a spectral sequence of CG-algebras, where the CG-
action induces a ΛG-algebra structure on Er for all r ≥ 1. Its infinity page E∞ is isomorphic to
G(H∗

G(X)) as a bigraded ΛG-algebra.

Proof. For the chosen filtration on K, the product satisfies,

′Ks · ′Kt ⊆ ′Ks+t, and CG · ′Ks ⊆ ′Ks, s, t ∈ N.

Thus, the filtration is compatible with both the product and the action by CG, and the associated
spectral sequence is a spectral sequences of CG-algebras (see Appendix A), with

E∞ ∼= G(H∗(K)),

as a bigraded CG-algebra (see [McC01, Chapter 2.3]).
Since the coboundaries in CG act trivially on E1 (Remark 3.6, second part), the CG-action on Er
factors through ΛG for all r ≥ 1. Moreover, the isomorphism E∞ ∼= G(H∗(K)) is an isomorphism
of ΛG-algebras. The claim then follows from Corollary 3.17.

Converging to G(H∗
G(X)) as bigraded algebra means, expressed in graded components, that

Ep,q∞
∼= (Hp+q

G (X))p/(H
p+q
G (X))p+1,

see Appendix A.
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Remark 3.21. We will henceforth consider the Mayer–Vietoris spectral sequence {Er, dr} as a
spectral sequence of ΛG-algebras. This is justified by the fact that, for r ≥ 1, each Er is a
differential bigraded ΛG-algebra, and the canonical isomorphisms

H(Er, dr) ∼= Er+1, r ≥ 1, and E∞ ∼= H∗(K),

given in Theorem A.3 and Theorem A.5, are isomorphisms of (bigraded) ΛG-algebras.

We summarize the construction developed in this chapter so far in the following theorem.

Theorem 3.22. The Mayer–Vietoris spectral sequence {Er, dr} is a spectral sequence of ΛG-
algebras whose first page is the Mayer–Vietoris complex and with

E∞ ∼= G(H∗
G(X)),

as bigraded ΛG-algebra.

Remark 3.23. For the remainder of this thesis, we compute and analyze equivariant cohomology
via Theorem 3.22. A notable caveat is that the Mayer–Vietoris spectral sequence yields the associ-
ated graded algebra G(H∗

G(X)) rather than the cohomology ring itself. Determining H∗
G(X) from

G(H∗
G(X)) is an extension problem, and while in certain cases, such as some of those considered

in the rest of this section, it is trivial, in general we do not resolve it here. Instead, we compute
G(H∗

G(X)) via the spectral sequence and use the result to deduce properties of H∗
G(X) (see, for

example, Corollary 3.42, Lemma 4.2, and Theorem 5.73).

Remark 3.24. If E∞ is projective as an R-module, then Ext1R(E∞, B) vanishes for any R-module
B, and consequently

G(H∗
G(X)) ∼= H∗

G(X),

as R-modules (see [McC01, p. 32]). Similarly, if E∞ is projective as a ΛG-module, then

G(H∗
G(X)) ∼= H∗

G(X),

as ΛG-modules.

Definition 3.25. We set the first-column component of X with respect to the cover M to be the
graded ΛG-algebra H

∗
G(X)/(H∗

G(X))1. We denote it by ν(X,M), or simply ν(X) if it is clear from
the context which cover is considered.

Remark 3.26. We have
ν(X) ∼=

⋂
r≥1

ker d0r,

which is a ΛG-subalgebra of
⋂
r≥1E

0,∗
r . If (H∗

G(X))1 = 0, then

ν(X) = H∗
G(X) = G(H∗

G(X)).

In the most relevant cases, including the example classes considered later in this thesis, the
Mayer–Vietoris spectral sequence collapses at the second page. In other words, the cohomology
of the Mayer–Vietoris complex is the object of computation.

Definition 3.27. If the Mayer–Vietoris spectral sequence associated to a cover M = (Mi)i∈I of X
collapses at the second page we call M a good cover of X.
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3 The Mayer–Vietoris Spectral Sequence

Theorem 3.28. Suppose M is a good cover of X. The Mayer–Vietoris complex has cohomology

H∗,∗(MV) ∼= G(H∗
G(X)),

as bigraded ΛG-algebra. In graded components,

Hp,q(MV) ∼= (Hp+q
G (X))p/(H

p+q
G (X))p+1,

and in particular, ν(X) ∼= ker d0.

Proof. This is a consequence of the definition of a good cover, together with Theorem 3.22 and
Remark 3.26.

Example 3.29. If for any p and any i ∈ Ip there are no nonzero elements of odd degree in the
cohomology ring H∗

G(Mi), then the Mayer–Vietoris spectral sequence collapses at the second page
due to Remark A.6.
Further examples of good covers will follow in Example 3.30, Lemma 3.31, and Remark 3.34.

Example 3.30. Let X be a space with a G-action and I an index set containing the symbol 0.
The first tautological cover is given by M0 = X and Mi = ∅ for every i ∈ I \ {0}. In this case,

MV∗ = MV0 = H∗
G(X),

so we are in the situation of Remark A.10. The Mayer–Vietoris spectral sequence collapses at the
first page, (H∗

G(X))1 = 0, and G(H∗
G(X)) = H∗

G(X).
The second tautological cover is given by Mi = X for all i ∈ I, i.e., M = (X)i∈I . In this
case, the Mayer–Vietoris complex is C∗(I, H∗

G(X)), the cochain complex of the full simplex I
with coefficients in H∗

G(X). As stated in Example 2.3, MV∗ is exact in every degree except 0, or
equivalently, Ep,∗2 = 0 unless p = 0. Again by Remark A.10, the spectral sequence collapses at the
second page, (H∗

G(X))1 = 0, and

G(H∗
G(X)) = H∗

G(X) = ker d0.

In both parts of the example, the cover is by definition a good cover of X.

The previous example highlights the simplicial nature of the Mayer–Vietoris complex. It can be
viewed as a modification of the cochain complex of I, obtained by restricting to the respective
intersections of the subspaces in the cover. In the extreme case where every element of the cover
equals X, these restrictions are identities, and the complex reduces to the simplicial skeleton.
More generally, if the covering subspaces are sufficiently large, applying the Mayer–Vietoris spectral
sequence becomes redundant: the covering elements exhibit essentially the same cohomology as X,
and the spectral sequence collapses on the first page to the first-column component of X, as shown
in the following lemma.

Lemma 3.31. With the notation from Remark 3.9, suppose that for each Z ∈ PCG(X) there exists
an M ∈M such that Z ⊆M . Then

ν(X) = H∗
G(X),

and
H∗
G(X) ∼= H0 MV,

as graded ΛG-algebra. In particular, M is a good cover of X.
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Proof. By assumption,

H∗
G(X) =

⊕
Z∈PCG(X)

H∗
GZ.

As pointed out in Remark 3.9 and since the condition from Corollary 3.17 is satisfied for every
connected component of X, we may split the Mayer–Vietoris spectral sequence and compute the
cohomology for each Z ∈ PCG(X) separately. It therefore suffices to prove the claim in the case
that X =M0 where 0 is the unique minimal element in I.
For x ∈ MVp with p ≥ 1, define y ∈ MVp−1 by

yi :=

®
x(0,i0,...,ip−1), if i0 > 0,

0, otherwise,

for all i ∈ Ip−1.
If d1(x) = 0, then for any j ∈ Ip with j0 > 0 we have

xj =

p∑
k=0

(−1)kx(0,j0,...,ĵk,...,jp),

which implies d1(y) = x. Thus the Mayer–Vietoris complex is exact in every degree except 0. As
in Example 3.30 it follows that M is a good cover of X,

(H∗
G(X))1 = 0,

and
G(H∗

G(X)) = H∗
G(X) ∼= H0(MV).

Remark 3.32. The two opposite extremes for Lemma 3.31 are, on the one hand, Example 3.30,
where the cover contains a subspace M0 = X, and, on the other hand, Example 3.33, where X
consists of isolated fixed points.

Example 3.33. If X = {p1, . . . , pn} is a finite union of G-fixed points, then each ps lies in some
M ∈ M. By Lemma 3.31 this implies that M is a good cover of X, that (H∗

G(X))1 = 0, and
hence H∗

G(X) ∼= H0(MV). As in Example 3.10, we split MV into subcomplexes (MV∗, d) =⊕n
s=1(MV∗

s, ds), where

MVps =
⊕
i∈Ip

ps∈Mi

ΛG.

If Is denotes the full simplex on the vertex set {i ∈ I | ps ∈ Mi}, then MV∗
s = C∗(Is,ΛG), which

is exact except for ker d0s = ΛG (cf. Example 3.30). Consequently, H∗
G(X) = ΛnG.

Remark 3.34. As stated in the beginning of this chapter, the classical Mayer–Vietoris sequence
computes the cohomology of a space X from a cover M = (M1,M2) by two subspaces whose
interiors cover X.
Assume the cover is G-invariant. Both the classical sequence and the spectral sequence require
that the restriction C∗

G(X)→ C∗
G,M(X) induces an isomorphism in cohomology, which in this case
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follows from Remark 3.14.
The Mayer–Vietoris sequence arises from the short exact sequence of cochain complexes

0 CqG,M(X) CqG(M1)⊕ CqG(M2) CqG(M1 ∩M2) 0ι r1−r2

yielding the long exact sequence

. . . Hq
G(X) Hq

G(M1)⊕Hq
G(M2) Hq

G(M1 ∩M2) Hq+1
G (X) . . .

rq1−r
q
2 δ

where δ denotes the connecting morphism.
From this, the equivariant cohomology of X can be expressed as

Hq
G(X)/δ

Ä
coker(rq−1

1 − rq−1
2 )
ä
∼= ker(rq1 − r

q
2), q ≥ 0.

On the other hand, the double complex for the Mayer–Vietoris spectral sequence in this case
(Example 3.8) gives a Mayer–Vietoris complex

MV0 MV1 0,d0

and, as observed in Remark A.6, we have E2 = E∞, i.e., (M1,M2) is a good cover of X. By
Theorem 3.22,

H(MV) ∼= G(H∗
G(X)),

and since d0 = r1 − r2 by construction, it follows that

ker(rq1 − r
q
2) = H0,q(MV) ∼= Hq

G(X)/(Hq
G(X))1,

and
coker(rq−1

1 − rq−1
2 ) = H1,q−1(MV) ∼= (Hq

G(X))1 q ≥ 0.

The two descriptions coincide, since the filtration on H∗
G(X) satisfies

(H∗
G(X))1 = δ(H∗

G(X)).

Example 3.35. In the setting of Remark 3.34, suppose X admits a G-invariant cover by two sub-
spaces M1 and M2 such that the restriction map

d0 = r∗1 − r∗2 : H∗
G(M1)⊕H∗

G(M2) −→ H∗
G(M1 ∩M2),

is surjective. Then
(H∗+1

G X)1 = coker(r∗1 − r∗2) = 0,

and moreover

H∗
G(X) ∼= ker(r∗1 − r∗2) = {(x, y) ∈ H∗

G(M1)⊕H∗
G(M2) | r∗1(x) = r∗2(y)}.
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3 The Mayer–Vietoris Spectral Sequence

3.3 Morphisms of Covered Spaces

To define the category of covered spaces, we both formalize the properties that a G-space equipped
with a cover must satisfy for the Mayer–Vietoris spectral sequence to apply and introduce a natural
notion of morphism. This allows us to regard the spectral sequence as a functor from the category
of covered spaces to the category of bigraded algebras (Corollary 3.40). Morphisms of covered
spaces follow the Mayer–Vietoris principle: a morphism between covered spaces is determined by
its restrictions to the subspaces of the cover. In the remaining subsection, we explore their natural
properties and obtain Corollary 3.42 and Corollary 3.47, which provide further instances where
local analysis yields information about the global equivariant cohomology.

Definition 3.36. Let BGradAlg denote the category of bigraded algebras with bigraded algebra
morphisms. We define GCov to be the category whose objects are triples (G,X,M), where G
is a Lie group, X is a G-space and M is a covering of X by G-invariant subspaces such that the
restriction map

C∗
G(X) −→ C∗

G,M(X),

induces an isomorphism in cohomology. The objects of GCov are called covered spaces.
Morphisms in GCov exist only between objects whose coverings share the same index set I. A
morphism

(φ, f) : (H,Y, (Ni)i∈I) −→ (G,X, (Mi)i∈I),

is given by a continuous group homomorphism φ : H → G and a φ-equivariant continuous map
f : Y → X such that f(Ni) ⊆Mi for all i ∈ I.
If (φ, f) is a morphism in GCov, we also call f a morphism in GCov and say that it is compatible
with the coverings.

Remark 3.37. Common examples of objects (G,X, (Mi)i∈I) in GCov arise when either the interiors
of Mi are G-invariant and cover X, or when each Mi is a deformation retract of some G-invariant
neighborhood Ui such that Mi is a deformation retract of Ui for all i ∈ I (see Remark 3.14 and
Remark 3.15).
Both settings are stable under restriction to a G-invariant subspace. That is, if Y ⊆ X is G-
invariant and we are in either of the two situations above, then the triple (G, Y, (Mi ∩ Y )i∈I) is
again an object of GCov.

Remark 3.38. Suppose (G,X, (Mi)i∈I) and (H,Y, (Nj)j∈J) are objects in GCov, let φ : H → G be
a continuous group homomorphism, and let f : Y → X be a φ-equivariant continuous map.
If for every Ni there exists someMj with f(Ni) ⊆Mj , then, by adding additional copies of existing
components or the empty set to the coverings (Nj)j∈J and (Mi)i∈I , we may arrange that I = J
and f(Ni) ⊆Mi for all i ∈ I, in which case f is a morphism in GCov.

Lemma 3.39. Let
(φ, f) : (H,Y, (Ni)i∈I) −→ (G,X, (Mi)i∈I),

be a morphism in GCov. Then
f∗ : H∗

G(X) −→ H∗
H(Y ),

is compatible with filtrations, i.e., it induces a bigraded algebra morphism

f̂ : G(H∗
G(X)) −→ G(H∗

H(Y )).
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Proof. By definition of GCov, to each object (G,X, (Mi)i∈I) there is an associated Mayer–Vietoris
spectral sequence constructed from the differential graded algebra

Kp,q
X :=

⊕
i∈Ip

CqG(Mi).

The assumptions on f : Y → X give maps

fi : C
∗
G(Mi) −→ C∗

H(Ni),

for all simplices i in I. These assemble to a morphism of double complexes and differential graded
algebras

fK : KX −→ KY .

The induced map
H(fK) : H∗(KX) −→ H∗(KY ),

satisfies
H(fK) ((H∗(KX))p) ⊆ (H∗(KY ))p, p ≥ 0,

where the filtrations on H∗(KX) and H∗(KY ) come from the row-wise filtration of KX and KY .
Moreover, we have a commutative diagram

H∗(KX) H∗(KY )

H∗
G(X) H∗

H(Y ),

H(fK)

f∗

in which the vertical maps are the isomorphisms from Corollary 3.17. Since the filtrations onH∗
G(X)

and H∗
H(Y ) are defined via these vertical isomorphisms, the claim follows.

Corollary 3.40. The Mayer–Vietoris spectral sequence defines a functor

GCov −→ BGradAlg,

that sends a triple (G,X,M) to the bigraded algebra G(H∗
G(X)) and a morphism f in GCov to the

induced morphism f̂ in BGradAlg.

Proof. As shown in the proof of the previous Lemma, any morphism f inGCov induces a morphism
of spectral sequences of algebras {fr}r≥0, with f∞ equal to f̂ (see Remarks A.13 and A.17).

Remark 3.41. Given a morphism

(φ, f) : (H,Y,N) −→ (G,X,M),

in GCov, the proof of Lemma 3.39 shows that the induced morphism on the first page of the
spectral sequences, i.e., on the corresponding Mayer–Vietoris complexes,

f1 : MV(G,X,M) −→ MV(H,Y,N),

is given componentwise by
f∗i : H∗

G(Mi) −→ H∗
H(Ni), i ∈ I.
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Corollary 3.42. Let
(φ, f) : (H,Y,N) −→ (G,X,M),

be a morphism in GCov, and let fi be its restriction to Mi, where i ∈ I. If

f∗i : H
∗
G(Mi) −→ H∗

HNi,

is an isomorphism of graded ΛG-algebras for all i ∈ I, then

f∗ : H∗
G(X) −→ H∗

H(Y ),

is an isomorphism of graded ΛG-algebras.

Proof. By Corollary 3.40, the morphism f induces a morphism of spectral sequences {fr}r≥0. The
assumption implies f1 is an isomorphism (see Remark 3.41), so the result follows from Theorem A.14
together with Remark A.17.

Remark 3.43. In Theorem A.14 the isomorphism can occur on any page of the spectral sequence.
Consequently, f̂ is an isomorphism of bigraded algebras if and only if f∗ is an isomorphism of
graded algebras.

Example 3.44. Let (H,Y, (Ni)i∈I) and (G,X, (Mi)i∈I) be objects in GCov with associated Mayer–
Vietoris spectral sequences {E(Y )r} and {E(X)r}. Suppose

f : (H,Y, (Ni)i∈I) −→ (G,X, (Mi)i∈I)

is a morphism in GCov and that (H∗
G(X))1 = 0. This holds, for example, if M = (X)i∈I (see

Example 3.30). In this case G(H∗
G(X)) = H∗

G(X) and

f̂ : H∗
G(X) −→ G(H∗

H(Y )),

maps into ν(Y ). Let

x ∈
⋂
r≥1

ker d0r ⊆
⋂
r≥1

E(X)0,∗r ,

see Remark 5.23. If, for some r ≥ 1, the restriction of fr to the first column

fr|E(X)0,∗r
: E(X)0,∗r −→ E(Y )0,∗r

maps x to zero, then f̂(x) = 0.

Now suppose that (H∗
H(Y ))1 = 0 (see Example 3.30). Then f∗ factors through f̂ :

H∗
G(X) ν(X) H∗

H(Y ).

f∗

f̂

In particular, (H∗
G(X))1 ⊆ ker f∗.

Example 3.45. Suppose (Mi)i∈I is a G-invariant cover of X that satisfies the condition of either
Remark 3.14 or Remark 3.15. If Y ⊆ X is a G-invariant subspace, then also (G, Y, (Mi ∩ Y )i∈I)
is an object in GCov and the inclusion r : Y ↪→ X is compatible with the coverings. The induced
morphism on the first page of the Mayer–Vietoris spectral sequence consists of the restrictions

r∗i : H
∗
G(Mi) −→ H∗

G(Mi ∩ Y ), i ∈ I.
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Example 3.46. If (G,X,N = (Ni)i∈I) is an object in GCov, then so is (G,X,M = (X)i∈I). The
identity

id : (G,X, (Ni)i∈I) −→ (G,X, (X)i∈I),

is a morphism in GCov with

îd : H∗
G(X) −→ ν(X,N) ⊆ G(H∗

G(X)),

by Example 3.44.
Similarly to Example 3.45, let

ri : Ni ↪→ X, i ∈ I,

denote the inclusions. On the first page of the spectral sequences, the morphism id1 inducing îd is
given by the restrictions

r∗i : H
∗
G(X) −→ H∗

G(Ni), i ∈ I.

Corollary 3.47. Suppose (G,X, (Mi)i∈I) is an object in GCov with (H∗
G(X))1 = 0. If two

elements x, y ∈ H∗
G(X) restrict identically to H∗

G(Mi) for all i ∈ I, then x = y.

Proof. Consider the two covers of X introduced in Example 3.46. The identity map id is then a
morphism in GCov, and since (H∗

G(X))1 = 0 for the filtrations induced by both covers, we have

îd = id. The assumption r∗i (x) = r∗i (y) for all i ∈ I means that

(x− y)i∈I ∈ MV0(G,X, (X)i∈I),

lies in the kernel of the restriction of id1 to the first column

id1 |MV0(G,X,(X)i∈I) : MV0(G,X, (X)i∈I) −→ MV0(G,X, (Mi)i∈I).

By Example 3.44, this implies îd(x− y) = 0, hence x = id(x) = id(y) = y.

Remark 3.48. For a morphism f : (H,Y,N) → (G,X,M) in GCov, if both M and N are good
covers for X and Y , respectively, then the morphism induced by f1 in cohomology is already equal
to f̂ .

Example 3.49. Consider a morphism f : (H,Y,N)→ (G,X,M) in GCov, where N = (N1, N2) and
M = (M1,M2) are covers by two subsets. Denote the differentials of the respective Mayer–Vietoris
complexes by d and c. As noted in Remark 3.34, both N and M are good covers, and the induced
morphism f̂ arises from the morphism f1 between the corresponding Mayer–Vietoris complexes:

H∗
H(N1)⊕H∗

H(N2) H∗
H(N1 ∩N2)

H∗
G(M1)⊕H∗

G(M2) H∗
G(M1 ∩M2)

d

(f1,f2) f(1,2)

c

If both d and c are surjective, then we are in the situation of Example 3.35, and the induced
morphism in cohomology takes the form

f̂ = f∗ : H∗
H(Y ) = ker(d) H∗

G(X) = ker(c).
(f1,f2)
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Finally, suppose in addition that (f1, f2) is surjective and that

d−1(ker f(1,2)) ⊆ ker(f1, f2).

Then f∗ is surjective as well. Indeed, given x ∈ ker(c) with x = (f1, f2)(y), we have

y − z ∈ ker(d), x = (f1, f2)(y − z),

for any z ∈ d−1(d(y)).
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4 The Mayer–Vietoris Spectral Sequence for Torus Action

We have constructed the Mayer–Vietoris spectral sequence and, in Chapter 3.3, taken a first look
at how the Mayer–Vietoris principle, namely, deriving information about H∗

G(X) from the coho-
mologies of the covering spaces, applies in the context of morphisms. In what follows, we further
develop this idea of obtaining global information from local data, with emphasis on the case most
relevant to our purposes, where G = T is a torus.
The first subsection addresses the compatibility of restriction to fixed points with the spectral se-
quence. Subsequently, we examine the behavior under changes of the torus action, with particular
attention to the case where the elements of the cover are equivariantly formal.

In this subsection, let T ∼= (C×)m denote a complex algebraic torus of rank m. We keep the
notation for covered spaces and the Mayer–Vietoris spectral sequence from Chapter 3.

4.1 Localization and the Moment Graph

The concept of localization was introduced in Chapter 2.2, where we discussed under which condi-
tions, and to what extent, the equivariant cohomology of a variety is determined by its restriction
to the fixed points. Here, we revisit this concept in the setting of covered spaces. Under suitable
assumptions, we describe the kernel and image of the localization map and relate them to the first-
column component (Lemma 4.2, Corollary 4.3). In Theorem 4.10, we express the Mayer–Vietoris
complex in terms of fixed points, assuming all elements of the cover are GKM-varieties.

In this subsection, unless stated otherwise, the term torsion-free refers to torsion-freeness over
the ring ΛT .

Let X be a variety with a T -action and a cover by T -invariant subvarieties M = (Mi)i∈I such
that (T,X,M) is an object of GCov. Denote by XT the set of T -fixed points in X. It is natural
to apply the localization idea to covered spaces by considering the cover

MT := (MT
i )i∈I ,

and examining the Mayer–Vietoris spectral sequence in this setting.
When XT is finite, which is the classical situation in the literature, H∗

T (X
T ) is a (torsion-)free

ΛT -module with trivial filtration (H∗
T (X

T ))1 = 0 (see Example 3.33), and (T,XT ,MT ) is automat-
ically an object of GCov. All assumptions made in this chapter are satisfied in this case, which
will therefore serve as the motivating example for the discussion.
Throughout this chapter we assume that (T,XT ,MT ) is an object in GCov. In addition to the
case where XT is finite, this holds in the most relevant situations, as noted in Remark 3.37.

Let
{Er, dr} and {ETr , dTr },

denote the spectral sequences associated to the covered spaces X and XT , respectively. The local-
ization map

ι∗ : H∗
T (X) −→ H∗

T (X
T ),
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is induced by the inclusion ι : XT ↪→ X. We denote by ι(X) and τ(X) its image and kernel,
respectively, as in Definition 2.18. By assumption,

ι : (T,XT ,MT ) −→ (T,X,M)

is a morphism in GCov and therefore induces algebra morphisms on the pages of the spectral
sequences

ιr : Er −→ ETr , r ≥ 0,

as well as a morphism of bigraded algebras

ι̂ : G(H∗
T (X)) −→ G(H∗

T (X
T )).

On the first page we obtain the bigraded ΛT -algebra morphism

ι1 : MV(T,X,M) −→ MV(T,XT ,MT )

given by the sum of the respective localization maps

ι∗i : H
∗
T (Mi) −→ H∗

T (M
T
i ), i ∈ I.

We have already seen that MT is a good cover of XT when XT is finite. The following lemma
slightly generalizes this.

Lemma 4.1. If M is a good cover of X and ET2 is torsion-free, then MT is a good cover of XT .

Proof. By Theorem 2.21, there exists a sufficiently large multiplicative subset S ⊆M such that

S−1ιr : S
−1Er −→ S−1ETr

is an isomorphism for r = 1, and hence for all r ≥ 1 (see Theorem A.14 applied to the spectral
sequences associated to the double complexes localized at S). In the commutative diagram

S−1E2 S−1E2

S−1ET2 S−1ET2

S−1d2

S−1ι2 S−1ι2

S−1dT2

the morphism S−1d2 vanishes since M is a good cover of X. As the vertical maps are isomorphisms,
S−1dT2 vanishes as well, and torsion-freeness of ET2 implies dT2 = 0. Hence MT is a good cover of
XT .

Lemma 4.2. If H∗
T (Mi) is torsion-free for all i ∈ I and (H∗

T (X
T ))1 = 0, then

τ(X) = (H∗
T (X))1 = tor(ΛT , H

∗
T (X)) and ν(X) ∼= ι(X).

Proof. If (H∗
T (X

T ))1 = 0, the second part of Example 3.44 yields

(H∗
T (X))1 ⊆ τ(X),
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and there is a surjective morphism

ν(X) = H∗
T (X)/(H∗

T (X))1 ι(X).ι∗

On the other hand, Corollary 2.24 gives

τ(X) ⊆ tor(ΛT , H
∗
T (X)).

Since ν(X) ⊆
⊕

i∈I H
∗
T (Mi) is torsion-free by assumption, it follows that

tor(ΛT , H
∗
T (X)) ⊆ (H∗

T (X))1 ⊆ τ(X) ⊆ tor(ΛT , H
∗
T (X)).

In particular, the surjective map above is also injective, hence an isomorphism.

Corollary 4.3. If H∗
T (Mi) is torsion-free for all i ∈ I, (H∗

T (X
T ))1 = 0, and M is a good cover of

X, then
ι(X) ∼= ker d0 = H0(MV(T,X,M)).

Proof. This follows from Lemma 4.2 and Theorem 3.28.

Remark 4.4. If XT is finite and all Mi are equivariantly formal, then all assumptions of Lemma 4.2
are satisfied, giving an explicit description of τ(X).
In Chapter 5 we will present examples of spaces covered by equivariantly formal spaces for which
(H∗

T (X))1 ̸= 0, and thus X is not equivariantly formal (see Lemma 2.27).

The second half of this subsection is devoted to characterizing the localization image of X, that
is, to determining conditions under which ι(X) can be described via the moment graph of X. For
i ∈ I, consider the inclusion

ri : Mi −→ X,

as a morphism in GCov by equipping Mi with the trivial cover (Nj)j∈I defined by Ni = Mi and
Nj = ∅ for all j ∈ I \ {i} (see Remark 3.38). The morphism (ri)1 induced on the first page of the
Mayer–Vietoris spectral sequence is the projection

MV(T,X,M) −→ H∗
T (Mi),

and, as seen in Example 3.44, the map r∗i factors through r̂i. Similarly, the inclusion

ti : M
T
i −→ XT ,

is a morphism in GCov, with (ti)1 given by the projection

MV(T,XT ,MT ) −→ H∗
T (M

T
i ),

and t∗i factors through t̂i.

Lemma 4.5. The localization image of X satisfies

ι(X) ⊆
⋂
i∈I

(t∗i )
−1(ι(Mi)).
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Proof. For all i ∈ I, the commutative diagram

X Mi

XT MT
i

ri

ι ιi

ti

induces the commutative diagram in cohomology

H∗
T (X) H∗

T (Mi)

H∗
T (X

T ) H∗
T (M

T
i )

r∗i

ι∗ ι∗i

t∗i

and therefore
ι∗(H∗

T (X)) ⊆ (t∗i )
−1(ι∗(H∗

T (Mi))).

Lemma 4.6. If E1 is torsion-free, M is a good cover of X, and (H∗
T (X

T ))1 = 0, then

ι(X) =
⋂
i∈I

(t∗i )
−1(ι(Mi)).

Proof. For i, j ∈ I, consider the restriction maps

r∗ij : H
∗
T (Mi) −→ H∗

T (M(i,j)), t∗ij : H
∗
T (M

T
i ) −→ H∗

T (M
T
(i,j)).

Let x ∈
⋂
i∈I(t

∗
i )

−1(ι(Mi)) with t
∗
i (x) = ι∗i (mi) for some mi ∈ H∗

T (Mi). Then

0 = (t∗ijt
∗
i − t∗jit∗j )(x) = t∗ijι

∗
i (mi)− t∗jiι∗j (mj) = ι∗(i,j)

(
r∗ij(mi)− r∗ji(mj)

)
.

Since MV(T,X,M) is torsion-free and ker ι∗(i,j) = τ(M(i,j)) ⊆ tor(ΛT , H
∗
T (M(i,j))) by Corollary 2.24,

it follows that
r∗ij(mi)− r∗ji(mj) = 0.

Hence
y := (mi)i∈I ∈

⊕
i∈I

H∗
T (Mi)

lies in ker d0, which equals ν(X) since M is a good cover of X. Therefore y ∈ G(H∗
T (X)), and any

representative ỹ of y in H∗
T (X) satisfies r∗i (ỹ) = r∗i (y), as r

∗
i factors through r̂i. It follows that

t∗i (ι
∗(ỹ)) = ι∗i (r

∗
i (ỹ)) = ι∗i (mi) = t∗i (x)

for all i ∈ I. By Corollary 3.47, this implies ι∗(ỹ) = x.

We now turn to the moment graph of X.
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Definition 4.7. A cover (T,X, (Mi)i∈I) is called fixed-point closed if

MT
i =Mi

T
,

for all i ∈ I, i.e., the closure of Mi has the same set of T -fixed points as Mi.

Lemma 4.8. Let X be a variety with a T -action such that XT is finite. If (T,X, (Mi)i∈I) is a
fixed-point closed cover by subvarieties in GCov, then the moment graph of X is the union of the
moment graphs of the Mi.

Proof. Let C be a T -curve in X, i.e., the closure of an orbit T · x for some x ∈ X. By Remark 2.35
and the fixed-point closed property, any Mi containing x must also contain C. If C connects two
distinct fixed points of X, the edge corresponding to C in the moment graph ΓX already appears
as an edge in the moment graph ΓMi

of each Mi containing x. Since

XT =
⋃
i∈I

MT
i ,

the vertex set of ΓX is the union of the vertex sets of the ΓMi
, and the same holds for the edge

sets. Thus ΓX is the union of the moment graphs ΓMi , for i ∈ I.

Example 4.9. Let T = (C×)2 act on P1 via relatively prime characters χ0 and χ1 as in Example 2.19.
Consider the cover by the affine patches

V0 = {(z0 : z1) ∈ P1 | z0 ̸= 0}, V1 = {(z0 : z1) ∈ P1 | z1 ̸= 0}.

Then (T,P1, (V0, V1)) is an object in GCov that is not fixed-point closed. The moment graphs of
V0 and V1 both consist of a single vertex, so their union does not recover the moment graph of P1.

Theorem 4.10. Suppose MV is torsion-free, XT is finite, M is a good cover of X, and (T,X, (Mi)i∈I)
is fixed-point closed.
If the localization of each Mi is described by its moment graph ΓMi

, then the localization of X is
described by ΓX .

Proof. Since XT is finite, all assumptions of Lemma 4.6 are satisfied. For each i ∈ I, the restriction
map

t∗i : Λ
XT

T −→ Λ
MT

i

T ,

is simply the projection onto the factors indexed by MT
i . Thus

ι(X) =
⋂
i∈I

(t∗i )
−1(ι(Mi)),

is the subalgebra of ΛX
T

T consisting of all tuples (up)p∈XT such that:
Let p, q ∈ XT and assume that j ∈ I is such that p, q are contained inMj . Then for each T -curve C
inMj connecting p and q the difference up−uq has to be divisible by the character of the T -curve C.

By Lemma 4.8, this exactly describes the subalgebra H∗(ΓX). Hence the localization of X is
described by ΓX .
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4.2 Change of Tori

An important further property of equivariant cohomology is its functoriality, not only in the space
but also in the acting group. Let X be a topological space and φ : T2 → T1 a morphism of tori. If
T1 and T2 act on X compatibly with φ, the change of tori, or torus change, is given by the induced
morphism of algebras

H∗
T1
(X) −→ H∗

T2
(X).

Relating the cohomology with respect to different torus actions is often useful, for example, when
approximating H∗

T2
(X) via a more accessible action of a torus T1. This approach will be employed

in Chapter 6.2, and in the present subsection, we prepare for it by examining torus change in the
setting of covered spaces.
We begin by recalling the functorial behavior of the character lattice, with emphasis on subgroups
and quotients (see [Hum81, end of Sections 16.1 and 16.2]). We introduce the notion of introduced
relations (Definition 4.18), recall torus change for an ordinary G-space, and work out the details of
splitting off a subtorus with trivial action (Example 4.30). Torus change for covered spaces is then
described explicitly in Lemma 4.37 for the case where the cover consists of equivariantly formal
spaces. In this situation, understanding torus change amounts to understanding the map

H(MV(T1, X,M)) −→ H(ΛT2
⊗ΛT1

MV(T1, X,M)),

for which we introduce Künneth formulas (Theorem 4.40, Theorem 4.43). We conclude the chapter
with a brief introduction of the Koszul complex following [Eis95], and present as an application the
evaluation of the Künneth formula in special cases (Corollary 4.49).

We recall the notation introduced in Chapter 2.1, beginning with Remark 2.13 and the subse-
quent definitions and remarks. In the following, if x is an element of a module, group, or algebra,
its residue class in any quotient thereof will be denoted by JxK.

For a torus T , taking the character lattice M defines a contravariant functor

F : {algebraic tori} −→ {finitely generated free abelian groups}.

Under F , a morphism of tori φ : T2 → T1 is sent to the morphism of character lattices

F (φ) : M1 −→M2, σ 7−→ σ ◦ φ.

Let N denote the group of one-parameter subgroups of T . A quasi-inverse

Q : {finitely generated free abelian groups} −→ {algebraic tori},

to F is obtained by sending a finitely generated free abelian group M to the torus

Hom(M,Z)⊗ C× = N ⊗ C×,

and a morphism γ : M1 →M2 to the morphism of algebraic tori

γ∗ ⊗ idC× : T2 ∼= N2 ⊗ C× −→ T1 ∼= N1 ⊗ C×,
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given by
δ ⊗ t 7−→ γ∗(δ)⊗ t = (δ ◦ γ)⊗ t,

where γ∗ : N2 → N1 is the dual map induced by γ (see Remark 2.13 and Remark 2.14). In fact, the
category of algebraic tori and the category of finitely generated free abelian groups are canonically
equivalent under F .
By the functoriality of equivariant cohomology, any morphism φ : T2 → T1 induces a morphism of
equivariant coefficient rings ΛT1

→ ΛT2
, which coincides with the morphism

Sym∗
RM1 → Sym∗

RM2,

induced by F (φ) : M1 →M2. Summarizing, we have the following canonical one-to-one correspon-
dences between morphisms:

{T2 → T1} {M1 →M2} {N2 → N1} {ΛT1 → ΛT2}.
1:1 1:1 1:1

In Definition 2.15, we introduced the one-to-one correspondence between subgroups of T and sub-
lattices of its character lattice M . Recall, that for a sublattice M ′ ≤M we set

TM ′ = {t ∈ T | χ(t) = 1 for all χ ∈M ′},

and for a subgroup T ′ ≤ T we set

MT ′ = {χ ∈M | χ |T ′= 0}.

Note that this is not the correspondence given by the functors F and Q.

Remark 4.11. Let T ′ be a subgroup of T . The character group of T ′ is naturally isomorphic to the
quotient M/MT ′ , which is not necessarily free. Additionally, the inclusion ι : T ′ ↪→ T induces the
projection

F (ι) : M →M/MT ′ .

If M is a quotient of M , then the associated torus T ′ := Q(M) is naturally embedded in T and the
projection π : M →M induces the inclusion

Q(π) : T ′ ↪→ T.

Conversely, let M ′ be a sublattice of M and T := Q(M ′). The inclusion ι : M ′ ↪→ M induces a
morphism of tori

Q(ι) : T → T ,

whose kernel is precisely TM ′ .

If T is a quotient of T , then the associated lattice M ′ := F (T ) is naturally embedded in M and the
projection π : T → T induces the inclusion

F (π) :M ′ ↪→M.

We give a list of selected facts related to saturation of a sublattice. For the proofs we refer to
[Hum81, end of Chapters 16.1 and 16.2].
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Definition 4.12. A sublattice M ′ ≤M is called saturated in M if

p · χ ∈M ′ ⇒ χ ∈M ′

for all χ ∈M and p ∈ Z \ {0}.
The saturation S(M ′) of M ′ is the intersection of all saturated sublattices of M containing M ′.
Equivalently, S(M ′) is the smallest saturated sublattice of M containing M ′.

Lemma 4.13. Let T be a torus with character lattice M , and let M ′ ≤ M be a sublattice with
corresponding subgroup T ′ := TM ′ of T . Then:

1. T ′ is a subtorus of T if and only if T ′ is connected.

2. T ′ is connected if and only if M ′ is saturated in M .

3. T/T ′ is a torus if and only if M ′ is saturated in M .

4. There exists a lattice complement to M ′, i.e., a saturated sublattice M ′′ ≤ M such that
M =M ′ ⊕M ′′ if and only if M ′ is saturated.

5. There exists a torus complement to T ′, i.e., a subtorus T ′′ ⊆ T such that T = T ′ × T ′′ if and
only if T ′ is a subtorus of T .

Lemma 4.14. Let T be a torus with character lattice M , and let M ′ ≤M be a saturated sublattice
with lattice complement M ′′. Denote by T ′ := TM ′ and T ′′ := TM ′′ the corresponding subtori of T .
Then:

1. The character lattice of T ′ is naturally isomorphic to M ′′, and the character lattice of T ′′ is
naturally isomorphic to M ′.

2. The inclusion M ′ ↪→M corresponds to the quotient map of the tori T → T/T ′ ∼= T ′′.

3. The quotient map M →M/M ′′ of lattices corresponds to the inclusion T ′ ↪→ T .

Before turning to equivariant cohomology, we discuss the behavior of equivariant coefficient rings
under torus change.

Definition 4.15. Let φ : T2 → T1 be a morphism of tori with corresponding morphisms

φ∗ = Q(φ) : M1 →M2, φ̂ : ΛT1
→ ΛT2

,

of character lattices and equivariant coefficient rings.
We write

Rφ := ker φ̂ = kerφ∗ · ΛT1
,

or simply R, for the kernel of φ̂. The subtorus of T2 corresponding to the saturation S(imφ∗) of
imφ∗ in M2 is denoted by

TS2 := TS(imφ∗).
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Corollary 4.16. Assume that imφ∗ is saturated in M2 with corresponding subtorus T ′
2 := Timφ∗

of T2. Then
ΛT2
∼= ΛT1

/Rφ ⊗ ΛT ′
2
,

and under this identification,

φ̂ : ΛT1
−→ ΛT1

/Rφ ⊗ ΛT ′
2
, x 7−→ JxK⊗ 1.

Proof. By Lemma 4.13, we can choose a lattice complement M ′′
2 of M ′

2 := imφ∗ in M2, with
corresponding subtori T ′′

2 and T ′
2 such that T2 = T ′

2 × T ′′
2 . By Lemma 4.14, the character lattice of

T ′
2 is naturally isomorphic to M ′′

2 , and the character lattice of T ′′
2 is naturally isomorphic to M ′

2.
Therefore

ΛT2 = Sym∗
R(M2) = Sym∗

R(M
′
2)⊗ Sym∗

R(M
′′
2 ) = ΛT ′

2
⊗ ΛT ′′

2
.

(compare Remark 2.11).
We obtain an isomorphism of abelian groups

φ∗ : M1/ kerφ ∼=M ′
2,

and may regard φ∗ as the morphism

M1 −→M2 =M ′
2 ⊕M ′′

2
∼=M1/ kerφ⊕M ′′

2 , x 7−→ (JxK, 0).

Passing to symmetric algebras gives

Sym∗
R(M1/ kerφ) = ΛT1

/Rφ ∼= Sym∗
R(M

′
2) = ΛT ′′

2
,

and φ̂ is identified with

φ̂ : ΛT1
−→ ΛT2

= ΛT ′
2
⊗ ΛT ′′

2

∼= ΛT1
/Rφ ⊗ ΛT ′

2
, x 7−→ JxK⊗ 1.

Lemma 4.17. Assume every nonzero integer is invertible in R. Then

ΛT2
∼= ΛT1/Rφ ⊗ ΛT ′

2
,

and under this identification,

φ̂ : ΛT1
−→ ΛT1

/Rφ ⊗ ΛT ′
2
, x 7−→ JxK⊗ 1.

Proof. As in the proof of Corollary 4.16, choose a lattice complement M ′′
2 of M ′

2 := S(imφ∗) in
M2, with corresponding subtori T ′′

2 and TS2 , respectively. Since every nonzero integer is invertible
in R, the induced map

φ∗ ⊗ 1: M1/ kerφ⊗Z R ∼=M ′
2 ⊗Z R,

is an isomorphism of R-modules.
Passing to symmetric algebras yields an isomorphism of R-algebras

φ̂ : ΛT1
/Rφ ∼= ΛT ′′

2
.

The claimed decomposition of ΛT2
and the description of φ̂ follow exactly as in Corollary 4.16.
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Definition 4.18. If we are in the situation of Corollary 4.16 or Lemma 4.17, i.e., if

ΛT2
∼= ΛT1/Rφ ⊗ ΛTS

2
,

we say that φ introduces the relations Rφ on ΛT1
.

Remark 4.19. The kernel of φ is precisely the subgroup corresponding to the sublattice imφ∗.
Indeed, every character of T2 that factors through kerφ is the restriction of some character of T1.
If we replace imφ∗ by its saturation, the corresponding subtorus is generally contained in, but not
equal to kerφ.
In Cor 4.16 and Lemma 4.17, this means that T ′

2 coincides with kerφ, while TS2 is contained in
kerφ.
Conversely, imφ is the subtorus corresponding to kerφ∗ ≤M1. Note that imφ is always a subtorus
of T1, and Rφ = kerφ∗ is always a saturated sublattice of M1.

Definition 4.20. Let X be a topological space with actions of both T1 and T2. A morphism
φ : T2 → T1 is compatible (with the given actions) if the identity map on X is φ-equivariant.

Remark 4.21. In this situation, the T2-action on X is completely determined by φ. It is therefore
equivalent to start with a T1-action on X together with a morphism φ : T2 → T1, and then define
the T2-action via φ.

For the remainder of this subsection, suppose that X has actions by both T1 and T2, and that
φ : T2 → T1 is compatible.

The morphism φ̂ : ΛT1 → ΛT2 allows us to change coefficients as follows. First, restriction of
scalars along φ̂ yields a graded ΛT1

-module morphism

θφ : H
∗
T1
(X) −→ H∗

T2
(X),

induced by the identity map on X. Second, extension of scalars along φ̂ is given by the graded
ΛT2

-module morphism

Θφ : ΛT2 ⊗ΛT1
H∗
T1
(X) −→ H∗

T2
(X), λ⊗ x 7−→ λ · θφ(x).

When the morphism φ is clear from the context, we simply write θ and Θ.

Definition 4.22. We call θφ the restriction of tori and Θφ the extension of tori associated to φ.

In later chapters, we will use extension of tori to describe H∗
T2
(X) in terms of the often simpler

equivariant cohomology H∗
T1
(X). This method applies particularly well to the examples presented

below.

Example 4.23. If T2 = 1 is trivial, then the restriction of tori coincides with the forgetful morphism

θ : H∗
T1
(X) −→ H∗(X),

introduced in Chapter 2.1.
If instead T1 = 1, then compatibility of φ : T2 → 1 forces T2 to act trivially on X. In this case, the
restriction of tori is given by

θ : H∗(X) −→ ΛT2 ⊗H∗(X), x 7−→ 1⊗ x.

In both situations, the extension of tori yields an isomorphism.
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Example 4.24. If X is equivariantly formal with respect to the T1-action, then by Lemma 2.27 the
extension of tori

Θφ : ΛT2
⊗ΛT1

H∗
T1
(X) −→ H∗

T2
(X),

is isomorphism.

Example 4.25. If X is a finite union of T1-fixed (and hence also T2-fixed) points, then restriction
and extension of tori are given by

θ : ΛXT1
−→ ΛXT2

, and Θ: ΛT2 ⊗ΛT1
ΛXT1
∼= ΛXT2

,

where ΛT1
acts diagonally on ΛXT2

via φ.

We will use GKM varities as a recurring example in the context of torus change.

Remark 4.26. Suppose X is a GKM-variety of dimension k with respect to both the T1-action and
the T2-action. If p ∈ XT2 \ XT1 were fixed by T2 but not by T1, then the T1-orbit of p would be
contained in XT2 and would have positive dimension. This contradicts the fact that both XT1 and
XT2 are finite, so we must have XT1 = XT2 .
For p ∈ XT1 , the T1-action on TpX is determined by weights ρ1, . . . , ρk that are pairwise relatively
prime and correspond to the T1-curves through p (see Definition 2.33 and Lemma 2.34). The
T2-action on TpX is given by characters φ̂(ρ1), . . . , φ̂(ρk) which are pairwise relatively prime by
assumption. Moreover, each φ̂(ρi) corresponds to a T2-curve that coincides with the T1-curve
associated to ρi.
Thus, both actions have the same fixed points and fixed curves, and the characters associated to
curves are related via φ̂. Equivalently, the moment graphs Γ1 and Γ2 for the respective T1- and
T2-actions have the same vertex and edge set, and their edge labels are obtained from one another
via φ̂.

Example 4.27. Let X be a GKM-variety with respect to both the T1- and T2-actions. The extension
of tori Θ is summarized in the following commutative diagram.

ΛT2
⊗H∗

T1
(X) ΛT2

⊗H∗(Γ1) ΛT2
⊗ ΛX

T1

T1

H∗
T2
(X) H∗(Γ2) ΛX

T2

T2

∼

≀Θ ≀ ≀

∼

It is possible to split off the action of a subtorus that acts trivially.

Lemma 4.28. Let T be a torus acting on X. If T splits into subtori T = T ′ × T ′′ such that the
action restricted to T ′ is trivial, then

H∗
T (X) = ΛT ′ ⊗R H∗

T ′′(X).

Proof. [Fra17, Lemma 3.1].

Remark 4.29. If φ′ : T ′
2 → T ′

1 and φ′′ : T ′′
2 → T ′′

1 are morphism of tori, then

φ′ × φ′′ : T ′
2 × T ′′

2 −→ T ′
1 × T ′′

1 ,

is a morphism of tori, and the induced morphism

ΛT ′
2×T ′′

2
= ΛT ′

2
⊗ ΛT ′′

2
−→ ΛT ′

1×T ′′
1
= ΛT ′

1
⊗ ΛT ′′

1
,

is φ̂′ ⊗ φ̂′′.
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The next example generalizes Example 4.23 and shows that splitting off tori with trivial action also
works in the context of a change of tori.

Example 4.30. Assume that both T1 and T2 split into subtori

T1 = T ′
1 × T ′′

1 , and T2 = T ′
2 × T ′′

2 ,

such that the action of T ′
1 and T ′

2 on X is trivial, and suppose that the morphism ψ : T2 → T1 is
compatible. In this case, the image ψ(T ′

2) acts trivially on X, and we may assume that T ′
1 has been

chosen large enough to guarantee ψ(T ′
2) ⊆ T ′

1. Define ψ′ : T ′′
2 → T ′

1 and ψ′′ : T ′′
2 → T ′′

1 such that,
for all t′′ ∈ T ′′

2 , we have
ψ(t′′) = (ψ′(t′′), ψ′′(t′′)).

Then the morphism φ

φ : T ′
2 × T ′′

2 −→ T ′
1 × T ′′

1 , (t′, t′′) 7−→ (ψ(t′, 1), ψ′′(t′′)),

is the product of two morphisms:

φ′ := ψ(·, 1) : T ′
2 −→ T ′

1, φ′′ := ψ′′(1, ·) : T ′′
2 −→ T ′′

1 .

Moreover, φ is compatible: Let x ∈ X and t = (t′, t′′) ∈ T ′
2 × T ′′

2 . We have

t.x = t′′.x = ψ(t′′).x = ψ′′(t′′).x = (ψ(t′, 1), ψ′′(t′′)).x = φ(t).x.

We now demonstrate the change of tori with respect to φ:
According to Lemma 4.28,

H∗
T1
(X) = ΛT ′

1
⊗H∗

T ′′
1
X, as well as H∗

T2
(X) = ΛT ′

2
⊗H∗

T ′′
2
X,

and the induced morphism φ̂ splits as

φ̂′ ⊗ φ̂′′ : ΛT ′
1
⊗ ΛT ′′

1
−→ ΛT ′

2
⊗ ΛT ′′

2
,

see Remark 4.29. Now θφ can be expressed as

θφ : ΛT ′
1
⊗H∗

T ′′
1
X −→ ΛT ′

2
⊗H∗

T ′′
2
X, λ⊗ x 7−→ φ̂′(λ)⊗ θφ′′(x).

Since
ΛT2
⊗ΛT1

Ä
ΛT ′

1
⊗R H∗

T ′′
1
X
ä
=
(
ΛT ′

2
⊗R ΛT ′′

2

)
⊗ΛT ′

1
⊗ΛT ′′

1

Ä
ΛT ′

1
⊗R H∗

T ′′
1
X
ä
,

we can simplify the right-hand side step by step:(
ΛT ′

2
⊗ΛT ′

1
ΛT ′

1

)
⊗R
Ä
ΛT ′′

2
⊗R H∗

T ′′
1
X
ä
= ΛT ′

2
⊗R

(
ΛT ′′

2
⊗ΛT ′′

1
H∗
T ′′
1
X
)
.

Therefore, we may write

Θφ : ΛT ′
2
⊗R

(
ΛT ′′

2
⊗ΛT ′′

1
H∗
T ′′
1
X
)
−→ ΛT ′

2
⊗R H∗

T ′′
2
X,

λ⊗ (µ⊗ x) 7−→ λ⊗Θφ′′(µ⊗ x).
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Example 4.31. Suppose that T ′
2 is a subtorus of the kernel of a compatible morphism ψ : T2 → T1.

In this case, we can pick a torus complement T ′′
2 of T ′

2 and apply Example 4.30, by considering the
splittings

T2 = T ′
2 × T ′′

2 , T1 = T ′
1 × T ′′

1 ,

where we set T ′
1 = 1 and T ′′

1 = T1. Note that ψ(T ′
2) ⊆ T ′

1 and that ψ splits into morphisms

ψ′ : T ′
2 −→ T ′

1 = 1, and ψ′′ = φ |T ′′
2
: T ′′

2 −→ T ′′
1 = T1.

The morphism φ constructed in Example 4.30 is, in this case, equal to ψ, and we obtain the
descriptions

θψ : H
∗
T1
(X) −→ ΛT ′

2
⊗H∗

T ′′
2
X, x 7−→ 1⊗ θψ′′(x),

and
Θψ : ΛT ′

2
⊗R

(
ΛT ′′

2
⊗ΛT1

H∗
T1
(X)

)
−→ ΛT ′

2
⊗R H∗

T ′′
2
X,

λ⊗ (µ⊗ x) 7−→ λ⊗Θψ′′(µ⊗ x).

Let us briefly consider the case where φ introduces relations on Λ1, and adapt Example 4.27 as well
as Example 4.31 to this setting.

Corollary 4.32. Suppose that φ introduces the relations Rφ on ΛT1
. Then φ̂ : ΛT1

→ ΛT2
is flat

if and only if φ is surjective.

Proof. By Remark 4.19, φ is surjective if and only if kerφ = 0. If φ̂ is flat, then, since ΛT1 is
a domain, the ΛT1

-module ΛT1
/Rφ ⊗ ΛTS

2
is torsion-free, which implies Rφ = 0. Conversely, if

Rφ = 0, then ΛT2
= ΛT1

⊗ ΛTS
2
is free over ΛT1

, hence flat.

Remark 4.33. Suppose that φ introduces the relations Rφ on ΛT1
. By Remark 4.19, TS2 is contained

in kerφ. After choosing a torus complement T ′′
2 to TS2 in T2 and fixing the morphism φ′′ := φ |T ′′

2
,

we can apply Example 4.31 to obtain

θφ : H
∗
T1
(X) −→ ΛTS

2
⊗H∗

T ′′
2
X, x 7−→ 1⊗ θφ′′(x).

Moreover, both θ and θφ′′ factor through RφH∗
T1
(X). In particular, we can define

θφ : H
∗
T1
(X)/RφH∗

T1
(X) −→ ΛTS

2
⊗H∗

T ′′
2
X, JxK 7−→ 1⊗ θφ′′(x).

To describe Θ, observe that

ΛT2
⊗ΛT1

H∗
T1
(X) =

Ä
ΛTS

2
⊗R ΛT ′′

2

ä
⊗ΛT1

H∗
T1
(X)

∼= ΛTS
2
⊗R

(
ΛT1

/RφΛT1
⊗ΛT1

H∗
T1
(X)

) ∼= ΛTS
2
⊗R

(
H∗
T1
(X)/RφH∗

T1
(X)

)
,

and hence
Θ: ΛTS

2
⊗R

(
H∗
T1
(X)/RφH∗

T1
(X)

)
−→ ΛTS

2
⊗R H∗

T ′′
2
X,

λ⊗ JxK 7−→ λ⊗ θφ(JxK) = λ⊗ θφ′′(x).

Example 4.34. If φ introduces relations on ΛT1
, then by Remark 4.33 equivariantly formal varieties

admit surjective restrictions of tori. In particular, this applies to projective space P with the torus
action of Example 2.30.

55



4 The Mayer–Vietoris Spectral Sequence for Torus Action

Example 4.35. In the situation of Example 4.27, suppose φ introduces the relations Rφ on ΛT1 and,
for the sake of simplicity assume that TS2 is trivial:

ΛT1/Rφ ∼= ΛT2 .

We can rewrite the diagram from the original example as follows:

H∗
T1
(X)/RφH∗

T1
(X) S1/ (RφS1) (ΛT1

/Rφ)X
T1

H∗
T2
(X) S2 ΛX

T2

T2

∼

≀Θ ≀ ≀

∼

We now turn to covered spaces and consider change of tori in the context of the Mayer–Vietoris
spectral sequence.
Let X be a space with cover M, equipped with actions by tori T1 and T2, and let φ : T2 → T1 be a
compatible morphism such that both (T1, X,M) and (T2, X,M) are objects of GCov. As defined
earlier, the restriction of tori θ is induced by the identity on X, and by the above conditions, this
defines a morphism in GCov.
The filtration of H∗

T1
(X) is compatible with θ and induces a filtration of ΛT2 ⊗ΛT1

H∗
T1
(X), which

is itself compatible with Θ. We therefore obtain bigraded algebra morphisms of associated graded
algebras

θ̂ : G(H∗
T1
(X)) −→ G(H∗

T2
(X)),

and
Θ̂: G(ΛT2

⊗ΛT1
H∗
T1
(X)) −→ G(H∗

T2
(X)).

By construction,
G(ΛT2

⊗ΛT1
H∗
T1
(X)) = ΛT2

⊗ΛT1
G(H∗

T1
(X)),

and as before, Θ̂ is determined by θ̂ via

Θ̂(λ⊗ x) = λ⊗ θ̂(x), for λ ∈ ΛT2
, x ∈ G(H∗

T1
(X)).

Remark 4.36. We have discussed before that θ is an isomorphism if and only θ̂ is an isomorphism
(see Remark 3.43). As a consequence of Remark A.15, the same logical equivalence holds between
the isomorphism property of Θ and that of Θ̂.

As a morphism in GCov, the restriction of tori θ is given by the respective restrictions of tori

θi : H
∗
T1
Mi −→ H∗

T2
Mi,

for i ∈ I, on the Mayer–Vietoris complexes. Under suitable assumptions, this approach can be used
to compute the change of tori for X. Let us abbreviate (MV, d) = (MV(T1, X,M), d).

Lemma 4.37. Let X be a space with good cover M, equipped with actions by tori T1 and T2, and
let φ : T2 → T1 be a compatible morphism, such that both (T1, X,M) and (T2, X,M) are objects of

GCov. If Mi is equivariantly formal with respect to T1 for all i ∈ I, then θ̂ and Θ̂ are given by

θ̂ : H(MV) −→ H
(
ΛT2
⊗ΛT1

MV
)
, JxK 7−→ J1⊗ xK,

and
Θ̂ : ΛT2

⊗ΛT1
H(MV) −→ H

(
ΛT2 ⊗ΛT1

MV
)
, λ⊗ JxK 7−→ Jλ⊗ xK.
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Proof. For i ∈ I, we have
H∗
T2
Mi
∼= ΛT2 ⊗H∗

T1
Mi,

by equivariant formality of Mi. Consequently, the restriction of tori can be written as

θi : H
∗
T1
Mi → H∗

T2
Mi
∼= ΛT2

⊗H∗
T1
Mi,

and on the Mayer–Vietoris complexes, θ takes the form

θ1 : MV −→ ΛT2 ⊗ΛT1
MV, x 7−→ 1⊗ x.

Since M is good cover, the induced morphism θ̂ is

H(MV) −→ H
(
ΛT2 ⊗ΛT1

MV
)
, JxK 7−→ J1⊗ xK,

and, as Θ̂ is determined by θ̂, we arrive at the statement.

We now adapt the result to the case that φ introduces relations.

Corollary 4.38. Let X be a space with good cover M, equipped with actions by tori T1 and T2,
and let φ : T2 → T1 a compatible morphism, such that both (T1, X,M) and (T2, X,M) are objects
in GCov. Suppose that φ introduces the relations Rφ on ΛT1 and that Mi is equivariantly formal

with respect to T1 for all i ∈ I, then θ̂ and Θ̂ are given by

θ̂ : H(MV) −→ ΛTS
2
⊗R H (MV /RφMV) , JxK 7−→ 1⊗ JxK,

and

Θ̂ : ΛTS
2
⊗R (H(MV)/RφH(MV)) −→ ΛTS

2
⊗R H (MV /RφMV) , λ⊗ JxK 7−→ λ⊗ JxK.

Proof. If φ introduces the relations Rφ on ΛT1
, then

ΛT2
∼= ΛT1

/Rφ ⊗ ΛTS
2
,

and φ̂ is identified with
φ̂ : ΛT1

−→ ΛT1
/Rφ ⊗ ΛTS

2
.

Since
H
(
ΛT2
⊗ΛT1

MV
)
= H

Ä
ΛTS

2
⊗R ΛT1

/RφΛT1
⊗ΛT1

⊗MV
ä
,

and ΛTS
2
is a flat R-module, the claim follows from Lemma 4.37.

Remark 4.39. Suppose we are in the situation of Corollary 4.38. Then

H(MV /RφMV) =
d−1(RφMV)

RφMV+ im d
, H(MV)/RφH(MV) = ker d

/(
Rφ ker d+ im d

)
.

In particular, the kernels of the morphisms associated with the change of tori are

ker θ̂ =
ker d ∩RφMV+ im d

im d
, ker Θ̂ = ΛTS

2
⊗
(
RφMV∩ ker d

)
+ im d

Rφ ker d+ im d
.
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If the assumptions of Lemma 4.37 are satisfied, then describing H∗
T2
(X) in terms of H∗

T1
(X) reduces

to comparing H(MV) with H(ΛT2 ⊗MV). To carry out this procedure, we use the structure of
MV as a complex and apply Künneth formulas, the standard tool for computing the cohomology
of a tensor product of complexes. We state the Künneth theorem in the form given in [McC01,
Chapter 2.3, Theorem 2.12]. Here, TorRi (−,−) denotes the i-th left derived functor of the tensor
product over R.

Theorem 4.40. Let (J, dJ) and (L, dL) be differential graded R-modules, and assume that for each
n the kernel

Zn(L) = ker
(
dL : L

n → Ln−1
)
,

and the image
Bn(L) = im

(
dL : L

n−1 → Ln
)
,

are flat R-modules. Then, for all n there are short exact sequences

0
⊕

r+s=nH
r(L)⊗Hs(J) Hn(L⊗ J)

⊕
r+s=n−1 Tor

R
1 (H

r(L), Hs(J)) 0,κ

where κ(JaK⊗ JcK) = Ja⊗ cK.

If ΛT2
is flat, we obtain the expected isomorphism.

Corollary 4.41. Suppose, in the setting of Lemma 4.37, that φ̂ is a flat ring homomorphism. Then

Θ: ΛT2
⊗ΛT1

H∗
T1
(X) −→ H∗

T2
(X),

is an isomorphism.

Proof. Apply Theorem 4.40 with J = MV (with its complex structure), L = ΛT2
, and dL = 0, and

combine the result with Lemma 4.37 to conclude that κ = Θ̂ is an isomorphism. By Remark 4.36,
it follows Θ is also an isomorphism.

Remark 4.42. In the typical case where the module ΛT2 is not flat over ΛT1 , the Mayer–Vietoris
complex must satisfy the flatness conditions required to apply the Künneth Theorem. More pre-
cisely, if ker dn and im dn are flat ΛT1

-modules for all n, then there are short exact sequences as in
Theorem 4.40, which simplify to

0 ΛT2 ⊗ΛT1
Hn(MV) Hn(ΛT2 ⊗ΛT1

MV) Tor
ΛT1
1 (ΛT2 , H

n−1(MV)) 0.

The Künneth spectral sequence (see Theorem B.3) generalizes the Künneth theorem by relaxing the
flatness assumption:

Theorem 4.43. If MV is flat over ΛT1 , then there is a (second-quadrant) spectral sequence with
second page

Ep,q2 = Tor
ΛT1
−p (ΛT2

, Hq(MV)),

converging to H∗(ΛT2
⊗ΛT1

MV), provided it converges.
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While the Künneth spectral sequence offers a broad framework for computing the cohomology of
tensor products of complexes, its practical usefulness depends strongly on the specific situation. In
general, convergence is not guaranteed, and even when it converges, it may fail to collapse at the
second page (see Remark B.4).

To conclude this chapter, we investigate the Künneth spectral sequence in the situation where
φ introduces the relations Rφ on ΛT1 .
When the ideal Rφ ⊆ ΛT1

is generated by a regular sequence, a natural tool for computing the
Tor-groups is the Koszul complex. The following definitions and results are taken from [Eis95,
Chapter 17].

Definition 4.44. Let S be a Noetherian commutative ring and M an S-module. A sequence of
elements y1, . . . , yk in S is called an M -regular sequence if

(y1, . . . , yk)M ̸=M,

and
yi is not a zero-divisor in M/(y1, . . . , yi−1)M,

for all i = 1, . . . , k. Here, (y1, . . . , yk) denotes the ideal in S generated by y1, . . . , yk.

Recall that the exterior algebra of an S-module N is defined as the quotient of the tensor algebra

T (N) := S ⊕N ⊕ (N ⊗N)⊕ . . . ,

by the relations a ⊗ b = −(b ⊗ a) and a ⊗ a = 0 for all a, b ∈ N . We write
∧
N for the exterior

algebra of N and a ∧ b for the product of two elements. The exterior algebra
∧
N is a graded

S-algebra whose homogeneous part
∧n

N is generated, as an S-module, by products of exactly n
elements in N .

Definition 4.45. For an element y ∈ N , the Koszul complex K(y) is the complexÄ∧
N, dy

ä
: 0 −→ S −→ N −→

2∧
N

dy−→
3∧
N −→ . . . ,

with differential dy(a) = y ∧ a. In particular, dy(1) = y.

In practice, the module N will usually be a free S-module. In the case that N = Sk and y =
(y1, . . . , yk), we write K(y) = K(y1, . . . , yk). The following result relates regular sequences to
Koszul complexes.

Theorem 4.46. Let M be a finitely generated S-module and y1, . . . , yk ∈ S. If

Hi(M ⊗K(y1, . . . , yk)) = 0,

for i < r, and
Hr(M ⊗K(y1, . . . , yk)) ̸= 0,

then every maximal M -regular sequence in I = (y1, . . . , yk) has length r.

Proof. [Eis95, Theorem 17.4].
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Let I be an ideal in R that satisfies IM ̸= M . The above theorem justifies calling the length of
any maximal M -regular sequence in I the M -depth of I.

Corollary 4.47. Let M be a finitely generated S-module. If y1, . . . , yk is an M -regular sequence,
then

Hj(M ⊗K(y1, . . . , yk)) = 0,

for j < k, and
Hk(M ⊗K(y1, . . . , yk)) =M/(y1, . . . , yk)M.

Proof. [Eis95, Corollary 17.5].

Remark 4.48. The converse of Corollary 4.47 holds true in the case that S is a local ring ([Eis95,
Theorem 17.6]). Similarly, if y1, . . . , yk is not an M -regular sequence and the M -depth of the ideal
I = (y1, . . . , yk) is less than k, then

Hi(M ⊗K(y1, . . . , yk)) ̸= 0,

for some i < k, by [Eis95, Corollary 17.12], together with [Eis95, Corollary 17.10].

If an ideal I is generated by an S-regular sequence y1, . . . , yk, then, by Corollary 4.47, the complex

S ⊗K(y1, . . . , yk) −→ S/(y1, . . . , yk),

is a free resolution of S/(y1, . . . , yk) and we can use it to compute Tor groups.

Corollary 4.49. Suppose that φ introduces the relations Rφ on ΛT1 , that the Mayer–Vietoris
complex MV is flat over R, and that H(MV) is finitely generated over ΛT1

. If Rφ is generated by
a sequence that is both H(MV)-regular and ΛT1

-regular, then

Θ: ΛT2
⊗ΛT1

H∗
T1
(X) −→ H∗

T2
(X),

is an isomorphism.

Proof. Let y1, . . . , yk be a sequence generating Rφ that is both H(MV)-regular and ΛT1
-regular

Since ΛT1 is Noetherian, we may set S = ΛT1 and consider the Koszul complex

K(y1, . . . , yk) −→ ΛT1
/Rφ,

as a free resolution of ΛT1
/Rφ. Using this resolution to compute Tor-groups, we obtain

Tor
ΛT1
−p (ΛT1

/Rφ, H∗(MV)) = 0, (p < 0), Tor
ΛT1
0 (ΛT1

/Rφ, H∗(MV)) = H(MV)/RφH(MV),

because H∗(MV)⊗K(y1, . . . , yk) is exact everywhere except in degree 0 (by the regularity assump-
tion and Corollary 4.47). Since MV is flat, the Künneth spectral sequence (Theorem 4.43) applies,
and we have just shown that its second page is concentrated in the first column, with

E0,∗
2
∼= H(MV)/RφH(MV).

By Remark A.10 the sequence collapses at E2, the filtration is trivial and we obtain a canonical
isomorphism

E0,∗
2 −→ H(MV /RφMV), JxK 7→ JxK.

Tensoring by ΛTS
2
shows that Θ̂ is an isomorphism, and hence, by Remark 4.36, so is Θ.
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Remark 4.50. By Remark 4.19, the sublattice kerφ∗ ≤M1 is saturated, so without loss of generality
Rφ can be taken to be generated by some of the variables in the polynomial ring ΛT1 = R[e1, . . . , en].
In particular, Rφ is always generated by a ΛT1

-regular sequence which means that the corresponding

Koszul complex can at least be used to compute Tor
ΛT1
−p (ΛT1

/Rφ, Hq(MV)).
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5 Projective Unions

5 Projective Unions

This chapter concerns the main class of objects in this thesis. Their appeal is twofold. First,
we aim to understand the equivariant cohomology of projective unions in order to study those
arising in representation-theoretic or combinatorial contexts. The original motivation remains their
role as special fibres of semi-toric degenerations for Hodge-type Seshadri stratifications in [CFL23].
Second, this class of varieties provides an excellent testing ground for the theory developed in the
first part of the thesis. The canonical choice of cover comes from their very definition as a union, the
torus action is defined globally, and the building blocks are simple yet non-trivial, since the torus-
equivariant cohomology of a projective space has a transparent but sufficiently rich structure (see
Example 2.17). Consequently, the difficulty in computing their cohomology lies in understanding
the combinatorial interaction within the cover. This is precisely the situation suited for applying
the Mayer–Vietoris principle, which is concerned with the gluing of multiple pieces rather than the
complexity of the pieces themselves.

While the complements of subspace arrangements have been extensively studied in algebraic topol-
ogy, combinatorial topology, and algebraic geometry (see, e.g., [FZ00; OT92; DP95]), projective
unions have received far less direct attention, since as CW complexes their structure is, in principle,
well understood. To our knowledge, there has been no systematic treatment of their equivariant
cohomology.

We begin the chapter by clarifying the notion of a projective union, fixing notation, and verifying
in Lemma 5.12 that projective unions are covered spaces in the sense of Definition 3.36. The first
direct application of the Mayer–Vietoris spectral sequence will appear in Chapter 5.2. Chapter 5.4
establishes structural results in the less general setting of trivial and generic torus actions, whereas
Chapter 5.6 turns to projective unions defined by the combinatorial data of a poset. The analysis
of localization and torus change in the context of the Mayer–Vietoris spectral sequence, developed
in Chapter 4, is then specialized to projective unions in Chapters 5.3 and 5.5.

While this chapter is devoted entirely to projective unions and develops a range of results that
describe them in their own right, we recall that the original motivation lies in degenerated Grass-
mannians, and much of the material is formulated in a setting adapted to the requirements of the
final chapter.

In the last two chapters we assume thatR is a field of characteristic zero, and the notation introduced
here and at the beginning of Chapter 5.2 will remain in use throughout. Following Chapter 4.2, we
write JxK to denote the residue class of an element x in a quotient.

Let T be a complex algebraic torus of rank m. We fix an isomorphism T ∼= (C×)m and a basis of
standard characters x1, . . . , xm for the character lattice M of T . The equivariant coefficient ring of
T is the graded R-algebra

ΛT = R[x1, . . . , xm],

where each standard character has degree two. For a homogeneous element χ in ΛT , we write |χ|
for its degree, and we write ΛqT for the graded component of degree q.

Let A be a finite index set and {ea | a ∈ A} the canonical basis of the complex vector space
CA. As in Example 2.17, suppose that T acts on CA by

t.ea = χa(t)ea, t ∈ T, a ∈ A,
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5 Projective Unions

with characters {χa | a ∈ A} ⊆M . The induced action of T on the projectivization P := P(CA) is
then given by

t.(za)a∈A = (χa(t)za)a∈A, t ∈ T, (za)a∈A ∈ P.

Let ya be the homogeneous coordinates on P. For any subset J ⊆ A, define

V (ya | a /∈ J),

the vanishing set of all coordinates ya with a /∈ J . Equivalently,

PJ = {(za)a∈A ∈ P | zb = 0 for all b /∈ J}.

Each PJ is a T -invariant subspace of P, and throughout we will consider these subspaces with the
T -action induced from P.

Definition 5.1. A projective union in a projective space P is a subvariety of the form

PC :=
⋃
C∈C

PC

where C is a finite collection of subsets of A. We consider PC with the T -action induced from P.

The remainder of this thesis will work within the following setup and notation. Let C be a finite
collection of subsets of A, indexed by a set I,

C = (Ci | i ∈ I).

After fixing a total ordering on I, simplices are expressed as strictly increasing tuples, following the
notation from Definition 2.1. Define

C :=
⋃
i∈I

Ci ⊆ A, and C :=
⋂
i∈I

Ci ⊆ A.

For each i ∈ I, set Pi := PCi
, the subspace of P associated to Ci. Let I denote the full simplex on

I, and let Ip be the set of its p-simplices. For p ∈ Z≥0 and i = (i0, . . . , ip) ∈ Ip, define

Ci := Ci0 ∩ . . . ∩ Cip ,

and, in line with the notation of Chapter 3.1,

Pi := PCi = Pi0 ∩ . . . ∩ Pip .

The central object of this chapter is the T -equivariant cohomology of the projective union

PC =
⋃
i∈I

Pi ⊆ P.

Since the cover is fully described by the collection C, we use the notation

MC := (Pi)i∈I .

Example 5.2. As an illustration, consider the union of the three coordinate axes in P2. This is
described by the collection

C = (C1, C2, C3),

with index set I = {1, 2, 3} and the subsets of A = {a, b, c} given by

C1 = {b, c}, C2 = {a, c}, C3 = {a, b}.
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5 Projective Unions

5.1 Retractions onto PC

Let PC be a projective union with a T -action as introduced in Definition 5.1. The aim of this
subsection is to show that PC is a covered space, i.e.,

(T, PC,MC) ∈ GCov .

Since each Pi is T -invariant, it suffices to prove that the morphism

ι : C∗
T (PC) −→ K,

induces an isomorphism in cohomology (see Definition 3.36 and Remark 3.16). We establish this
by constructing suitable deformation retractions (see [Hat02, Chapter 0.1] for a reference).

Remark 5.3. Let Y be a subspace of a topological space X. A retraction is a continuous map

r : X → Y,

whose restriction to Y is the identity. In this case Y is called a retract of X.
A deformation retraction of X onto Y is a continuous map

F : [0, 1]×X −→ X,

such that
F (0, x) = x, F (1, x) ∈ Y, and F (t, y) = y,

for all t ∈ [0, 1] and x ∈ X, y ∈ Y . In this case Y is called a deformation retract of X.

Remark 5.4. Suppose r : X → Y is a retraction such that for each z ∈ X the map

[0, 1]→ X, t 7−→ (1− t)z + t · r(z),

is continuous. Then the map

F : [0, 1]×X −→ X, (t, z) 7−→ (1− t)z + t · r(z)

defines a deformation retraction of X onto Y .
If Y is a deformation retract of X with deformation retraction F , then X and Y are homotopy
equivalent via the retraction

X → Y, x 7−→ F (1, x),

and the inclusion Y ↪→ X.

The set C determines a simplicial complex ⟨C⟩ on C, covered by (Ci)i∈I (see Definition 2.5 and
Definition 2.1). If there exists i ∈ I such that C = Ci, then the cover MC = (Pi)i∈I is trivial and
the restriction map

C∗
T (PC)→ C∗

T,MC
(PC),

necessarily induces an isomorphism in cohomology.
Henceforth we assume

Ci ⊊ C for all i ∈ I.
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5 Projective Unions

We equip P with the quotient topology induced by the standard Euclidean topology of CA and
begin by constructing the corresponding affinizated retraction.
For i ∈ I define the continuous functions

ci : CA −→ R≥0, z = (za)a∈A 7−→
1

|C \ Ci|

∑
a∈C\Ci

|za|,

and
c : CA −→ R≥0, z 7−→ min(ci(z) | i ∈ I).

For z ∈ CA set
I(z) := {i ∈ I | ci(z) = c(z)},

and let i(z) denote the simplex in I with vertices I(z).

Remark 5.5. By continuity of c and each ci, for every z ∈ CA there exists a neighborhood U of z
such that

I(z′) ⊆ I(z) for all z′ ∈ U.

Define r̂ : CA → CA by

r̂(z)a =


0, if a /∈ Ci(z),
za, if a ∈ C,Ä
1− c(z)

min(cj(z)|a/∈Cj)

ä
za, if a ∈ Ci(z) \ C.

Lemma 5.6. Let
AC :=

⋃
i∈I

V (ea | a /∈ Ci) ⊆ CA,

be the affinization of PC, where ea are the coordinate functions of CA. Then:

1. r̂ is continuous,

2. im r̂ ⊆ AC,

3. r̂(z) = z for all z ∈ AC, and

4. if z ∈ CA satisfies r̂(z) ̸= 0, then r̂(z′) ̸= 0 for every

z′ ∈ Lz := {tz + (1− t)r̂(z) | t ∈ [0, 1]}.

Proof. For the second point, note that Ci(z) ⊆ Ci for every z ∈ CA and i ∈ I(z), hence r̂(z) ∈ AC.

We now prove (1), the continuity of r̂. Let z ∈ CA and choose a neighborhood U of z as in
Remark 5.5, so that I(z′) ⊆ I(z) for all z′ ∈ U . We verify continuity in each coordinate a ∈ A.
Case 1: If a ∈ C, then r̂a(z) = ea(z) = za, which is continuous.

Case 2: If a ∈ Ci(z) \ C, then a ∈ Ci(z′) \ C for all z′ ∈ U . The quotient

z′ 7−→ c(z′)

min(cj(z′) | a /∈ Cj)
,
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5 Projective Unions

is well-defined and continuous on U , so r̂a is continuous at z.

Case 3: Suppose a /∈ Ci(z) and let (zk)k∈N be a sequence in U converging to z. We have r̂(zk)a = 0
for all k with a /∈ Ci(zk), and hence we may restrict our attention to the subsequence with a ∈ Ci(zk)
for all k. This implies that I(zk) ⊊ I(z), and, by splitting into finitely many subsequences, we may
assume that there exists some j0 ∈ I with j0 ∈ I(z) \ I(zk) for all k. The quotient c(zk)/cj0(zk)
converges to one and therefore (r̂(zk)a)k converges to zero, which is equal to r̂(zk)a.

We now prove (3). Let z ∈ AC, so that z ∈ V (ea | a /∈ Ci) for some fixed i ∈ I. It follows that
c(z) = ci(z) = 0. If j ∈ I(z), then cj(z) = 0 as well, and hence z ∈ V (ea | a /∈ Cj). Thus za = 0 for
all a /∈ Ci(z), and by the definition of r̂ we have

r̂(z)a =

®
za, if a ∈ Ci(z),
0, otherwise.

Finally, we prove (4). Let z′ = tz + (1 − t)r̂(z) be a point on the line segment Lz with t ∈ [0, 1].
For any i ∈ I(z) and j ∈ I \ I(z), we have A \ Ci ⊆ A \ Ci(z), and hence

ci(z
′) =

1

|C \ Ci|

∑
a∈C\Ci

t|za| = tci(z) < tcj(z) =
1

|C \ Cj |

∑
a∈C\Cj

t|za| ≤ cj(z′).

Since ci(z
′) = tci(z) for all i ∈ I(z), it follows that I(z′) = I(z). Moreover, za ̸= 0 if and only if

z′a ̸= 0 for all a ∈ Ci(z) = Ci(z′), and r̂(z) ̸= 0 if and only if∑
a∈Ci(z)

|za| ≠ 0

which is equivalent to ∑
a∈Ci(z′)

|z′a| ≠ 0.

Thus r̂(z′) ̸= 0.

Remark 5.7. Let z ∈ CA \ {0} and λ ∈ C \ {0}. By definition, ci(λz) = |λ|ci(z) for all i ∈ I, and
hence I(z) = I(λz).
First, this implies that for all a ∈ Ci(z) \ C the quotient

c(z)/min(cj(z) | a /∈ Cj),

is invariant under scalar multiplication.
Second, z gets mapped to zero by r̂ if and only if za = 0 for all a ∈ Ci(z). Therefore r̂(z) = 0 if and
only if r̂(λz) = 0. In other words, the closed subset

Z := r̂−1(0) ⊆ CA,

is invariant under multiplication by nonzero scalars.

By the second part of Remark 5.7 and Lemma 5.6, the set

U :=
(
CA \ Z

)
/ ∼,

is an open subset of P containing
PC = (AC \ {0}) / ∼ .
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Corollary 5.8. The subspace PC is a retract of U .

Proof. By the first part of Remark 5.7 we have the scaling property

r̂(λz) = λr̂(z), (2)

for all z ∈ CA \ {0} and λ ̸= 0. Using the construction of U , we obtain a commutative diagram

CA \ Z AC

U PC

r̂

r

where the vertical arrows are projective quotients and r the projectivization of r̂. We can use
Lemma 5.6 together with the property (2) to characterize r: Since r̂ is continuous, the quotient
maps preserve continuity, and thus r is also continuous. Moreover, since r̂ restricts to the identity
on AC, its projectivization r restricts to the identity on PC. We conclude that r is a retraction,
which proves the claim.

Remark 5.9. By Lemma 5.6(4), for any z ∈ CA \ Z the entire line segment Lz lies in CA \ Z.
Consequently, for each z ∈ U the map

[0, 1]→ U, t 7−→ (1− t)z + t · r(z),

is continuous. By Remark 5.4, this shows that PC is a deformation retract of U .

Finally, define for each i ∈ I the open subset

Ui := {z ∈ U |
∑
a∈Ci

|za| ≠ 0} ⊆ P,

and for a simplex i = (i0, . . . , ip) ∈ I set

Ui = Ui0 ∩ . . . ∩ Uip .

Lemma 5.10. For each i ∈ I, the projective space Pi is a deformation retract of Ui.

Proof. Fix i ∈ I. Define ri : [0, 1]× Ui → Pi by

ri(t, z)a =

®
(1− t)za, if a /∈ Ci,
za, if a ∈ Ci,

for z = (za)a∈A ∈ Ui. This is a deformation retraction of Ui onto Pi.

Corollary 5.11. The inclusions induce isomorphisms of graded ΛT -algebras

H∗
T (U) ∼= H∗

T (PC), H∗
T (Ui)

∼= H∗
T (Pi),

for all i ∈ I.

67



5 Projective Unions

Proof. Both U and the sets Ui are T -invariant. The inclusions

PC ↪→ U, Pi ↪→ Ui,

are equivariant and homotopy equivalences by Corollary 5.8, Remark 5.9 and Lemma 5.10. Applying
Lemma 2.8 yields the claimed isomorphisms.

We are now in the situation described in Remark 3.15 and ready to prove the main result of this
subsection.

Lemma 5.12. The triple (T, PC,MC) is an object in GCov.

Proof. Let KP and KU be the double complexes associated to the covers (Pi)i∈I and (Ui)i∈I , with
the row-wise filtration. Since (Ui)i∈I is an open cover of U by T -invariant sets, Remark 3.14 shows
that (T,U, (Ui)i∈I) ∈ GCov, i.e., C∗

T (U) ↪→ KU induces an isomorphism in cohomology.
The inclusions Pi ↪→ Ui give a morphism of filtered complexes

ϕ : KP → KU ,

and the induced morphism of spectral sequences (ϕn)n consists of isomorphisms of bigraded modules
for n ≥ 1 (see Corollary 5.11 and Remark A.13). Theorem A.14 then yields that

H(ϕ) : H∗(KP ) −→ H∗(KU ),

is an isomorphism. Consider the commutative diagram

C∗
T (PC) KP

C∗
T (U) KU

ϕ

where vertical arrows come from inclusions and horizontal arrows from Remark 3.16. In cohomology,
the vertical arrows are isomorphisms by the first part of the proof and Corollary 5.11. The lower
horizontal arrow is an isomorphism since (T,U, (Ui)i∈I) ∈ GCov. Hence also C∗

T (PC) → KP

induces an isomorphism, proving that (T, PC, (Pi)i∈I) ∈ GCov.

5.2 Applying the Mayer–Vietoris Spectral Sequence

After verifying that (T, PC,MC) is a covered space, we are now ready to apply the theory developed
in the first part of this thesis. Many of the assumptions made in Chapter 3 and Chapter 4 were
motivated by the example class of projective unions, and in this chapter we carry out an initial
and direct computation of the equivariant cohomology of PC using the Mayer–Vietoris spectral
sequence.

In Lemma 5.13 we formulate the Mayer–Vietoris complex for projective unions, collect the relevant
properties of PC in Remark 5.14, and establish the key result that the cohomology of PC is computed
by this complex in Lemma 5.15. We then consider the example of a union of two projective spaces
and encounter our first instance of a projective union with torsion over ΛT (Examples 5.19 and
5.22). Furthermore, in Remark 5.21 we recover the Mayer–Vietoris complex as a special case of
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a complex of quotient rings equipped with a simplicial cochain differential, and in Corollary 5.29
we use this perspective to describe its cohomology in terms of syzygies. This description is then
reapplied to the projective union from Example 5.22 in Example 5.30.

As indicated at the beginning of Chapter 5, the notation introduced below will be retained for the
rest of this thesis.

Following the setup in the start of this chapter, we have seen that the equivariant cohomology of P
is the graded ΛT -algebra

H∗
TP = ΛT [ζ]/

(∏
a∈A

(ζ + χa)

)
,

where ζ is the Chern class of OP(1), the line bundle dual to the tautological line bundle on P. Each
standard character in ΛT and the class ζ have degree two.
For any subspace PJ determined by J ⊆ A, we consider the induced T -action and again denote by
ζ the equivariant Chern class of OPJ

(1), the dual tautological line bundle. Define

ηa := ζ + χa, a ∈ A,

and for J ⊆ A set
ηJ :=

∏
a∈J

ηa ∈ ΛT [ζ], η∅ = 1.

The equivariant cohomology ring is then

H∗
T (PJ) = ΛT [ζ]/ (ηJ) ,

which we abbreviate as ΩJ := H∗
T (PJ).

Let C = {Ci | i ∈ I} be a collection of subsets of A. For i ∈ I set

Ωi := ΩCi ηi := ηCi ,

and for i = (i0 . . . , ip) ∈ Ip write

Ωi := ΩCi
ηi := ηi0...ip := ηCi

.

If J1 ⊆ J2 ⊆ A, the restriction map for the corresponding subspaces is given by the projection

ΩJ2 = ΛT [ζ]/ (ηJ2) −→ ΩJ1 = ΛT [ζ]/ (ηJ1) , ζ 7−→ ζ,

where we identify the Chern class of OPJ2
(1) with that of OPJ1

(1). Thus ΩJ1 can be regarded
as quotient of ΩJ2 , and, when it is clear from the context, we do not explicitly indicate when an
element from ΩJ2 is being restricted to ΩJ1 .
Summarizing the above discussion, the Mayer–Vietoris complex of a projective union, as defined in
Definition 3.18, has the following form.

Lemma 5.13. The Mayer–Vietoris complex MV = MV(T, PC,MC) has monograded components

MVp =
⊕
i∈Ip

Ωi,
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and differential

dp : MVp −→ MVp+1, (dp(f))j =

p+1∑
k=0

(−1)kfj0,...,ĵk,...,jp+1
,

where f ∈
⊕

i∈Ip
Ωi and j = (j0, . . . , jp+1) ∈ Ip+1. Here, each term fj0,...,ĵk,...,jp+1

is regarded as
an element of the quotient Ωj of Ω(j0,...,ĵk,...,jp+1)

.

Remark 5.14. For any J ⊆ A, the subspace PJ is a smooth projective variety with vanishing odd
singular cohomology. Under the induced T -action, PJ is equivariantly formal and H∗

T (PJ) free over
ΛT and concentrated in even degrees.
By Lemma 5.12, (T, PC,MC) is an object in GCov, and MC is a good cover of PC (see Exam-
ple 3.29).

Since the covering MC satisfies the hypotheses of Theorem 3.28, we may apply it to compute the
equivariant cohomology of PC via its Mayer–Vietoris complex.

Lemma 5.15. Let (T, PC,MC) be a projective union. Then

G(H∗
T (PC)) ∼= H(MV(T, PC,MC)),

as bigraded ΛT -algebra. In particular, the first-column component ν(PC) is equal to ker d0.

Definition 5.16. We define the standard generators of MV as the elements

ei ∈ MV, i ∈ I,

given by

(ei)j =

®
1, if i = j,

0, else.

(The component 1 here is the unit in Ωi.) The constant vector in the first-column component is

e1 :=
∑
i∈I

ei ∈ MV0,

and we set e0 := 0.

Remark 5.17. Let i ∈ Ir, j ∈ Is and f ∈ Ωpi , g ∈ Ωqj . By Remark 3.19, the product in MV is

(f · ei)(g · ej) = (−1)psfgei·j .

Since f can be nonzero only if p is even, the sign factor (−1)ps is always 1 so

(f · ei)(g · ej) = fgei·j .

As before, the term fg is considered as the product of the respective restrictions of f and g to Ωi·j .
In the following, we will mostly view MV as a module. Its multiplication, and hence also the
multiplication on H(MV), is entirely determined by the above rule.
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Remark 5.18. We regard MV as differential ΛT [ζ]-algebra (hence also a ΛT [ζ]-module) via

ΛT [ζ] −→ MV, x 7−→ x · e1 ∈ MV0 .

A generating set of MV as ΛT [ζ]-module is given by {ei | i ∈ N (C)}.
Example 5.19. Let C = (C1, C2) be a collection of two subsets of A, defining the union of two
projective spaces in P. We are in the situation of Remark 3.34, and the corresponding Mayer–
Vietoris complex is

ΛT [ζ]/(η1)⊕ ΛT [ζ]/(η2) ΛT [ζ]/(η(1,2)) 0
r∗1−r

∗
2

where r∗1 , r
∗
2 denote the projection maps. Note that both r∗1 , r

∗
2 as well as r∗1− r∗2 are surjective, and

hence Example 3.35 yields

H∗
T (PC) ∼= {(f, g) ∈ ΛT [ζ]/(η1)⊕ ΛT [ζ]/(η2) | f − g ∈ (η(1,2))}.

Remark 5.20. In principle, any projective union can be obtained by successively considering the
union of a projective union PC with a subspace PB ⊆ P, where B ⊆ A. Again, we obtain the
Mayer–Vietoris spectral sequence on two terms (Remark 3.34)

H∗
T (PC)⊕H∗

T (PB) H∗
T (PC∩B) 0,d0

where C ∩ B := (C ∩ B | C ∈ C) and d0 can be constructed as a morphism of covered spaces.
Although the above complex is not exact in general, if d0 is surjective, then

H∗
T (PC ∪ PB) ∼= ker d0 ⊆ H∗

T (PC)⊕H∗
T (PB).

However, if d0 is not surjective, the cokernel contributes to the E2-page of the spectral sequence,
and this cokernel may already involve the cohomology of the potentially complicated projective
union PC∩B . In this case the filtration on H∗

T (PC ∪ PB) is no longer trivial, so the computation
yields only the associated graded module at this stage. Since the Mayer–Vietoris spectral sequence
is formulated in terms of the actual cohomology, not its associated graded object, the iterative
procedure cannot be continued directly and therefore becomes impractical.

Remark 5.21. The Mayer–Vietoris complex of a projective union appears as a special case of the
following general construction.
Let S be a Noetherian integral domain with unit, and fix elements µa ∈ S for all a ∈ A. As in the
beginning of Chapter 5, for B ⊆ A and i ∈ I we set

µB :=
∏
a∈B

µa, µi := µCi , µ∅ := 1.

With the earlier convention that i ∈ I also denotes the 0-simplex in I, this implies in particular
that µi = µCi .

Define the differential graded module D(C, S) by

Dp(C, S) :=
⊕
i∈Ip

S/(µi),
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with differential

dp : Dp(C, S) −→ Dp+1(C, S), (dp(s))j =

p+1∑
k=0

(−1)ksj0,...,ĵk,...,jp+1
,

where sj0,...,ĵk,...,jp+1
is regarded as an element of the quotient S/(µj). The diagonal action of S on

each summand turns D(C, S) into a differential graded S-module, and we write

H∗(C, S),

for its cohomology.
If it is necessary to emphasize the chosen collection of elements (µa)a∈A, we write

D(C, S, (µa)a∈A), H∗(C, S, (µa)a∈A).

If we take S = ΛT [ζ] and µa = ηa for all a ∈ A, then D(S,C) is precisely the Mayer–Vietoris

complex MV(T, PC,MC).

Example 5.22. Consider the union of the coordinate axes in P2. Let A = {1, 2, 3} and

C△ = {C1, C2, C3}, C1 = {2, 3}, C2 = {1, 3}, C3 = {1, 2},

and suppose T acts on P via the characters χ1, χ2, χ3. In this example we abbreviate i0i1 . . . ip for
the p-simplex (i0, . . . , ip) in I. The nerve of the cover (C1, C2, C3) is the hollow triangle.

C1

C3 C2

C13={2} C12={3}

C23={1}

For P△ := PC△ , the Mayer–Vietoris complex is

Ω1 ⊕ Ω2 ⊕ Ω3 Ω12 ⊕ Ω13 ⊕ Ω23 0.d0

More explicitly, we have

d0 : ΛT [ζ]/ ((ζ + χ2)(ζ + χ3))⊕ ΛT [ζ]/ ((ζ + χ1)(ζ + χ3))⊕ ΛT [ζ]/ ((ζ + χ1)(ζ + χ2))

−→ ΛT [ζ]/ (ζ + χ3)⊕ ΛT [ζ]/ (ζ + χ2)⊕ ΛT [ζ]/ (ζ + χ1) ,

with
(f1, f2, f3) 7−→ (f1 − f2, f1 − f3, f2 − f3).

The kernel is equal to

ker d0 = {(f1, f2, f3) ∈ MV0 | f1 − f2 ∈ (ζ + χ3), f1 − f3 ∈ (ζ + χ2), f2 − f3 ∈ (ζ + χ1)},

and the image of d0 is generated as ΛT [ζ]-module by

d0(1, 0, 0) = (1, 1, 0), d0(0, 1, 0) = (1, 0, 1), and d0(0, 0, 1) = (0, 1, 1).
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The ΛT [ζ]-module morphism

ΛT [ζ] −→ coker d0, f 7−→ (f, 0, 0),

is surjective with kernel
⟨ζ + χ1, ζ + χ2, ζ + χ3⟩ΛT [ζ].

Thus
coker d0 ∼= ΛT / (χ1 − χ2, χ1 − χ3, χ2 − χ3) ,

as ΛT [ζ]-modules, with ζ acting by −χ1 = −χ2 = −χ3. We obtain equalities of graded ΛT [ζ]-
modules

ν(P△) = ker d0, (H∗+1
T P△)1 = ΛT / (χ1 − χ2, χ1 − χ3, χ2 − χ3) , and (H∗+2

T P△)2 = 0.

Note that
tor(ΛT , H

∗
T (P△)) = (H∗

T (P△))1,

except for the case where χ1 = χ2 = χ3, i.e., when the T -action is trivial.

Remark 5.23. We have seen that the differential on MV is obtained by combining the coboundary
operator from the simplicial cohomology of I with projections to smaller quotients of ΛT [ζ]. All
data defining the Mayer–Vietoris complex, and hence the equivariant cohomology of PC, are encoded
by the sets in C together with their intersections.
As in the previous example, it is therefore natural to visualize a projective union PC by the weighted
simplicial complex whose underlying simplicial complex is N (C) and whose weights are the subsets
Ci ⊆ A. For the first-column component of PC we obtain a compact, albeit not very insightful,
description

ν(PC) = {(fi)i∈I ∈ MV0 | fi − fj ∈ (ηij)}.

In general, the cohomology of MV can be interpreted as weighted simplicial cohomology. This
reformulation does not significantly aid the actual computation of H(MV), but it highlights the
simplicial nature of the Mayer–Vietoris complex. We will not pursue this viewpoint further and
refer the reader to [LR25].

Remark 5.24. Given collections of subsets C = (Ci)i∈I and D = (Dj)j∈J of A, then the correspond-
ing projective unions satisfy PD ⊆ PC if and only if there exists a map

ω : J −→ I,

such that
Dj ⊆ Cω(j), j ∈ J.

As explained in Remark 3.38, we may, without loss of generality, assume, that ω is a bijection, or
equivalently, that I = J and

Di ⊆ Ci, i ∈ I.

After this adjustment, the inclusion

ιCD : (T, PD,MD) −→ (T, PC,MC),

is a morphism in GCov. The induced restriction

ι̂CD : G(H∗
T (PC)) −→ G(H∗

T (PD)),
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between the associated graded algebras is equal to the map in cohomology induced by the morphism
of Mayer-–Vietoris complexes

(ιCD)1 : MV(T, PD,MD) −→ MV(T, PC,MC),

whose components are the projections

H∗
T (PCi) = ΛT [ζ]/(ηCi) −→ H∗

T (PDi) = ΛT [ζ]/(ηDi), i ∈ I.

We conclude this subsection with a brief discussion on how H(MV) can be computed by consider-
ing syzygies instead of divisibility conditions. For a detailed introduction to syzygies we refer to
Chapter 15 of [Eis95] or [Eis05].

Definition 5.25. Let S be an integral domain with unit and let u1, . . . , ur be elements of an
S-module L. The syzygies of u1, . . . , ur over S are the elements of the S-module

SyzS(u1, . . . , ur) := {(a1, . . . , ar) ∈ Sr | a1u1 + . . .+ arur = 0} ⊆ Sr.

If a submodule L′ ⊆ L is generated by u1, . . . , ur, we write

SyzS(L
′) := SyzS(u1, . . . , ur).

Note that SyzS(L
′) depends on the chosen generating set of L′.

We begin with the more general framework introduced in Remark 5.21. Fix nonzero elements
µa ∈ S for all a ∈ A. For both the complex (D(C, S), d) and the complex (C∗(I, S), c), that is, the
cochain complex of the full simplex I with coefficients in S, we define the standard generators

ei, i ∈ I,

as well as e1, in the same way as for the Mayer–Vietoris complex in Definition 5.16. By modifying
the differential c, we obtain a new complex

. . . Cp−1(I, S) Cp(I, S) Cp+1(I, S) . . .ĉp−1 ĉp

with

ĉ(ej) =
∑
i∈Ip

µj

µi
c(ej)i, j ∈ Ip−1.

where the quotient µj/µi is taken in S and is well-defined because µi is nonzero and divides µj
whenever c(ej)i ̸= 0. We define the graded S-modules

Sp(C, S) := ker ĉp, Up(C, S) := im ĉp−1,

and set
S∗(C, S) =

⊕
p≥0

Sp(C, S), U∗(C, S) =
⊕
p≥0

Up(C, S).

Furthermore, we write
H∗(I, S), Ĥ∗(I, S) = S∗(C, S)/U∗(C, S),

for the cohomology of (C∗(I, S), c) and (C∗(I, S), ĉ), respectively.
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Remark 5.26. Suppose that (aj)j∈Ip ∈ Sp(C, S). Equivalently,

ĉ((aj)j∈Ip
)i = 0, i ∈ Ip+1,

which is the same as ∑
j∈Ip

ajµjc(ej)i =
∑
j∈Ip

ajc(µjej)i = 0, i ∈ Ip+1,

since S is a domain. Thus,
Sp(C, S) = SyzS(c(µjej) | j ∈ Ip),

and we call S∗(C, S) the module of syzygies.
The elements of U∗(C, S) are those universal relations obtained by eliminating the coefficient part
via least common multiples of the µj , after which only the simplicial coboundary part remains. We
will refer to them as elementary syzygies, and they are present for any choice of µa and, in particular,
also hold when the µa are algebraically independent. In that case they are closely related to the
familiar monomial syzygies (see, e.g., [Eis95, Chapter 15.2]).

Example 5.27. If (ai)i∈I ∈ ker ĉ0, then

µiai = µjaj , i, j ∈ I.

Define
Lµ :=

⋂
a∈C

(µa) ⊆ S.

If µa is nonzero for all a ∈ A, then

Ĥ0(I, S) = S0(C, S) = Lµ ·
Å

1

µi
ei

ã
i∈I

.

In particular, if S is a UFD, then Lµ = (µ) is principal, where the least common multiple

µ := lcm(µa | a ∈ C),

is well defined up to a unit. Hence

Ĥ0(I, S) = S ·
Å
µ

µi

ã
i∈I

.

For the following Lemma we keep the notation as in Example 5.27. Note that the shift in degrees
is a consequence of the long exact sequence we consider in order to obtain the formula.

Lemma 5.28. Let S be a Noetherian integral domain, and let µa ∈ S be nonzero for all a ∈ A.
Then there are isomorphisms of S-modules

Hp(C, S) ∼= Sp+1(C, S)/Up+1(C, S), p ≥ 1,

as well as
H0(C, S) ∼= S/Lµ ⊕ S1(C, S)/U1(C, S).
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Proof. The projections

πp : Cp(I, S) =
⊕
i∈Ip

S −→ Dp(C, S) =
⊕
i∈Ip

S/(µi), p ≥ 0,

assemble into a surjective morphism of complexes

π : C∗(I, S) −→ D(C, S).

Moreover, the map
ξ : (C∗(I, S), ĉ) −→ (ker(π), c), ei 7−→ µiei,

is an isomorphism, giving rise to a short exact sequence

0 (C∗(I, S), ĉ) (C∗(I), c) (D(C, S), d) 0.
ξ π

The complex (C∗(I), c) is exact in positive degree, so the associated long exact sequence in coho-
mology yields graded S-isomorphisms

Hp(C, S) ∼= Ĥp+1(I, S), p ≥ 1.

The beginning of the long exact sequence is

0 Ĥ0(I, S) H0(I, S) H0(C, S) Ĥ1(I, S) 0,δ

with connecting morphism

δ : H0(C, S) −→ Ĥ1(I, S), (ajej)j∈J 7−→
Ç
ai − aj
µ(i,j)

e(i,j)

å
(i,j)

∈ I2.

Fixing the minimal element i0 ∈ I, we obtain a right inverse to δ by

Ĥ1(I, S) −→ H0(C, S), (a(i,j)e(i,j))(i,j)∈I2
7−→ (a(i0,j)µ(i0,j)ej)j∈I ,

where we set ai0i0µi0i0 = 0. Furthermore,

H0 (I, S) = S · e1, ξ
Ä
Ĥ0(I, S)

ä
= Lµ · e1,

as shown in Example 5.27. Hence we obtain a split exact sequence

0 S/Lµ · eI H0(C, S) Ĥ1(I, S) 0.

which proves the claim.

In the following we write

S∗ := S∗(C,ΛT [ζ]), U∗ := U∗(C,ΛT [ζ]).
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Corollary 5.29. We have isomorphisms of ΛT [ζ]-modules

Hp(MV) ∼= Sp+1/Up+1, p ≥ 1,

as well as
H0(MV) ∼= ΛT [ζ]/(η)⊕ S1/U1,

where
η := lcm(ηa | a ∈ C),

denotes the least common multiple (well defined up to a unit).

Proof. Since ΛT [ζ] is a UFD, the claim follows from Lemma 5.28 with S = ΛT [ζ] and µa = ηa for
all a ∈ A, together with Example 5.27.

Example 5.30. We revisit Example 5.22. One computes

S2 = C2(I,ΛT [ζ]) = ΛT [ζ], U2 =
〈
ζ + χ1, ζ + χ2, ζ + χ3

〉
,

in agreement with the earlier result. Moreover,

S1 =

ß
(a12, a13, a23) ∈ C1(I,ΛT [ζ]) = ΛT [ζ]

⊕3 | a12(ζ + χ3)− a13(ζ + χ2) + a23(ζ + χ1) = 0

™
,

and
U1 =

〈
(ζ + χ2, ζ + χ3, 0), (ζ + χ1, 0,−(ζ + χ3)), (0, ζ + χ1, ζ + χ2)

〉
.

According to Corollary 5.29, the module H0(MV) consists of the constant triples, i.e., elements
(f1, f2, f3) such that there exists some f ∈ ΛT [ζ]/(η) whose restrictions equal the entries fi, and of
the non-constant triples (f1, f2, f3) ∈ MV0 characterized by the coefficients of their differences

f1 − f2 = a12(ζ + χ3), f1 − f3 = a13(ζ + χ2), f2 − f3 = a23(ζ + χ1).

The coefficients of compatible differences form the module S1, and those lying in U1 correspond
either to triples in the kernel of π or to constant triples whose difference coefficients still satisfy the
conditions of S1. For example, the element (ζ + χ2, ζ + χ3, 0) ∈ U1 corresponds to ((ζ + χ2)(ζ +
χ3), 0, 0) ∈ C0(I,ΛT [ζ]), which maps to zero in MV0.
To describe the non-constant triples in H0(MV), consider the morphism

κ : S1 −→ T := {(b12, b13) ∈ Λ2
T /
(
(χ2 − χ1, χ3 − χ1)

)
| b12(χ3 − χ1) = b13(χ2 − χ1)},

(a12, a13, a23) 7−→
Å
a12(ζ = −χ1), a13(ζ = −χ1)

ã
,

that evaluates a12, a13 ∈ ΛT [ζ] at ζ = −χ1. It can be verified directly that κ is well-defined,
surjective and has kernel U1. In conclusion,

S1/U1 ∼= T .

As another example, the tripleÅ
0, (χ2 − χ1)(ζ + χ3), (χ3 − χ1)(ζ + χ2)

ã
∈ MV0
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is an element of H0(MV), and corresponds to

κ

Å
(χ2 − χ1, χ3 − χ1, χ2 − χ3)

ã
=
(
χ2 − χ1, χ3 − χ1

)
= 0

in T . Note that (
χ2 − χ1, χ3 − χ1, χ2 − χ3

)
∈ U1,

and thatÅ
0, (χ2 − χ1)(ζ + χ3), (χ3 − χ1)(ζ + χ2)

ã
=

Å
(ζ + χ2)(ζ + χ3), (ζ + χ2)(ζ + χ3), (ζ + χ2)(ζ + χ3)

ã
is a constant triple.

An advantage of S as opposed to MV is that it is a domain, and therefore the description of torsion
over ΛT [ζ] is more straightforward in Ĥ∗(I,ΛT [ζ]) than in H(MV).

Definition 5.31. Let L be an S-module and η ∈ S. The annihilator of η in L is defined as the
S-submodule

Ann(η, L) := {m ∈ L | η ·m = 0} ⊆ L.

Define

Mp(η,U) := {(ai)i∈Ip
∈ Up(C, S) | ai is divisible by η for all i ∈ Ip}, p ≥ 0.

The following Lemma relates the torsion in Ĥ∗(I, S) to the torsion in H∗(C, S).

Lemma 5.32. Let S be a Noetherian integral domain, and let µa ∈ S be nonzero for all a ∈ A.
For any nonzero element η ∈ S, there are S-module isomorphisms

Ann(η,Hp(C, S)) ∼=Mp+1(η,U)/ĉ (η · Cp(I, S)) , p ≥ 1,

and
Ann(η,H0(C, S)) ∼= Ann(η, S/Lµ)⊕M1(η,U)/ĉ

(
η · C0(I, S)

)
.

Proof. From Lemma 5.28 we obtain

Ann(η,Hp(C, S)) ∼= Ann(η, Ĥp(I, S)), p ≥ 1,

and
Ann(η,H0(C, S)) ∼= Ann(η, S/Lµ)⊕Ann(η, Ĥ0(I, S)),

as S-modules. Since C∗(I, S) is torsion-free over S, we have a surjective morphism

Mp(η,U) −→ Ann(η, Ĥp(I, S)), (ai)i∈Ip
7−→

sÅ
ai
η

ã
i∈Ip

{
,

where, for each i, the notation
ai
η denotes the unique element s ∈ S such that sη = ai.The kernel

of this morphism is
η · Up(C, S) = ĉ

(
η · Cp−1(I, S)

)
,

and the claim follows.
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5.3 Localization for Projective Unions

As anticipated, unions of projective spaces provide a favorable setting for the method of restricting
to T -fixed points. One of the main results of this theory, Theorem 2.21, is formulated for fixed points
of arbitrary subgroups K ⊆ T . In the case of projective unions, many restrictions to smaller unions
can be realized as restrictions to the fixed points of such subgroups, and these maps consequently
become isomorphisms after inverting an appropriate set of characters.

This phenomenon is examined in Lemma 5.40 and Remark 5.42. Furthermore, the results from
Chapter 4.1 are adapted to the present situation in Corollary 5.37, Corollary 5.38, and Lemma 5.44.

Remark 5.33. In Example 2.19, we considered the restriction of a projective space P to its set of
T -fixed points: Let F1, . . . , Fs be the partition of A such that χa = χb if and only if a, b ∈ A lie
in the same part of the partition. The fixed-point set PT can then be expressed as the projective
union

PF, F = {Fj | j = 1, . . . , s}.

Its equivariant cohomology is

H∗
T (PF) =

s⊕
j=1

ΛT [ζ]/(ηFj ),

since the sets Fj are disjoint. In particular, H∗
T (PF) is free over ΛT .

The restriction is given by the projections πj onto each component ΛT [ζ]/(ηFj
), i.e.,

ι∗ : H∗
TP −→ H∗

T (PF), f 7−→ (π1(f), . . . , πs(f)).

Example 5.34. In the situation where P has finitely many T -fixed points (see Example 2.39), the
partition F consists of all singletons Fa = {a}, a ∈ A. In this case, each projection πa is precisely
the evaluation of f(ζ) ∈ ΛT [ζ]/(ηA) at ζ = −χa. Thus, a tuple (pa)a∈A ∈ ΛAT lies in the image of
ι∗ if and only if there exists a polynomial f(ζ) in ΛT [ζ]/(ηA) interpolating the values pa.

Definition 5.35. Let C = (Ci)i∈I and D = (Dj)j∈J be collections of subsets of A. We write D ⊆ C
and say that D is finer than C if, for all j ∈ J , there exists an i ∈ I such that Dj ⊆ Ci. The
intersection of collections is defined as

C ∩D := (Ci ∩Dj)(i,j)∈I×J .

Remark 5.36. The set of T -fixed points in a projective union PC is itself a projective union

PTC =PC∩F=PC ∩ PF.

In particular, PTC is finite precisely when C∩F consists of singletons. Equivalently, this holds exactly
when, within each subset C ∈ C, all corresponding characters are distinct.

Remark 5.36 has the following consequence for the torsion in equivariant cohomology.

Corollary 5.37. If R is a field, then the ΛT -torsion submodule of H∗
T (PC) coincides with the kernel

of the localization map:
τ(PC) = tor(ΛT , H

∗
T (PC)).
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Proof. This follows from Corollary 2.24, since

H∗
T (PC)

T = ΛT ⊗R H∗(PC∩F),

which is torsion-free over ΛT by Corollary 5.48, a result that is independent of the present chapter.

Corollary 5.38. If PC has finitely many T -fixed points, then

τ(PC) = tor(ΛT , H
∗
T (PC)) = (H∗

T (PC))1, ι(PC) ∼= ν(PC) = H0(MV(T, PC,MC)).

Proof. If PC has finitely many T -fixed points, then (H∗
T (PC)

T )1 = 0, and Lemma 4.2 implies the
claim.

In Remark 5.24, we introduced inclusions of projective unions and saw that PD ⊆ PC holds precisely
when D ⊆ C. Moreover, we observed there that in this situation one may always assume I = J and
Di ⊆ Ci for all i ∈ I. With this adjustment, the inclusion

ιCD : (T, PD,MD) −→ (T, PC,MC),

is a morphism in GCov. The induced restriction on cohomology,

ι̂CD : G(H∗
T (PC)) −→ G(H∗

T (PD)),

between the associated graded algebras coincides with the cohomology map arising from the mor-
phism of Mayer-–Vietoris complexes

(ιCD)1 : MV(T, PD,MD) −→ MV(T, PC,MC),

whose components are the projections

H∗
T (PCi

) = ΛT [ζ]/(ηCi
) −→ H∗

T (PDi
) = ΛT [ζ]/(ηDi

), i ∈ I.

Definition 5.39. For a subset B ⊆ A and collection of subsets D = (Dj)j∈J set

LB := {χa − χb | a, b ∈ B}, LD :=
⋃
j∈J

LDj
,

and define the subgroup

TD := T⟨LD⟩ =
⋂

χ∈LD

kerχ ⊆ T,

(see Definition 2.15).

Lemma 5.40. For D ⊆ C, the inclusion ιCD is the restriction to the fixed points of a subgroup of T
if and only if

PTD

C = PD.
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Proof. Let K ⊆ T be a subgroup with corresponding sublatticeMK ≤M . For any i ∈ I, the action
of K on PCi is given by the characters

JχaK, a ∈ Ci,

viewed as elements of the character lattice M/MK of K (Remark 4.11). By Example 2.19,

PDi
⊆ PKCi

if and only if
JχaK = Jχa′K, ∀a, a′ ∈ Di,

that is, if LDi ⊆MK . Since

PD ⊆ PKC ⇐⇒ PDi
⊆ PKCi

, ∀i ∈ I,

we deduce
PD ⊆ PKC ⇐⇒ LD =

⋃
i∈I

LDi
⊆MK .

Thus, PD ⊆ PKC if and only if M/MK is a quotient of M/MTD
=M/⟨LD⟩, equivalently if and only

if K ⊆ TD (Remark 4.11).
Finally, if PD = PKC for some subgroup K ⊆ T , then K ⊆ TD, and hence

PD ⊆ PTD

C ⊆ PKC = PD,

which proves the claim.

Remark 5.41. If PTD

C = PD, then in particular,

PC∩F = PC ∩ PF = PC ∩ PT = PTC ⊆ P
TD

C = PD.

This implies F ∩ C ⊆ D as well as C = D, since F is a partition of A. Hence, these two properties
provide necessary conditions for D in Lemma 5.40.

Moreover, as seen in the proof of Lemma 5.40, if PD is the fixed-point set of a subgroup of T , then
TD is the maximal subgroup with this property.

Remark 5.42. By the Localization Theorem 2.21, restrictions to fixed points become isomorphisms
after localization. For the fact that it suffices to invert only finitely many characters, we refer to
the proof of [AF24, Theorem 7.1.1]. We simply state the result here:

For D ⊆ C, define SC
D to be the multiplicative subset of ΛT generated by the finite set LC\LD. If ιCD

is a restriction to fixed points, then Lemma 5.40 gives PD = PTD

C , and ιCD becomes an isomorphism
after localizing at SC

D.

Another way to see the same fact is to regard ιCD as a morphism in GCov. If it is a restriction to
fixed points, then for each i ∈ I the component

H∗
T (PCi

) −→ H∗
T (PDi

),

is itself a restriction to fixed points, becoming an isomorphism after localization at S
Ci

D , the multi-
plicative subset generated by LCi \ LD.
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It follows that (ιCD)1 becomes an isomorphism after localization at SC
D, since

LC \ LD =
⋃
i∈I

LCi \ LD,

and hence (SC
D)−1ιCD is an isomorphism by Corollary 3.42.

Example 5.43. The localization map ι∗ of PC is given by ιCC∩F. By definition, we have that LF = {0}
as well as TF = T , and ι∗ becomes an isomorphism after inverting the characters in LC \ {0}.
We conclude this subsection with a discussion of the moment graph of a projective union. In
principle, nothing new needs to be proved here, we simply recollect results from previous chapters.

Lemma 5.44. Assume that for each i ∈ I the characters in LCi
are relatively prime. Then the

moment graph ΓC of PC has vertex set C and an edge between a, b ∈ C whenever there exists an
i ∈ I with a, b ∈ Ci. Moreover,

ι(PC) ∼= H∗(ΓC).

Proof. In Example 2.39, we saw that each PCi
has as moment graph the complete graph on the

vertex set Ci and is a GKM-variety, provided the characters in LCi are relatively prime. Hence PC

itself has finitely many T -fixed points and is fixed-point closed. Furthermore, by Remark 5.14, the
Mayer-–Vietoris complex MV(T, PC,MC) is torsion-free over ΛT , andMC is a good cover. Therefore
Lemma 4.8 and Theorem 4.10 apply, and the claim follows.

5.4 Generic and Trivial Torus Action

In this subsection we examine two extremal cases of the torus action on a projective union PC: the
trivial action and the generic action, in which the characters are maximally independent. In both
situations we obtain structural results expressing G(H∗

T (PC)) in terms of simplicial cohomology
(Lemma 5.47 and Lemma 5.52). As R-modules, the cohomology of PC is thus described entirely in
simplicial terms. As a ΛT -module, however, even the torsion-free part of the equivariant cohomology
with respect to a generic torus action need not be free (Example 5.59).

The characters relevant for the equivariant cohomology of PC lie in the sublattice

MC := ⟨χa | a ∈ C⟩,

and we start with the case that MC = 0, i.e., T acts trivially on PC. Since ΛT is free over R,
Lemma 2.9 gives

H∗
T (PC) = ΛT ⊗Z H

∗(PC).

One option would be to compute the ordinary singular cohomology of PC, e.g. by the Mayer–Vietoris
spectral sequence. Instead, we remain in the equivariant setting and reproduce the same procedure
under the assumption MC = 0. In this case, the equivariant cohomology of Pi reduces to

Ωi = ΛT [ζ]/(ζ
|Ci|),

and H∗
T (PC) can be expressed in terms of simplicial cohomology of certain simplicial complexes.

Definition 5.45. For t ∈ Z≥0, let ∆(t) be the simplicial complex on I with p-simplices all i ∈ Ip
with |Ci| ≥ t. Its cochain differential is denoted by dt.
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We form the differential bigraded R-module

C :=
⊕
t≥0

C∗(∆(t), R), d :=
∑
t≥0

dt, Cp,t = Cp(∆(t), R).

For a p-simplex i in ∆(t) and a q-simplex j in ∆(s), denote the dual basis elements by eti and e
s
j ,

respectively. Define

eti · esj :=

{
(−1)tqet+si ⌣ et+sj = (−1)tqet+si·j , i, j ∈ ∆(t+ s),

0, otherwise.

By bilinear extension, we obtain a product

· : Cp(∆(t))× Cq(∆(s)) −→ Cp+q(∆(t+ s)).

Lemma 5.46. The differential bigraded module (C, d) is a differential bigraded algebra with respect
to the above product.

Proof. Let i be a p-simplex in ∆(t) and j a q-simplex in ∆(s), and assume both i and j are simplices
in ∆(t+ s).

First observe that
dt(e

t
i) · esj = (−1)tqdt+s(et+si )⌣ et+sj ,

since every summand occurring in dt(e
t
i) but not in dt+s(e

t+s
i ) is annihilated by the product. Sim-

ilarly,
eti · ds(esj) = (−1)t(q+1)et+si · dt+s(et+sj ).

It follows that
d(eti · esj) = (−1)tqdt+s(et+si ⌣ et+sj )

= (−1)tq
Ä
dt+s(e

t+s
i )⌣ et+sj + (−1)pet+si ⌣ dt+s(e

t+s
j )
ä
,

by the Leibniz rule for the differential dt+s. On the other hand,

d(eti) · esj + (−1)t+peti · d(esj) = dt(e
t
i) · esj + (−1)t+peti · ds(esj)

= (−1)tqdt+s(et+si )⌣ et+sj + (−1)t(q+1)+t+pet+si · dt+s(et+sj ),

and we conclude
d(eti · esj) = d(eti) · esj + (−1)t+peti · d(esj).

If either i or j is not a simplex in ∆(t+ s), then

eti · esj = d(eti) · esj = eti · d(esj) = 0,

and d satisfies the Leibniz rule in both cases.

Finally, for associativity, take a p-simplex i in ∆(t), a q-simplex j in ∆(s), and an v-simplex ℓ in
∆(r), all lying in ∆(t+ s+ r). Then

eti(e
s
je
r
ℓ) = (−1)sv+t(q+v)et+s+ri·j·ℓ = (−1)tq+(t+s)vet+s+ri·j·ℓ = (etie

s
j)e

r
ℓ .
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The cohomology of (C, d) is

H(C, d) =
⊕
t≥0

H∗(∆(t)),

which inherits the bigrading and multiplication from (C, d).

Lemma 5.47. If T acts trivially on PC, then

G(H∗
T (PC)) ∼= ΛT ⊗R

Ñ⊕
t≥0

H∗(∆(t))

é
,

as bigraded ΛT -algebra.

Proof. Notice that the Mayer–Vietoris complex (MV, d) associated to PC splits into subcomplexes

MV =
⊕
t≥0

MVt,

with each component given by

MVt :=
⊕
p≥0

⊕
i∈∆(t)p

ΛT · ζt = ΛT ⊗
⊕
p≥0

⊕
i∈∆(t)p

R · ζt.

The map
ΛT ⊗ C∗(∆(t)) −→ MVt, eti 7−→ ζt ∈ Ωi,

is an isomorphism of differential bigraded ΛT -modules, with grading

(ΛT ⊗ C∗(∆(t)))
p,q

= Λq−tT ⊗ Cp(∆(t)), MVp,qt = Λq−tT ⊗
⊕

i∈∆(t)p

R · ζt.

The product on C was defined to ensure that

ΛT ⊗ C −→ MV,

is an isomorphism of differential bigraded algebras. Hence

H(MV) ∼= ΛT ⊗R
⊕
t≥0

H∗(∆(t))

as bigraded ΛT -algebras, and the claim follows from Theorem 3.28.

Corollary 5.48. If T acts trivially on PC and R is a field, then H∗
T (PC) is torsion-free over ΛT .

Proof. Since R is a field, each cohomology group H∗(∆(t)) is free as an R-module. Lemma 5.47
then implies that the associated graded module G(H∗

T (PC)) is torsion-free over ΛT . But if H
∗
T (PC)

contained torsion, the same would hold for its associated graded module, contradicting the previous
conclusion. Therefore H∗

T (PC) is torsion-free over ΛT .

Next, we turn to the case of a generic torus action on PC, characterized by maximal independence
of the characters. In this setting, the equivariant cohomology can again be compared to simplicial
cohomology of suitable complexes.
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Definition 5.49. We call the action of T on PC generic if MC is a saturated sublattice of M with
basis {χa | a ∈ C}.

Assume for the rest of this subsection that T acts generically on PC. Set T
′′ := TMC

andM ′ :=MC.
Note that T ′′ acts trivially on PC, since χa |T ′′= 0 for all a ∈ C. Choose complements M ′′ ⊆ M
and T ′ ≤ T to M ′ and T ′′, respectively. By Lemma 4.14, the character lattices of T ′ and T ′′ are
naturally identified with M ′ and M ′′, and we obtain the splitting

ΛT = ΛT ′ ⊗ ΛT ′′ = Sym∗M ′ ⊗ Sym∗M ′′.

Fix an index set K and characters χa ∈M , a ∈ K, forming a basis of M ′′.

A key feature of the generic action is that the elements

ηa = ζ + χa, a ∈ O := C ⊔K,

together with ζ, form a set of algebraically independent generators of ΛT [ζ]. From now on we
regard ΛT [ζ] as a polynomial ring in these variables, so that ηS is a monomial, and every use of the
term monomial refers to this interpretation.

For subsets S ⊆ B ⊆ O, define

ΛSB := R[ηa | a ∈ B \ S], ΛS := ΛSO, ΛB := Λ∅
B .

Definition 5.50. For subsets S ⊆ B ⊆ C, let ∆B
S be the simplicial complex on I whose p-simplices

are all i ∈ Ip with Ci ∩ B ⊈ S. The corresponding cochain differential is denoted by dBS . We also

write (∆S , dS) := (∆C
S , d

C
S).

We now construct the analogue of the complex from the trivial action case. Define the differential
bigraded R-module

GE :=
⊕
S⊆C

ΛS ⊗R C∗(∆S),

with differential d :=
∑
S⊆C dS and bigrading

GEp,k =
⊕
S⊆C
|S|≤k

Ä
Λ
k−|S|
S ⊗ Cp(∆S)

ä
.

For S,U ⊆ C, let χS ∈ ΛS and χU ∈ ΛU be monomials. If i is a p-simplex in ∆S and j a q-simplex

in ∆U , we denote their dual basis elements in Cp(∆S) and C
q(∆U ) by e

S
i and eUj , respectively, and

put

eS1 :=
∑
i∈I
Ci⊈S

eSi .

Multiplication is defined by

(χS ⊗ eSi ) · (χU ⊗ eUj ) = (−1)(|χS |+|S|)q
Ä
χSχUηS∩U ⊗ eS∪Ui·j

ä
,

whenever i and j are simplices in ∆S∪U , and zero otherwise. Bilinear extension yields a product

· : ΛS ⊗ Cp(∆S)× ΛU ⊗ Cq(∆U ) −→ ΛS∪U ⊗ Cp+q(∆S∪U ),

85



5 Projective Unions

restricting to
GEp,k ×GEq,v −→ GEp+q,k+v,

on the graded components. By arguments parallel to Lemma 5.46, one verifies:

Lemma 5.51. The differential bigraded module (GE, d) is a differential bigraded algebra with respect
to the product defined above.

By mapping

ηa 7−→ 1⊗ e{a}1 , a ∈ C,

we obtain a morphism ΛC → GE which turns (GE, d) into a differential bigraded ΛC-algebra. The
cohomology

H(GE) =
⊕
S⊆C

ΛS ⊗R H∗(∆S),

inherits a natural structure of a bigraded ΛT [ζ]-algebra. As in the case of the Mayer–Vietoris
complex, we regard both GE and H(GE) simultaneously as bigraded and as monograded objects,
the latter with respect to the first grading.

Lemma 5.52. Assume that T acts generically on PC. With the notation above,

G(H∗
T (PC)) ∼= ΛK [ζ]⊗R H(GE),

both as bigraded and monograded ΛT [ζ]-algebra.

Proof. First treat the case MC =M . Define

Ξ: R[ζ]⊗R GE −→ MV, ζt ⊗ (χS ⊗ eSi ) 7−→ ζtχSηSei,

for t ≥ 0 and χS ⊗ eSi ∈ ΛS ⊗R C∗(∆S).
Because the action is generic, Ξ is an isomorphism of differential bigraded R-modules, where the
left-hand side is graded by

(R[ζ]⊗R GE)p,k =
⊕
S⊆C
|S|≤k

Ñ ⊕
r+t+|S|=k

Rζt ⊗ ΛrS ⊗ Cp(∆S)

é
.

By construction, the ΛT -action and the product on GE are chosen to be compatible with Ξ, hence
Ξ is in fact an isomorphism of differential bigraded ΛT -algebras. Since R[ζ] is free over R, Theo-
rem 3.28 yields

R[ζ]⊗R H(GE) ∼= H(R[ζ]⊗GE) ∼= H(MV) ∼= G(H∗
T (PC)),

since R[ζ] is free over R.

In the general case, using the previously fixed decomposition T ∼= T ′ × T ′′ with T ′′ acting trivially
on PC, Lemma 4.28 gives

G(H∗
T (PC)) = ΛT ′′ ⊗G(H∗

T ′(PC)) = ΛK ⊗G(H∗
T ′(PC)).

and the first part applied to T ′ yields the stated isomorphism.
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Remark 5.53. In the case of a generic action, Lemma 5.52 provides a simplicial description of
H(MV). As an R-module, the cohomology G(H∗

T (PC)) decomposes completely into a direct sum of
the cohomology rings of the simplicial complexes ∆S . However, this splitting does not extend to the
ΛT -module structure, since the individual cohomology rings ΛS⊗H∗(∆S) are not preserved as ΛT -
submodules. This phenomenon is illustrated in Example 5.59, where we show that ΛK [ζ]⊗RH0(GE)
does not need to be free over ΛT .

Remark 5.54. Suppose we have an inclusion of projective unions PD ⊆ PC as in Remark 5.24, with
D = (Di)i∈I and C = (Ci)i∈I such that Di ⊆ Ci for all i ∈ I. Let GE′ denote the corresponding
complex and Ξ′ the corresponding isomorphism for PD (see Lemma 5.52).

Since MD is saturated in MC, a basis {χa | a ∈ K} complementing {χa | a ∈ C} can be extended
to a basis complementing {χa | a ∈ D} by setting

K ′ := K ⊔ C \D.

Thus, the collections of characters

{χa | a ∈ D ∪K ′}, {χa | a ∈ C ∪K},

coincide.
For S ⊆ C we have

Di ⊈ S ⇒ Ci ⊈ S, i ∈ I,

so every simplex of ∆D
S is also a simplex of ∆C

S , yielding an inclusion ∆D
S ↪→ ∆C

S . This induces

r̂S : C
∗(∆C

S) −→ C∗(∆D
S ),

and we define

rS : ΛS ⊗ C∗(∆C
S) −→ ΛC\D ⊗ ΛS∩D ⊗ C

∗(∆D
S ), rS(1⊗ eSi ) = ηS\D ⊗ 1⊗ r̂S(eSi ),

using ΛS ∼= ΛS\D ⊗ ΛS∩D ↪→ ΛC\D ⊗ ΛS∩D.

Collecting these maps gives

r : GE =
⊕
S⊆C

ΛS ⊗R C∗(∆C
S) −→ ΛC\D ⊗GE′ = ΛC\D ⊗

⊕
S⊆D

ΛS ⊗R C∗(∆D
S ).

The diagram

MV(T, PC,MC) ΛK [ζ]⊗GE

MV(T, PD,D) ΛK [ζ]⊗ ΛC\D ⊗GE′

Ξ

r

Ξ′

commutes. Hence the restriction

G(H∗
T (PC)) −→ G(H∗

T (PD)),

can be expressed, via Lemma 5.52, as

ΛK [ζ]⊗H(GE) −→ ΛK [ζ]⊗ ΛC\D ⊗H(GE′),

and this map is exactly the one induced by r in cohomology.
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As an application of Lemma 5.52, we can express ι(PC) = ν(PC) as ΛK [ζ] ⊗R H0(GE) which is
determined by the connected components of the 1-skeletons of the simplicial complexes ∆S .

Definition 5.55. For S ⊆ A let GS be the 1-skeleton of ∆S , that is, the graph with vertices i ∈ I
such that Ci ⊈ S and an edge between distinct i ̸= j whenever C(i,j) ⊈ S.

Remark 5.56. An element ∑
S⊆A

∑
i∈I
Ci⊈S

χS,i ⊗ eSi ,

of GE0 lies in H0(GE) if and only if for every connected component of GS , the coefficients χS,i are
constant across all vertices in that component.

Even for a generic action, determining a minimal generating set over ΛT for G(H∗
T (PC)), or even

for ν(PC), is difficult, despite the criterion of Remark 5.56. We will return to the description via
GE in Chapters 5.6 and 6.1. For now, we employ the Mayer–Vietoris complex to analyze ν(PC) in
the generic case. Specifically, we describe a test for freeness of ν(PC) over ΛT .

Remark 5.57. The localization theorem ensures that, for a sufficiently large multiplicative subset
L ⊆ ΛT , the localized module L−1ι(PC) is free of rank |C| over L−1ΛT . Consequently, if ι(PC) is
free as a ΛT -module, its rank must be |C|. Thus, non-freeness can be shown by exhibiting |C| + 1
elements in H0(GE) = ι(PC) that are independent over ΛT .

Lemma 5.58. Let z := |C| and assume that the characters {χa | a ∈ C} are pairwise distinct. Then
the elements ζ0e1, . . . , ζ

z−1e1 in ν(PC) are linearly independent over ΛT .

Proof. By construction, or by Corollary 5.29, the elements ζ0e1, . . . , ζ
z−1e1 lie in H0(MV) = ν(PC.

If they were linearly dependent, there would exist an f ∈ ΛT [ζ] of degree less than z such that

fe1 = 0 in MV0 .

This holds if and only if f is divisible by η, which is impossible since ΛT [ζ] is a UFD and the
characters χa are distinct.

Example 5.59. We give an example of a projective union with generic torus action for which the
first-column component is not free.
Suppose A = {1, . . . , 8} and CA = {C1, C2, C3, C4} with

C1 = {1, 3, 5}, C2 = {2, 3, 6}, C3 = {2, 4, 7}, C4 = {1, 4, 8}.

For this example, we write
ηi0...it := η{i0,...,it}, i0, . . . it ∈ A.

135 236

148 247

3

1 2

4

We claim that ν(PCA
) is not free over ΛT by constructing a linearly independent set of size 9.

Both (η12, η12, 0, 0) and (η34, 0, 0, η34) lie in H0(GE). Suppose the 9 elements

e0, ζe0, . . . , ζ
6e0, (η12, η12, 0, 0), (η34, 0, 0, η34),
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are linearly dependent. Then there exist f ∈ ΛT [ζ] of degree at most 6 and α, β ∈ ΛT such that

η247 | f, η148 | f + βη34, η236 | f + αη12,

and
η135 | f + αη12 + βη34.

Equivalently, there exist a0, a1, a2, a3 ∈ ΛT [ζ] of degree at most 3 with

a0η247 = f, a0η247 + a1η148 = βη34, a0η247 + a2η236 = αη12,

and
a0η247 + a3η135 = αη12 + βη34.

This yields
a0η247 + a1η148 + a2η236 − a3η135 = 0,

which forces one of η18, η36 or η135 to divide a0, and hence f . In any case this leads to a contradiction:
for example, if η135 | f , then

η135 | αη12 + βη34,

which is impossible since α, β ∈ ΛT .

5.5 Torus Change for Projective Unions

In the previous subsection we described the equivariant cohomology of a projective union PC under
a generic torus action. If a torus T acts non-generically on PC, that is, if the characters χa through
which it acts are linearly dependent, the computation of equivariant cohomology becomes more
involved. Nevertheless, one can always relate T to a sufficiently large torus T acting generically,
such that the T -equivariant cohomology of PC can be recovered from the T -equivariant cohomology
via a change of tori.

We now make this approach precise, which motivates a closer analysis of torus change from Chap-
ter 4.2 in the context of projective unions. We establish a criterion for when short exact sequences
analogous to those of the Künneth theorem arise (Lemma 5.62) and we present an alternative
method to decide whether the restriction of tori is surjective (Theorem 5.73).

For the remainder of this chapter we adopt the notation of Chapter 4.2, and in particular write JxK
for the class of an element x whenever the quotient under consideration is clear from the context.

Let T act on PC via characters χa, and let T act via characters µa. Denote the corresponding
character lattices by M and M , and write

(MV, d) = (MV(T, PC,MC), d), (MV, d) = (MV(T , PC,C), d),

for the associated Mayer–Vietoris complexes.

Remark 5.60. By construction of the torus action on a projective union, a morphism of tori

φ : T → T

is compatible with the actions on PC if and only if the induced map on character lattices

φ∗ : M −→M,

satisfies φ∗(µa) = χa for all a ∈ A.
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Remark 5.61. If T ∼= (C×)A is chosen with canonical characters µa, then its action on PC is generic
by definition. In this case, the assignment

φ∗ : M −→M, µa 7−→ χa,

defines a morphism of character lattices, with corresponding morphism of tori φ : T → T compatible
with the respective actions. The induced restriction and extension of tori

θ : H∗
T (PC) −→ H∗

T
(PC), Θ: ΛT ⊗ΛT

H∗
T (PC) −→ H∗

T
(PC),

relate the non-generic to the generic case.

For a general compatible morphism of tori φ : T → T , Remark 5.14 ensures that the hypotheses of
Lemma 4.37 are satisfied. Consequently, the induced maps on associated graded algebras

θ̂ : G(H∗
T (PC)) −→ G(H∗

T
(PC)), Θ̂ : ΛT ⊗ΛT

G(H∗
T (PC)) −→ G(H∗

T
(PC)),

are explicitly given by

θ̂ : H(MV) −→ H (ΛT ⊗ΛT
MV) = H(MV), JxK 7−→ JxK,

and
Θ̂: ΛT ⊗ΛT

H(MV) −→ H (ΛT ⊗ΛT
MV) = H(MV), λ⊗ JxK 7−→ Jλ⊗ xK.

Since R is a field, the morphism φ necessarily introduces relations R on ΛT (see Lemma 4.17). It
is therefore natural to formulate the results of this chapter in terms of introduced relations, which
is also the form required in the next chapter.

For simplicity, we further assume that T
S
= 1, or equivalently, that S(imφ∗) = M (see Defini-

tion 4.15). By Remark 4.11 this is the same as saying that M is a quotient of M , or that the
morphism

φ : T ↪→ T,

is an embedding. Through this assumption, we may omit the factor Λ
T

S in the formulas, which
will again be the relevant situation in the final chapter.

With these conventions we obtain

ΛT = ΛT /R, MV = MV /RMV,

and hence
θ̂ : H(MV) −→ H(MV /RMV),

as well as
Θ̂ : H(MV)/ (RH(MV)) −→ H(MV /RMV),

see Corollary 4.38.

Since MV is free over ΛT , the map Θ̂ can in principle be studied via the Künneth spectral se-
quence. However, this approach is typically complicated. By contrast, the Künneth theorem yields
a more accessible description, though it is not always applicable.

The following lemma gives a coarser description that holds under weaker assumptions than those
required for the Künneth theorem.
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Lemma 5.62. For p ≥ 0, set

Zp := ker dp, Bp := im dp−1.

Then there are short exact sequences

0 (Hp(MV)/RHp(MV)) Hp(MV /RMV) SyzHp+1(MV)(R)/SyzZp+1(R) 0,Θ̂

for all p ≥ 0, provided that
RMV∩Z = RZ.

Proof. Throughout, JxK denotes the residue class of x ∈ MV in the relevant quotient.
Consider the short exact sequence of graded ΛT -modules

0 Zp MVp Bp+1 0,

viewed as a short exact sequence of differential graded modules with zero differentials on Z and B.
If RMV∩Z = RZ, then the map

Z/RZ → MV /RMV,

is injective. By right exactness of the tensor product, we obtain a short exact sequence of differential
graded modules

0 Zp/RZp MVp /RMVp Bp+1/RBp+1 0.

The corresponding long exact sequence in cohomology is

. . . Bp/RBp Zp/RZp Hp(MV /RMV) Bp+1/RBp+1 . . .δp ϕ δp+1

where δp is the connecting homomorphism induced by the inclusion Bp ↪→ Zp, and ϕ is induced by
the inclusion Zp ↪→ MVp. From this, we obtain short exact sequences

0 Hp(MV)/RHp(MV) Hp(MV /RMV) ker δp+1 0, p ≥ 0,Θ̂

and after fixing generators r1, . . . , rt of R, we can define a well-defined morphism

κp : SyzHp(MV)(R) −→ ker δp, (Ju1K, . . . , JutK) 7→ Ju1r1 + . . . utrtK ∈ Bp/RBp.

If JxK ∈ ker δp, then x = z1r1 + . . . ztrt for some zi ∈ Zp hence κp(Jz1K, . . . , JztK) = JxK, and κp is
surjective. The kernel of κp consists precisely of tuples (Ju1K, . . . , JutK) with

u1r1 + · · ·+ utrt ∈ RBp,

i.e., there exist bi ∈ Bp such that (u1 − b1)r1 + . . . + (ut − bt)rt = 0 and (Ju1K, . . . , JutK) =
(Ju1 − b1K, . . . , Jut − btK) in SyzHp(MV)(R). In other words,

(u1 − b1, . . . , ut − bt) ∈ SyzZp(R),

and we have shown that
SyzHp(MV)(R)/SyzZp(R) −→ ker δp,

is an isomorphism.
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Remark 5.63. The result of the previous lemma is not specific to projective unions. More generally,
it requires only a covered space X, torus actions by T and T , and a compatible morphism

φ : T ↪→ T,

which is an embedding, i.e., such that T
S
= 1.

By Remark 4.39, the assumption of Lemma 5.62, that is,

RMV∩Z = RZ,

is sufficient to ensure that Θ̂ is injective. In the case of equivariantly formal spaces, Example 4.24
shows that Θ is even an isomorphism.

The subtle point is surjectivity of θ̂ (or equivalently of Θ̂): namely, whether

ker d = d−1(RMV)/RMV,

contains additional cocycles compared to ker d. For projective unions, one can establish a recursive
criterion for this by considering semi-regular sequences. Recall that the Mayer–Vietoris complex
corresponding to PC together with its T -action is given by

MV =
⊕
p≥0

⊕
i∈Ip

ΛT [ζ]/(ηi), ηi =
∏
a∈Ci

ηa, ηa = ζ + µa.

Similarly, writing
ηa := ζ + χa = φ̂(ηa),

see Remark 5.60, we obtain

MV =
⊕
p≥0

⊕
i∈Ip

ΛT [ζ]/(ηi), ηi =
∏
a∈Ci

ηa.

In Remark 5.21 these appeared as a special case of the more general differential graded S-module
D(C, S). Concretely,

MV(T, PC,MC) = D(C,ΛT [ζ], (ηa)a∈A),

and
MV(T , PC,MC) = D(C,ΛT [ζ], (ηa)a∈A).

Definition 5.64. For subsets U, V ⊆ A set

ΛT [ζ]/V := ΛT [ζ]/(ηa | a ∈ V ), ηUa :=

®
ηa, if a /∈ U,
1, if a ∈ U,

and define
MVUV := D(C,ΛT [ζ]/V, (η

U
a )a∈A).

Analogously,

ΛT [ζ]/V := ΛT [ζ]/(ηa | a ∈ V ), ηUa :=

®
ηa, if a /∈ U,
1, if a ∈ U,

and
MV

U

V := D(C,ΛT [ζ]/V, (η
U
a )a∈A).

If necessary, we denote the differentials of MVUV and MV
U

V by dUV and d
U

V , respectively.
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Remark 5.65. The ring ΛT [ζ]/V is a quotient of ΛT [ζ] over an ideal generated by linear forms,
hence a Noetherian integral domain, which is required in the definition D(C, S), and even further,
a UFD. Moreover, MVUV is naturally a ΛT [ζ]-module, and free as ΛT [ζ]/V -module.

The corresponding statements hold for ΛT [ζ]/V and MV
U

V .

Example 5.66. We abbreviate

MVV := MV∅
V , MVU := MVU∅ U, V ⊆ A,

and similarly for MV.
As extreme cases,

MVA = 0, MVA = C∗(N (C),ΛT [ζ]/A),

where N (C) is the nerve of the cover MC.

Remark 5.67. The module MVU coincides with the Mayer–Vietoris complex

MV(T, PC\U ,MC\U ),

where C \ U := (Ci \ U)i∈I .
Alternatively, we can consider the submodule

ZUV :=
⊕
i∈I

(ΛT [ζ]/V ) · ηCi\U ⊆ MVV ,

to obtain the description
MVUV = MVV /Z

U
V .

Note that
ZUV ⊆ Ann(ηU ,MVV ).

Analogously, we define

Z
U

V :=
⊕
i∈I

(ΛT [ζ]/V ) · ηCi\U ⊆ MVV ,

and obtain
MV

U

V = MVV /Z
U

V , Z
U

V ⊆ Ann(ηU ,MVV ).

In the following we will consider semiregular sequences which are sequences defined in terms of
partitions of their prefixes.

Definition 5.68. Let a1, . . . , an be a sequence in A. For 1 ≤ j ≤ n, we say that subsets U, V ⊆ A
partition the jth prefix a1, . . . , aj−1 of a1, . . . , an if

U ⊔ V = {a1, . . . , aj−1}.

We further write
Uj := U ∪ {aj},

and use the convention that {a1, . . . , aj−1} = ∅ for j = 1.

The sequence a1, . . . , an is called square-free if for all 1 ≤ j ≤ n and all a ∈ A \ {a1, . . . , aj}, the
differences

ηaj − ηa, ηaj − ηa,
are nonzero in ΛT [ζ]/(ηa1 , . . . , ηaj−1) and ΛT [ζ]/(ηa1 , . . . , ηaj−1), respectively.
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Remark 5.69. A square-free sequence a1, . . . , an in A has the following property: for every 1 ≤ j ≤ n
and every subset V ⊆ {a1, . . . , aj}, divisibility in the UFD ΛT [ζ]/V (cf. Remark 5.65) satisfies

ηaj | ηi ⇒ ηi = 0 or aj ∈ Ci for all i ∈ I.

The same statement holds in ΛT [ζ]/V .

Remark 5.70. Given 1 ≤ j ≤ n, let U, V be a partition of the jth prefix of a1, . . . , an. We have seen
in Remark 5.67 that

MVUV = MVV /Z
U
V ,

and further

MVUjV = MVV /Z
Uj
V =

(
MVV /Z

U
V

)
/
Ä
ZUjV /ZUV

ä
= MVUV /

Ä
ZUjV /ZUV

ä
.

If the sequence a1, . . . , an is square-free, then we see from Remark 5.69 and the definition of ZUV
that

ZUjV /ZUV = Ann(ηaj ,MVUV ).

Consequently, the following is a short exact sequence of differential graded modules

0 MVUjV MVUV MVUV j 0
·ηaj p

where p is the projection onto the quotient MVUV j .

The corresponding long exact cohomology sequence is

. . . Hp−1(MVUV j) Hp(MVUjV ) Hp(MVUV ) Hp(MVUV j) Hp+1(MVUjV ) . . .δp−1 ·ηaj p δp

and the connecting morphism is given by

δp : Hp(MVUV j) −→ Hp+1(MVUjV ), JxK 7−→
s
dUV (x)

ηaj

{
, x ∈ ker dUVj

.

Since x ∈ ker dUVj
implies that dUV (x) ∈ ηaj MVUV , the notation dUV (x)/ηaj is justified.

The corresponding constructions and long exact sequence can be made for MV
U

V as well.

Since MV = MV /RMV, there is a natural surjective projection

π : MV −→ MV,

whose induced map in cohomology coincides with the restriction of tori θ̂. More generally, for
subsets U, V ⊆ A we obtain projections

πUV : MVUV −→ MV
U

V ,

which induce morphisms

π̃UV : H(MVUV ) −→ H(MV
U

V ).

We denote by KU
V the kernel of π̃UV . Explicitly,

KU
V =

Ä
ker dUV ∩RMVUV + im dUV

ä
/ im dUV .
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Definition 5.71. We call a square-free sequence a1, . . . , an in A semi-regular if for every 1 ≤ j ≤ n
and for every partition U, V of the jth prefix, the connecting morphism δ of Remark 5.70 satisfies

δ−1(KUj
V ) ⊆ KU

V j + p(H(MVUV )).

Example 5.72. In the setting of Definition 5.71, suppose that

Hp(MVUjV ) = 0, p > 0.

Then, by construction
δ−1(KUj

V ) ⊆ ker δ = p(H(MVUV )).

If moreover
MVUV j = C∗(I,ΛT [ζ]/V j),

i.e., it coincides with the cochain complex of I with coefficients in ΛT [ζ]/V j, then

Hp(MVUV j)
∼=
®
ΛT [ζ]/V j, if p = 0,

0, if p > 0,

and consequently
p(H(MVUV )) = H(MVUV j).

Theorem 5.73. Suppose a1, . . . , an is a semi-regular sequence in A and that

π̃UV : H(MVUV ) −→ H(MV
U

V ), JxK 7−→ JxK,

is surjective for all partitions U, V of a1, . . . , an. Then the restriction θ and extension Θ of tori are
surjective.

Proof. Let 1 ≤ j ≤ n− 1 and let U, V be a partition of the jth prefix of a1, . . . , an. The long exact
sequences from Remark 5.70 for MV and MV fit into a morphism of long exact sequences

. . . Hp−1(MVUV j) Hp(MVUjV ) Hp(MVUV ) Hp(MVUV j) Hp+1(MVUjV ) . . .

. . . Hp−1(MV
U

V j) Hp(MV
Uj

V ) Hp(MV
U

V ) Hp(MV
U

V j) Hp+1(MV
Uj

V ) . . .

δp−1

π̃U
V j

·ηaj

π̃Uj
V

p

π̃U
V

δp

π̃U
V j π̃Uj

V

δ
p−1 ·ηj p δ

p

By the definition of p,
p−1(KUj

V ) = KU
V + ker p,

and by assumption,
δ−1(KUj

V ) ⊆ KU
V j + p(H(MVUV )).

Therefore the sequence

Hp(MVUjV )/(KUj
V )p Hp(MVUV )/(K

U
V )

p Hp(MVUV j)/(K
U
V j)

p Hp+1(MVUjV )/(KUj
V )p+1

·ηaj p δp

is exact. We thus obtain a commutative diagram

Hp(MVUjV )/(KUj
V )p Hp(MVUV )/(K

U
V )

p Hp(MVUV j)/(K
U
V j)

p Hp+1(MVUjV )/(KUj
V )p+1

Hp(MV
Uj

V ) Hp(MV
U

V ) Hp(MV
U

V j) Hp+1(MV
Uj

V )

·ηaj

π̃Uj
V

p

π̃U
V

δp

π̃U
V j π̃Uj

V

·ηj p δ
p
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with exact rows and injective vertical arrows. If π̃UV j and π̃UjV are surjective, then so is π̃UV by the
four-lemma.

Since surjectivity holds by assumption for all partitions of the full set {a1, . . . , an} it follows step
by step for all smaller prefixes as well. Consequently, all morphisms π̃UV are surjective for every

1 ≤ j ≤ n and every partition U, V of the jth prefix. In particular, since π̃∅
∅ = θ̂ is surjective,

Remark 4.36 implies that θ itself, and hence also Θ is surjective.

Example 5.74. Consider first the case

MVUV = C∗(I,ΛT [ζ]/V ),

i.e., it is the cochain complex of I with coefficients in ΛT [ζ]/V . Then

MV
U

V = C∗(I,ΛT [ζ]/V ),

and
π̃UV : H(MVUV )

∼= ΛT [ζ]/V −→ H(MV
U

V )
∼= ΛT [ζ]/V,

is surjective.

Similarly, if
MVUV = D((C1, C2),ΛT [ζ]/V, (η

U
a )a∈A),

is equal to a differential graded module D(C,ΛT [ζ]/V ) defined for a two-element cover, then also

MV
U

V = D((C1, C2),ΛT [ζ]/V, (η
U
a )a∈A),

and since

H(MVUV )
∼= {(f, g) ∈ (ΛT [ζ]/V )/(ηC1)⊕ (ΛT [ζ]/V )/(ηC2) | f − g ∈ (ηC1∩C2)},

H(MV
U

V )
∼= {(f, g) ∈ (ΛT [ζ]/V )/(ηC1

)⊕ (ΛT [ζ]/V )/(ηC2
) | f − g ∈ (ηC1∩C2

)},

we obtain again that

π̃UV : H(MVUV ) −→ H(MV
U

V ),

is surjective (cf. Example 5.19).

We provide a more intrinsic characterization of semiregular sequences by considering annihilators
inside the quotient modules MVUV / im dUV . Define

RUV :=
RMVUV + im dUV

im dUV
,

so that

KU
V =

ker dUV ∩RMVUV + im dUV
im dUV

= RUV ∩H(MVUV ).

Since RMVUV is a differential graded submodule of MVUV , the inclusion induces a canonical mor-
phism

H(RMVUV ) −→ H(MVUV ) ∩RUV .
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Lemma 5.75. Let a1, . . . , an be a square-free sequence in A. If for all 1 ≤ j ≤ n and all partitions
U, V of the jth prefix

Ann(ηaj , H(MVUV ) ∩RUV ) ∼= Ann(ηaj , H(RMVUV )),

then a1, . . . , an is a semiregular sequence.

Proof. Let x ∈ MVUV with

δ(JxK) =
s
dUV (x)

ηaj

{
∈ KUj

V = RUjV ∩H(MVUjV ).

Equivalently, there exist r ∈ RMVUV ∩ ker dUV , y ∈ MVUV , and coefficients ri ∈ ΛT [ζ]/V for i ∈ I
such that

dUV (x)

ηaj
= r + dUV (y) +

∑
i∈I

riηCi\{aj}ei,

where ei denote the standard basic vectors of MVUV . Then

dUV (x− ηajy) = ηajr, in MVUV ,

and therefore
JrK ∈ Ann(ηaj , H(MVUV )) ∩RUV .

By the assumption, there exists z ∈ RMVUV such that

dUV (x− ηajy) = ηajr = dUV (z).

Consequently,
x = ηajy + z + k,

for some k ∈ ker dUV . Passing to H(MVUV j), where ker dUV = p(H(MVUV )), we obtain

JxK = Jz + kK,

Thus JxK is of the required form, and the claim follows.

Remark 5.76. We record a separate situation in which surjectivity of θ can be deduced recursively.
We consider the union of a projective union PC with a projective space PB ⊆ P in the case where
their intersection is again a projective space, i.e. PC ∩ PB = PB′ , B′ ⊆ B ⊆ A.
The restriction of tori θ̂ is induced in cohomology from the morphism of Mayer–Vietoris complexes

H∗
T (PC)⊕H∗

T (PB) H∗
T (PB′)

H∗
T
(PC)⊕H∗

T
(PB) H∗

T
(PB′)

rC−rB

(θC,θB) θB′

rC−rB

where
rC : H

∗
T (PC)→ H∗

T (PB′), rB : H∗
T (PB)→ H∗

T (PB′),

rC : H
∗
T
(PC)→ H∗

T
(PB′), rB : H∗

T
(PB)→ H∗

T
(PB′),
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and θC, θB , θB′ are the respective restrictions of tori.
Writing H∗

T (PB) = ΛT [ζ]/(ηB) and H∗
T (PB′) = ΛT [ζ]/(ηB′), the kernels of the restrictions of tori

are
ker θB = RΛT [ζ]/R(ηB), ker θB′ = RΛT [ζ]/R(ηB′),

and hence
r−1
B (ker θB′) ⊆ ker θB .

By Example 4.34 we know that θB and θB′ are surjective. Since moreover rB is surjective, we can
argue as in Example 3.49 to conclude the following: if θC is surjective, then also

θ : H∗
T (PC ∪ PB) −→ H∗

T
(PC ∪ PB)

is surjective.

Example 5.77. We now give an example where the restriction of tori

θ̂ : G(H∗
T (PC))−→G(H∗

T
(PC))

is not surjective.

Let A = I(2, 4), the set of strictly increasing pairs in {1, . . . , 4}. Besides the generic action of

T ∼= (C×)I(2,4)

via its canonical characters µ(i,j), we consider the action of

T ∼= (C×)4

on P = P(CI(2,4)) given by
χ(i,j) = ei + ej ,

where e1, . . . , e4 are the standard characters of T . We will refer to this as the Grassmannian action
of T in Chapter 6.2.

Let PC be the projective union defined by the collection

C1 = {(1, 2), (1, 3), (1, 4)}, C2 = {(1, 2), (2, 3), (2, 4)},

C3 = {(1, 3), (2, 3), (3, 4)}, C4 = {(1, 4), (2, 4), (3, 4)}.

In the Mayer–Vietoris complex MV one finds that

(0, (e2 − e1)(ζ + e1 + e2), (e3 − e1)(ζ + e1 + e3), (e4 − e1)(ζ + e1 + e4))

lies in ker d
0
and thus represents a nontrivial element of H0(MV).

However, this class does not lie in the image of

θ̂ : H0(MV)−→H0(MV),

and therefore θ̂ is not surjective in this case.
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5.6 Projective Unions from Posets

There are many ways to define projective unions from combinatorial objects. In this chapter, once
again motivated by the degenerated Grassmannian, we focus on one such construction, namely
poset unions. Any projective union

PC ⊆ P(CA),

is fully determined (apart from its torus action) by the set A and the collection of subsets C. If A
carries the structure of a poset, then a poset union is obtained by taking C to be the collection of
maximal chains in A, viewed as subsets.

After briefly recalling the definition of poset cohomology from [Wac07], we study the equivariant
cohomology of such projective unions under a generic torus action. By considering the nerve of
a suitable cover of the simplicial complexes ∆S from Lemma 5.52, we obtain a dual description
in terms of poset cohomology, formulated in Lemma 5.82. The remaining discussion serves as
preparation for the poset-based description of the degenerated Grassmannian in Chapter 6.1.

Definition 5.78. A poset is a set P together with a partial order ≤. For a, b ∈ P , we say that b
covers a if a ≤ b and there exists no c ∈ P \ {a, b} with a ≤ c ≤ b. An element x ∈ P is called the
least (resp. greatest) element if x ≤ a (resp. a ≤ x) holds for all a ∈ P .

Definition 5.79. Let A be a finite poset and C the collection of its maximal chains, regarded as
subsets of A. The associated projective union PC ⊆ P(CA) is called a poset union and will be
denoted by PA.

Definition 5.80. The order complex of a poset P is the simplicial complex ∆(P ) on P whose p-
simplices are the p-chains in P , i.e., the totally ordered (p+1)-element subsets of P . The cohomology
of P , denoted H∗(P ), is defined as the simplicial cohomology of ∆(P ).

Any subset A ⊆ P is again a poset under the restricted partial order, and its order complex ∆(A)
is naturally included in ∆(P ). This inclusion induces a restriction map H∗(P )→ H∗(A).

Remark 5.81. In analogy with Remark 2.4, if A,B ⊆ P are subposets, then the cohomology of
A ∪B is computed by the long exact sequence

. . . Hp(A ∪B) Hp(A)⊕Hp(B) Hp(A ∩B) Hp+1(A ∪B) . . .

Let A be a poset and suppose a torus T acts generically on PA. By definition we then have C = A.
We continue to use the general notation of Chapter 5.4. In particular, we write O = A⊔K, assume
that {χa | a ∈ O} forms a basis of M and regard the polynomial ring ΛT [ζ] as polynomial ring in
the variables

ζ, ηa = ζ + χa (a ∈ O).

Lemma 5.82. Assume that T acts generically on PA. Then

G(H∗
T (PA))

∼= ΛK [ζ]⊗

Ñ⊕
S⊆A

ΛSA ⊗H∗(S)

é
.

99



5 Projective Unions

Proof. By Lemma 5.52 we have

G(H∗
T (PA))

∼= ΛK [ζ]⊗H(GE) = ΛK [ζ]⊗

Ñ⊕
S⊆A

ΛS ⊗H∗(∆S)

é
.

On the other hand,

∆S =
⋃

a∈A\S

∆a,

where ∆a denotes the simplex spanned by all chains C ⊆ A with a ∈ C. By the Nerve Theorem
(Theorem 2.6), the complex ∆S is homotopy equivalent to the nerve of this covering, which is
precisely the order complex of the subposet A \ S. Hence

H∗(∆S) ∼= H∗(A \ S),

and since taking the sum over all subsets of A is the same as taking the sum over all complements
in A, the claim follows.

From now on, we assume that R is a field, so that the cohomology of any simplicial complex with
coefficients in R is a vector space.

For each subposet S ⊆ A, fix an index set JS and a basis {giS | i ∈ JS} ofHS . Then, by Lemma 5.82,
every element f ∈ G(H∗

T (PA)) can be written uniquely in the form

f =
∑
S⊆A

∑
i∈JS

γS,ig
i
S ,

with coefficients γS,i ∈ ΛSO[ζ].

We now describe explicitly the ΛT [ζ]-module structure in this representation. Let Z ⊆ S ⊆ A be
subposets. Since ∆Z ⊆ ∆S , there is an induced restriction map

rSZ : H
∗(S)→ H∗(Z).

In particular, for every i ∈ JS we have coefficients ai,jS,Z ∈ R such that

rSZ(g
i
S) =

∑
j∈JZ

ai,jS,Zg
j
Z .

With this, multiplication by the generators of ΛT [ζ] acts as follows:

ηa · giS =

{
ηag

i
S , a ∈ O \ S,∑
j∈JS\{a}

ai,jS,S\{a}g
j
S\{a}, a ∈ S,

ζ · giS = ζgiS .

Definition 5.83. Let n1, n2 ∈ Z>0. A partial permutation matrix is a matrix M ∈ Rn1×n2 with
entries in {0, 1} such that in each row and each column there is at most one entry equal to 1.

Let X1 and X2 be finite-dimensional vector spaces over R, and fix bases of X1 and X2. An R-linear
map

φ : X1 −→ X2,

is called a partial permutation (with respect to the chosen bases) if its matrix representation relative
to these bases is a partial permutation matrix.
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Remark 5.84. With fixed bases {e1j | j ∈ J1} and {e2j | j ∈ J2}, a partial permutation φ : X1 → X2

induces a bijection
φ̂ : D1 −→ D2

between subsets D1 ⊆ J1 and D2 ⊆ J2, determined by

φ(e1j ) =

®
e2φ̂(j), if j ∈ D1,

0, if j ∈ J1 \D1,
j ∈ J1.

In the following, we will also write φ for the induced map between sets, and use the shorthand

e1φ(j) := φ(e1j ), j ∈ J1.

Definition 5.85. Let Z ⊆ S ⊆ A be subposets and fix bases

{giS , i ∈ JS}, {gjZ , j ∈ JZ},

of H∗(S) and H∗(Z), respectively. We say that S restricts simply to Z with respect to these bases
if the restriction

rSZ : H
∗(S) −→ H∗(Z),

is a partial permutation.

Remark 5.86. Any linear map between finite-dimensional vector spaces becomes a partial permu-
tation after a suitable choice of bases. Consequently, for subposets Z ⊆ S ⊆ A, it is always possible
to choose suitable bases of H∗(S) and H∗(Z) such that S restricts simply to Z.

Example 5.87. Let a ∈ S and r : H∗(S)→ H∗(S \ {a}) the restriction. If bases are chosen so that
S restricts simply to S \ {a}, then

ηa · giS = g
r(i)
S\{a},

where r(i) denotes the image of i under the induced partial permutation on indices (as in Re-
mark 5.84).

Remark 5.88. Let B be a subposet of A. As in Remark 5.54, we consider a basis {χa | a ∈ O} of
M , indexed by

O = B ⊔ (A \B) ⊔K.

The poset union PB is contained in PA, and we may express the restriction map described from
Remark 5.54 in terms of poset cohomology.

For S ⊆ A, we have an inclusion
∆B
B\S ↪→ ∆A

A\S ,

which induces a cochain map
C∗(∆A

A\S) −→ C∗(∆B
B\S),

and hence a restriction in poset cohomology

r̂S : H
∗(S) −→ H∗(S ∩B).

Define

rS : ΛA\S ⊗H∗(S) −→ ΛA\B ⊗ ΛB\S ⊗H∗(S ∩B), rS(1⊗ g) = ηA\(B∪S) ⊗ 1⊗ r̂S(g).
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Then the global restriction
G(H∗

T (PA)) −→ G(H∗
T (PB)),

is expressed as the collection of the maps rS , i.e.

r : ΛK [ζ]⊗

Ñ⊕
S⊆A

ΛSA ⊗H∗(S)

é
−→ ΛK∪A\B [ζ]⊗

Ñ⊕
S⊆B

ΛSB ⊗H∗(S ∩B)

é
.

In particular, a basis element giS in the poset description of PA restricts as

r(giS) =
∑

j∈JS∩B

ai,jS,S∩BηA\(B∪S)g
j
S∩B ,

with ηA\(B∪S) ∈ ΛK∪A\B [ζ]⊗ ΛSB , as required.
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6 Degenerated Grassmannians

The method of Seshadri stratification was introduced in [CFL23] as a generalization of New-
ton–Okounkov theory. Unlike the latter, which starts with a flag of subvarieties, a Seshadri strat-
ification is based on a web of subvarieties together with a collection of homogeneous functions,
both indexed by the same finite poset. This structural difference shapes the comparison in sev-
eral respects: Newton–Okounkov theory yields a valuation on the coordinate ring of the embedded
variety, while a Seshadri stratification gives a quasi-valuation. The former defines a monoid and
leads to a toric degeneration, whereas the latter defines a fan of monoids and produces a semi-toric
degeneration.

The simplest special fibers of semi-toric degenerations obtained from Seshadri stratifications arise
when the stratification is of Hodge type, in which case each component is a weighted projective space
corresponding to a maximal chain in the indexing poset ([CFL23, Chapter 12 and Chapter 16.1]).
For Grassmannians, the natural choice of Schubert varieties as strata and Plücker coordinates as
extremal functions provides a favorable example of such a stratification.

In this framework, the degenerated Grassmannian Pd,n is precisely the special fiber of the semi-
toric degeneration of the Grassmannian Gr(d, n) defined by its Hodge-type Seshadri stratification,
inheriting the standard torus action as well as the structural richness of the Grassmannian. It was
the motivating example for our study of projective unions and their torus-equivariant cohomology,
and will now be treated as a special case in the final chapter of the thesis.

We define the degenerated Grassmannian Pd,n as a poset union (Definition 6.1) and use the asso-
ciated poset structure, under a generic torus action, in Chapter 6.1 to describe the image of the
restriction map P2,n → P2,n+1 between degenerated Grassmannians. Chapter 6.2 then considers
the torus action induced by Gr(d, n) and formulates a combinatorial description of the first-column
component ν(Pd,n), which is the torsion-free, and therefore relevant part of cohomology for com-
parison with that of Gr(d, n).

Since the ordinary and the degenerated Grassmannian share the same combinatorial basis, the
chapter begins with a brief introduction to the combinatorial data of the former. This both fixes
notation for the study of the degenerated Grassmannian and provides context for a comparison of
cohomologies at the end of Chapter 6.2.
For a detailed discussion of the ordinary Grassmannian we refer the reader to [Ful97].

For this section we assume that R is a field of characteristic zero.

The complex Grassmannian Gr(d, n) was introduced in Example 2.31 as the variety of d-dimensional

subspaces of a complex vector space V of dimension n. It embeds into the projectivization P(
∧d

V )
of the d-th exterior power of V via the Plücker embedding, and thus can be realized as a smooth
complex projective variety of dimension d(n− d).
From both geometric and combinatorial perspectives, Schubert varieties form the fundamental
building blocks in the structural study of the Grassmannian. There are several equivalent ways to
index these varieties: by increasing tuples, by Young tableaux, or via certain words in the Coxeter
group of type An−1. We restrict our attention to increasing tuples and Young diagrams, which are
concrete and sufficient for treating degenerated Grassmannians in the Mayer–Vietoris context.

Let I(d, n) denote the set of strictly increasing d-tuples with entries between 1 and n, i.e.,

I = (i1, . . . , id), with i1 < . . . < id, and ij ∈ {1, . . . , n}.
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We define the weight of a d-tuple I = (i1, . . . , id) to be equal to

wt(I) :=

d∑
j=1

(ij − j),

and equip I(d, n) with a poset structure given by

I = (i1, . . . , id) ≤ J = (i′1, . . . , i
′
d) if and only if ij ≤ i′j , for all 1 ≤ j ≤ d.

To introduce Schubert varieties, fix a complete flag

F• : {0} ⊆ F1 ⊆ F2 ⊆ · · · ⊆ Fn = V,

dimFi = i, i = 1, . . . , n.

Then the Schubert cell associated to I = (i1, . . . , id) is

Σ◦
I := {V ∈ Gr(d, n) | dim(V ∩ Fij ) = j for all j, and dim(V ∩ Fij−1) = j − 1},

and each Σ◦
I is locally closed and isomorphic to the affine space Awt(I). The Schubert variety ΣI is

defined as the Zariski closure of Σ◦
I :

ΣI := Σ◦
I , I ∈ I(d, n),

and the ordering of the poset I(d, n) coincides with the Bruhat order on Schubert varieties in
Gr(d, n), i.e.,

ΣI ⊆ ΣJ , if and only if I ≤ J.
There is a bijection between the set of strictly increasing d-tuples I(d, n) and the set of Young
diagrams Y(d, n) fitting inside a box d× (n− d), given by

(i1, . . . , id) 7−→ diagram with ij − j boxes in row number d− j + 1.

We define the weight of a diagram to be the number of its boxes and equip Y(d, n) with a partial
order

D ≤ D′, if and only if D fits inside D′.

With these definitions, the bijection between I(d, n) and Y(d, n) preserves both the order and the
weight, and we will use both indexing methods interchangeably as needed.

A natural approach to computing the cohomology of Gr(d, n) is to utilize its cellular decompo-
sition into Schubert cells. Setting

Xℓ :=
⋃

wt(I)≤ℓ

ΣI ,

we obtain a filtration
∅ ⊆ X0 ⊆ . . . ⊆ Xd(n−d) = Gr(d, n),

by unions of affine cells, and by the classical cellular decomposition statement ([AF24, Proposi-
tion A.3.4]), it follows that H∗(Gr(d, n)) is freely generated as an R-vector space by the Schubert
classes, that is, the cohomology classes of the Schubert varieties,

[ΣI ] ∈ H2wt(I)(Gr(d, n)).
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In the equivariant setting, suppose a Lie group G acts on Gr(d, n) and leaves each ΣI invariant.
Then the equivariant analogue of the above statement holds ([AF24, Proposition 4.7.1]): the ring
H∗
G(Gr(d, n)) is freely generated over ΛG by the equivariant Schubert classes

[ΣI ]
G ∈ H2wt(I)

G (Gr(d, n)),

called the Schubert cycles. We denote these by σI in both ordinary and equivariant cohomology.
The ring structure of H∗

G(Gr(d, n)) is determined by the structure constants cKIJ ∈ ΛG appearing
in

σI · σJ =
∑

K∈I(d,n)

cKIJσK .

Since the beginnings of Schubert calculus, obtaining a combinatorial description of these struc-
ture constants has been a central objective. Such formulas are commonly referred to as Little-
wood–Richardson rules, and a selection of the latter can be found in [AF24, Chapter 9.8].

The ambient space for both Gr(d, n) and its degeneration is

Pd,n := P(
d∧
V ) ∼= P(CI(d,n)).

As in Chapter 5, we take equivariant cohomology with respect to a torus T acting diagonally on
CI(d,n) via characters χI for I ∈ I(d, n).

Definition 6.1. The degenerated Grassmannian Pd,n is defined as the poset union associated with
the poset I(d, n), i.e., as the projective union determined by the collection of subsets

C(d, n) := {C | C is the set of a maximal chain in I(d, n)},

of I(d, n).

Remark 6.2. As announced in the introduction, we will use the posets I(d, n) and Y(d, n) inter-
changeably, since they are isomorphic. In particular, Pd,n can be viewed as the poset union with
respect to either I(d, n) or Y(d, n), and C(d, n) denotes the collection of maximal chains in these
equivalent descriptions.

Example 6.3. The running example for this section will be the degenerated Grassmannian P2,5. For
an element I = (i1, i2) ∈ I(2, 5) we use the abbreviation

i1i2 := (i1, i2).

The five maximal chains C0, . . . , C4 of I(2, 5) can be represented by their underlying sets of elements:

C0 = {12, 13, 14, 15, 25, 35, 45}, C1 = {12, 13, 14, 24, 25, 35, 45}, C2 = {12, 13, 14, 24, 34, 35, 45},

C3 = {12, 13, 23, 24, 25, 35, 45}, C4 = {12, 13, 23, 24, 34, 35, 45}.
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15

14 25

12 13 24 35 45

23 34

The degenerated Grassmannian P2,5 is then defined as the union of the projective subspaces asso-
ciated with these maximal chains,

P2,5 = PC0
∪ . . . ∪ PC4

⊆ P(CI(2,5)).

Example 6.4. The Hasse diagram of the poset Y(2, 5) has the same form as in Example 6.3.

∅

Remark 6.5. Let SYT (d, n) denote the set of standard Young tableaux of rectangular shape d ×
(n−d). There is a natural bijection between SYT (d, n) and the set C(d, n), constructed as follows:
The poset Y(d, n) of Young diagrams has as least element the empty diagram and as greatest
element the full rectangle of shape d× (n− d) (see Definition 5.78).

Following a maximal chain in Y(d, n) corresponds to filling the empty rectangle of shape d×(n−d),
starting from the top-left corner and successively adding boxes until the full rectangle is obtained.
Given a maximal chain C ∈ C(d, n) we enumerate the boxes of the full rectangle in the order in
which they are added along C. By construction, this enumeration defines a standard Young tableau
TC of shape d× (n− d). Thus we obtain the desired bijection

C(d, n) −→ SYT (d, n), C 7−→ TC .

Example 6.6. In Example 6.3 we listed the maximal chains C0, . . . , C4 of I(2, 5). Under the bijection
of Remark 6.5, the corresponding standard Young tableaux T0, . . . , T4 are given by

T0 = 1 2 3

4 5 6
T1 = 1 2 4

3 5 6
T2 = 1 2 5

3 4 6
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T3 = 1 3 4

2 5 6
T4 = 1 3 5

2 4 6

6.1 Poset Representation and a Restriction Map

The degenerated Grassmannian Pd,n is defined as a poset union, and therefore, its equivariant
cohomology with respect to a generic torus action can be described in terms of poset cohomology
as stated in Lemma 5.82. As an application of this theory, we compute the restriction map

G(H∗
T (P2,n)) −→ G(H∗

T (P2,n+1)),

and obtain a compact characterization of its image.

While in principal, the same strategy can be applied to the describe the restriction from Pd,n+1 to
Pd,n arbitrary d, it is particularly well-structured for d = 2, so we restrict to this situation.

For the remainder of this subsection, let T be a torus with character lattice M acting generically
on Pd,n by characters χI , for I ∈ I(d, n). We continue with the notation from Chapter 5.4. In
particular, we fix an index set

O = I(d, n) ⊔K,
assume that {χa | a ∈ O} forms a basis of M , and regard the polynomial ring ΛT [ζ] as polynomial
ring in the variables

ζ, ηa = ζ + χa (a ∈ O).

By Lemma 5.82, the poset description of the equivariant cohomology is then given by

G(H∗
T (Pd,n))

∼= ΛK [ζ]⊗

Ñ ⊕
S⊆I(d,n)

ΛS ⊗H∗(S)

é
.

Example 6.7. We retain the notational convention of Example 6.3. Among all subposets of I(2, 5),
the only ones with non-contractible order complexes are

{23, 14}, {23, 15}, {15, 24}, {15, 34}, {25, 34},

{23, 14, 15}, {23, 24, 15}, {23, 34, 15}, {34, 24, 15}, {25, 34, 15}, {23, 24, 34, 15},
together with

B := {14, 23, 25, 34}, B′ := {14, 23, 25, 34, 15}.

15 15 15

14 24 25

23 23 34 34
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15 15 15 15 15

14 24 24 25

23 23 23 34 34 34

15 15

24 14 25 14 25

23 34 23 34 23 34

For any connected subposet S, there exists (up to scalars) a unique basis vector of H0(S), which
we denote by gS .

If S has two connected components, we fix basis vectors gS and g′S , where gS is equal to one on
each connected component and g′S corresponds to the connected component highlighted in red in
the above diagrams.

For the connected subposets B and B′, we write g1B and g1B′ for the basis vectors of H1(B) and
H1(B′), respectively, each again unique up to scalar.

In this example we were able to choose basis vectors so that for any inclusion Z ⊆ S of subposets,
the restriction is simple. For instance, if S is connected and Z has two connected components, we
still have

rSZ(gS) = gZ .

As a concrete example,
rB

′

B (g1B′) = g1B .

Consequently, the ΛT [ζ]-module structure of G(H∗
T (P2,5)) is fully described by Remark 5.86.

For a fixed n, the poset I(2, n) embeds into I(2, n + 1) as a subposet. Consequently both P2,n

and P2,n are naturally realized as subspaces of P2,n+1 and P2,n+1, respectively. The corresponding
restriction map r of projective unions was discussed in Remark 5.24. There we saw that the induced
morphism between Mayer–Vietoris complexes,

r1 : MV(P2,n+1,C(2, n+ 1), T ) −→ MV(P2,n,C(2, n), T ),

is simply a projection map. Hence the associated morphism in equivariant cohomology admits the
straightforward description

r : G(H∗
T (P2,n+1)) = H(MV(P2,n+1,C(2, n+ 1), T )) −→ G(H∗

T (P2,n)) = H(MV(P2,n,C(2, n), T )),
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JxK 7−→ JxK,

identifying cosets in the respective quotient modules.

The task of determining whether a given element of G(H∗
T (P2,n)) lies in the image of r, however,

is more intricate and we develop a well-structured classification of the image by considering poset
descriptions.

For the remainder of this subsection we adopt the abbreviations

I := I(2, n), I+ := I(2, n+ 1), D := I+ \ I.

As in Remark 5.54 and Remark 5.88, we fix a basis {χa | a ∈ O} of M , indexed by

O = I+ ⊔K = I ⊔
(
I+ \ I

)
⊔K.

Furthermore, if for every subposet S ⊆ I+ we fix an index set JS and a basis {giS | i ∈ JS} of
H∗(S), then an arbitrary element f ∈ G(H∗

T (P2,n+1)) can be expressed with respect to this basis
as

f =
∑
S⊆I+

∑
i∈JS

γS,ig
i
S ,

with coefficients γS,i ∈ ΛSO[ζ]. By Remark 5.88, such an element restricts to

r(f) =
∑
S⊆I+

∑
i∈JS

∑
j∈JS∩I

ai,jS,S∩IγS,iηD\Sg
j
S∩I .

For 0 ≤ k ≤ n we define the monomial

ηk = η(k+1,n+1) · . . . · η(n,n+1) ∈ ΛT [ζ], ηn := 1.

The description of the image of r will be formulated in terms of certain integers lS(i), which will
be defined in Definition 6.12 and record how far the basis element giS survives under restriction.

Theorem 6.8. We can choose bases of H∗(S), for S ⊆ I, such that an element

f =
∑
S,i

βS,ig
i
S ∈ G(H∗

T (P2,n))

lies in the image of r if and only if

βS,i is divisible by ηlS(i),

for every S ⊆ I and every i ∈ JS.

Note that
D = {(1, (n+ 1)), . . . , (n, (n+ 1))},

and given S ⊆ I, 1 ≤ k ≤ n, and L ⊆ {1, . . . , k − 1}, we define subposets of I+ by

Sk := S ∪ {(1, (n+ 1)), . . . , (k, (n+ 1))}, SLk := Sk \ {(ℓ, (n+ 1)) | ℓ ∈ L}.
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Lemma 6.9. Let S ⊆ I, 0 ≤ k ≤ n and L ⊆ {1, . . . , k − 1}. Then

H∗(SLk )
∼= H∗(Sk).

Proof. Let Lk denote the set of chains in SLk that pass through (and hence terminate in) (k, n+1).
Note that every chain in SLk is either a subset of S or belongs to Lk. Then

Lk ∩ S={C ∩ S | C ∈ Lk}

is precisely the set of chains in S ending at one of the elements covered by (k, n+1). In particular,
this set depends only on k and not on the choice of L.
Consider

Lk :=
⋃
C∈Lk

C.

By the poset Mayer–Vietoris sequence (Remark 5.81), the cohomology H∗(SLk ) can be computed
from the cohomologies of Lk, of S, and of their intersection Lk ∩ S. Each of these R-modules
depends only on k, not on L. Consequently, H∗(SLk ) depends only on k, and we conclude that

H∗(SLk )
∼= H∗(Sk).

We now specify the choice of bases required for Theorem 6.8.

Lemma 6.10. For every subposet S ⊆ I and every 0 ≤ k ≤ n, one can fix bases of H∗(Sk) such
that Sk restricts simply to St for all 0 ≤ t ≤ k ≤ n.

Proof. For 1 ≤ m ≤ n, let
tm : H∗(Sm) −→ H∗(Sm−1)

denote the restriction. Given 0 ≤ p < k ≤ n, set

skp := tk ◦ tk−1 ◦ . . . ◦ tp+1 : H
∗(Sk) −→ H∗(Sp), Zkp := ker skp.

For fixed m, the kernels form a chain

Zmm−1 ⊆ Zmm−2 ⊆ . . . ⊆ Zm0 ,

and moreover tm(Zmp ) ⊆ Zm−1
p . Hence we may choose bases so that the induced maps

Zn0 Zn−1
0 . . . Z1

0 0
tn tn−1 t1

are partial permutations.

Now choose, for each 0 ≤ m ≤ n, a complement Rm of Zm0 in H∗(Sm). Define subspaces Qm ⊆ Rm
inductively by requiring

Qm ⊕
n⊕

k=m+1

skm(Qk) = Rm, Qn = Rn.
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This choice allows us to select bases in such a way that the restrictions in

Qm smm−1(Qm) . . . sm1 (Qm) sm0 (Qm)
tm tm−1 t2 t1

are partial permutations. Consequently, the restrictions in the full chain

Rn Rn−1 . . . R1 R0 = H∗(S)
tn tn−1 t2

are also partial permutations with respect to these bases. Since we already arranged the same
property for the chain of kernels, we can combine the two choices of bases, obtaining for each
H∗(Sm) a basis in which every restriction H∗(Sk)→ H∗(St) is a partial permutation.

Remark 6.11. Lemma 6.10 allows us to choose bases of H∗(Sk) (0 ≤ k ≤ n) so that the restriction
maps are partial permutations. In particular, the restrictions identify basis vectors across different
Sk. We may therefore fix a common index set ĴS containing all JSk

, such that each restriction
satisfies

skp(g
i
Sk
) =

®
giSp

, i ∈ JSp
,

0, otherwise.

For the remainder of this subsection, and for every S ⊆ I, we fix bases of H∗(Sk) (0 ≤ k ≤ n)
according to Lemma 6.10, together with the common index set ĴS from Remark 6.11. Moreover, if
S ⊆ I, 0 ≤ k ≤ n, and L ⊆ {1, . . . , k − 1}, we choose the basis of H∗(SLk ) to coincide with that of
H∗(Sk) (cf. Lemma 6.9).

Definition 6.12. For S ⊆ I and i ∈ JS we define

lS(i) := max(k | i ∈ JSk
).

Proof of Theorem 6.8. Let f ∈ G(H∗
T (P2,n+1)). Expanding with respect to the chosen basis gives

f =
∑
Ŝ⊆I+

∑
i∈JŜ

γŜ,ig
i
Ŝ
=
∑
S⊆I
Z⊆D

∑
i∈JS∪D

γS∪D,ig
i
S∪D

=
∑
S⊆I

n∑
k=0

∑
L⊆{1,...,k−1}

∑
i∈J

SL
k

γSL
k ,i
giSL

k
.

By our convention on bases and Remark 5.86, the terms corresponding to a fixed pair (S, k) combine
as ∑

L⊆{1,...,k−1}

γSL
k ,i
giSL

k
=

Ñ ∑
L⊆{1,...,k−1}

γSL
k ,i
ηL

é
giSk

.

Define
γkS,i :=

∑
L⊆{1,...,k−1}

γSL
k ,i
ηL,

so that

f =
∑
S⊆I

n∑
k=0

∑
i∈JSk

γkS,ig
i
Sk
.
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The restriction of a basis element is determined by Remark 6.11 and Remark 5.88:

r(giSk
) =

®
ηkg

i
S , if lS(i) ≥ k,

0, otherwise.

Consequently,

r(f) =
∑
S⊆I

∑
i∈JS

Ñ
lS(i)∑
k=0

γkS,iηk

é
giS =

∑
S⊆I

∑
i∈JS

Ñ
lS(i)∑
k=0

γkS,i
ηk
ηlS(i)

é
ηlS(i)g

i
S .

Setting

ρS,i :=

lS(i)∑
k=0

γkS,i
ηk
ηlS(i)

,

we obtain
r(f) =

∑
S⊆I

∑
i∈JS

ρS,iηlS(i)g
i
S , ρS,i ∈ ΛSO[ζ],

showing that all restrictions have the required form.

For the converse, fix S ⊆ I, i ∈ JS and let ρS,i ∈ ΛSO[ζ] be divisible by ηlS(i). It suffices to treat the
case where ρS,i is a monomial. Define

k := min{t | ηt divides ρS,i} ≤ lS(i),

and let L be the maximal subset of {1, . . . , k − 1} such that ηL divides ρS,i. Then

ρS,i
ηLηk

∈ Λ
SL
k

O [ζ],

and

r

Å
ρS,i
ηLηk

giSL
k

ã
= ρS,ig

i
S .

This shows that every term of the required form arises as a restriction, and hence the claim follows.

Example 6.13. In order to determine which elements of G(H∗
T (P2,5)) lie in the image of r it is

sufficient by Theorem 6.8 to determine the integers lS(i) for all S ⊆ I(2, 5) and i ∈ JS . We will do
so in the example cases of two posets.
For B = {14, 25, 23, 34} the posets B5, B4 and B3 are contractible. The posets B2 and B1 are con-
nected and have cohomology of rank one in degree 1. This means, with notation as in Example 6.7,
that,

lB(gB) = 5, lB(g
1
B) = 2.

Given the poset S = {14, 23} we see that S5, . . . , S2 are contractible and S1 keeps two connected
components, i.e.,

lS(gS) = 5, lS(g
′
S) = 1.
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6.2 Grassmannian Torus Action and the First-Column Component

While the original motivation for studying projective unions was the degenerated Grassmannian,
the motivation for considering equivariant cohomology arose from the observation that the action of
the diagonal torus T ⊂ GLn on Gr(d, n) extends to the degeneration. This induced action, referred
to as the Grassmannian torus action, provides the natural torus action with respect to which the
cohomologies of the degenerated and the original Grassmannian can be compared.

As noted in the introduction to this chapter, the Grassmannian is equivariantly formal with respect
to this action: its torus-equivariant cohomology is free over ΛT and completely determined by the
localization image. For a meaningful comparison between the two cohomologies, attention must
therefore be directed to the torsion-free part of H∗

T (Pd,n).

After defining a slightly generalized version of the Grassmannian torus action, we present an ex-
ample calculation of H∗

T (P2,5) in Example 6.19, using semi-regular sequences and the method of
Theorem 5.73. We then analyze the localization image and the first-column component of Pd,n,
which yield an equivalent description of the torsion-free part of H∗

T (Pd,n) (see Corollaries 5.37 and
5.38), and conclude with a brief comparison to the cohomology of Gr(d, n).

Let T be a torus acting on Cn via characters ψ1, . . . , ψn, as in Examples 2.31 and 2.40, which however
in this setting are not required to be distinct. This action extends to the ambient projective space
Pd,n = P(

∧d Cn) with characters

χI :=
∑
j∈I

ψj , I ∈ I(d, n).

Definition 6.14. Let T be a torus acting on the complex vector space Cn via characters ψ1, . . . , ψn.
The associated Grassmannian torus action on the degenerated Grassmannian Pd,n is the action
induced from the T -action on Pd,n through the characters

χI =
∑
j∈I

ψj , I ∈ I(d, n).

Remark 6.15. The set Gr(d, n)T is finite precisely when the characters ψ1, . . . , ψn are pairwise
distinct (see Example 2.31). Likewise, PTd,n is finite precisely when

χI − χI′ ̸= 0

for all I ≤ I ′, that is, for all d-tuples I, I ′ lying in a common maximal chain of I(d, n) (see
Remark 5.33). Note moreover that finiteness of PTd,n implies finiteness of Gr(d, n)T , while the
converse does not hold.

Remark 6.16. The Grassmannian Gr(d, n) is a GKM-variety if and only if for any fixed I ∈ I(d, n)
the characters

ψi − ψj , i ∈ I, j /∈ I,

are pairwise relatively prime (see Example 2.40).

The cover MC(d,n) of Pd,n consists of GKM-varieties if and only if

χI1 − χI2 is relatively prime to χI3 − χI4 ,
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for all I1, . . . , I4 ∈ I(d, n) that are pairwise comparable, by construction and Example 2.39.

As in Remark 6.15, if Pd,n is covered by GKM-varieties, then Gr(d, n) is a GKM-variety, while the
converse does not hold.

Example 6.17. Let T be the diagonal torus in GLn acting on Cn by its standard characters e1, . . . , en.
With respect to the induced Grassmannian torus action, both the cover MC(d,n) of Pd,n consists
of GKM-varieties and Gr(d, n) is a GKM-variety. In particular, both Gr(d, n) and Pd,n contain
finitely many T -fixed points.

In Chapter 5.5, we outlined an approach to computing equivariant cohomology for non-generic
torus actions by comparison with the cohomology of a generic torus action via a torus change. The
suitable torus with generic action, chosen in Remark 5.61, is

T̂ ∼= (C×)I(d,n),

acting on Pd,n by its canonical characters µI , I ∈ I(d, n). The morphism of character lattices

φ∗ : M̂ −→M, µI 7−→ χI ,

between T̂ and T defines a compatible morphism φ : T → T̂ , and the induced restriction and
extension of tori

θ : H∗
T̂
(PC) −→ H∗

T (PC), Θ: ΛT ⊗ΛT̂
H∗
T̂
(PC) −→ H∗

T (PC),

relate the Grassmannian action to the generic one.

Remark 6.18. Since R is a field, φ introduces relations R on ΛT̂ (Lemma 4.17). These relations R
are defined as the kernel of the morphism φ̂ : ΛT̂ → ΛT . As such, they are generated as ΛT̂ -module
by

µI + µI′ − µJ − µJ′ ,

for all I, I ′, J, J ′ ∈ I(d, n), that satisfy

I ∪ I ′ = J ∪ J ′ and I ∩ I ′ = J ∩ J ′,

as sets.

For this setting, we developed in Lemma 5.62 a criterion for short exact sequences describing

Θ̂ : ΛT ⊗ΛT̂
G(H∗

T̂
(PC)) −→ G(H∗

T (PC)),

and in Theorem 5.73 a recursive method based on semi-regular sequences to prove surjectivity of
torus change. We now apply the latter method to the example of P2,5.

Example 6.19. For this example only, let

T = (C×)I(2,5)

denote the torus with a generic action on P2,5, and let

T = (C×)5

be the torus acting on C5 via characters e1, . . . , e5, which induce the Grassmannian action on P2,5.
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The most natural situation is that e1, . . . , e5 are taken to be the canonical characters of T , and this

will be our standing assumption throughout the example. In this case, note that both PT2,5 and PT2,5
are finite (see Remark 6.15).

In the first part, we consider the subposet

J(2, 5) := I(2, 5) \ {(1, 5)} ⊆ I(2, 5),
14 25

12 13 24 35 45

23 34
with maximal chains given by

C1 = {(1, 2), (1, 3), (1, 4), (2, 4), (2, 5), (3, 5), (4, 5)},
C2 = {(1, 2), (1, 3), (1, 4), (2, 4), (3, 4), (3, 5), (4, 5)},
C3 = {(1, 2), (1, 3), (2, 3), (2, 4), (2, 5), (3, 5), (4, 5)},
C4 = {(1, 2), (1, 3), (2, 3), (2, 4), (3, 4), (3, 5), (4, 5)}.

The poset union PJ(2,5) is the projective union

PC, C = (Ci | i ∈ I), I = {1, 2, 3, 4}.

It is contained in P2,5 and we consider it with the induced torus actions by T and T . Our aim is
to show that the restriction of tori

θ : H∗
T (PJ(2,5)) −→ H∗

T
(PJ(2,5))

is surjective, using Theorem 5.73.

Adopting the notation from Chapter 5.5, we set

MV = MV(T, PJ(2,5),C), MV = MV(T , PJ(2,5),C).

and begin by showing that the sequence a1 = (1, 4), a2 = (2, 4) in I(2, 5) is square-free:

for j = 1, the differences

η(1,4) − ηL, η(1,4) − ηL, L ∈ I(2, 5) \ {(1, 4)},

are nonzero in ΛT [ζ] and ΛT [ζ]. For j = 2, one checks that

η(2,4) − ηL /∈ (η(1,4)), η(2,4) − ηL /∈ (η(1,4)),

for all L ̸= (1, 4), (2, 4).

To verify semi-regularity, we examine the cohomology of MVUV . The relevant partitions are

(U, V ) = (∅,∅) for j = 1,

and
(U, V ) = ({(1, 4)},∅), (U, V ) = (∅, {(1, 4)}) for j = 2.

Observe the following:
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1. MV
(1,4)
(2,4) and MV{(1,4),(2,4)} are cochain complexes on the full simplex I:

MV
(1,4)
(2,4) = C∗(I,ΛT [ζ]/(η(2,4))), MV{(1,4),(2,4)} = C∗(I,ΛT [ζ]/(η(1,4), η(2,4))).

2. MV(1,4) and MV{(1,4),(2,4)} coincide with Mayer–Vietoris complexes of a projective union of
two subspaces (see Remark 5.67).

By Example 5.72 we obtain

δ−1(K(1,4)) ⊆ K(1,4) + p(H(MV)), δ−1(K{(1,4),(2,4)}) ⊆ K(1,4)
(2,4) + p(H(MV(1,4))),

δ−1(K
(2,4)
(1,4) ) ⊆ K{(1,4),(2,4)} + p(H(MV(1,4))),

so (1, 4), (2, 4) is indeed a semi-regular sequence.

Theorem 5.73 further requires surjectivity of

π̃
(1,4)
(2,4) , π̃

(2,4)
(1,4) , π̃{(1,4),(2,4)}, π̃{(1,4),(2,4)},

and by Example 5.74, only π̃
(2,4)
(1,4) requires checking.

Write
π̃ := π̃

(2,4)
(1,4) , S := ΛT [ζ]/(η(1,4)), S := ΛT [ζ]/(η(1,4)).

The map π̃ is induced by the morphism of differential graded modules

π : MV
(2,4)
(1,4) = D(C, S, (η

(2,4)
L )L∈I(2,5)) −→ MV

(2,4)

(1,4) = D(C, S, (η
(2,4)
L )L∈I(2,5)),

with differentials denoted s and s. Since the computation is identical in all degrees, we restrict to
π̃0 for brevity.

Let
η0 := η(1,2)η(1,3)η(3,5)η(4,5).

Then

s0 : S ⊕ S ⊕ S/(η0η(2,3)η(2,5))⊕ S/(η0η(2,3)η(3,4))
−→ S ⊕ S/(η0η(2,5))⊕ S/(η0)⊕ S/(η0)⊕ S/(η0η(2,3))⊕ S/(η0η(3,4)),

(t1, t2, t3, t4) 7−→ (t1 − t2, t1 − t3, t1 − t4, t2 − t3, t2 − t4, t3 − t4).

Thus, elements of ker s0 are precisely the tuples

(t, t, t+ αη0η(2,5), t+ β η0η(2,3)),

with t, α, β ∈ S satisfying αη(2,5) − βη(2,3) ∈ (η(3,4)), viewed as elements of

S ⊕ S ⊕ S/(η0η(2,3)η(2,5))⊕ S/(η0η(2,3)η(3,4)).
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An entirely analogous computation yields

ker s0 = {(t, t, t+ αη0η(2,5), t+ β η0η(2,3))},

where t, α, β ∈ S and αη(2,5) − βη(2,3) ∈ (η(3,4)), considered as elements of

S ⊕ S ⊕ S/(η0η(2,3)η(2,5))⊕ S/(η0η(2,3)η(3,4)).

Since
SyzS(η(2,3), η(2,5), η(3,4)) −→ SyzS(η(2,3), η(2,5), η(3,4))

is surjective, so is
π̂0 : ker s0 −→ ker s0.

All conditions of Theorem 5.73 are therefore met, and

θ : H∗
T (PJ(2,5)) −→ H∗

T
(PJ(2,5))

is surjective.

Finally, note that
P2,5 = PJ(2,5) ∪ PC0 ,

where
C0 = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 5), (3, 5), (4, 5)}

is the unique maximal chain in I(2, 5) through (1, 5). The intersection

PJ(2,5) ∩ PC0
= PC′

0
, C ′

0 = {(1, 2), (1, 3), (1, 4), (2, 5), (3, 5), (4, 5)},

is a projective space, and hence, by Remark 5.76, the restriction

θ : H∗
T (P2,5) −→ H∗

T
(P2,5)

is also surjective.

The major obstacle in computing the cohomology for a non-generic torus action lies in describing
the additional cocycles in the Mayer–Vietoris complex. By showing that θ, and in particular the
morphism

θ̂ : G(H∗
T (P2,5)) = H(MV(T, P2,5,MC(2,5))) −→ G(H∗

T
(P2,5)) = H(MV(T , P2,5,MC(2,5))),

JxK 7−→ JxK,

is surjective, this part of the problem is resolved. To obtain a complete description of G(H∗
T
(P2,5)),

it now suffices to consider the kernel of θ̂.

We write d and d for the differentials of the respective Mayer–Vietoris complexes. Generators of
H(MV(T, P2,5,MC(2,5))) over ΛT [ζ] can be obtained from the poset description in Example 6.7. To

determine H0(MV(T , P2,5,MC(2,5))), we need to consider the quotient

H0(MV(T, P2,5,MC(2,5))) = ker d0

117



6 Degenerated Grassmannians

by the kernel of θ̂, which in this degree is simply

ker θ̂0 = ker d0 ∩
(
R ·MV0(T, P2,5,MC(2,5))

)
,

see Remark 4.39.
As generators of H1(MV(T, P2,5,MC(2,5))), Example 6.7 provides the two elements

g1B = η0η(1,5)eC1∩C2
, g1B′ = η0eC1∩C2

.

Thus H1(MV(T, P2,5,MC(2,5))) is generated over ΛT [ζ] by g
1
B′ , while H1(MV(T , P2,5,MC(2,5))) is

generated over ΛT [ζ] by
g1B′ := η0eC1∩C2 .

By directly computing the image im d
0
, we can show that g1B′ is non-zero in both

MV1(T , P2,5,MC(2,5)) and H1(MV(T , P2,5,MC(2,5))).

Consequently, both G(H∗
T (P2,5)) and G(H

∗
T
(P2,5)) share a non-trivial torsion part generated by g1B′

and g1B′ , respectively(see Corollary 5.38).

We continue this chapter with constructing a combinatorial description for the first-column compo-
nent of Pd,n and consequently obtaining an alternative description of ι(Pd,n) in the case that PTd,n
is finite.

For an arbitrary projective union, we gave the description

ν(PC) = {(fi)i∈I ∈ MV0(T, PC,MC) | fi − fj ∈ (ηij)},

in Remark 5.23. For degenerated Grassmannians, we can exploit the additional structure of the set
SYT (d, n) indexing the cover (see Remark 6.5), together with its connection to the action of the
symmetric group.

In the following, we will abbreviate r := d(n− d).

Remark 6.20. Wemay view SYT (d, n) as a subset of T (d, n), the set of rectangles of shape d×(n−d)
filled with the numbers 1, . . . , r in an unordered way. The symmetric group Sr acts transitively and
faithfully on T (d, n) by permuting the labels of the boxes. For 1 ≤ i ≤ j ≤ r, let τ(i, j) denote the
transposition swapping i and j. The simple transpositions are those of the form τ(i, i+ 1).

For later computations with standard Young tableaux it will be convenient to adopt an equivalent
combinatorial model.

Definition 6.21. An unordered lattice word of type d× (n− d) is a word

w = w1w2 . . . wr,

of length r containing exactly (n− d) copies of each integer 1 ≤ i ≤ d.
For 1 ≤ k ≤ r and 1 ≤ i ≤ d, we write ci(k,w) for the number of occurrences of i in the prefix
w1 . . . wk. The set of unordered lattice words of type d× (n− d) is denoted by ULW(d, n).

A lattice word of type d× (n− d) is an unordered lattice word w such that for every 1 ≤ k ≤ r, the
prefix condition

ci(k,w) ≥ ci+1(k,w), for all 1 ≤ i ≤ d− 1,

holds. We denote the set of lattice words of type d× (n− d) by LW(d, n).
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Remark 6.22. There is a natural bijection T (d, n)→ ULW(d, n): an unordered tableau T is mapped
to the unordered lattice word w in which the j-th letter records the row number of the box containing
j in T . This restricts to a bijection

SYT (d, n)←→ LW(d, n),

under which the action of Sr on ULW(d, n) corresponds to permuting the positions of the word.
In particular, a simple transposition swaps two neighboring entries wi and wi+1.

By Remark 6.5, we obtain an induced bijection between lattice words and maximal chains C(d, n)
in Y(d, n). Explicitly, for w ∈ LW(d, n) with associated chain Cw ∈ C(d, n), one constructs Cw
by successively adding boxes according to the letters of w: after reading the prefix w1 . . . wk, the
corresponding Young diagram in the chain has ci(k,w) boxes in row i. Hence each prefix of w
corresponds uniquely to a Young diagram in the maximal chain Cw.

Definition 6.23. Let Gd,n be the graph whose vertices are the elements of SYT (d, n) (equivalently,
LW(d, n)). Two distinct vertices are joined by an edge if the corresponding tableaux (or lattice
words) differ by a simple transposition.

Lemma 6.24. If w = w1w2 . . . wr is a lattice word with wj > wj+1 for some 1 ≤ j ≤ r − 1, then
the word obtained by swapping the neighbors,

τ(j, j + 1).w = w1 . . . wj+1wj . . . wr,

is again a lattice word.

Proof. The lattice condition only needs to be checked for the prefix w1 . . . wj−1wj+1 of τ(j, j+1).w.
Since w itself is a lattice word, we have

cwj+1(w, j + 1) ≤ cwj (w, j + 1).

Because wj > wj+1, this inequality ensures that after swapping the two letters, the prefix of length
j in τ(j, j + 1).w still satisfies the lattice condition. All other prefixes remain unchanged. Hence
τ(j, j + 1).w is a lattice word.

Given a string w = w1 . . . wk of integers, let s(w) = s(w)1s(w)2 . . . s(w)k denote the non-decreasing
rearrangement of w, i.e.

s(w)1 ≤ s(w)2 ≤ . . . ≤ s(w)k, {w1, . . . , wk} = {s(w)1, . . . , s(w)k}.

For two lattice words v, w ∈ LW(d, n), define

e(v, w) := min(i | vi ̸= wi),

and let t(v, w) be the minimal integer greater than e(v, w) such that

s(ve(v,w) . . . vt(v,w))=s(we(v,w) . . . wt(v,w)).

Then define r(v, w) ∈ ULW(d, n) by

r(v, w) := v1 . . . ve(v,w)−1s̃1 . . . s̃t(v,w)−e(v,w)+1vt(v,w)+1 . . . vr,
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where s̃ = s(ve(v,w) . . . vt(v,w)) = s(we(v,w) . . . wt(v,w)).

In words: we discard the initial segment on which v and w agree, then take the shortest following
segment such that the two words contain exactly the same letters (necessarily in different order).
We then reorder this segment in increasing order and reattach the common prefix.

Starting from v(0) = v and w(0) = w, define recursively for i ≥ 0:

v(i+1) = r(v(i), w(i)), w(i+1) = r(w(i), v(i)).

By construction, the first index of disagreement strictly increases:

e(v(i+1), w(i+1)) > e(v(i), w(i)),

and hence for some ℓ one eventually has e(v(ℓ), w(ℓ)) = r + 1, i.e.

v(ℓ) = w(ℓ) = v(ℓ+1) = w(ℓ+1).

Definition 6.25. For two lattice words v, w ∈ LW(d, n), the parent word is the common word

p(v, w) = v(ℓ) = w(ℓ).

Remark 6.26. For every 0 ≤ i ≤ ℓ − 1, there exists a sequence of simple transpositions τ1, . . . , τs,
such that

v(i+1) = τs . . . τ1.v
(i).

Moreover, each intermediate word stays in LW(d, n), i.e.,

τs′ . . . τ1.v
(i) ∈ LW(d, n), for all 1 ≤ s′ ≤ s,

by Lemma 6.24.

Lemma 6.27. For v, w ∈ LW(d, n), the parent word p(v, w) is uniquely determined, lies in
LW(d, n), and is connected to both v and w in Gd,n.

Proof. The definition of p(v, w) is constructive, hence p(v, w) is uniquely determined. Inductively
applying Remark 6.26 shows that p(v, w) is a lattice word and that both v and w are connected to
p(v, w) in Gd,n.

Corollary 6.28. The graph Gd,n is simple and connected.

Proof. Simplicity follows from the construction of Gd,n. By Lemma 6.27, any two vertices v, w ∈
Gd,n are both connected to their parent word p(v, w), and hence to each other.

Remark 6.29. An alternative argument for the proof of Corollary 6.28 is that the set of standard
Young tableaux can be seen as the linear extension of the poset defined on the set of boxes in the
same shape ordered from left to right from top to bottom. The statement is then equivalent to the
fact that the linear extension graph of a finite poset is connected (proof of [Mas09, Lemma 2.1]).

Remark 6.30. By Remark 6.22 there is a bijection

C(d, n)←→ LW(d, n)
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between maximal chains in Y(d, n) and lattice words. Each prefix of a lattice word corresponds to
a Young diagram in the associated chain, and the diagram depends only on the sorted prefix. We
therefore set

Pref(w) := { s(w′) | w′ is a prefix of w },

and view Pref(w) as the corresponding subset of Y(d, n).
For lattice words w1, w2 with corresponding chains C1, C2, each pair of prefixes of w1 and w2 that
agree after sorting determines a unique Young diagram contained in both chains. Hence,

w1 ∩ w2 := Pref(w1) ∩ Pref(w2) = C1 ∩ C2.

Example 6.31. For P2,5 the graph G2,5 is given below.

1 2 3

4 5 6

1 2 4

3 5 6

1 3 4

2 5 6

1 2 5

3 4 6

1 3 5

2 4 6

τ(3,4)

τ(2,3) τ(4,5)

τ(4,5) τ(2,3)

Theorem 6.32. A tuple (fC)C∈C(d,n) ∈ MV0(T, Pd,n,MC(d,n)) is contained in ν(Pd,n) if and only
if

fC − fD ∈ (ηC∩D),

for all C,D that share an edge in Gd,n.

Proof. In this proof we index the tuple (fC)C∈C(d,n) by the corresponding lattice words.

By Remark 5.23, it remains to prove sufficiency. Assume that (fv)v∈LW(d,n) satisfies fv − fw ∈
(ηv∩w) whenever v, w share an edge in Gd,n.

Fix arbitrary lattice words v, w ∈ LW(d, n) and let v(i), w(i) denote the intermediate words arising
in the definition of the parent word p(v, w) (see Definition 6.25). By construction,

v(i) ∩ w(i) ⊆ v(i+1) ∩ w(i+1),
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for all 0 ≤ i ≤ ℓ − 1, where the process terminates at some finite ℓ with v(ℓ) = w(ℓ) = p(v, w).
Moreover, by Remark 6.26, v(i+1) is obtained from v(i) by a sequence of simple transpositions
τ1, . . . , τs, and for all 1 ≤ k ≤ s one has

v(i) ∩ w(i) ⊆ (τk−1 . . . τ1.v
(i)) ∩ (τk . . . τ1.v

(i)).

For each i,

fv(i) − fv(i+1) =

s∑
j=1

(
fτj−1...τ1.v(i) − fτj ...τ1.v(i)

)
,

and since τj−1 . . . τ1.v
(i) and τj . . . τ1.v

(i) are connected by an edge in Gd,n, it follows by the inclusion
above that each difference is divisible by ηv(i)∩w(i) , and hence also by ηv∩w. Consequently the same
holds for

fv(i) − fv(i+1) ,

and therefore also for

fv − fw =

ℓ∑
j=0

(
(fv(j) − fv(j+1))− (fw(j) − fw(j+1))

)
.

Thus (fv)v∈LW(d,n) ∈ ν(Pd,n), again by Remark 5.23.

The relevance of the first-column component was discussed in Chapter 4.1, where its close relation
to the torsion-free part of the cohomology module was emphasized. More precisely, for an arbitrary
projective union PC one has

tor(ΛT , H
∗
T (PC)) = τ(PC), H∗

T (PC)/ tor(ΛT , H
∗
T (PC)) ∼= ι(PC),

by Corollary 5.37. In general, the torsion is non-trivial (see Example 5.22). If, in addition, PTC is
finite, then

ι(PC) ∼= ν(PC),

by Corollary 5.38.

Thus, the torsion-free part of H∗
T (Pd,n) is given by ι(Pd,n), which coincides with ν(Pd,n) whenever

the fixed point set is finite. After describing the first-column component in Theorem 6.32, we turn
to the presentation of the localization image provided in Theorem 4.10, under the assumption that
Pd,n is covered by GKM-varieties.

Corollary 6.33. If Pd,n is a union of GKM-varieties, then

ι(Pd,n) = {(uI)I∈I(d,n) | uI − uI′ is divisible by χI − χI′ for all I ≤ I ′}.

Proof. By Lemma 5.44, Pd,n is determined by its localization image. Moreover, an edge between
I and I ′ in the moment graph ΓPd,n

occurs precisely when I and I ′ correspond to coordinates
of the same projective component, that is, when they lie in a common chain of I(d, n) and are
comparable.

The motivating example throughout this thesis has been the Grassmannian action induced by the
diagonal torus T ⊆ GLn acting on Cn by its standard characters. We summarize the results for
the torsion-free part of the equivariant cohomology for this specific torus action. Recall that for a
subset J ⊆ I(d, n) the polynomial ηJ is a completely reducible polynomial in ΛT [ζ] with factors
corresponding to the elements in J (see the beginning of Chapter 5.2).
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Corollary 6.34. Consider the Grassmannian torus action of the diagonal torus T ⊆ GLn in-
duced by its action via standard characters e1, . . . , en on Cn. The torsion-free part of H∗

T (Pd,n) is
isomorphic to the localization image of Pd,n. Further, we obtain as equivalent descriptions

ι(Pd,n) = {(uI)I∈I(d,n) ∈
⊕
I(d,n)

ΛT | uI − uI′ is divisible by χI − χI′ for all I ≤ I ′},

where χI =
∑
j∈I ej, and

ι(Pd,n) ∼= ν(Pd,n)

=

ß
(fC)C∈C(d,n) ∈

⊕
C∈C(d,n)

H∗
T (PC) | fC − fD ∈ (ηC∩D) for all C,D that share an edge in Gd,n

™
.

Proof. In Example 6.17 it was highlighted that Pd,n is covered by GKM-varieties and contains
finitely many fixed points with respect to the chosen torus action. The Corollary therefore follows
by combining the results from Corollary 5.38, Corollary 6.33 and Theorem 6.32.

Example 6.35. In this example, we compute the first-column component of P2,5 with respect to
the Grassmannian torus action induced by the standard characters of T = (C×)5 utilizing Corol-
lary 6.34.

The graph G2,5 was presented in Example 6.31 and the first-column component of P2,5 consists of
tuples

(f0, . . . , f4) ∈
4⊕
i=0

ΛT [ζ]/(ηi),

where we write C(2, 5) = {C0, . . . , C4} as in Example 6.3. By the above Corollary, the condition
for (f0, . . . , f4) to lie in ν(P2,5) is

f0 − f1 ∈ (η01),

f1 − f2 ∈ (η12),

f1 − f3 ∈ (η13),

f2 − f4 ∈ (η24),

f3 − f4 ∈ (η34),

which is in particular satisfied if there exists an f ∈ ΛT [ζ] such that

fi = f mod ηi, i = 0, . . . , 4. (1)

To compute the remaining tuples (f0, . . . , f4), we can consequently fix f1 = 0, and by the divisibility
conditions in Corollary 6.34, such a tuple is then contained in the first-column component if there
exist coefficients c0, c2, c3, c4, c

′
4 ∈ ΛT [ζ], such that

f0 = c0(ζ + e1 + e4)(ζ + e2 + e5)η mod η0,

f2 = c2(ζ + e1 + e4)(ζ + e2 + e4)η mod η2,

f3 = c3(ζ + e2 + e4)(ζ + e2 + e5)η mod η3,

f4 = c2(ζ + e1 + e4)(ζ + e2 + e4)η + c4(ζ + e2 + e4)(ζ + e3 + e4)η mod η4,
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f4 = c3(ζ + e2 + e4)(ζ + e2 + e5)η + c′4(ζ + e2 + e3)(ζ + e2 + e4)η mod η4,

where
η := (ζ + e1 + e2)(ζ + e1 + e3)(ζ + e3 + e5)(ζ + e4 + e5).

The conditions imposed on the coefficients simplify to

c2(ζ + e1 + e4) + c4(ζ + e2 + e4) = c3(ζ + e2 + e5) + c′4(ζ + e2 + e3), (2)

modulo η4/ ((ζ + e2 + e4)η). The only solution to this equation are the elementary syzygies (see

Remark 5.26). In other words, the solutions (c2, c3, c4, c
′
4) form the submodule of (ΛT [ζ])

4
spanned

by

(ζ + e2 + e4, 0,−ζ − e1 − e4, 0), (ζ + e2 + e5, ζ + e1 + e4, 0, 0), (ζ + e2 + e3, 0, 0, ζ + e1 + e4),

(0, ζ + e2 + e4, ζ + e2 + e5, 0), (0, 0, ζ + e2 + e3, ζ + e2 + e4), (0, ζ + e2 + e3, 0,−ζ − e2 − e5).
In summary, the tuples in ν(P2,5) are ΛT [ζ]-linear combinations of the constant tuples (see (1)) and
the tuples corresponding to the solutions of (2), which are generated by the above elements.

We conclude this subsection with a brief comparison of the localization images of Gr(d, n) and Pd,n,
as well as of their first-column components.

Recall that, since R is a field, Example 2.31 shows that Gr(d, n) is equivariantly formal, i.e., a free
ΛT -module isomorphic to its localization image ι(Gr(d, n)) (see Theorem 2.38).

Remark 6.36. In the case thatMC(d,n) is a cover by GKM-varities, the localization images ι(Gr(d, n))
and ι(Pd,n) can be compared by considering the moment graphs of ΓGr(d,n) and ΓPd,n

, respectively.
Both graphs share the same set of vertices I(d, n), but ΓGr(d,n) contains strictly fewer edges than
ΓPd,n

.

Indeed, as noted in Example 2.40, there is an edge between I and J in ΓGr(d,n) if and only if I can
be obtained from J by swapping a single element. In this situation I and J are also comparable in
the poset order on I(d, n), and hence there is an edge between them in ΓPd,n

. Consequently,

ι(Pd,n) ⊆ ι(Gr(d, n)) ⊆ Λ
I(d,n)
T .

Remark 6.37. The first-column component was originally defined for covered spaces. An analogue
for the ordinary Grassmannian can be established by considering the union of its T -curves.

Let K denote the collection of all subsets of I(d, n) of the form

{I, J}, where I \ {i} = J \ {j} for some 1 ≤ i < j ≤ n,

and set
ν(Gr(d, n)) := ν(PK).

This definition is valid for arbitrary choices of characters ψ1, . . . , ψn by which T acts on Cn.
If Gr(d, n) is a GKM-variety, then PK coincides with the union of the finitely many T -curves between
fixed points. In this case, PK is covered by GKM-varieties and described by its moment graph (see
Theorem 4.10), which by construction is equal to the moment graph of Gr(d, n). Consequently,

ν(Gr(d, n)) = ν(PK) ∼= ι(PK) = ι(Gr(d, n)),

as expected for the first-column component in the case of finitely many fixed points (cf. Corol-
lary 5.38 for projective unions).
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6 Degenerated Grassmannians

Example 6.38. If we consider the Grassmannian torus action of the diagonal torus T ⊆ GLn induced
by its action via standard characters e1, . . . , en on Cn, then Gr(d, n) is a GKM-variety and Pd,n is a
union of GKM-varieties by Example 6.17. As a consequence, we can compare the torsion-free part of
the respective equivariant cohomologies by either comparing the moment graphs as in Remark 6.36,
or the first-column components as described in Remark 6.37.

Example 6.39. Below we display the moment graphs of P2,4 and Gr(2, 4), respectively, with the
additional edges present in ΓPd,n

but not in ΓGr(d,n) highlighted in red.
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A Spectral Sequences

This appendix provides an introduction to spectral sequences tailored to the needs of the thesis.
The exposition mainly follows [God73, Chapter 1.4] and [McC01, Chapters 1–3].
Let R be a ring and K an R-module with (decreasing non-negative) filtration of submodules

K = K0 ⊇ K1 ⊇ . . . .

The associated graded module is given by

G(K) =
⊕

Kp/Kp+1,

with the grading G(K)p = Kp/Kp+1. If K =
⊕

q≥0K
q itself is graded, and the grading is compat-

ible with the filtration of K, i.e., if

Kp =
⊕
q≥0

Kp ∩Kq,

we say that K is a filtered graded module. In this situation, the associated graded module obtains
a double grading

G(K)p,q = (Kp+q ∩Kp)/(K
p+q ∩Kp+1).

Example A.1. For a bigraded R-module K =
⊕

i,j K
i,j , there are two natural filtrations given by

′Kp =
⊕
i≥p

Ki,j and ′′Kp =
⊕
j≥p

Ki,j ,

called the row-wise filtration and the column-wise filtration, respectively. Both of these are com-
patible with both canonical gradings and the total grading on K.

Definition A.2. A differential R-module (K, d) is an R-module K together with an endomorphism
d verifying d2 = 0. We write

Z(K) = ker(d), B(K) = im(d),

and
H(K) = H(K, d) = Z(K)/B(K),

for the derived module of K.

We call K a filtered differential module if d(Kp) ⊆ Kp for all p, and write

Zpr = Z(Kp mod Kp+r),

for the set of elements x ∈ Kp with dx ∈ Kp+r. Evidently, Zpr contains both Zp+1
r−1 as well as

dZp−r+1
r−1 , so we can form the quotient

Epr := Zpr /(dZ
p−r+1
r−1 + Zp+1

r−1 ), and Er :=
⊕
p≥0

Epr .

Theorem A.3. For each r ≥ 0, the endomorphism dr on Er induced by d makes Er into a
differential module, and Er+1 is canonically isomorphic to H(Er) as a graded module.
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A Spectral Sequences

We define the spectral sequence of the filtered differential module K as the collection of differential
graded modules {(Er, dr)}r≥0. For brevity, we sometimes write {Er} or {Er, dr}. The module Er
is referred to as the rth page of the spectral sequence.

Example A.4. If r ≤ 0, then Zpr = Kp. For example, we have

Zp0 = Kp, Zp+1
−1 = Kp+1, dZp+1

−1 ⊆ Kp+1,

and therefore
Ep0 = Kp/Kp+1, as well as E

p
1 = H(Kp/Kp+1).

Set K∞ = 0 and K−∞ = K, and further define

Zp∞ := Z(Kp mod K∞), Bp∞ = Kp ∩ dK−∞,

as the cycles and boundaries of Kp in K. The infinity page of the spectral sequence is given by the
graded module

Ep∞ := Zp∞/(B
p
∞ + Zp+1

∞ ), E∞ :=
⊕
p≥0

Ep∞.

If we define more generally that
Bpr := Kp ∩ dKp−r,

we obtain the description
Epr = Zpr /(B

p
r−1 + Zp+1

r−1 ).

The filtration on K induces a filtration on H(K), defined by

H(K)p := im
(
H(Kp)→ H(K)

)
.

Theorem A.5. There is a canonical isomorphism

E∞ ∼= G(H(K)),

of graded modules.

Now, assume that K is a filtered complex, i.e., that K is a filtered differential module with a
compatible grading and a differential d that is homogeneous of degree 1. Then, also the grading
and the filtration on H(K) are compatible, and we obtain the double grading

G(H(K))p,q = Hp+q(K)p/H
p+q(K)p+1,

where Hp+q(K)p := Hp+q(K) ∩ H(K)p, on the associated graded module. If we introduce the
corresponding bigrading on Er by setting

Zp,qr = Zpr ∩Kp+q, Bp,qr = Bpr ∩Kp+q,

and
Ep,qr = Zp,qr /(Bp,qr−1 + Zp+1,q−1

r−1 ),

for all r ≥ 0 and r =∞, then the isomorphisms in Theorem A.3 and Theorem A.5 are isomorphisms
of bigraded modules. More specifically,

Ep,q∞
∼= Hp+q(K)p/H

p+q(K)p+1,

for p, q ≥ 0.
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A Spectral Sequences

Remark A.6. For each r ≥ 0, the differential dr on the differential bigraded module E∗,∗
r has

bidegree (r, 1− r), that is,
dr : E

p,q
r −→ Ep+r,q+1−r

r .

Definition A.7. We call a filtration on a filtered complex regular if for any q we have an integer
n(q) with

Kp ∩Kq = 0 for p > n(q).

If the filtration on K is regular, then the differential dr vanishes on E
p,q
r for sufficiently large r, and

hence there are epimorphisms
θrs : E

p,q
r −→ Ep,qs ,

for s > r > n(p + q + 1) − p, which allow us to define an inductive limit of Ep,qr as r → ∞. This
limit is, in fact, the module Ep,q∞ .

Remark A.8. In the above case, we say that the spectral sequence converges to E∞, and by virtue
of Theorem B.1, also to H(K), even though the actual isomorphism is between E∞ and G(H(K)).
If there further exists an r0 such that Er = Es for all r0 ≤ r ≤ s, then Er0 = E∞, and the spectral
sequence is said to collapse at the r0th page.

Example A.9. Assume that Ep,q2 = 0 for p > 1. The spectral sequence collapses due to the bidegree
of the differential on E2 (see Remark A.6), and we obtain short exact sequences

0 E1,q−1
2 Hq(K) E0,q

2 0,

for all q ≥ 0.

Remark A.10. Suppose that for some r0, p0 ≥ 0, we have Epr0 = 0 for all p > p0. Then Epr = 0 for
all r ≥ r0 and p > p0, and consequently H(K)p = 0 for all p > p0.

The most extreme case is when there exists an r0 ≥ 1 such that Epr0 = 0 for all p > 0. In
this situation, the spectral sequence collapses at the r0th page. Moreover, the filtration is trivial,
i.e.,

H(K)1 = H(K)2 = . . . = 0 and G(H(K)) = H(K).

We take a closer look at the differential d1: we know that

Zp0 = Kp, Zp+1
−1 = Kp+1, dZp+1

−1 ⊆ Kp+1,

and consequently
Ep0 = Kp/Kp+1.

On the first page of the spectral sequence, we get

Ep1 = H(Kp/Kp+1),

and as differential
d1 : E

p
1 = H(Kp/Kp+1) −→ H(Kp+1/Kp+2) = Ep+1

1 ,

z ∈ Z(Kp mod Kp+1) 7−→ dz ∈ Z(Kp+1 mod Kp+2).
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A Spectral Sequences

Remark A.11. The differential d1 can be obtained as the operator of the short exact sequence of
differential graded modules

0 Kp+1/Kp+2 Kp/Kp+2 Kp/Kp+1 0,

meaning the natural morphism

δ : H(Kp/Kp+1) −→ H(Kp+1/Kp+2),

obtained by applying the snake lemma.

A further notion we require is that of a morphism of spectral sequences.

Definition A.12. Given two spectral sequences {(Er, dr)}r≥0 and {(Er, dr)}r≥0, we define a mor-
phism of spectral sequences as a collection {fr}r≥0 of morphisms of bigraded modules fr : Er → Er,
commuting with the differentials, and such that fr+1 is induced by fr on cohomology.

Remark A.13. A morphism of filtered complexes

ϕ : (K, d) −→ (K, d),

gives rise to a morphism of spectral sequences

ϕr : Er −→ Er, r ≥ 0,

and ϕ∞ : G(H(K))→ G(H(K)), is induced by

H(ϕ) : H(K) −→ H(K).

Theorem A.14. Let
ϕ : (K, d) −→ (K, d),

be a morphism of filtered complexes with associated spectral sequences {Er} and {Er}. If for some n,
ϕn : En → En is an isomorphism of bigraded modules, then ϕr is an isomorphism for all n ≤ r ≤ ∞.
If the filtrations are regular, then ϕ induces an isomorphism of graded modules

H(ϕ) : H(K, d) −→ H(K, d).

Proof. [McC01, Theorem 3.5].

Remark A.15. The proof of Theorem A.14 relies on the isomorphism ϕ∞, together with an inductive
application of the Five Lemma, to conclude that H(ϕ) is an isomorphism. This reasoning extends
beyond the context of spectral sequences and applies more generally: given a morphism of filtered
graded modules

ϕ : A −→ A,

if the induced morphism on the associated graded modules

ϕ̂ : G(A) −→ G(A)

is an isomorphism (respectively, an epimorphism or a monomorphism) of bigraded modules, and
both filtrations are regular, then ϕ itself is an isomorphism (respectively, an epimorphism or a
monomorphism).
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B The Spectral Sequence of a Double Complex

Finally, we adapt the results introduced above to the case that we work with an R-algebra instead
of an R-module.

Definition A.16. Suppose K is a complex with a graded product. We call K a differential graded
algebra if the product satisfies the graded Leibniz rule. If K is, in addition, a filtered complex and

Ks ·Kr ⊆ Ks+r,

for all s, r ≥ 0 then we call K a filtered differential graded algebra.

Remark A.17. We can proceed as before to obtain a spectral sequence of algebras {Er, dr}r≥0, i.e.,
a spectral sequence where each page Er is a differential bigraded algebra, and Er+1 is canonically
isomorphic to H(Er) as bigraded algebra. The isomorphism in Theorem A.5 is an isomorphism of
bigraded algebras. A morphism of filtered differential graded algebras

ϕ : (K, d) −→ (K, d),

induces a morphism of spectral sequences of algebras, and the isomorphism in Theorem A.14 is an
isomorphism of graded algebras.

Remark A.18. The above discussion applies without change to the case that

R =
⊕
t≥0

Rt,

is a graded ring. If K is a differential graded algebra over R, then the differential d is assumed to
be graded R-linear, i.e.,

d(r · x) = (−1)tr · d(x), for r ∈ Rt, x ∈ K.

This is a special case of the situation in which R itself is a differential graded algebra and K is
a differential graded R-algebra via a morphism of differential graded algebras R → K (see, for
example [Wei94, Chapter 9.9]).

B The Spectral Sequence of a Double Complex

This section follows the construction of a spectral sequence from a double complex as presented in
[God73, Chapter 1.4.8], complemented by [McC01], in particular Chapter 2.4.
Let

K =
∑
p,q≥0

Kp,q,

be a double complex with differentials

d′ : Kp,q −→ Kp+1,q, d′′ : Kp,q −→ Kp,q+1,

satisfying d′d′′ + d′′d′ = 0. There is an associated filtered complex, the total complex

tot(K)n =
∑

p+q=n

Kp,q,
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B The Spectral Sequence of a Double Complex

with differential d = d′ + d′′, and either of the two filtrations presented in Example A.1. Since we
assume that Kp,q = 0 if either p < 0 or q < 0, both filtrations on tot(K) are regular.
The first page of the spectral sequence associated to the row-wise filtration is

′Ep1 = H(′Kp/
′Kp+1),

and we can identify ′Kp/
′Kp+1, together with its differential d0, with the complex Kp∗ and the

differential d′′. This leads to
′Ep1 = H(Kp,∗, d′′).

We compute d1 as the operator of the short exact sequence

0 Kp+1,∗ Kp,∗ +Kp+1,∗ Kp,∗ 0

in the fashion of Remark A.11. In accordance with the previous identification, the differential on
the first and last module is d′′, whereas the middle module has d acting on Kp∗ as well as d′′ on
Kp+1,∗. It follows that the operator of this exact sequence is induced by d′. Thus, if we equip the
module H(K, d′′) with the natural grading

Hp(K, d′′) = H(Kp,∗, d′′),

and with the differential induced by d′, we obtain

′Ep2 = Hp(H(K, d′′), d′).

Including the second grading, we have that ′Ep,q1 is equal to

′Ep,q1 = Hq(Kp,∗, d′′),

the cohomology group of degree q with respect to the second differential and second grading of K.
Hence, we arrive at

′Ep,q2 = Hp(Hq(K, d′′), d′).

Theorem B.1. Let K be a double complex with Kp,q = 0 if p < 0 or q < 0, and suppose that

Hp(Hq(K, d′′), d′) = 0, for q ≥ 1.

Let L be the R-submodule of K formed by the sums of elements xp0 ∈ Kp0 satisfying d′′xp0 = 0,
then the injection L ↪→ K induces an isomorphism in cohomology.

Proof. We consider L as double complex and compare the spectral sequences {E′
r(L)} and {E′

r(K)}
induced by the row-wise filtration. By definition of L, we have

′Ep,q2 (L) = 0, for q ̸= 0, and ′Ep,02 = Hp(L).

On the other hand, from the assumption on K, it follows that

′Ep,02 (K) = Hp(H0(K, d′′), d′), and H0(K, d′′) = L,

which leads to
′Ep,02 (K) = Hp(L).

Since the embedding of L in K induces an isomorphism of bigraded modules on the second page
of the first spectral sequence and all relevant filtrations are regular, the claim is a consequence of
Theorem A.14.
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B The Spectral Sequence of a Double Complex

Remark B.2. If tot(K) is a filtered differential graded algebra with respect to both the row-wise
and column-wise filtration, then L defined as in Theorem B.1 is a graded subalgebra and the
isomorphism is an isomorphism of graded algebras.

In Appendix A and Appendix B, up to this point, we restricted our attention to the setting of a
decreasing non-negative filtration, a non-negative grading and a differential of degree one on K.
The resulting spectral sequence Ep,qr is a first-quadrant spectral sequence, a name justified by the
fact that Ep,qr = 0 whenever p < 0 or q < 0.
There are analogous definitions for spectral sequences corresponding to the more general situation
that K is Z-graded, and the filtration is either decreasing or increasing with indices in Z. This
generalization is not included in this thesis and once again we refer to [McC01] for a rigorous
treatment.
Nonetheless, we want to give an example of a second-quadrant spectral sequence, the Künneth
spectral sequence.
The version of the Künneth spectral sequence we consider can be found in [McC01, Chapter 2.4].
We follow the introduction presented there.
Let L∗ and T ∗ be differential graded R-modules with differentials of degree one and T ∗ flat over
R. The target of the Künneth spectral sequence is the cohomology H∗(T ∗ ⊗ L∗) of the tensored
complexes. This goal is approached by considering a proper projective resolution of L∗:
Suppose we have an exact sequence of differential graded R-modules

. . . P−2 P−1 P 0 L 0.

For any differential graded R-module M we write dM for its differential as well as

Zn(M) := ker dM : Mn −→Mn+1, and Hn(M) := Zn(M)/dM (Mn−1).

The derived module H∗(M) is considered as differential graded module by equipping it with the
zero differential. We call the exact sequence above a proper projective resolution of L∗ if for each
n, the following are projective resolutions

C1 : . . . P−2,n P−1,n P 0,n Ln 0,

C2 : . . . Zn(P−2) Zn(P−1) Zn(P 0) Zn(L) 0,

C3 : . . . Hn(P−2) Hn(P−1) Hn(P 0) Hn(L) 0.

There exists a proper projective resolution for every differential graded module ([McC01, Chap-
ter 2.4, Lemma 2.19]).
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B The Spectral Sequence of a Double Complex

Suppose we are given such a proper projective resolution for L∗, as shown in the diagram below.

P−2,2 P−1,2 P 0,2 L2 0

P−2,1 P−1,1 P 0,1 L1 0

P−2,0 P−1,0 P 0,0 L0 0.

d2

dP

d1

dP

d0

dP

dL

The relevant double complex is then given by

Kp,q :=
⊕
s+t=q

T s ⊗ P p,t,

with differentials
d′ =

∑
(−1)q1⊗ dP : Kp,q −→ Kp+1,q,

and
d′′ =

Ä∑
dT ⊗ 1 +

∑
(−1)s1⊗ dp

ä
: Kp,q −→ Kp,q+1.

As opposed to the double complexes K∗,∗ =
⊕
Kp,q considered in the first part of this chapter, in

this case, the degree q is non-negative and the degree p is non-positive. In other words, K∗,∗ lies in
the second quadrant of Z×Z. Nevertheless, and in the same way as before, we can associate spectral
sequences to K and its canonical filtrations, and by a similar procedure as for the Mayer–Vietoris
spectral sequence in Chapter 3.2, we obtain the following result.

Theorem B.3. Let L∗ and T ∗ be differential graded R-modules with differentials of degree one and
T ∗ flat over R. There is a spectral sequence with second page given by

Ep,q2 =
⊕
s+t=q

TorR−p(H
s(T ), Ht(L)).

If {E∗,∗
r } converges, then it converges to

H(T ∗ ⊗ L∗, dT ⊗ dL).

Here, TorRi (−,−) denotes the i-th left derived functor of the tensor product over R.

Proof. [McC01, Chapter 2.4, Theorem 2.20].

Remark B.4. Until now, we have relied on the assumption that the filtration is regular in order to
guarantee convergence of the spectral sequence. The filtration

. . . ⊇ K−2 ⊇ K−1 ⊇ K0,

associated to the Künneth spectral sequence, where

Kp =
⊕
r≥p

Kr,s,

is, in general, not regular. As a consequence, convergence becomes a more intricate matter and
depends on the related notion of the filtration being weakly convergent. For a precise definition and
further discussion see [McC01, Chapter 3.1].
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B The Spectral Sequence of a Double Complex

Example B.5. Suppose T ∗ is a flat differential graded R-module and L = R/I is a quotient of
R, considered as differential graded R-module with zero differential. In this case, any projective
resolution

. . . P−2 P−1 P 0 R/I,

of R/I is automatically proper, and the double complex used to construct the spectral sequence in
Theorem B.3 reduces to

Kp,q = T q ⊗ P p.

In particular, if R/I has finite projective dimension, then both filtrations on tot(K) are regular and
we are in a situation analogous to that in Appendix A with regard to convergence.
In the special case where R is Noetherian and I = (η) is a principal ideal, we know that R/I has
finite projective dimension if η is not a zero divisor in R. Moreover, the Tor-groups take the form

TorR−p(R/(η), H
q(T )) =


Hq(T )/ (η ·Hq(T )) , p = 0,

Ann(η,Hq(T )), p = −1,
0, else.

where
Ann(η,Hq(T )) := {x ∈ Hq(T ) | η · x = 0},

denotes the annihilator of η in Hq(T ). Thus we are in the situation of Example A.9 translated into
the setting of a second-quadrant spectral sequence. In other words, the Künneth spectral sequence
collapses at the second page, and we obtain short exact sequences

0 Hq(T )/ (η ·Hq(T )) Hq(T/η · T ) Ann(η,Hq+1(T )) 0,

for all q ≥ 0.
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List of Notation

∆p set of p-simplices of a simplicial complex ∆

v = (v0, . . . , vp) p-simplex in a simplicial complex

⟨D⟩ simplicial complex whose simplices are all subsets of elements of D

ΛG equivariant coefficient ring of a Lie group G

pt topological space consisting of a single point

ζ Chern class of the line bundle dual to the tautological line bundle
O(−1) on a projective space

TM ′ subgroup of a torus T corresponding to a sublatticeM ′ ⊆M , where
M is the character lattice of T

MT ′ sublattice of the character lattice M of T corresponding to a sub-
group T ′ ⊆ T

ι(X), τ(X) image and kernel of the localization map ι∗ for a T -space X

tor(S,M) submodule of the S-module M consisting of elements that are tor-
sion over S

ΓX moment graph of a T -space X

M = (Mi)i∈I cover by topological subspaces

I from Chapter 3.2 onward, indexing set for subspaces in the cover
M

I full simplex on the set I

Mi intersection Mi0 ∩ . . . ∩ Mip corresponding to a p-simplex i =
(i0, . . . , ip) in I

{Er, dr} spectral sequence expressed as collection of its pages and their dif-
ferentials

G(H∗(K)), G(H∗
G(X)), . . . graded module associated to a filtration

MV,MV(G,X,M) Mayer–Vietoris complex of a G-space X with cover M

ν(X), ν(G,X,M) first-column component of a G-space X (with cover M)

GCov category with objects given by triplets (G,X,M), i.e., G-spaces
with a cover M such that the Mayer–Vietoris spectral sequence
computes the G-equivariant cohomology of X
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List of Notation

f∗ morphism in cohomology induced by a morphism f between topological spaces

f̂ morphism between associated graded algebras induced by a morphism between
objects in GCov

fi restriction of the morphism f in GCov to the corresponding component of the
cover

fi restriction of the morphism f in GCov to the corresponding intersection of com-
ponents in the cover

S(M ′) saturation of a sublattice M ′

R,Rφ relations introduced by a morphism between tori φ

θ, θφ restriction of tori corresponding to a morphism between tori φ

Θ,Θφ extension of tori corresponding to a morphism between tori φ

P = P(CA) ambient projective space with coordinates indexed by an index set A

PJ coordinate subspace of P defined by the vanishing of coordinates not contained in
J ⊆ A

C set of subsets of A indexed by the index set I

PC projective union corresponding to the coordinate subspaces defined by the sets in
C

Pi coordinate subspace defined by Ci, for i ∈ I
Pi coordinate subspace defined by Ci = Ci0 ∩ . . . ∩ Cip , where i = (i0, . . . , ip) ∈ Ip
C union of all sets in C

C intersection of all sets in C

MC cover of PC formed by (Pi)i∈I

ηJ completely reducible polynomial in ΛT [ζ] with factors corresponding to the ele-
ments in J ⊆ A

ΩJ equivariant cohomology ring of PJ

ηi, ηi,Ωi,Ωi as above, abbreviations for ηCi , ηCi ,ΩCi ,ΩCi

ιCD restriction in cohomology between projective unions PC and PD

giS a basis element in the cohomology ring of the poset S

rSZ restriction map between the poset cohomologies of posets Z ⊆ S
I(d, n) poset of strictly increasing d-tuples with entries between 1 and n

Pd,n ambient projective space with coordinates indexed by I(d, n)

C(d, n) set of maximal chains of I(d, n)

Pd,n degeneration of the Grassmannian Gr(d, n), i.e., the projective union associated
to C(d, n)

Gd,n graph with vertex set C(d, n) and edges indicating maximal intersection
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