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Abstract

Transition-metal compounds with 4d and 5d electrons have become a central focus over
the past two decades, as the interplay of strong spin-orbit coupling, electronic correlations,
and crystal-field effects can generate local spin-orbit entangled states. These form the basis
for novel phenomena such as bond-directional Kitaev interaction, which can ideally gener-
ate a possible quantum spin liquid ground state, or excitonic magnetism manifested by the
exchange-driven condensation of local triplet excitations. Deviations from ideal symmetry
or the competition between various parameters, however, might affect the local states and
suppress such phases, making a detailed understanding of the local states essential.

In this thesis, we investigate the role of spin-orbit coupling in Mott-insulating transition-
metal compounds with different d" electron configurations, namely d?, d*, and d°, since
the effect of spin-orbit coupling can manifest differently in each of these configurations.
In the first project, we analyze the low-energy excitations of the 4d° compound a-RuCls,
one of the most studied candidates for realizing the Kitaev model. Using optical spec-
troscopy and Raman scattering in conjunction, we identify the spin-orbit exciton, the char-
acteristic excitation from the j.¢ = 1/2 ground state to j.g = 3/2, and establish that the two
additional higher-lying features have to be understood as the double and triple spin-orbit
excitons, refuting previous interpretations that severely challenged the local j.g = 1/2 pic-
ture. From the excitation energy and splitting of the spin-orbit exciton, we calculate that
the ground state wavefunction in @-RuCl; exhibits more than 98% of j. = 1/2 charac-
ter, agreeing with theoretical predictions and the notion that this compound is a proximate
Kitaev material. The unusually large spectral weight of the multiple spin-orbit excitons
reflects the underlying hopping processes that yield Kitaev interaction.

The second, third, and fourth projects of this thesis focus on the K,PtClg-type antifluorite
halides A,MXs with A = {K*,Rb*}, X = {CI",Br } and M = {Re*", Os*", Ir**}. Choosing
the Re-, Os-, or Ir-based version of these compounds allows us to examine the 5d3, 5d%,
or 5d° electron configurations, respectively. The isolated M X4 octahedra in these crystals
result in large Mott gaps and narrow excitation peaks, which makes these materials ideal
to study with optical spectroscopy and resonant inelastic x-ray scattering at the transition-
metal L; edge. Putting these methods together yields a very comprehensive picture of the
electronic structure and allows us, e.g., to uncover the origin of the splitting in the spin-
orbit exciton in K,IrClg.

For the 5d* systems A,0sXg, our data confirm a robust local J = 0 scenario. The spectra
display well-defined onsite multiplets, which are described best within the intermediate
coupling regime, where spin-orbit coupling and Hunds coupling must be considered on
equal footing. Determining the cubic crystal-field splitting using RIXS, we compare the
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electronic parameters in two different approaches: the #,,-only Kanamori model and the
single-site model of the entire d shell. Both models describe the energies of the intra-f,
RIXS energies equally well, which allows us to establish these compounds as solid refer-
ence systems for other Os** J = 0 systems.

For the 5d° case in K,ReClg, we probe the competition of spin-orbit coupling and Hund’s
exchange in the quest of finding a spin-orbit-induced Jahn-Teller effect. While the value
of spin-orbit coupling is sizable, it is not strong enough to turn fully around the § = 3/2
scenario. However, we find that spin-orbit coupling enhances the coupling to the lattice
in multiplets that acquire a non-vanishing orbital moment, which alters the observed line-
shapes slightly.

For the 5d° system K,IrCls, we investigate the nature of the spin-orbit exciton. The RIXS
spectra display a characteristic splitting of this excitation, which had been explained by
static distortions of the octahedra in previous works. However, based on a careful analysis
using a vibronic Franck-Condon picture, we can assign the observed RIXS feature to a
vibronic excitation with a well-resolved phonon sideband. The strong temperature sen-
sitivity of the lineshape agrees with a recent theoretical prediction that goes beyond the
simple Franck-Condon picture and attributes the splitting to a dynamic Jahn-Teller effect
involving coupling to E, phonon modes. The ground state itself retains cubic jegz = 1/2
character, while the lattice couples only to the excited j.¢ = 3/2 state. This demonstrates
that ideal j.z = 1/2 moments with cubic symmetry can indeed be realized in 5d° Mott
systems. It also shows direct RIXS at the L; edge of 5d metals is capable of resolving
vibronic phonon sidebands, which can be described with a single Franck-Condon factor.
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Kurzzusammenfassung

Ubergangsmetallverbindungen mit 4d- und 5d-Elektronen sind innerhalb der letzten zwei
Jahrzehnte in den Fokus geriickt, da sie durch das Wechselspiel von Spin-Bahn-Kopplung,
elektronischen Korrelationen und Kristallfeldeffekten lokale Spin-Bahn-verschrinkte Zu-
stande hervorbringen konnen. Diese bilden die Grundlage fiir neuartige Phinomene wie
zum Beispiel die richtungsabhingige Kitaev-Wechselwirkung, die im Idealfall eine Quan-
tenspinfliissigkeit im Grundzustand hervorbringt, oder den exzitonischen Magnetismus,
der sich manifestiert, wenn Austauschwechselwirkungen eine Kondensation von ange-
regten lokalen Triplettzustinden bewirken. Abweichungen von idealer Symmetrie oder
die Wechselwirkung konkurrierender Parameter konnen die lokalen Zusténde beeinflussen
und die entstehenden Phasen unterdriicken. Dies macht ein detailliertes Verstdndnis der
lokalen Zusténde essenziell.

In dieser Arbeit untersuchen wir die Rolle von Spin-Bahn-Kopplung in Mott-isolierenden
Ubergangsmetallverbindungen mit unterschiedlichen d"-Elektronenkonfigurationen, ins-
besondere d°, d* und d°, in denen die Spin-Bahn-Kopplung unterschiedliche Ausprigun-
gen zeigt.

Im ersten Projekt dieser Arbeit untersuchen wir die niederenergetischen Anregungen von
a-RuCl;, einem der meistuntersuchten Kandidaten, um das Kitaev-Modell im Kiristall zu
realisieren. Mittels optischer Spektroskopie und Ramanstreuung bestimmen wir das Spin-
Bahn-Exziton, die charakteristische Anregung eines j.z = 1/2-Grundzustandes in den
Jeft = 3/2-Zustand, und weisen nach, dass die beobachteten hoherliegenden Anregungen
als doppelte und dreifache Spin-Bahn-Exzitonen verstanden werden miissen, womit wir
frithere Interpretationen ausrdumen, die die Anwendbarkeit des j.s = 1/2-Szenarios infra-
ge stellten. Aus der Anregungsenergie und der Aufspaltung des Spin-Bahn-Exzitons be-
rechnen wir, dass die Grundzustandswellenfunktion von @-RuCl; zu iiber 98% j.g = 1/2-
Charakter tragt, was durch theoretische Vorhersagen gestiitzt wird und mit dem Bild iiber-
einstimmt, dass diese Verbindung als ein fast ideales Kitaevmaterial angesehen werden
kann.

Die weiteren Projekte befassen sich mit den K;PtClg-artigen Antifluorit-Halogeniden
A;MXs mit A = {K*,Rb*}, X = {CI",Br }und M = {Re*", Os**, Ir**}. Durch Auswahl der
Re-, Os-, oder Ir-Ionen lassen sich in diesen Verbindungen jeweils die 5d°-, 5d*- und 5d°-
Elektronenkonfigurationen untersuchen. Die isolierten M X¢-Oktaeder in diesen Kristallen
fiihren zu einer Mott-Liicke mit hoher Anregungsenergie und schmalen Anregungspeaks,
was sie ideal fiir eine Untersuchung mittels optischer Spektroskopie und resonanter in-
elastischer Rontgenstreuung (RIXS) an der L;-Kante des Ubergangsmetallions macht. Die



Kombination beider Methoden ergibt ein sehr umfassendes Bild der elektronischen Struk-
tur und erlaubt es uns, zum Beispiel im Falle von K,IrClg, den Ursprung der Aufspaltung
des Spin-Bahn-Exzitons aufzudecken.

Fiir die 5d*-Systeme A,OsX; bestitigen unsere Messungen ein stabiles lokales J = 0
Szenario. Die Spektren zeigen klare Onsite-Multipletts, die sich am besten durch ein inter-
medidres Kopplungsregime beschreiben lassen, in dem die Spin-Bahn-Kopplung und die
Hundsche Kopplung gleichermal3en relevant sind. Durch die Bestimmung der Kristallfeld-
aufspaltung mittels RIXS konnen wir die elektronischen Parameter iiber zwei Zuginge be-
schreiben: einmal iiber ein reines #,,-Kanamori-Modell und einmal {iber ein lokales Modell
der gesamten d-Schale. Beide Modelle beschreiben die intra-f,,-Energien aus den RIXS-
Daten gleichermafen gut, was uns erlaubt, diese Os*"-basierten J = 0 Systeme als zuver-
lassige Referenzsysteme zu betrachten.

Fiir den 54°-Fall in K,ReClg untersuchen wir den Wettstreit zwischen Spin-Bahn-Kopplung
und Hundscher Wechselwirkung im Hinblick auf einen spin-bahn-induzierten Jahn-Teller-
Effekt. Obwohl die Stirke der Spin-Bahn-Kopplung beachtlich ist, ist sie nicht ausrei-
chend, um das § = 3/2-Szenario umzudrehen. Dennoch zeigt sich, dass die Spin-Bahn-
Wechselwirkung die Kopplung an das Gitter fiir die Multipletts verstirkt, die ein endliches
Bahndrehmoment erlangen, was die Linienform dieser Anregungen beeinflusst.

Fiir das 5d°-System K,IrCly untersuchen wir den Charakter des Spin-Bahn-Exzitons. Die
RIXS-Spektren zeigen eine charakteristische Aufspaltung, die in der Vergangenheit einer
statischen Verzerrung der Oktaeder zugeschrieben worden ist. Unsere sorgfiltige Analyse
mit einem vibronischen Franck-Condon-Modell zeigt jedoch, dass das beobachtete Fea-
ture im RIXS-Spektrum als vibronische Anregung mit einem energieaufgeldsten Phonon-
Seitenband interpretiert werden muss. Die starke Temperaturabhingigkeit der Linienform
stiitzt eine aktuelle theoretische Vorhersage, die iiber das vereinfachte Franck-Condon-
Bild hinausgeht und die Aufspaltung auf einen dynamischen Jahn-Teller-Effekt zuriick-
fithrt, der durch die Kopplung an E,-Phononen ausgeldst wird. Der Grundzustand zeigt
dabei weiterhin einen ungestorten kubischen j.g = 1/2 Charakter, wihrend das Gitter nur
an den angeregten j.g = 3/2 Zustand koppelt. Dies veranschaulicht zwei Aspekte: Ideale
Jer = 1/2 Momente mit kubischer Symmetrie konnen tatsidchlich in 5d-Mott-Isolatoren
verwirklicht werden, und dariiber hinaus kann direktes RIXS an der L;-Kante der 5d-
Metallionen tatsichlich vibronische Phonon-Seitenbinder auflosen, die durch einen ein-
zelnen Franck-Condon-Faktor beschrieben werden.
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1 Introduction

Since the rise of quantum mechanics in the last century opened the door to a quantitative
description of solid-state physics, scientists have sought to understand, predict, and con-
trol a plethora of phenomena of solids. Particularly in crystalline matter, the macroscopic
behavior cannot be understood from the properties of the constituent electrons and ions
alone. It is the aggregation of the vast number of electrons and ions, their interactions,
and the symmetry of the crystal lattice that gives rise to a wide range of emergent phe-
nomena such as magnetism or superconductivity [1, 2]. In a sense, a crystal resembles a
pointillist painting, where the whole is more than the sum of its parts. An effective de-
scription to account for the dynamical properties of crystalline matter is governed by the
notion of quasiparticles and collective excitations [3, 4]. This notion is particularly impor-
tant when the electronic properties exhibit highly unusual behavior. Notable examples are
heavy-fermion compounds, where the dispersion of electrons suggests an increase in their
effective mass by up to a factor of a thousand [5], or conversely, topological insulators
and graphene, which harbor electronic states in which the electrons behave as relativistic
particles [6, 7]. Other flavors of quasiparticles appear even more exotic as they imply a
separation of the fundamental properties of the electron. Intriguing examples are the sep-
aration of spin and charge in materials with strongly confined one-dimensional magnetic
chains [8, 9], or the apparent fractionalization of electronic charge in fractional quantum
Hall systems [10, 11].

Early progress in the description of electrons in solids can be attributed to Bloch [12],
who provided a quantitative description of the itinerant character of electrons in a crys-
tal. This laid the foundation for band theory, which has been a powerful tool to predict
electronic behavior for a wide range of materials. One fundamental result is its capability
to distinguish between metals and insulators, based solely on the filling of the electronic
states. The impact of band theory can be witnessed every day, given the realization of
transistors and their miniaturization, forming them into a cornerstone of modern commu-
nication and information technology.

The predictions of band theory fall short whenever the electronic properties are not cap-
tured adequately using an effective single-particle picture. A paradigmatic example and the
center of this thesis is the case of strongly correlated electron systems. Here, the electronic
behavior emerges from a strong competition between itinerancy and Coulomb repulsion.
If the energy gain from delocalization exceeds Coulomb repulsion, the electrons remain
itinerant and the system exhibits metallic behavior. However, in case Coulomb repulsion
is the larger factor, electrons respond via localization on the atomic site. In consequence,
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even materials with half filling display insulating behavior in this case. These materials are
known as Mott insulators, after the pioneering works of Mott and Peierls [13, 14]. Typi-
cally, such behavior is found in transition-metal compounds with partially filled d shells.
In the past, the physics of Mott insulators has been explored most intensely in 3d systems,
particularly oxides [15-19]. The tendency for the Mott-insulating behavior results from
the small radial extension of the 3d orbitals and their narrow bandwidths, which yield
strong Coulomb repulsion and low kinetic energies, respectively.

One consequence of the electronic localization is the preservation of orbital and spin de-
grees of freedom [20]. Thus, Mott insulators exhibit well-defined local moments. It is
the role of virtual electron hopping between neighboring sites that induces spin and or-
bital correlations and leads to magnetic exchange interactions. It is therefore no surprise
that Mott insulators exhibit very often a magnetic ground state at low temperatures [19].
The local properties of the moments are dictated by the electronic configuration d" of
the transition-metal ion and by the local interplay of crystal-field effects, intra-atomic
Coulomb interaction, and spin-orbit coupling, as well as hybridization with the ligands.
The crystal field reduces the symmetry of the electronic states compared to that of a free
ion, which lifts the degeneracy of the states and partially quenches the orbital moment.
Intra-atomic Coulomb interaction establishes Hund’s rules, which set the spin and orbital
occupation in the crystal. The role of spin-orbit interaction is to couple the spin and orbital
degrees of freedom, which can lead to distinct magnetic behavior.

For 3d electrons, the strength of spin-orbit coupling is usually weak, on the order of tens
of meV, and can often be treated perturbatively [19, 21]. In this case, spin-orbit coupling
anchors the spin degrees of freedom relative to the orbital degrees and hence to the crys-
tal lattice. This results in magnetic anisotropy, which can give rise to complex magnetic
structures. Presumably, the most prominent are non-collinear magnets in crystals without
a center of inversion. Notable examples include spin spirals, found for example in type-II
multiferroic TbMnOj3 [22-24], or skyrmion lattices in compounds such as metallic MnSi
or the Mott-insulating cluster magnet Cu,0SeO; [25-28].

For 4d and 5d transition metals, the balance between Coulomb repulsion and delocal-
ization shifts. The larger radial extent promotes a larger bandwidth and reduces electronic
correlations. Under these considerations, especially 5d transition-metal compounds are
suspected to show metallic behaviour. At the same time, however, the strength of spin-
orbit coupling increases from 3d to 5d elements by roughly an order of magnitude [21],
sufficient to locally entangle the spin and orbital degrees of freedom into an effective spin-
orbital moment j.g. This induces an additional splitting based on the total angular mo-
mentum of the states and renormalizes their bandwidths. As a consequence, such a system
can recover a Mott insulating state again, as shown, for example, for Sr,IrOy4 [29], Sr31Ir,O;
[30], or the honeycomb iridate Na,IrO; [31], which has coined the term spin-orbit-assisted
Mott insulators for these compounds.

These discoveries have sparked significant interest in further exploring the interplay be-
tween strong spin-orbit coupling and electronic correlations. A generic phase diagram
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that emerges from this interplay is shown in Fig. 1.1. Within this thesis, we focus our at-
tention on studying the electronic structure of Mott insulators with both strong electronic
correlations and strong spin-orbit coupling.

Spin-orbit entangled j.x = 1/2 moments and the low-energy electronic structure
of @-RuCl;

Most attention in the family of spin-orbit coupled Mott insulators has been garnered by d°
systems, such as materials with Ir** or Ru** ions, which yield effective j.z = 1/2 moments.
These draw parallels with quantum S = 1/2 systems, but where the j, = +1/2 configura-
tions, i.e., the "up" and "down" states, occupy a complex mixture of different orbitals [33],
see Fig. 1.2(b). This has attracted considerable interest in studying exchange interactions
on different geometries. For example, the layered perovskite Sr,IrOy4 [34] shows signatures
of 2D Heisenberg antiferromagnetism, where the dispersion of magnetic excitations bears
a strong resemblance to that in the S = 1/2 cuprate La,CuQy [35, 36]. Accordingly, this
has sparked interest in finding cuprate-like superconductivity in iridates [37], but this has
not been observed. A striking feature of the j.g = 1/2 moments is the possibility to exhibit
strong Kitaev exchange [38—40]. This bond-directional Ising-type exchange interaction is
highly anisotropic and offers a pathway to explore a quantum spin-liquid state [41, 42].
The original Kitaev model [43] describes Kitaev exchange on a tricoordinated honeycomb
lattice and features a quantum spin-liquid ground state. The bond-directional character of
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the Kitaev exchange couples only one specific component of the spin operator along one
particular bond. Unable to fulfill the exchange for all three spin components simultane-
ously, this yields strong exchange frustration and restricts spin-spin correlations to nearest
neighbors. Intriguingly, the excitation spectrum of the Kitaev model can be solved exactly
and reveals fractionalized spin excitations in the form of Majorana fermions and spinless
Z, gauge fluxes.

Jackeli and Khaliullin proposed a route to realize dominant Kitaev interactions in j.g =
1/2 compounds that show octahedral coordination on a honeycomb lattice with an edge-
sharing geometry [38]. The edge-sharing geometry is a key ingredient to suppress Heisen-
berg exchange for an ideal 90° ligand-metal-ligand bonding angle, assuming that the
leading-order contribution to exchange interactions originates from ligand-mediated su-
perexchange. Under these considerations, the 5d° honeycomb iridates Na,IrO; and a-
Li,IrO3 [44-53], as well as the 4d° ruthenium compound a-RuCl; [54—62], have entered
the spotlight as prime candidates for the realization of a Kitaev quantum spin liquid. The
crystal strcucture of @-RuCl; and the concept of bond-directional Kitaev exchange on the
honeycomb layer are shown in Fig. 1.3. Eventually, each of these compounds develops
magnetic order below their respective transition temperatures, around 14 K for the iridates
and 7 K for a-RuCl;, due to additional exchange paths and deviations from the ideal 90°
bonding angle. The magnetic properties of these compounds are typically captured by an
extended magnetic model, which includes a combination of Kitaev and Heisenberg ex-
changes plus additional off-diagonal exchange interactions [63, 64]. Nonetheless, these
compounds have shown clear signatures of Kitaev interaction [50, 60, 61, 65-67]. The
most compelling result is the observation of a quantized half-integer thermal Hall effect
in the magnetically disordered phase of @-RuCl; found at around 7 T with an applied field
perpendicular to the honeycomb planes [68, 69]. This result is considered the strongest
experimental indication for the presence of fractionalized Majorana fermions [68—70] and
continues to motivate both theorists and experimentalists alike to increase their efforts to
explore the properties of @-RuCl; in the presence of strong magnetic fields and possibly
identify a field-induced quantum spin liquid in @-RuCl; [71-78].

Taking a step back, the formation of the j.4 = 1/2 moments from 4d and 5d orbitals fol-
lows from a balance of local energy scales. As mentioned above, these are predominantly
crystal-field effects, electron-electron interaction, and spin-orbit coupling. These are re-
flected by the cubic crystal-field splitting 10Dg, Hund’s coupling Jy, and by the strength
of the spin-orbit coupling {. Alternatively, one can introduce an effective spin-orbit cou-
pling A = +££/2S for a given electron configuration [19]. For 4d and 5d systems, the cubic
crystal-field splitting 10Dgq typically dominates over Jy and A [79]. As such, the ground
state of an octahedrally coordinated transition-metal ion will always adopt a low-spin con-
figuration, occupying the #,, orbitals first. The role of spin-orbit coupling is to further lift
the degeneracy of the 1,, orbitals that show an effective orbital momentum /. = —1 [80]
(hence the subscript, which we will omit onward). As a result, this yields a lower-lying
Jj=3/2 quartet and a j = 1/2 doublet. For Ir** or Ru*" ions with an #3, configuration, this
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Figure 1.2 Energy-level scheme of local jer = 1/2 moments in d° systems. (a) A
transition-metal ion surrounded by an octahedral ligand cage with a d° electron configu-
ration serves as the base structural unit to realize a j = 1/2 moment. Crystal-field effects
and spin-orbit coupling split the fivefold degenerate d orbitals into a j.g = 1/2 doublet
and a jeg = 3/2 quartet. The energy levels of the spin-orbital states are shown in the hole
picture. The presence of non-cubic distortions further lifts the degeneracy of the j = 3/2
quartet and admixes j = 3/2 character to the ground state. (b) Density plot of the |J, j.)
states. The color indicates the spin character. Red denotes S, = |T), and blue S, = | ).
(c) Exemplary RIXS spectrum of the Ir** double perovskite Ba,CelrOg, adopted from
[65]. The spectrum shows the spin-orbit exciton at around 0.6 eV and resolves an exper-
imental splitting of around 0.1 eV. From the energy and the splitting of the feature, one
can extract the strength of A and Acg.

is equivalent to a single hole occupying the j = 1/2 state, see Fig. 1.2(a).

The ideal j = 1/2 scenario requires a perfect cubic crystal field. In the presence of non-
cubic distortions Acg, the ground state acquires a mixed character of the j = 1/2 and
J = 3/2 wavefunctions [38, 65, 81]. A sensitive way to determine the ground state is to
probe its excitations. Similar to playing a musical instrument, we gain valuable knowledge
about a system by observing its resonances and transitions. For the j = 1/2 ground state,
the most direct way is to measure the splitting of the spin-orbit exciton, i.e., the on-site
excitation |[j = 1/2) — |j = 3/2) at energy %/l. Non-cubic distortions lift the degeneracy
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of the j = 3/2 quartet, which manifests as a splitting of this excitation feature, see Fig.
1.2(a). For iridates with 4 =~ 0.4 eV, resonant inelastic x-ray scattering (RIXS) at the Ir
L;-edge has proven instrumental in studying the local electronic structure and resolving
such splittings. Targeting the x-ray absorption edges of the transition-metal ions, RIXS
boosts specifically the scattering cross section of electronic transitions of that ion, turning
it into a highly sensitive probe for the electronic sturcture. An example of the splitting of
the spin-orbit exciton is shown for the j = 1/2 compound Ba,CelrOg in Fig. 1.2(c).

For the honeycomb iridates Na,IrO; and a-Li,IrO3, a ratio of 4/Acg = 3 has been found
[49], but interestingly, experimental results on the local electronic structure of @-RuCl;
have been discussed controversially in this regard. This follows from the rich excitation
spectrum of @-RuCl; below the Mott gap at around 1 eV and is based on different assign-
ments and interpretations of the excitation features observed by Raman scattering, RIXS,
infrared spectroscopy, and neutron scattering [54, 60, 82, 83]. As a result, A and Acg have
not been determined unequivocally. For instance, the broad features observed at around
0.53 and 0.75 eV by infrared spectroscopy have been interpreted as crystal-field excitations
|f§g> — |t‘2‘geg> [82, 84], which in turn challenge the applicability of the j = 1/2 scenario
that requires 10Dg > A. This sets the stage for the first study of this thesis, which ex-
amines the low-energy electronic excitation spectrum of @-RuCl; using a combination of
optical spectroscopy and Raman scattering. The combination of both methods is pivotal
for tackling this problem. Raman scattering and optical spectroscopy obey different selec-
tion rules and therefore probe electronic excitations via different mechanisms. In Raman
scattering as well as RIXS, onsite dd excitations, i.e., local excitations within the d shell,
are directly allowed. In contrast, optical spectroscopy can detect such excitations only
if inversion symmetry is broken, for instance via the simultaneous excitation of an odd-
parity phonon [85]. By comparing the excitation energies between Raman scattering and
optical spectroscopy and by analyzing the temperature dependence of the spectral weight,
we identify the phonon-assisted character and thus determine the energy of the spin-orbit
exciton at 248 and 290meV. This yields the effective parameters of A = 0.18eV and
Acr = 0.05 - 0.07 eV and a ratio of A.g/Acr ~ 3, translating into a ground state with ap-
proximately 98% j = 1/2 character. Coincidentally, the ratio is similar to the values found
for the honeycomb iridates where both A.¢ and Acg are more than a factor of 2 larger [49].
Furthermore, we employ the same approach to identify the two other prominent features
at 0.53 and 0.75 eV in the optical data as double and triple spin-orbit excitons. These mul-
tiple spin-orbit excitons result from the exchange of holes between adjacent Ru sites and
can be viewed as pairwise intersite excitations, as also observed in YVOj; [86] or in the
5d antifluorite halides studied in this thesis. Remarkable for a-RuCl; is the comparable
strength between the single, double, and triple spin-orbit excitons. This is a consequence
of the same hopping mechanism that promotes Kitaev interaction and suppresses Heisen-
berg exchange in this compound. In this sense, the large spectral weight of the multiple
spin-orbit excitons reflects the relevance of the prominent Kitaev exchange in @-RuCl;.
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Figure 1.3 Crystal structure of @-RuCl;. (a) View along the ac plane showing the
layered structure of the crystal. Ru ions are shown in blue, Cl ions in gray. (b) View on
the ab plane showing the formation of the honeycomb lattice with edge-sharing geometry.
The main idea of Kitaev exchange in a-RuCl3 is shown as an overlay. The colored
bonds indicate which spin component couples along which direction. Choosing a local
frame of reference, the corresponding spin component is selected by the bond that lies
perpendicular to the edge-sharing plane. For instance, S, components couple along blue
bonds, S, along green bonds, and S ; components along red bonds. The structural data to
create the figure are taken from [59].

The effect of strong spin-orbit coupling on the electronic configuration 4" and
their realizations in the antifluorite halides A, M X

As motivated by, e.g., Takayama et al. [33], the effect of strong spin-orbit coupling can
take different forms depending on the electronic configuration . Apart from anisotropic
exchange between j = 1/2 moments, unusual magnetism is also predicted for seemingly
non-magnetic d* systems with J = 0, where strong dispersion can manifest a condensa-
tion of J = 1 triplons, which is labeled excitonic magnetism [87]. The case of d* acts
as an outlier. At first glance, the half-filled tgg manifold shows a fully quenched orbital
moment L = 0, which suppresses the effect of spin-orbit coupling in the ground state.
But, for very strong spin-orbit coupling stabilizing the complex-valued |j, j.) basis, a d°
system is predicted to develop a spin-orbit-induced Jahn-Teller distortion, as suggested by
Streltsov and Khomskii [88]. The spin-orbit entangled moments of crystals with d' and d*
configurations cannot be described by dipoles. Instead, these states exhibit quadrupolar or
octupolar moments. The interaction of these moments can form ordered states with hidden
order parameters [89, 90].

Within this thesis, we study the 5d°, 5d*, and 5d°. For this purpose, we choose a platform
to realize different @V within the same structural framework. We find K,PtClg-type anti-
fluorite halides A, M X¢ as a well-suited model system for this endeavor.

Typically, A is an alkali ion or monovalent molecule, such as K*, Rb*, or NHj, X is a
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halide ion, usually Cl7, Br™, or I", and M is the tetravalent transition-metal ion yield-
ing the respective configuration 54", e.g., Re*" for 5d4°, Os** for 5d*, and Ir** for 5d°.
The main structural motif of these halide systems is the fcc arrangement of well-isolated
M X4 octahedra without nearest-neighbor bonds, see Fig. 1.4(a). This family of materials
is closely related to the double perovskites A, BB’Og, which also provide a versatile plat-
form to realize various scenarios of (mixed) d" configurations on an fcc lattice [91]. Their
central structural theme is the alternating arrangement of corner-sharing BO¢ and B’Og
octahedra. In comparison to that, the antifluorites exhibit an empty B site, labeling them as
vacancy-ordered double perovskites. Within this thesis, we study K,ReClg, K,OsXq with
X = {Cl, Br}, Rb,OsBrg, and K,IrClg as cases for 5d°, 5d*, and 5d°, respectively.

Many 5d antifluorite halides were studied actively from the late 1950s through the 1980s
[92]. These compounds served as early model systems for materials with magnetic 5d
ions, allowing a systematic investigation of their paramagnetic properties and the interac-
tions on the fcc lattice in the ordered phases [93-96]. At the same time, structural studies
highlighted the role of the rotational modes of the octahedra to drive structural phase tran-
sitions in these compounds [97—-100]. As such, many members of the A, M X family can
exhibit a common series of up to three structural phase transitions [101-103]. At room
temperature, most of these compounds show cubic symmetry and crystallize in the cubic
space group Fm3m. The symmetry of these compounds can change consecutively from
cubic to tetragonal (P4/mnc) to monoclinic (C2/c) and again to monoclinic (P2,/n). Of-
ten, the monoclinic angle is close to 90° [102—-105], and non-cubic effects are expected to
be small.

With the current interest in correlated electron systems with strong spin-orbit coupling,
these compounds have resurfaced recently. Among others, newer works include the rein-
vestigation of 5d° A,IrXg in view of the electronic and magnetic properties of the spin-orbit
entangled j = 1/2 moments [102, 106—110], but also studies on the pronounced ferroe-
lastic coupling in K;ReClg [105] and the violation of polarization selection rules of the
phonon modes induced by octahedral rotations observed by Raman scattering [111]. The
role of multipolar moments has been investigated for 5d' and 54 antifluorites [112-117],
but especially more experimental studies of tungsten-based 54 antifluorites are needed.
The antifluorite halides exhibit several properties that facilitate probing their local elec-
tronic structure. First, the combination of isolated M X, units and large nearest-neighbor
distances results in very narrow bandwidths of the 5d states, which shifts the Mott gap
considerably higher than in most other 5d Mott insulators. For example, many of the d°
iridates show a Mott gap of less than 0.7eV [21, 29, 31, 65, 118, 119], but in K,IrClg the
Mott gap lies above 1.5eV. For L-edge RIXS with its strong sensitivity for local excita-
tions, this is not an issue. But for optical spectroscopy, the spin-orbit exciton is located
around 0.6 eV and therefore overshadowed by excitations across the Mott gap. The larger
gap in K,IrClg solves this problem. A second beneficial point of the isolated octahedra is
the narrow lineshape of the onsite excitations. This yields a clear separation between exci-
tation peaks and allows for a precise determination of the energies. In particular, the high
resolution of optical spectroscopy can reveal small splittings and features that are typically
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Figure 1.4 (a) Crystal structure of the AyMXg antifluorite halides. The isolated MX¢
octahedra form an fcc lattice (blue octahedra and grey spheres). The alkali ions A are
shown as dark spheres. (b) Evolution of the spin-orbit-induced Jahn-Teller distortion
for the tgg configuration. The red dot marks the result of our analysis on K,ReClg. (c)

Energy-level diagram of the t;'g multiplets in LS coupling when we choose M = Os**.

smeared out in other compounds. The third advantage is the negligible dispersion of the
excited states. This is particularly useful when comparing spectra taken with RIXS and
optics. The typical photon energies for the L; edges of the 5d ions lie at around 10 keV
[120]. This is sufficient to probe the dispersion of excited states with RIXS across the
entire Brillouin zone. Optical spectroscopy, however, is usually restricted to excitations
around the I' point due to the comparatively small wave vectors of infrared and visible
light. The phonon-assisted character and the emergence of phonon sidebands might re-
distribute the wave vector among the excited particles, but the lack of a sizable dispersion
facilitates the comparison of excitation energies.

Employing both, optical spectroscopy and RIXS enables us to exploit the unique strengths
and sensitivities of each method, which are pointed out further when discussing the projects
individually.

As a 5d° compound, K,IrClg forms the bridge between the first study of this thesis on 4d°
a-RuCl; and the other antifluorite halides. From a magnetic perspective, j = 1/2 mo-
ments on an fcc lattice offer the opportunity to study the interplay of geometric frustration
and Kitaev exchange [39, 121]. Nearest-neighbor antiferromagnetic Heisenberg exchange
on the fcc lattice yields a three-dimensional version of the geometrical frustration on the
triangular lattice [122], which had been proposed by Anderson as a model platform to re-
alize a quantum spin liquid in 2D [123]. In the case of the fcc lattice, Kitaev exchange
actually reduces the degree of frustration, but next-nearest-neighbor Heisenberg exchange
counteracts this, opening the window for a spin-liquid phase [65]. The first experimental
candidates for this scenario have been Ir** A, BIrO¢ double perovskites [65, 124, 125] and
the A,IrX, antifluorites [102, 106-108]. At low temperatures, these compounds do develop
antiferromagnetic order, e.g., Ba,CelrOg below Ty = 14 K and K,IrClg below Ty = 3K,
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but the analysis of the magnetic susceptibility reveals a large degree of frustration f ~ 10
in these systems [65, 106]. A recent neutron scattering study of K,IrClg reports on a novel
type of magnetic ground state, labeled a nodal spin liquid [110]. This type of ground state
follows from the interplay of nearest-neighbor Heisenberg exchange and Kitaev exchange,
together with a strong disposition towards fluctuations in this compound due to the weak
strengths of the interaction terms.

The cubic symmetry paired with strong frustration turns the double perovskites and an-
tifluorite halides into interesting testing grounds for the robustness of the j = 1/2 sce-
nario. As already mentioned, non-cubic distortions yield a mixed ground-state character,
but such distortions are, strictly speaking, not expected for cubic symmetry. Nonetheless,
all &° iridate compounds studied with RIXS thus far have shown signatures of non-cubic
distortions, irrespective of their symmetry [35, 65, 102, 107, 126—-136]. As seen in Fig.
1.2(c), RIXS at the L; edge finds Acp = 0.17eV for the globally cubic double perovskite
Ba,CelrOg[65]. A scenario based on magnetoelastic coupling yields an explanation for
this seeming contradiction. In order to lift the degree of frustration in this compound, the
lattice can develop local distortions with very short correlation lengths that do not extend
across the lattice. X-ray diffraction measurements, however, cannot rule out a few percent
of antisite defects between the alternatingly arranged IrO¢ and CeOg octahedra that can
break local symmetries and evoke non-cubic distortions as well.

As mentioned above, the vacancy of the B site in K,IrXg (X = Cl, Br) eliminates this type
of defect, but it also renders the IrX octahedra susceptible to rotational instabilities, which
can induce phase transition. The compound K,IrBrs undergoes two phase transitions, first
to tetragonal and then to monoclinic symmetry below 170 K and 133 K, respectively [102].
But thanks to the almost ideal tolerance factor and the stronger ionicity of the Cl™ ion
compared to the Br™ ion, K,IrCls remains cubic even below liquid helium temperatures
[101, 103, 106, 107]. RIXS and Raman studies on the spin-orbit exciton, however, show
a very similar picture for both compounds, reporting a splitting of A.,, ~ 0.04eV for
K, IrBrg and 0.05 eV for K,IrClg [102, 107, 109]. This contrasts the cubic j = 1/2 picture
and casts doubt over a scenario in which the splitting is caused primarily by static distor-
tions, especially for the cubic K;IrCls. A recent theoretical study attributes the apparent
splitting of the spin-orbit exciton in K,IrClg to a dynamic Jahn-Teller effect [137]. In the
static case, the Jahn-Teller effect describes the distortion of the crystal to lift degeneracies
for a net gain of energy. Since the j = 1/2 ground state shows no orbital degeneracy, it
is not Jahn-Teller active [88]. Electron-phonon coupling between the 1,, electrons and E,
phonon modes can, however, hybridize the j = 3/2 state with E, phonon modes, which
manifests as a level splitting in the excited j = 3/2 state, i.e., the dynamic Jahn-Teller
effect [137, 138]. This implies the entanglement of spin, orbital, and lattice degrees of
freedom and calls for further experiments to unveil this exotic character.

The observation of vibronic excitations, i.e., excitations with a vibrational and electronic
character, via L-edge RIXS is non-trivial, and the splitting of the spin-orbit exciton alone
can not discriminate between a statically distorted scenario and a dynamic Jahn-Teller ef-
fect. But it is the combined approach of optical spectroscopy and RIXS that solves this
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problem.

The large Mott gap in K,IrClg allows us to probe the spin-orbit exciton with optics in isola-
tion, similarly as in @-RuCl;. However, for K,IrClg, the lineshape is more complex, as the
phonon-assisted character is governed by three odd-parity phonons with similar strengths.
The vibronic character of the spin-orbit exciton can be identified in optics from the pat-
tern of phonon sidebands that accompany the phonon-assisted electronic excitation as a
result of the Franck-Condon principle [85]. The lineshape and the intensity distribution of
the sidebands are characterized by the Franck-Condon factors, which evaluate the overlap
between the vibrational wavefunctions in the electronic ground state and excited state. In
fact, any onsite dd excitation is expected to show such sidebands with optics, but prac-
tically these are smeared out in crystals with a more rigid structure. The presence of
pronounced vibronic sidebands has been demonstrated on IrXy impurities in host crystals
[139-141], but also in single crystals of other members of the antifluorite family, e.g.,
K;ReClg and K;OsClg in literature [142—145] as well as in this thesis. Note that the spin-
orbit exciton in @-RuClj; also reveals a vibronic pattern, however, way less pronounced.

A comparison with the multiplet of I';(*T>) character, which is insensitive to non-cubic dis-
tortion, of 5d° K,ReClg, we identify that the spin-orbit exciton can be described without
the need of a static distortion. A crucial indication of considerable electron-phonon cou-
pling is the temperature dependence of the lineshape. The I'; multiplet of K;ReClg has no
orbital degree of freedom and thus shows a negligible coupling to the lattice. The tempera-
ture dependence of the excitation reflects mainly the thermal population of the symmetry-
breaking phonon modes. In contrast, the lineshape of the spin-orbit exciton is much more
sensitive to the temperature and broadens significantly. This makes the evaluation of the
three Franck-Condon factors from the three odd-parity phonon modes in optics challeng-
ing. However, in RIXS we apply the same vibronic model and find excellent agreement
with the data using a single Franck-Condon factor. The temperature dependence shows
a significant increase in the energy of the sideband and of the Huang-Rhys factor. Both
effects can be reconciled with a scenario of coupling to the £, phonons and the role of
electron-phonon coupling going beyond the simple Franck-Condon picture. The observa-
tion of vibronic excitations with RIXS at the L; edge is striking. Typically, L-edge RIXS
on iridates is insensitive to phonon excitations. Previous RIXS studies of vibronic exci-
tations discuss indirect contributions that have to be described using two Franck-Condon
factors, one for the initial absorption process and a second one for the emission process
[146—149]. Describing the lineshape with a single Franck-Condon factor, we can under-
stand that electron-phonon coupling has to be applied only to the final state, which is
exactly the case of the dynamic Jahn-Teller effect in K,IrClg.

In addition, our data show vibronic sidebands also for the double spin-orbit exciton, high-
lighting the quasimolecular character of the A, M X4 halides. Compared to @-RuCls, this
excitation is significantly weaker but directly infrared-active, suggesting that fluctuations
of octahedral rotations might break inversion symmetry on the bond between two sites.

The interest in d* systems arises, among others, from the exotic nature of excitonic mag-
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netism. In its ground state, the 7; . configuration yields a non-magnetic J = 0 singlet on a
single site, which exhibits Van Vleck paramagnetism. In the presence of strong intersite
interactions, the local excitation into the J = 1 state can acquire significant dispersion.
If this interaction is comparable to or exceeds the energy gap set by spin-orbit coupling,
a magnetic ground state can form through the condensation of excited J = 1 triplons
[87]. A characteristic feature to identify this type of magnetic response is the dispersion
of longitudinal magnetic modes, which resembles the amplitude mode (Higgs mode) of
superconductors [33].

Mott-insulating 4d* ruthenates are considered suitable model candidates. An inelastic
neutron scattering experiment on orthorhombic Ca,RuQy reports a longitudinal magnetic
mode with the predicted dispersion [150]. However, these findings remain subject to de-
bate, with alternative interpretations based on an anisotropic S = 1 ground state with
strong exchange interaction [151, 152]. The key parameter determining the ground state
is the ratio Acg/{. For example, the cubic system K,RuClg, with Acg =~ 0, yields a
J = 0 ground state [153], whereas the distorted and orbitally ordered dimer compound
LasRu,Oyp shows § = 1 [154]. The analysis of the energy and spectral weight of Mott-
Hubbard excitations in Ca;RuQy yields 2.4 < Acp/{ < 4 [155], pointing to a regime where
both parameters must be treated on equal footing.

For 5d compounds, the stronger spin-orbit coupling can stabilize the J = 0 scenario [156],
but interaction effects are typically considered too weak to induce the condensation of
J = 1 triplons [157]. In 5d* Ir’* double perovskites, RIXS experiments have established
the J = O ground state character [158—-162]. The magnetism of these compounds, how-
ever, has been the subject of a controversial debate. Especially the magnetically ordered
compound Ba, YIrOg has been claimed to exhibit unconventional magnetism [163, 164],
but further studies have suggested extrinsic effects, such as non-stoichiometric Ir** and Ir®*
impurities in these compounds [165-167]. Similar concern of magnetic impurities has also
appeared in other 54* double perovskites [162]. Apart from iridates, compounds based on
5d* Os** ions have also been investigated. The pyrochlores Y,0s,0; and Ho,0s,0; are
candidate J = 0 systems [168—170], but the J = 0 ground state is more fragile due to trig-
onal distortions in these materials. The magnetic properties of Y,0s,0; are also affected
by non-stoichiometric defects, and Ho,Os,0; develops magnetic order below T = 36 K
given the presence of 4f moments of the Ho®* ion. These results illustrate that a well-
characterized 5d* reference compound that displays a clean J = 0 ground state is needed.
This motivates the study of the antifluorite-type halides A,OsXg, which is presented in this
thesis.

Magnetic susceptibility measurements confirm a robust J = 0 ground state. Utilizing the
advantages of RIXS and optical spectroscopy allows for a comprehensive investigation
of the rich excitation spectrum of the 54* configuration. RIXS at the Os L; edge reveals
intra-t, and f,,-to-e, excitations, as well as charge-transfer excitations, which promote
an electron from the ligand to the transition-metal site. Making use of the resonant en-
hancement of the RIXS process, we can clearly distinguish the intra-#,, from the #,,-to-e,
excitations by tuning the incident energy. This allows us to assign the character of the dd
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excitations over a wide energy range. Using optical spectroscopy, we observe the intra-z,,
excitations via the phonon-assisted mechanism as well. The sensitivity of intersite pro-
cesses shows Mott-Hubbard and charge-transfer excitations, and additionally, weak over-
tones and multiples of the intra-#,, transitions (analogous to the double spin-orbit excitons
in tgg). We also observe a nearest-neighbor charge exciton located below the onset of the
Mott gap. The transitions to the e, shell are undetectable by optics due to the overlap
with Mott-Hubbard excitations. Besides the richness of excitation features displayed by
the combination of both methods, we can also make use of the high energy resolution of
less than 1 meV of the optical experiments compared to the resolution 6E = 0.06eV for
RIXS at the Os L3 edge to calibrate the energy loss of the RIXS spectra to further enhance
experimental accuracy. Additionally, our optical data reveal a splitting of the excitation to
the J = 1 state below the cubic to tetragonal phase transition of K,OsClg below 45 K [99]
of as little as Ay, ¥ 4meV at 5K.

Under these circumstances, we can determine the local parameters 10Dg, Jy, and { from
the excitation energies with great accuracy via numerical cluster calculations using Quanty
[171]. In particular, we can compare two scenarios using either the full d shell or the often
chosen #,,-only Kanamori model, which neglects the presence of the e, states entirely. An
energy-level diagram of the latter is shown in Fig. 1.4(c). In consequence, this yields two
different sets of parameters. For K,OsClg, we find 10Dg = 3.27eV, Jy = 0.43eV, and
£ =0.34eV for the full d shell, and J&' = 0.28 eV and " = 0.41 eV for the Kanamori 15,
model. This is particularly striking because the ratio between Hund’s coupling and spin-
orbit coupling changes from Ju/{ ~ 1.3 to J& /M ~ 0.7, suggesting a different hierarchy
of the energy scales. Neither of the values is more significant or more accurate. Instead,
these results show that values extracted from the experiment reflect the choice of the un-
derlying model.

The effect of the ligand on the electronic structure is illustrated by the shift of the excitation
energies comparing the chlorine and bromine compounds. The largest differences include
the lowering of the charge-transfer peaks from ASIT = 4.6eV to roughly A%} = 4.0eV, as
well as a reduction of the cubic crystal-field splitting from 10Dg"" = 3.27 eV to 10Dg®" =
2.9 eV. The onset of the Mott gap lowers from A = 2.2¢eV to AB' = 1.8 V. These effects
are a result of the different ionic sizes of Cl and Br, but also the stronger covalent character
of the Os-Br binding, which induces a larger admixture of the Br 4p character compared to
the Cl1 3p case. As a consequence, this also renormalizes the values for Jg' = 0.42eV and
/B = 0.33¢eV for the full d shell. A brief comparison between K,OsBrg and Rb,OsBry
with room temperature RIXS shows no significant influence of the alkali ion on the elec-
tronic parameters.

The case of d° offers an interesting perspective on the effects of spin-orbit coupling. In
the LS coupling regime, the ground state exhibits S = 3/2 with a fully quenched orbital
moment. As aresult, spin-orbit coupling can be neglected for the description of the ground
state. This changes in the j j-coupling regime: placing three electrons in the j = 3/2 quartet
renders the configuration Jahn-Teller active, contrary to the behavior of other 7] " configu-
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rations. Typically Jahn-Teller distortions are reduced for z, . and become fully suppressed
for 13, 13, and £ by spin-orbit coupling above a certain threshold 4. [88].

The key aspect governing the Jahn-Teller activity in the d° configuration is the orbital oc-
cupation. Hund’s coupling favors an equal occupation of the real-valued cubic 1,, orbitals
|xy), [vz), and |zx). The spherical symmetry of the tgg manifold renders this configuration
insensitive to non-cubic distortions. Spin-orbit coupling favors occupation in the j basis,
which consists of a complex linear combination of these cubic orbitals. The relevant en-
ergy scale is the ratio £/Jy. For *T/J¢T > 9, the electronic states of the d° configuration
are stabilized within the [, j,) basis, resulting in a fully developed Jahn-Teller distortion
[88]. However, such a large ratio is not realized for any stable transition-metal ion. The
closest candidates are 5d° systems, in which ¢ and Jy are of comparable size. In this in-
termediate regime, Streltsov and Khomskii [88] have proposed a crossover between the
orbitally quenched LS limit and the Jahn-Teller-distorted jj scenario, see Fig. 1.4(b). In
particular, the antifluorite compound K,;ReClg has been suggested as a sensitive candidate
to observe signatures of this behavior [88] given the three structural phase transitions at
111, 103, and 76 K [105]. Following the approach taken for the 54* osmates, we investi-
gate K,ReClg using RIXS and optical spectroscopy to extract local energy scales from the
electronic excitation spectra. Given the case of the half-filled #,, shell, all intra—tgg tran-
sitions are characterized by a transition from § = 3/2to § = 1/2, i.e., they carry a spin
flip. Hence, these transitions are not only parity forbidden in optics but also forbidden by
the spin-selection rules. This yields even weaker excitations than, e.g., the d° spin-orbit
exciton (comparing the peak values of the real part of the optical conductivity o (w) for
the spin-orbit exciton in K,IrCls and the intra-z,, transitions in K,ReClg, the latter are an
order of magnitude lower), but it also yields very narrow linewidths. As such, we can
resolve vibronic features more easily, which we use to corroborate the vibronic scenario
in K,IrClg, and we can trace the temperature dependence of the excitation energies very
carefully. Our results do not reveal a resolvable splitting due to a Jahn-Teller distortion,
but we find broader peaks for the multiplets that show a non-vanishing orbital component
and that couple stronger to the lattice. In addition, we find an increase of the excitation en-
ergies of the individual and pairwise intra-f,, excitations in the monoclinic phases, which
we attribute to the lowering of the ground state energy by up to 3 meV at 18 K.

Similar to the case of the osmates, we determine the electronic parameters by comparing
the full d shell and the #,,-only Kanamori model and find 10Dg = 3.25¢eV, Jy = 0.46¢€V,
and ¢ = 0.29eV for the full d shell, and J&§' = 0.34eV and " = 0.28¢V for the 1y,
only case. The opposite trend that /T is lower than ¢ in the d* compared to the case of
d* reflects that the admixture of e, character opens the door for a stronger effect of ¢ or
d*. The comparison of the parameters shows that KoReClg yields £*7/J ~ 0.8, which is
too small for the formation of a spin-orbit induced Jahn-Teller effect, see Fig. 1.4(b). A
careful analysis from these parameters reveals that the weight of the S = 3/2 state takes
97% of the ground state in the #,,-only model, which is slightly lowered to 93% when we
include e, orbitals. Our calculations of the ground state properties find that sizeable effects
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1.1 Structure of the thesis

of spin-orbit coupling set in above ¢*/J&T > 2, in agreement with a recent DFT study that
finds a Jahn-Teller distortion only when ¢ is more than doubled by its original value for
K;ReXs compounds [172].

1.1 Structure of the thesis

The questions and challenges outlined above have led to four publications, which are pre-
sented in this thesis in chronological order of their appearance. In chapter 4, we present the
analysis of the spin-orbit exciton and low-energy electronic structure of a-RuCl;. Chapter
5 discusses the characterization of the 5d* Os-based antifluorites A,OsXs. The case of 54°
K;ReClg with respect to the LS and jj coupling scenarios is shown in chapter 6. And
finally, chapter 7 presents the study of the spin-orbit exciton in K;IrClg, highlighting the
importance of spin orbital lattice entanglement in this compound.

A central theme throughout this thesis is the analysis of excitation spectra in order to un-
derstand the local electronic structure. To provide the necessary background, basic aspects
of Mott insulators and the single-site Hamiltonian are recalled in chapter 2. As pointed out
repeatedly, the main experimental effort of this work is the combined use of optical spec-
troscopy and RIXS. For optical spectroscopy, we employ particularly Fourier-transform
infrared spectroscopy (FTIR) in transmission geometry for the excitations below the Mott
gap and complement it for the antifluorites by ellipsometry at higher energies. The basic
principles of both techniques, as well as RIXS, are discussed in chapter 3. The conclusion
and summary of the results are presented in chapter 8.
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2 Orbital occupation in the d shell

At the heart of this thesis, we are curious how spin-orbit coupling affects the occupation
of d orbitals and its consequences on the properties of the compounds presented in the
introduction. Given the localized nature of the electronic states in Mott insulators, we pre-
dominantly focus on the onsite properties that lift the orbital degeneracies within a single
site. For a great part, these can be approximated by considering the local Hamiltonian of a
single transition-metal ion M surrounded by charged ligands X that form the M X¢ octahe-
dron [173]. In the following chapter, we briefly discuss the single-site model and its main
terms, including the crystal field, electron-electron Coulomb interaction, and spin-orbit
coupling. This lays out the groundwork to interpret and understand the excitation spectra
of the studied compounds.

We also include a brief discussion of intersite excitations and exchange interactions. We
discuss electron-hole excitations across the Mott gap that carry large dipole moments but
also very weak multiples and overtones of the onsite intra-t,, excitations. For the consider-
ably large strength of the double- and triple spin-orbit exciton in @-RuCls, we recapitulate
the main idea behind the Jackeli-Khaliullin mechanism that describes the relevant hopping
paths between edge-sharing octahedra on a honeycomb lattice.

2.1 The Hubbard model

The Hubbard model serves as an effective model to capture the competition between elec-
tron delocalization and Coulomb repulsion of a Mott insulator. In its simplest case for
a system with a single orbital per site, the Mott-Hubbard Hamiltonian is expressed using
electron creation and annihilation operators azg, a;, and the number operator n; , = “Za“i,a
[16], reading as

Hyn = Z —tj(al,a;,)+U Z i |- 2.1)

ij

The first term denotes the energy gain via delocalization, characterized by the hopping of
an electron from site i to site j, set by the overlap integral 7;; between the orbitals on both
sites. The second term associates double occupancy on a single site with the energy cost U.
The fundamental properties of this model are set by the balance between U and 7 [16, 19].
For half-filling, the scenario of a Mott insulator is reflected by the case U > ¢, when
double occupancy becomes unfavorable and a ground state of localized electrons forms.
An illustrative way to depict the insulating character is to use a band-like picture, splitting
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2 Orbital occupation in the d shell
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Figure 2.1 Depiction of the level splitting in a Mott insulator. (a) For a metallic spin-
orbit coupled j = 1/2 system, the valence states exhibit a completely filled j = 3/2
shell and a half-filled j = 1/2 shell. Strong Coulomb interaction U turns this system
into a Mott insulator with a completely “filled” j = 1/2 lower Hubbard band and a
completely “empty” j = 1/2 upper Hubbard band. Note that the band picture fails in Mott
insulators and that the sketch has to be interpreted rather as the (inverse) photoemission
spectrum. (b) Excitation spectrum of a Mott insulator depicting the onset of excitations
across the Mott gap. In addition, it shows the conceptual difference of the excitation
energies between intersite and onsite excitons. Note that onsite excitons are not limited to
energies below the Mott gap. Onsite excitations lying within the continuum of electron-
hole pairs usually decay rapidly or hybridize with the continuum, showing broadened
excitation peaks.

the valence states into an “occupied” lower Hubbard band (LHB) and an “unoccupied”
upper Hubbard band (UHB). An example is shown for a spin-orbit-assisted Mott insulator,
like Sr,IrOy4, see Fig. 2.1(a). Note, however, that the LHB and UHB are not conventional
single-particle bands. Instead, they result from electron-electron interactions and the local
electron occupation. Adding or removing an electron in this picture changes the LHB and
UHB themselves [19].

The fundamental electronic excitation of the Hubbard model takes one electron from one
site and adds it to another site. This is equivalent to creating an electron and a hole (holon-
doublon pair) in the crystal. Both particles can, in principle, hop along the lattice and
acquire dispersion. As such, these Mott-Hubbard excitations form a continuum of excited
states. For one electron per site, the onset of the Mott gap is found at the energy E =
U — W. The bandwidth W ~ 2zt is set by the hopping parameter and the number of nearest
neighbors z.

Onsite excitons in Mott insulators

A Mott insulator hosts local spin and orbital degrees of freedom, and the corresponding
excitations (such as magnons, orbitons, crystal-field excitations, and spin-orbit excitons,

18



2.2 The single-site Hamiltonian

among others) can be understood as onsite excitons. In the band picture, an exciton in
a semiconductor can be understood as a charge-neutral quasiparticle formed by a bound
electron-hole pair. In the case of the onsite exciton, the electron-hole pair is created on the
same site. An important example is the spin-orbit exciton, which is the onsite excitation
from |j = 1/2) to |j = 3/2). This excitation depends only on local parameters, i.e., 4
and A, but not on U. The excitonic flavor of these excitations follows from the composite
character, where the electron and hole are bound on the same sites. These excitons can hop
between lattice sites, but only as composite quasiparticles, before they decay [35, 174]. To
clarify, we distinguish these excitations from intersite excitons, see Fig. 2.1(b). Similar to
the band exciton, an intersite exciton is stabilized by the excitonic binding energy. Typi-
cally, these excitons are found below the onset of the charge gap. In a Mott insulator, the
minimum energy is found at £ = U — V, where V is the attractive binding potential be-
tween the electron and hole, analogous to E = E,,, — E,, in a semiconductor. An example
of such a Coulomb-type of exciton can be seen in the optical conductivity of the osmium
halides, see chapter 5. The identifying characteristic of these features is their energy de-
pendence with respect to the Mott gap. K,OsClg and K,OsBrg show the onset of the Mott
gap at around 2.2 and 1.8 eV, respectively. For both crystals, we observe a feature located
at around 2 and 1.7 eV, roughly 10% below the Mott gap. In contrast, the intra-z,, onsite
excitations in the same energy range are found, to first order, for both compounds at the
same energies.

The correspondence between onsite excitons in a Mott insulator and local excitations of a
single M X octahedron allows us to determine the local electronic properties of the crystal
by a simplified single-site Hamiltonian, reducing the complexity significantly.

2.2 The single-site Hamiltonian

The main idea of the single-site model is to approximate the onsite electronic properties
by a small cluster. In our case, this is the transition-metal ion surrounded by its charged
ligand octahedron. There is an extensive body of literature that deals with the electronic
structure of local clusters. Our discussion of the single-site Hamiltonian follows the lines
of [19, 80, 175, 176].

From the discussion of chapter 1, we recollect that the main effects that we consider
are crystal-field effects, intra-atomic Coulomb interaction, and spin-orbit coupling. This
Hamiltonian can be written as

Hingle = Her + H,— + Hsoc (2.2)

and forms the central body of the single-site model. The structure of this Hamiltonian
inherits many properties from atomic multiplet theory [177]. This means Eq. (2.2) can be
treated as a perturbation to the spherically symmetric Hamiltonian of the free transition-
metal ion. Thus, the orbital structure of the d orbitals can be constructed on the basis of
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2 Orbital occupation in the d shell

single-electron hydrogen wavefunctions

Ynim(®) = Ry (r)Y]"(6, ¢), (2.3)

where R, ;(r) and Y]"(6, ¢) depict the separable radial and angular parts of the wavefunc-
tion, respectively. In the hydrogen model, the wavefunctions are characterized by their
principal quantum number 7, the orbital quantum number /, and its projections along the
quantization axis m.

One key issue of the eigenstates is that there is no analytical expression to determine the
radial part of the wavefunction in a cluster or crystal [178]. However, the symmetry prop-
erties of the wavefunction can be used to gain information about the radial part indirectly
from effective model parameters, which are obtained from a fit of the excitation energies.

Before we discuss the individual terms in Eq. (2.2), we need to address the many-body
character for general electron configurations d”. In the case of N electrons, a Slater deter-
minant presents a simplified expression of a many-body wavefunction that comprises the
fermionic anti-commutation rules [176]. It can be expressed as

i) Yo(ry) ... yYn(ry)

Wy Ty Tx) = B l/’l(:l‘z) !ﬁz(:l’z) '//Nfl'z) ’ 24

Yi(ry) Yo(ry) ... Yn(ry),
:

or more concisely, as [¥) = ala;...aj\,lO), using creation operators in second quantization.
The physical eigenstates that constitute the local electronic structure are the multiplets
based on a linear superposition of Slater determinants. Typically, multiplets are labeled by
their spin and orbital symmetries using a term symbol of the form >*'X. Here, 25 + 1
denotes the spin multiplicity, and X specifies the orbital symmetry. For atoms, this is
conventionally given by letters that reflect the total orbital moment L = S, P, D,.... In
environments with lower symmetry, e.g., in a crystal field, it is expressed by Mulliken
symbols such as Ay, E,, T»,, ..., which denote the orbital degeneracy and correspond to the
irreducible representations of the particular point group of the system [80]. For example,
the ground state of a tgg configuration, as seen in K,ReClg, shows S = 3/2 and L = 0 within
a cubic environment in the absence of spin-orbit coupling. As such, the ground state has a
spin multiplicity 2§ + 1 = 4 and no orbital degeneracy. The corresponding ground state is
the *A, multiplet that can be written as a superposition of four Slater determinants

4 _F
["A2)1 axyT )zT ZXT|0>
4 T T
| A3>2 _axy,layz,lazx,lw)
1 .
A = (4 4 4t t ot g ot
"A2)s = V3 (ax)i T e L N L L le)l()) (2.5)
4 R P i i T f f f ¥
"A2)q = (axy,Ta)’z,lazx,l + axy,layz,TaZX,l + axyl )’Zl 2x T) 10)

V3
A\ _ 4 4 4 4
= ["Ay) =al'Ax) + BI'Az)s + YI"A3z)3 + 0] Asz)s.
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2.2 The single-site Hamiltonian

Crystal-field splitting

The first term in Eq. (2.2), Hcr, captures the effective electrostatic potential between the
charged surrounding and the single ion. In a Mott insulator, the main effect of this potential
is to lift the degeneracy of the d orbitals and to reduce the orbital symmetry of the elec-
tronic states from fully symmetric to the local site symmetry. For a cluster with octahedral
coordination, this splits the d orbitals into the lower-lying triply degenerate #,, states and
the doubly degenerate e, states.

Generally, there are two effects that comprise the crystal-field splitting. First, there is the
electrostatic contribution, which is determined from the Madelung potential of the charges
in the crystal [4]. Second, covalency and the hybridization between the transition-metal d
states and the ligand p states lead to the formation of molecular orbitals that show bonding
and antibonding character, which manifests as a splitting. In principle, both effects can
yield the same experimental level splitting. For simplicity, we focus on the electrostatic
effect now and omit the discussion of covalency effects to a later point.

As a consequence of the single-site approximation, the strength of the nearest-neighbor
potential of the ligands is typically renormalized to simulate the Madelung potential of
the crystal. This potential is then referred to as the crystal-field potential Vcp. In this
version, the ligands act as point charges. The electrostatic potential resulting from the
Coulomb interaction between the transition-metal ion at position r and the surrounding N
point charges located at R; reads as

Ze?
IR, — 1|’

(2.6)

To apply the crystal-field potential to the spherical harmonics ¥, ;,, it is a common ap-
proach to use a multipole expansion,

) k
Vo= ). > r*AunClo, ¢),

k=0 m=—k (27)
A
A = Rk+1 ZY*’"(e,,«ﬁ) CP6,¢) = | s .9,

where Ay, are the components of the multipole moment and C}'(6, ¢) are the renormal-
ized spherical harmonics [80]. For d orbitals with / = 2 and an ideal octahedron with cubic
symmetry, the crystal-field potential reduces to [80]

7 Zé*
O [C“(e $) + \/7 Cl6,9) + \/7 (2 ¢))+ Vo  (28)

The two remaining terms are the zeroth-order monopole contribution Vj with k = 0, which
only shifts the energy of the entire d shell, and the fourth-order contribution that scales
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2 Orbital occupation in the d shell

with 7*. Acting on the i, ,, states, this means the crystal field can be described by a single
effective parameter Dg = é%f(Rn,zlr“an,z) [80]. On the basis of the spherical harmonics
Y = [|Y2‘2>, 1Y, 1Y), 1Y), IYZZ)], the matrix elements can be written as

Vo + Dq 0 0 0 5Dgq
0 Vo —4Dgq 0 0 0
Ver = 0 0 Vo + 6Dq 0 0 , (2.9)
0 0 0 Vo —4Dgq 0
5Dgq 0 0 0 Vo + Dgq,

which show two eigenenergies and yield the crystal-field splitting

El = V() - 4Dq
E; = Vo +6Dq (2.10)
= AE = 10Dq.

The orbitals at E; correspond to the #,, manifold, while the ones at E, belong to the e,
manifold. The former lie lower in energy since their lobes point in between two ligands,
minimizing Coulomb repulsion, whereas the latter point directly towards them, see Fig.
2.2. In the cubic basis, the real-valued states read as

) = 5 (1) - 17D)
b 1 Alv2) = &= (1Y5") +1¥2))

o) = 3= (175 = 1¥D)) 2.11)
=1
-y = 5 (1D + YD)

As mentioned in the introduction, the crystal-field splitting has a profound impact on the
orbital structure of the d states. Instead of an orbital moment / = 2 of the free ion, the
1, states behave effectively as l. = —1, whereas the e, states show a quenched orbital
moment [,, = 0 [80]. This is, for instance, a crucial prerequisite for the formation of the
Jj=1/2 and j = 3/2 states when spin-orbit coupling is applied.

In 4d and 5d oxides, the crystal-field splitting is typically on the order of 10Dg ~ 2 —4 eV
[179-182] and marks the largest parameter in Eq. (2.2) within the point-charge picture.
This has the consequence that 4d" and 5d" configurations for N > 3 typically adopt a
low-spin state, i.e., fully occupying the 1,, orbitals first, before the e, states are filled.
Many low-spin models, hence, neglect the e, states. An often used example is the #,,-only
Kanamori model that is discussed in the next section.

We briefly touch upon non-cubic distortions. There are various sources for these, such
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Figure 2.2 Left: Splitting of the d orbitals under the cubic crystal-field. The initially
degenerate d orbitals are split into a #,, and an e, manifold. Right: Density plot of the
real-valued cubic harmonics within the octahedral cage. The color denotes the phase of
the wavefunction.

as a non-cubic crystal structure, Jahn-Teller distortions, or structural defects. Irrespective
of their origins, static distortions manifest as additional splittings of the #,, and e, states.
For an intuitive picture, we restrict the discussion to #,, orbitals, which we use to calculate
the non-cubic distortion in the case of @-RuClj, see chapter 4. For example, an octahedron
that is either elongated or compressed along one of the cubic axes yields a tetragonal dis-
tortion, which lifts the degeneracy of 1,, orbitals. In the 1, basis k = [lxy), [yz), 1zx)], one
can write for an octahedron elongated along the z axis [19]

A(A 0 0
vte,—§ 0 -2 0], (2.12)
0o o -%

which yields a splitting of A between the higher-lying |xy) orbital and the lower-lying [yz)
and |zx) . The elongation or compression along the body diagonal of the octahedron yields
a trigonal distortion that can be written analogously [183]

Vlrig = > (2.13)

> D> o
> o >
S > >

1
3
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2 Orbital occupation in the d shell

The corresponding eigenstates form a singlet and a doublet

@) = \% (v + yz) + )

Ieg’l) =+

(Iyz) + |zx)) (2.14)

leg2) = £— 2lxy) = lyz) — |zx)) ,

sl -&l-

located at the energy %A and —%A, respectively [19]. For a-RuCl;, we combine spin-orbit
coupling and trigonal distortion to analyze the spin-orbit exciton to determine the ground
state character. Including the cubic e, orbitals, the effect of the tetragonal and trigonal
distortions can be calculated by adding more crystal-field parameters in Eq. (2.7) [80].

Following [175], the case of a tetragonal crystal field yields
Verpy = Vero, — TDs C3(0,¢) — 21Dt CJ(6, ¢), (2.15)

while for a trigonal crystal field
3
Verpy = — 1D CY(6, ¢) — 14 (Dq + EDT) C3(6, ¢)

10
- 144/ Dg (Ci0.9) + C0.9)).

Here, Ds, Dt, Do, and Dt are the additional crystal-field parameters included to describe
the lower symmetry of the environment [175, 178]. We used these, for instance, to check
the sensitivity of the tgg multiplets in the presence of distortions, see chapter 6.

(2.16)

Electron-electron interaction

In a Mott insulator, we have identified the role of Coulomb repulsion as a means to localize
electrons on their atomic sites. At the same time, it is also crucial for the orbital occupation
and formation of the multiplet structure.

Similar to the crystal-field potential Vg, we can express the Coulomb potential between
two electrons at positions r; and r; as

% —Zl e (2.17)
e et 2|rl~—rj|' )
1#]

Using a multipole expansion [176], this becomes

2 Lk

k
Vee= 30 3 3 S5 =1 C (6, )CL 61 1)), (2.18)

i#j k=0 m=—k >
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2.2 The single-site Hamiltonian

where r. = min[r;, r;] and r. = max[r;, r;] refer to the smaller and larger radius of the
two electrons, respectively. V,_, is a two-particle potential. For the relevant multipole
components, this means that k has to be even and to satisfy orbital conservation, set by the
triangular inequality |l; — l| < k < |l; + I,| [176]. As such, this gives k = 0,2, and 4 for d
orbitals. The Slater-Condon parameters F* yield the strength of the Coulomb interaction
expressed via the radial integrals [176]

o
F* = (R,a(r )Rn,z(i’z)|€2rk—;|Rn,2(l”1 )R, 2(12)). (2.19)

The monopole contribution F° determines the overall Coulomb energy for a given elec-
tron configuration 4". It shifts the energy by a constant offset if an electron is added or
removed from the shell. This factor is analogous to Hubbard U in Eq. (2.1). Within the
single-site model, the number of electrons is fixed. Hence, F? is typically not determined.
The dipole and quadrupole terms F? and F*, however, govern the energies of multiplets
within the shell. Their effect is most clearly seen in Hund’s second rule, which states that
the ground state favors a configuration with maximum spin, since parallel spins reduce
Coulomb repulsion.

A convenient way to express the Slater-Condon parameters for atomic multiplets is given
by the Racah parameters A, B, and C [176, 184]:

1 5F4 _ﬁ

- - = F*. 2.2
441 49 441" 441 (2.20)

These simplify the expression for different term energies. For example, the energy of
the three lowest multiplets of the free ion d* configuration read as ECF) = A - 8B,
ECP)=A+7B,and E('G) = A+ 4B+ 2C [176].

In a crystal, the situation becomes more subtle when two or more effects have to be consid-
ered simultaneously. Early success in determining the multiplet structure and obtaining the
effective parameters for 3d compounds can be attributed to Tanabe and Sugano [80]. Their
energy-level diagrams offer an intuitive tool to estimate 10Dg and the Racah parameters
from experimental data, assuming an ideal cubic crystal field and no spin-orbit coupling.
These diagrams allow us to predict, for example, if a metal-ligand complex exhibits a low-
spin or high-spin configuration based on the ratio 10Dg/B. For the d* configuration, the
J = 0 low-spin state is favored if 10Dg/B > 27 [80]. This statement holds for a ratio of
C/B =~ 4. For 3d ions, this condition can be inferred from Hartree-Fock calculations that
yield F*/F? ~ 3 = 0.625 [185, 186]. The often chosen ratio C/B = 4 corresponds to
F*/F* = 3 = 0.655. Our results on K,OsClg yield 10Dg = 3.27¢V and B = 0.05¢eV,
corroborating that the J = 0 state is well justified.

As mentioned in the previous section, electronic interaction can often be modeled without
the full multiplet treatment. One example is the Kanamori model, which is an extension of
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2 Orbital occupation in the d shell

the Hubbard model adding multiple degenerate orbitals on each site. Electron-electron in-
teractions are accounted for by distinguishing whether two electrons occupy the same site
or occupy the same orbitals or different ones. This yields the effective parameters U (from
Eq. (2.1)) and JT as Hund’s coupling in the crystal environment. The electron-electron
interactions in the f,,-only Kanamori model can be written as [187]

Hyx, = U Z Ny M, | + (U - 2J1(31ﬂ) Z N My |, + (U - 3J[ilﬁ) Z N M o

m#m’ m<m’,o
eff T ¥ eff T
- Jy Z NN R N i b a1y Gy 1y, - (2.21)
m#m’ m#m’

The first three terms reflect the effective Coulomb interaction for double occupancy in the
same orbital, in different orbitals with opposite spins, and in different orbitals with parallel
spins, respectively. The last two terms reflect the mixing of different Slater determinants
to obtain the multiplet structure. Under the assumption that the Hamiltonian is rotationally
invariant, Eq. (2.21) can be transformed to

NN -1 Je 5t
Hy, = (U — 3J;ﬁ)¥ —2J°§? %LZ + TH , (2.22)

where N, S, and L denote the total electron number, total spin, and total orbital moment
operators, respectively [187]. This Hamiltonian can be solved for different electron counts
and different configurations to yield the t,, multiplets. We summarize the results in Tab.
2.1. If we restrict the full electron-electron interaction to the #,, manifold, it yields the
same results as the Kanamori model. However, a f,,-only model does not resolve all
intra-f5, multiplets. For #; , the 'T; and the ' E multiplets are accidentally degenerate. This
is only repaired in the full multiplet model. By symmetry, the same applies for the 73 , case,
but also for the 27| and the 2E states in 5d° K,ReClg. In addition, spin-orbit coupling splits
the 3T, ground state of the tgg into a J = 0 singlet, a J = 1 triplet, and a J = 2 quintet. In
the full multiplet theory, the J = 2 quintet is further split into a doublet and a triplet, which
is not captured in the #,,-only case.

Another important consequence is the strength of the effective parameters. For the #,,-only
model, U and Jf‘{‘f can be calculated from the Slater-Condon parameters as

U:F0+iF2+£F4
49 441
(2.23)
Jeft = iFZ + &F“
H ™49 441"

But, if we consider the full d shell, we find

U=F°
1 5 . (2.24)
JH:ﬁ(F +F)
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N Multiplet § L Energy
0 1A, 0 0 0
1 2T, 12 1 0
2 3T, 1 1 U-3J"
'T),'E 0 2 U - Jet
1A, 0 0 U+2J
3 ‘A, 32 0 3U-9J
TL,?E 12 2 3U-6JF
’T, 12 1 3U-4J
4 3T, 1 1 6U-13JF
'T5'E 0 2 6U-11J
1A, 0 0 6U-8J"
5 2T, 12 1 10U -20J¢F
6 1A, 0 0 15U-30J

Table 2.1 Summary of the multiplet states of the #,, orbitals for partial filling. The
energy is calculated according to (2.22). Note that the cases of N=2 and N=4 yield the
same energies apart from a constant offset. This follows electron-hole symmetry, which
is lost when spin-orbit coupling is applied.

We illustrate the difference for 54* K,OsCls. The Slater-Condon parameters we obtain
from the ,,-only model are F? = 2.9eV and F* = 2.1 eV, which yield J§' = 0.28 eV. For
the full d shell, the fit yields F? = 3.7eV and F* = 2.2eV, which gives Jy = 0.43eV. The
resulting Hund’s coupling in the #,, manifold yields Jy,,, = 0.33eV.

Spin-orbit coupling

The spin emerges as an additional degree of freedom in the relativistic treatment of the
electron wavefunction in the Dirac equation. Spin-orbit coupling arises as a relativistic
correction term to the hydrogen Hamiltonian when the Dirac equation is expanded in the
non-relativistic limit. It couples the spin and orbital degrees of freedom, which can be
understood in a classical picture as the interaction of the electron’s spin with the mag-
netic field induced by the loop current due to the orbital motion around the nucleus. The
Hamiltonian reads

Hsoc = ) Gl sy (2.25)

with the strength of the spin-orbit interaction ¢; and the spin and orbital momentum oper-
ators s; and I; of the ith electron [80]. Typically, the strength of spin-orbit coupling can be
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2 Orbital occupation in the d shell

treated as a constant for a given shell §; = £,; = { [19] and can be calculated [21] via

m 1dV
————IR . 2.2

£ = Roy(r)|
Here m and c are the electron’s mass and the speed of light, respectively, and V denotes the
radial potential between the electron and the nucleus. The strength of spin-orbit coupling
increases for heavier elements. The main reason is the scaling of spin-orbit coupling with
the atomic number { ~ Z*, but the exact scaling is difficult to estimate, and the precise
values for £ have to be determined from the experiment [19]. The most direct consequence
of spin-orbit coupling is the additional splitting of the multiplet structure based on the total
spin-orbital moment J. We show this in the single-electron basis, but the same general
structure can also be applied for multiple electrons. The expectation values of Eq. (2.25)
yield

W sl 1 S5 = g G+ D=+ 1)=-s(s+1)). (2.27)

For a single electron with s = 1/2, the possible total angular momenta are j = [ — s and
Jj =1+ s, and the energies of these states yield [188]

4 - _
—5(+1), forj=1-s

2.28
%l, for j=1+s. ( )

g(j(j+1)—l(l+1)—s(s+1)):{

Note that one has to be cautious with the case of the #,, electrons with /. = —1. Here, the
angular momentum in Eqs. (2.27) and (2.28) is treated as a positive integer, but the sign
of the energies flips, 1.e., +{ for the doublet j = 1/2 and —% for the quartet j = 3/2. This
yields the j = 3/2 ground state and an excited j = 1/2 state with a splitting of %5 for t%g.
Spin-orbit coupling breaks electron-hole symmetry, which is manifested as an effective
sign change of spin-orbit coupling changing from the electron to the hole picture. This is
often expressed as an effective spin-orbit coupling parameter A = +{/2S with a positive
sign for half filling or less and a negative sign for more than half filling. This means the tgg
configuration can be treated as a single hole, and the energies of the hole read —A for the
Jj = 1/2 ground state and +%/l for the excited j = 3/2.

Recalling the matrices for the components of the orbital momentum operator 1 in the 1,
basis ([yz), [zx), |xy)) from [80]

00 0 00 —i 0 i 0
L={0 0 i|, L=|0 0 Of, L=|-i 0 0Of, (2.29)
0 —i 0 i 00 0 00

and the Pauli matrices for the components of the spin operator s
{0 1 10 —i I{1 0
Sx_i(l 0)’ sy—i(i 0), SZ_E(O _1)7 (230)
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we can write Eq. (2.25) in the spinful 7,, basis K = [|yz, ), [yz, 1), [z, ), lzx, 1), [xy, ), |xy, )]
as

0 0 i 0 0 -1
0 00 —i 1 0
l|-i 0 0 0 0 i
HSOC‘EO i 0 0 i 0 (2.31)
01 0 =i 0 0
10 -i 0 0 0

This yields the eigenenergies —% and ¢ discussed above and the eigenstates, which can be
written in the |j, j.) basis as a complex superposition of the #,, orbitals [79]:

11/2,+1/2) = %(Iyz, D +ilzx, 1) + xy, 1))

1 (2.32)
11/2,-1/2) = @ (Iyz, T = 1lzx, T) + xy, 1))
and

13/2,+3/2) = % (—yz, T) —1lzx, T))

1
13/2,-3/2) = — (lyz, 1) —ilzx, 1))

\F (2.33)
13/2,+1/2) = % (=lyz, 1) —ilzx, L) + 2|xy, T))
13/2,-1/2) = % (Iyz, T) —ilzx, T) + 2|xy, 1)) .

These are the eigenstates shown in Fig. 1.2(b).

At first glance, spin-orbit coupling does not affect the e, states due to [,, = 0. Applied
on the full d shell, spin-orbit coupling introduces a mixing between j = 3/2 and e, states
and shifts the energies ~ ¢?/10Dgq as a higher-order correction [79]. This effect is, for
instance, revealed by the additional splitting of the 7, . J = 2 multiplet, as mentioned in the
last section.

Dealing with more than one electron (or hole), one has to account for both Hund’s rules
and spin-orbit coupling. Conceptually, there are two schemes on how to combine these
effects. The LS scheme constructs the eigenbasis based on total spin S and total angu-
lar momentum L. These couple to the total angular momentum J = L + S and yield the
multiplets listed in Tab. 2.1. The Hamiltonian to apply spin-orbit coupling in this scheme
reads

HSOC = /lL . S (234)
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and the corresponding eigenenergies are determined analogously to Eq. (2.27), noting that
the total moment can take several values from J = |[L — §|,...,|L + S|. In the opposite
Jjj-coupling scheme, one begins from the single-particle |j, j,) states with j; = 1; + s;.
The many-body basis builds on Slater determinants of these orbitals, and the total angular
moment is calculated from J = };j;, characterizing the multiplet structure. Coulomb
interaction acts as a splitting of different J multiplets here. In each case the total J is the
same, but the physical properties of the multiplets can differ significantly. For example,
the tgg configuration displays L = 0 and S = 3/2 in LS coupling, but not in jj coupling.
Instead, three electrons occupy the j = 3/2 quartet. This state retains a finite orbital
character, which makes it prone to a Jahn-Teller effect. Thus, the choice of the coupling
scheme affects the predicted properties in direct consequence. To clarify, the L = 0, § =
3/2 ground state can be expressed in the |J, j.) basis, and the three electrons in the j = 3/2
state can be written in the LS basis equally well, but these will not be the eigenstates that
contribute to the electronic properties.

The ratio Jy/{ can be used as a helpful gauge to estimate the appropriate coupling scheme.
The limit of Jy/{ — oo indicates coupling in the LS scheme, while Jy/{ — 0 suggests
coupling in the jj-scheme. In 5d systems, where both parameters are almost equal, this
requires a careful approach. On the one hand, we apply full numerical treatment of the
single-site Hamiltonian in Eq. (2.2) performed via Quanty. On the other hand, we will
also make use of the simplified 7,,-only model for clearer physical insight. For the 5d*
Os** halides, we utilize the expressions of the excitation energies of [189], and for the
5d° K,ReClg, we use the matrix elements of [190] to account for spin-orbit coupling and
Coulomb interaction equally.

Ligand-field theory

Ligand-field theory extends the single-site picture by incorporating covalency between
the transition-metal ion and its ligands. Compared to the purely electrostatic crystal-field
splitting, this has two major consequences. First, it introduces the atomic character of
the ligands, explicitly including a completely filled p® shell. This opens the possibil-
ity of charge-transfer excitations, where an electron is promoted from the ligand to the
transition-metal ion, | pg’(d%) - | pidﬁ“). This has a direct consequence on the classifica-
tion of strongly correlated electron systems via the Zaanen-Sawatzky-Allen scheme [191].
For correlated insulators, Hubbard U has to be compared to the charge-transfer gap Acr,
the minimum energy required to create a charge-transfer process. For U < Acr, the sys-
tem is a Mott insulator, for U > Acr, it is a charge-transfer insulator. This distinction is
typically more relevant for 3d systems, where both energy scales are similar [19]. For 5d
systems, U = 2eV [19], whereas charge-transfer peaks of bromides, chlorides, or oxides
lie typically around Act > 4 eV and above. In both cases, incorporating the ligand p shell
gives rise to superexchange, allowing electrons to hop virtually between two metal sites
through the ligand orbitals [192, 193]. This type of exchange is often a dominant contri-
bution to magnetic exchange in correlated electron systems.
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2.3 Intersite properties

The second consequence is covalency, which leads to the formation of molecular orbitals
hybridizing metal d and ligand p states. The resulting level repulsion between bonding
and antibonding states renormalizes the crystal-field splitting, such that A = 10Dgq + Ay,
where Arp = V,, — V,,, reflects the energy difference of the hybridization strength between
p — eg and p — 1, hybridization.

For an M X¢ octahedron, there are 10 + 6 X 6 = 46 spin orbitals in total. However, only a
small subset contributes actively to covalency, since each d orbital only hybridizes with one
linear combination of p orbitals that exhibits the same symmetry. Therefore, both models,
crystal-field theory and ligand-field theory, exhibit eigenstates with the same symmetry. As
such, ligand-field theory does not affect the qualitative structure of the #,, multiplets that
we put our focus on. For example, employing ligand-field theory in K;ReClg, the fitted
parameters Jy and £ are renormalized by less than 7%, while the quality of the fit remains
the same. However, the computational cost for fitting procedures increases dramatically,
from a few minutes on a standard computer using crystal-field theory to nearly twenty
hours using ligand-field theory. Given the small quantitative change without a qualitative
gain, we did not pursue ligand-field theory further in this work.

2.3 Intersite properties

Mott-Hubbard excitations

Going beyond the single-site model, we revisit the correlated electron state in a Mott in-
sulator. Extending the Hubbard model with the Kanamori scheme from Eq. (2.21) adds
additional structure to the intersite excitations |d d;v Yy — |df.v‘1d§v+1) at roughly U. The
lowest Mott-Hubbard excitation can be estimated from the energy of the corresponding
ground-state multiplets [187] via

A = Eo(d™) + Eo(dV ™) = 2E,(dM). (2.35)

Using Tab. 2.1, we find the lowest energies at A(d®) = U+2Jy and A(d*/d’) = U-3Jy. Al-
though this is only a rough estimate to quantify the excitation energy, it agrees qualitatively
with our findings from ellipsometry, which locates the first peaks of the Mott-Hubbard ex-
citations around 2.6 and 2.4 eV for K,0sClg and K,IrClg, respectively, while for K,ReClg,
we find the first peak located around roughly 3.3 eV, see chapter 5, chapter 7, and Fig.
3.12. In comparison to the onsite intra-f,, peaks, these are very broad and form continuous
absorption bands. So, although these excitations are directly allowed in optics, we cannot
determine the electronic parameters with the same precision as from the intra-#,, excita-
tions using the combination of RIXS and optical spectroscopy.

We utilize the suppression of the transmittance as a means to indicate the onset of the
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2 Orbital occupation in the d shell
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Figure 2.3 Main idea of the Jackeli-Khaliullin mechanism. (a) The two allowed
hopping processes for superexchange between edge-sharing octahedra. (b) The re-
sulting hopping is non-zero between [1/2,£1/2); and |3/2,%3/2); as well as between
13/2,+1/2); and |3/2,%3/2);. (c) The excitation of the double spin-orbit exciton corre-
sponds to the pairwise exchange of two holes, taking the same hopping paths that result
in Kitaev interaction. (d) The triple spin-orbit exciton involves nearest-neighbor hopping
t and next-nearest-neighbor hopping #'. Breaking inversion symmetry on the honeycomb,
this excitation is directly infrared-active in a@-RuCls.

Mott gap, which marks the boundary between the transparent and strongly absorbing part
of the spectrum.

Exchange interaction and the Jackeli-Khaliullin mechanism

As mentioned in the introduction, Mott insulators often exhibit a magnetic ground state
at low temperatures. The manifestation of magnetic order originates from exchange in-
teractions, which provide a means of reducing the energy by virtual electron hopping to
neighboring sites. For U > ¢, hopping can be applied in the Hubbard model as a second-
order perturbation, where an electron hops to a neighboring site and back instantaneously.
The energy gain and the excitation spectrum can be mapped onto the Heisenberg model
(for isotropic coupling) [194]:

HHeisenberg = Z JijSi : Sja (2.36)

Lj

where the exchange coupling J; ; ~ —tfj /U reflects this energy gain of the hopping process
[19]. The sign of J dictates if the exchange is ferromagnetic or antiferromagnetic. The un-
derlying cause is the symmetry of the two orbitals and their overlap. In the simplest case
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2.3 Intersite properties

of one electron and one orbital per site, this yields antiferromagnetic exchange between
nearest neighbors, since two parallel spins on the same orbital are not allowed by the Pauli
priciple.

Ferromagnetic exchange can manifest if hopping between unequal orbitals on neighbor-
ing sites is allowed, since Hund’s coupling favors parallel alignment. For more general
scenarios, the exchange between two sites can become more intricate, especially if several
hopping paths are possible. For 3d orbitals, direct overlap between neighboring sites is
typically very small. In this case, the dominating exchange is typically superexchange,
mediated via virtual hopping involving ligand orbitals. The resulting type of exchange can
be estimated from the Goodenough-Kanamori-Anderson rules, predicting strong antifer-
romagnetic exchange for nearly linear 180° metal-ligand-metal bonds and weak ferromag-
netic exchange for 90° bonds [195, 196]. The resulting exchange can still be depicted as
an exchange process between neighboring sites J ~ —tgﬁ /U, but with an effective hopping
parameter f.g¢ that incorporates all underlying contributions [19]. For 4d and 5d orbitals,
exchange interactions are particularly intricate, since the larger orbital extent gives rise to
additional hopping paths and stronger direct hopping. Considering the spin-orbit entan-
gled moments, the exchange Hamiltonian between neighboring j = 1/2 moments can take
the form [197]

H=) JijSi-S;+Dy-(S$;x8,)+S;-Ty;S, (2.37)

Lj

which shows a combination of isotropic Heisenberg exchange, antisymmetric Dzyaloshinskii-
Moriya interaction, and anisotropic exchange mediated via the pseudo-dipolar tensor I'.
Neglecting direct exchange for the moment, Jackeli and Khaliullin [38] have identified
that superexchange on the honeycomb lattice with edge-sharing octahedra gives rise to the
Kitaev Hamiltonian

Hyiuee = Y, KSIS7. (2.38)

y={x.y,z}

This Hamiltonian describes the bond-selective coupling of spin components, where on
each nearest-neighbor bond only one spin component is active. This bond-directional
anisotropy leads to strong exchange frustration, since the exchange cannot be satisfied on
all bonds simultaneously, and paves the way for the realization of the proposed Kitaev spin
liquid [63].

In the case of ideal octahedra with a 90° metal-ligand-metal bonding angle, the edge-
sharing geometry provides two mirror-symmetric hopping paths across the edge that re-
main non-zero. These are illustrated in Fig. 2.3(a). Considering a z bond, an electron
or hole can hop from |zx, 0); via |p;,0); to |yz,o); on the neighboring site. The mirror-
symmetric path via the second ligand ion yields hopping from [yz, o); to |zx,0);. These
two contributions interfere according to the symmetry of the wavefunctions involved: ex-
change between |1/2, £1/2) states cancels as a result of destructive interference, whereas
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2 Orbital occupation in the d shell

the hopping between |1/2, +1/2) and |3/2, ¥3/2), and between |3/2,+1/2) and |3/2, ¥3/2)
states adds constructively. This orbital-selective interference suppresses isotropic Heisen-
berg exchange while leaving bond-dependent terms finite, generating the Kitaev Hamilto-
nian from Eq. (2.38).

In @-RuCl;, we observe a double and a triple spin-orbit exciton. The double spin-orbit ex-
citon can be understood as two interchanging transitions from j = 1/2 to adjacent j = 3/2
states, see Fig. 2.3. The large spectral weight can be understood as a consequence of the
suppression of Heisenberg exchange, since hopping between neighboring j = 1/2 states
is suppressed, see chapter 4. For the double spin-orbit exciton, the excitation process pre-
serves inversion symmetry. It can thus be observed directly by Raman scattering but not
by optical spectroscopy. Similarly to the spin-orbit exciton, it acquires its spectral weight
in optics from the simultaneous excitation of an odd-parity phonon that breaks inversion
between neighboring sites. On the honeycomb lattice, the triple spin-orbit exciton, how-
ever, does break inversion symmetry and is hence directly allowed in optics. The directly
allowed three-electron process shows a similar spectral weight as the phonon-assisted two-
electron excitation in this case.
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3 Linear optical spectroscopy and
resonant inelastic x-ray scattering

Linear optical spectroscopy and resonant inelastic x-ray scattering (RIXS) are the main ex-
perimental methods used in this thesis. Employing these techniques, the goal is typically
to use light to probe excitations in crystals and to link these to the microscopic proper-
ties of the material. With a focus on 4d and 5d Mott insulators, we use these methods
to study the effect of the large spin-orbit coupling on the electronic structure. Our focus
lies on intrasite dd excitations, which are most sensitive to the local symmetry and hier-
archy of the energy scales at play. In addition, we also observe intersite excitations, most
prominently excitations across the Mott gap and charge-transfer excitations. This chapter
lays out some groundwork for both experimental methods. The first part is dedicated to
optical spectroscopy and focuses on linear response functions and their extraction from
the experiment. Typically, an experiment yields the transmission and reflection spectra
of a sample. Analyzing these, we retrieve the optical response functions of the material,
such as the index of refraction N(w) or the optical conductivity o(w), which can be in-
terpreted within a microscopic framework. We make particular use of the transparency
window in Mott insulators located above the phonon energies and below the Mott gap.
In this energy range, we exploit the great sensitivity of transmission experiments to study
the weak, dipole-forbidden spin-orbital excitations activated by the simultaneous excita-
tion of symmetry-breaking phonons. In the range above the Mott gap, the transmission
is suppressed by the strong absorption. There, we rely on ellipsometry instead to ob-
serve Mott-Hubbard and charge-transfer excitations. In this light, we will discuss the two
spectroscopic methods Fourier-transform infrared spectroscopy (FTIR) and spectroscopic
ellipsometry. The last part of this chapter discusses basic concepts of RIXS. As a scatter-
ing technique, the general goal is to shine x-ray photons onto the sample and to collect the
scattered photons with high accuracy. The differences in energy, momentum, and polar-
ization of the incident and outgoing photons directly relate to excitations in the samples.
Hence, RIXS can be employed as a photon-in photon-out spectroscopy. Compared to op-
tics, RIXS stands out in two ways. First, it utilizes resonance behavior to target element-
and site-specific transitions, and second, the two-step process allows us to observe intra-
site excitations directly without the need of symmetry-breaking phonons. Additionally, the
large momentum of x-ray photons enables us to probe the dispersion of these excitations
across the full Brillouin zone.
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3 Linear optical spectroscopy and resonant inelastic x-ray scattering

3.1 Linear response theory, optical constants, and
waves at interfaces

Linear response and Kramers-Kronig relations

In general, response functions capture how a system, e.g., a crystal or a material, responds
to external stimuli. The response A(r, 7) of the system emerges as a reaction to the stim-
ulus S (r’, ') and is mediated by the response function y(r,r’, ¢, ). This function encodes
the physical properties of the system, linking the macroscopic properties of the probed
sample with microscopic mechanisms. The structure of the response function can be quite
intricate. However, imposing specific constraints on the system simplifies its description.
Spatial and temporal invariance ensures that the response function depends only on the dif-
ference in spatial coordinates and time, y(r,r’,¢,¢') = y(r —r’,t — ). Moreover, causality
imposes a retarded response, meaning that y(r—r’,—¢) = 0 for ¢ < ¢ [198]. Additionally,
we perform our experiments in the weak perturbation limit, allowing us to consider only
the response that is linear in S. Together, this yields

!
A(r, t) = ff xr—-r,t—)S',¢)dr dr’, 3.1
which can be written in Fourier space as
Ak, w) = x(k, w)S (k, w), (3.2)

and describes the generalized form of a linear response function [199]. As a direct con-
sequence, the stimulus, in our case electromagnetic radiation with wave vector k and fre-
quency w, can only induce a response exactly at this momentum and frequency. For the
optical response, we omit the explicit k dependence of the response function. This can be
reasoned from the fact that photon wavelengths A in the infrared and visible regime are
in the range of hundreds to thousands of nm, roughly 10* — 10° times larger than typical
lattice constants a of crystals. From ¢ — 0 and [k| = 27/4, this restricts the accessible
range of optical probes in crystals typically to |k| ~ 0, i.e., the vicinity of the I" point of
the Brillouin zone. From the perspective of the photons, the crystal appears to be homo-
geneous. An exception to this rule are multi-particle excitations. Here, finite momenta
can be distributed among the constituent particles, but the total momentum still amounts
to k ~ 0. Due to the Fourier transform, y(w) = y1(w) +iy2(w) is generally complex, where
the real part is even in w and the imaginary part is odd. This poses the general challenge
that two quantities are required to determine the response function. In the ideal case, this
would be the amplitude and phase of the transmitted or reflected waves; however, most
optical techniques are sensitive only to the intensity, i.e., the phase information is lost.
Common workarounds are to determine both transmittance and reflectance, see Sec. 3.1,
or to measure the reflection coefficients for different polarization, yielding the two ellip-
sometric angles ¥ and A as done in spectroscopic ellipsometry, see Sec. 3.3. A profound
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3.1 Linear response theory, optical constants, and waves at interfaces

consequence of causality actually imposes that the real and imaginary parts of y(w) are not
independent of each other [198]. Instead, they are linked via the Kramers-Kronig relations
[199].

'2—(1)2

Xo(w) = Pfoo )Q(w) do'.
n 0

w? - w?

(@) = —Pf vl g,
3.3)

Here, P denotes the principal value of the integral, which omits the singularity at @’ = w.
This means that, in case either the real or imaginary part is known for all frequencies from
zero to infinity, the other part can be precisely determined. Unfortunately, all experiments
are limited in their frequency range, which usually demands suitable extrapolations of the
data to low and high frequencies when this ansatz is chosen. Alternatively, a Kramers-
Kronig consistent fitting model can be used, e.g., the Lorentz oscillator model, see Sec.
3.1.1.

Optical response functions

In vacuum, light is a transversal electromagnetic wave with perpendicular electric and
magnetic field components, k L E L B. Obeying the wave equation,

1 O’E(r,1)
L R R (3.4)
= E(r, 1) = Egéexp [i(kr — wr)],

the electric field component can be described as a plane wave with polarization € that is
traveling in space along k and oscillating in time with frequency w [198]. The description
of the magnetic field component B is analogous. In the case of non-magnetic materials,
however, it is sufficient to consider only the response of the material to the electric field.
With our focus on the excitations of the system, this can be reasoned from the relative
strength between electric and magnetic dipole transitions, where the former are typically
five orders of magnitude larger than the latter [85]. The responses we consider are the elec-
tric polarization density P and current density j [199], which can be written analogously
to Eq. (3.2) as

P(w) = gy(e(w) — DE(w)

. (3.5)
J(w) = c(wE(w).

The linear response functions are the dielectric function e(w) = €;(w) + ie2(w) and the
optical conductivity o(w) = o(w) + i0y(w). In the static case w = 0, o describes the
current induced by the free charges in a metal, whereas & describes the polarization of
bound charges in an insulator. For general frequencies, the dynamics of free and bound
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3 Linear optical spectroscopy and resonant inelastic x-ray scattering

charges have to be considered. The time-varying polarization creates a bound charge-
current density [199]

PO
5~ P (3.6)

= —iwP(w) = jy(w).

However, for non-zero w we cannot distinguish if the response originates from free or
bound charges, hence, we can say j(w) = j,(w) [199]. Combining Eq. (3.5) and (3.6) then
yields

gw)=1+ iM,' (3.7)

Egw

which makes clear that both response functions govern permittivity and dissipation in the
dynamic case. In crystalline samples, e(w) and o(w) are tensors that reflect the underlying
symmetry of the crystal. In isotropic media, e.g., cubic materials such as the antifluorite
halides, these tensors can be reduced to a single component, hence, they are treated as
scalars here. In crystals with hexagonal symmetry, e.g, @-RuCl;, the tensor displays uni-
axial symmetry, which yields an in-plane and out-of-plane component with respect to the
hexagonal lattice structure [200]. For an experiment, this requires aligning these samples
such that the electric field of the incident beam oscillates parallel to the targeted compo-
nent.
Optical experiments do not measure P or j directly. Instead, we obtain the intensities of
transmitted and reflected light. For this purpose, it is helpful to introduce another response
function, the complex index of refraction N(w) = n(w) + ik(w), which facilitates the de-
scription of propagating waves in matter. The index of refraction affects the dispersion
relation of the electromagnetic wave inside a medium 2,

N2
ke = 92 (3.8)
C
Applied to Eq. (3.4), this yields
E(r, 1) = Egéexp [i (@ékr - a)t) - ﬂ‘ékr] : (3.9)
C C

where the real part of the refractive index n alters the phase velocity v, = < and the imagi-
nary part , the so-called extinction coefficient, attenuates the amplitude of the propagating

'We see that the real part of & is linked to the imaginary part of o and vice versa. This phase difference of
/2 becomes evident, if we recall that the polarization is proportional to the electric dipole moment, i.e.,
the displacement of the charges P ~ er, whereas the current density follows the velocity of the charges
j~er.

ZMore precisely, it affects the dispersion of the polariton, a quasiparticle that couples the photon to the
transversal eigenmodes of a material [199], see Sec. 3.1.1.
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wave. The refractive index is linked to the dielectric function via

C _ 1 pjl C
N +eoe top Ve’

where the approximation of the magnetic permeability 4 ~ 1 has been motivated in the
beginning by considering non-magnetic materials only.

Since our experiments measure the intensity instead of the amplitude, it is convenient to
introduce the absorption coefficient

(3.10)

_ 2wk(w)

o(w) = — (3.11)

which yields the attenuation of intensity via Lambert’s law I(r) = Ipe™". The absorption
coeflicient is not a microscopic response function itself. Being a measure of the absorbed
power density of a sample for a given incident radiation intensity [201], however, it is a
helpful quantity to bridge the macroscopic absorption of radiation and the microscopic
excitation of charges, see Sec. 3.1.1.

Combining Eq. (3.7), Eq. (3.10), and Eq. (3.11), we can translate the optical response
functions into each other. For instance, the optical conductivity reads as

o1 (w) = wey &2(w) = 2wey n(wW)k(w) = gycn(w)a(w),
5 ) (3.12)
o (w) = wey (1 — g1(w)) = wey (1 —n“(w) +« (a)))).

The optical conductivity is a particularly useful representation of the excitation spectrum.
Its real part is proportional to the absorption coefficient and, thus, directly linked to the
microscopic excitation probabilities. Using o (w) has the advantage that the weight of an
excitation feature is preserved irrespective of its energy. Therefore, the spectral weight of
an excitation feature can be determined directly via integration

SW= f o1(w) do, (3.13)

when it is located in the energy range between Zw, and %iw;. The spectral weight is a
sensitive measure for the size of the transition dipole moment. For instance, comparing the
size of S W, this can be used to discern allowed from forbidden transitions [86]. In the case
of parity-forbidden excitations such as dd excitations, we can identify the phonon-assisted
character by tracing the temperature dependence of the spectral weight that follows the
thermal population of the symmetry-breaking phonon modes [85, 202]

SW(T) = a + Z B: coth ( 22‘:T) (3.14)

where « and g are fitting parameters. The coth term emerges from considering both
phonon-creation and phonon-annihilation processes, see Sec. 3.1.1. Typically, several
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symmetry-breaking phonons with their corresponding energies 7w; can contribute to phonon-
assisted excitations, and as a result the line shape can become broad and smeared. In case
a single phonon mode is dominating, the analysis of the temperature dependence can be
used as a tool to determine the energy of this mode, see chap. 4.

Reflecting the size of the matrix elements, the temperature dependence of the spectral
weight can also be used as a sensitive gauge for nearest-neighbor spin and orbital correla-
tions when studying intersite excitations, e.g., in 3d manganites and ferrites [203-205]. It
can also be used to discriminate different scenarios based on competing energy scales, as
shown for Ca,RuQy, [155]. In @-RuCl;, we distinguish the onsite and intersite character of
the single and double spin-orbit exciton from the temperature dependence of the spectral
weight.

Electromagnetic waves at interfaces

Experimentally, we have to determine the optical response functions from the transmitted
and reflected light. Equation (3.9) describes the propagation of an electromagnetic wave
within the sample. Additionally, we have to account for transmission and reflection at
the interfaces between the sample and its surrounding. The Fresnel formulas yield the
transmission and reflection amplitudes when light passes under the angle of incidence ®
through an interface between two media with N; and N,. For nonzero ®, two cases have
to be distinguished: the electric field is polarized either parallel or perpendicular with
respect to the scattering plane. Arbitrary polarization can be decomposed into these two.
Following [199], the reflection and transmission coefficients r, and z,, with @ = p, s for
parallel and perpendicular (German: senkrecht) read

E., N,cos® — N,cos®

= Ei, N,cos® +N,cos®’
E,;, Nycos®—N,cos® (3.15)
ry = = ,
- Eiy Nycos®+ N,cos®
Roz = |ra|29
and
- E,, 3 2N cos®
P Ei, Nycos®+N,cos®’ (3.16)
_E 2N, cos®

s = ,
’ E;s  Nycos® + N,cos®’

where ©@’ denotes the angle of the refracted beam according to Snell’s law. Figure 3.1(a)
shows the reflection and refraction of the electromagnetic wave with p polarization. For
normal incidence (® = @ = 0), parallel and perpendicular polarization cannot be dis-
criminated, and the distinction is omitted. The reflectance of that single interface R, is
the absolute square of the reflection coefficient r,, in other words, the intensity ratio. For
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=123

Figure 3.1 (a) Depiction of refraction and reflection of an electromagnetic wave that
hits an interface between two media with Ny and N, under a given angle of incidence ®
according to Snell’s law. The large arrows indicate the propagation direction of the inci-
dent, reflected, and transmitted waves. The smaller arrows tell the polarization direction
for the electric field oscillating parallel to the plane of incidence. The perpendicular com-
ponent is also indicated by the circled crosses. (b) Sketch of reflection and transmission
through a slab with thickness d. Multiple reflections lead to multiple partial beams that
contribute to the total transmission and reflection coefficients according to Eq. (3.17).

a transmission experiment on a bulk single crystal, the incident waves have to cross the
front and the rear interface between the sample and its surrounding. For simplicity, we
assume that the sample is surrounded by vacuum. As such, we can write Ny = N3 = 1
for the refractive index in front of and behind the sample and N, = N for the sample
itself. At each interface, the waves will obey the Fresnel equations, which will result
in multiple reflections within the sample. The reflectance and transmittance of a sample
with parallel surfaces and a thickness d can be calculated by taking the coherent sum over
all partial waves. Combined with Eq. (3.9), each partial wave acquires a complex phase
exp [INwd/c] when passing through the sample. Labeling the transmission and reflection
amplitude of the first interface from vacuum into the sample #,, and r, », and analogously
of the second interface from the sample into vacuum #, 3 and r, 3, the total reflectance R)»3
and transmittance 7,3 under normal incidence are given by [199]

ria + rsexp[i2Nwd/c] 2
1 - 7”2,17"2,3 CXp [lZNU)d/C]

2
Rixz = |rinsl” =

b

(3.17)

_ 2 tiahsexp [iNwd/c]
T123 = |t123]

1- 1123 €Xp [lZNwd/c]

A conceptual sketch of multiple reflections within a sample is depicted in Fig. 3.1(b).
For sufficiently thin samples, the transmittance and reflectance will acquire a discernible
intensity modulation, i.e., Fabry-Pérot interference fringes, based on the interference of
the partial waves. We will analyze the interference fringes as a tool to determine the index
of refraction n(w) in Sec. 3.2. In case we can neglect the effect of Fabry-Pérot fringes,
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e.g., for sufficiently thick samples® or by filtering out the interference fringes, we can
use a simplified expression for the reflectance and transmittance. In this case the total
reflectance is obtained from the reflection from the first interface as in Eq. (3.15) and the
transmittance is obtained by performing an incoherent sum, i.e., adding the intensities of
the partial waves. Then, for transparent samples with n > «, the total reflectance and
transmittance read

_(n- 1)? + & N (n—1)7?
T+ 12+ (n+1)2
T (1 — R)?> exp [-2kwd/c]

1 — R2exp [—4kwd/c]’

(3.18)

which can be inverted to yield the complex index of refraction N(w) = n(w) + ik(w) and
subsequently the dielectric function and optical conductivity via Eq. (3.12).

3.1.1 Probing electronic excitations
Electric dipole transitions

Microscopically, excitations arise as transitions between an initial ground state |i) and an
excited final state |f) that are rooted, for example, in the phenomena discussed in Chap-
ter 2. Using linear optical spectroscopy, we probe these excitations via the absorption of
light, where the frequency of the absorbed radiation is indicative of the excitation energy
between these states, while the absorption strength is linked to the transition probability
between them. The goal of the following discussion is to motivate the selection rules and
mechanisms that allow us to study the excitations of interest. The typical starting point
of this discussion treats the interaction between the incident radiation and the charges in
the crystal as a perturbation and determines the transition rates via Fermi’s golden rule.
This section follows [198, 199, 201], which are suggested for further reading. Semiclassi-
cally, the Hamiltonian describing the interaction of a bound electron in the presence of an
electromagnetic field can be written as

2
H=Hy+ SA@, 1) p+—AXr, 1), (3.19)
m 2m

=H

where H, denotes the unperturbed electronic Hamiltonian, and e, m, and p represent the
electron’s charge, mass, and momentum, respectively. A(r,?) is the vector potential used
to express the incident electromagnetic radiation. Note that Eq. (3.19) is expressed using
the Coulomb gauge V - A(r,t) = 0, and as a result, the vector potential can be treated as a
transverse plane wave A(r, 1) = Agé (ei(kr‘“”) + e‘i(kr“”’)). Treating the incident radiation

3For a transmission measurement, the sample has to be still thin enough to yield a measurable signal.
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as a weak perturbation, we can apply Fermi’s golden rule
2n 71\ 12
wyi = 2 IIH ) PO(Ey - E; — hw), (3.20)

to determine the transition rate w; between initial and final states. In linear response, H’ is
treated as a first-order perturbation, which means the A(r, ) term is discarded. In the pic-
ture of field quantization, this restricts the excitations we probe to single-photon processes.
In the long-wavelength limit of optics, we apply the dipole approximation, which implies
that the amplitude of the vector potential is considered constant across a characteristic
length scale of the system, e.g., the ionic radius of a bound electron. As such, the vector
potential Ay e ~ A, acts as a prefactor instead of an operator [206].* Consequently, the
matrix elements of H’ reduce to matrix elements of the momentum operator. Given the
operator identity p = i% [Ho,r] and the fact that |i) and |f) are eigenstates of Hy, we can
express the matrix elements of the momentum operator as

(flpli) = i%m [Ho, r]1i) = i% (Ef - E:i) (fIrli), (3.21)

and subsequently the transition rate

2 o
Wyei = EA(%CU2€2| (fl€ - rli) |2

o (3.22)
& Wri = ?|E|2e2| (fle-xliyI*.

where we used E(r,7) = —0,A(r, t) in the last step. As mentioned above, we can use the
absorption coefficient @(w) to link the transition rates to the response functions. With the
absorbed power density P(w) o« iww; Ny, where Ny is the density of absorbing states and
the incident radiation intensity I(w) = &y cn(w)|E(w)|*, we find

P(a)) o h(,l)Wf,'Nf
CIw) s en(w)Ew)P

(3.23)

Thus, we see that the optical response functions, in particular o (w), are well-suited quan-
tities to reflect the excitation spectrum of a material. In-depth discussions on the optical
sum rules that govern the relation between dissipation and particle density are found in
[201, 207].

Selection rules

The matrix elements in Eq. (3.22) are conventionally called transition dipole moments
and determine the selection rules for electric-dipole transitions. The photon polarization

“Despite the much smaller wavelength used in RIXS, the dipole approximation is still valid to describe the
leading-order contribution of the RIXS process [206].
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selects the component of the position operator, which in turn yields the matrix elements.
The symmetry of the initial and final states dictates whether the excitation has a non-zero
value. For

(fIrliy = f r¥idr’ £ 0, (3.24)

we see immediately that the integrand must be even in symmetry. Since the position oper-
ator has odd symmetry, this implies that the symmetry between the initial and final states
must change from even to odd or vice versa. The two main rules governing non-zero
matrix elements are the Laporte rule and the spin-selection rule [176], from which the
electric-dipole selection rules can be inferred. The Laporte rule applies for systems with
inversion symmetry, such as octahedral complexes, where parity 7 is a good quantum
number. In these cases, the initial and final states must have opposite parity 7, - ; = —1
to yield non-zero matrix elements. In the single-electron picture, the parity operator is
determined by the orbital quantum number as # = (—1)/, leading to the selection rule
Al = +1. It allows, for instance, the transition of an electron between the p and the d
shell but inhibits transitions within the same shell. At the same time, the spin-selection
rule states AS = 0, meaning spin-flip excitations are forbidden. Intersite excitations, such
as Mott-Hubbard and charge-transfer excitations, break inversion symmetry, making par-
ity no longer a good quantum number. This typically results in large dipole moments and
strong absorption. For general electron configurations, intrasite excitations within LS cou-
pling follow AL = 0, +1, excluding transitions from L = 0 — 0 [208]. This implies that
the change of the orbital moment can be shared among the electrons to the extent that AL
can remain zero. Similarly, under LS or jj coupling, where J is a good quantum number,
the selection rule is AJ = 0 = 1, except for J/ = 0 — 0 [208]. Finally, the polarization of
the light imposes further constraints. For a given magnetic quantum number m;, linearly
polarized light allows transitions with Am; = 0. Circularly polarized light permits transi-
tions with Am; = +1 [208]. Experiments with unpolarized light typically allow both.

Phonon-assisted mechanism

At first glance, the Laporte rule prohibits accessing intrasite dd excitations with optical
spectroscopy. Defects or crystals with broken inversion symmetry can (partially) lift these
restrictions, but when inversion symmetry is present, tools like Raman scattering or RIXS,
which are sensitive to parity-preserving excitations, appear as a better choice. The remedy
for this constraint arises in our cases in the form of phonon-assisted excitations. The main
idea is sketched in Fig. 3.2. A phonon mode with odd symmetry admixes p character
into the wavefunction and breaks inversion symmetry. In this scenario the initial and final
wavefunctions can be written as a mixture of d and p character [209, 210]. Hence, we find
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'
Figure 3.2 Sketch of the symmetry breaking process due to an odd-parity phonon. The
upper part shows the |xy) orbital of a transition metal ion between two ligands (gray

spheres). The lower part shows how a shift of these ligands, i.e., an odd-parity phonon,
breaks inversion symmetry.
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for the matrix elements

(&'dy + B'pylrlad; + Bpi) = (' dylrlad;) + (B prIr|Bp:) + (B pylriad;) + (o’ dylr|Bp:),

=0 =0 #0 #0

(3.25)

where a, @', 5, and ' are the mixing coefficients. While the first two terms vanish, we
find that the latter two are generally in agreement with the selection rules stated above.
Thus, the simultaneous excitation of an intrasite electronic excitation and an odd-parity
phonon mode is, albeit not very strong, dipole-allowed. Correspondingly, the excitation
energy is found as the sum of the electronic excitation energy and the odd-parity phonon
E = E, + E 4. The weight of this feature scales with 1 + n(T"), where n(T) is the thermal
occupation of the phonon. Conversely, at elevated temperatures, the complementary pro-
cess to annihilate an odd-parity phonon to create an electronic excitation at E = E,; — Eoqq
can also be observed and scales with n(T). Using the identity 1 + 2n(T) = coth = 37, We
can recover the temperature dependence of the spectral weight of the entire feature in Eq.
(3.14). In principle, all infrared-active phonons can couple in this manner to electronic
excitations. Depending on lattice geometry and symmetry, the strength of this mechanism
will differ. For a@-RuCl; with edge-sharing octahedra arranged on a honeycomb lattice,

45



3 Linear optical spectroscopy and resonant inelastic x-ray scattering

Q o Q

O¢OO © O O

O O O

vs (Tyy) v, (Tyy) Ve (T2w)

Figure 3.3 The normal modes of an octahedral complex that exhibit odd symmetry. The
label v; typically orders the modes in a descending manner with respect to their frequency
[211]. The term in brackets denotes their symmetry label in Mulliken notation, where u
refers to ungerade, i.e., odd [85].

we find that the phonon-assisted excitations couple predominantly to one single phonon
mode. For the isolated octahedra in the antifluorites, a superposition of several phonon
modes is displayed. The internal odd-parity phonons of octahedral complexes are shown
in Fig. 3.3.

As multiparticle excitations, phonon-assisted features are orders of magnitude weaker than
directly dipole-allowed excitations. As such, they are easily masked by any directly al-
lowed excitation in their vicinity. A clear example is the excitation from the J = 0 ground
state to the 'A; multiplet at about 2.1 eV in K,OsClg, see chap. 5. Above 150 K, this exci-
tation is masked by the Urbach tail of the Mott gap. Only at lower temperatures, where the
Mott gap is at higher energy, can the weak and narrow peak structure of the 'A; multiplet
be resolved. In the corresponding bromide compound K,OsBrg, the energy of the onset
of the Mott gap is lowered to around 1.8 eV at 5K, such that the transition into the 'A;
multiplet is buried for all temperatures.

Analogous to the discussion above, spin-orbit coupling can circumvent the spin-selection
rule AS = 0 [207]. In the presence of spin-orbit coupling, the Hund’s multiplets are not
eigenstates of the system. Typically, 4d and 5d states show an admixture of several multi-
plets. As such, terms with the same spin multiplicity can yield non-zero matrix elements.
Again, compared to spin-allowed transitions, these are orders of magnitude weaker. An
interesting comparison between phonon-assisted excitations is given by 5d° K,IrClg and
5d* K,ReClg, see chap. 7 and 6. In the Ir compound, the spin-orbit exciton is an excitation
that originates from strong spin-orbit coupling, and it shows a spectral weight of roughly
0.2eVQ~'em™ at 10K. In the Re compound, the 75, configuration has a quenched or-
bital moment, which diminishes the effect of spin-orbit coupling. The ground state shows
S = 3/2, and all five intra-t,, excitations have § = 1/2, i.e., they include a spin flip.
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Figure 3.4 Dispersion relation of a polariton following Eq. (3.8) (blue curve) and a
photon assuming a constant n = 2 (red dashed curve). The underlying model for N(w) is
based on a Lorentz oscillator with wg = 100cm™, w, = 400cm™!, damping y = 2cm™!,
and €, = 4. The gray area marks the highly reflective Reststrahlenbande [199] between
wo and wy, where no photon states are available. The longitudinal frequency can be
calculated via the Lydanne-Sachs-Teller relation [199, 212].

Thereby, we observe much weaker intensities of any of these five excitations with spec-
tral weights up to 0.01eV Q!'cm™! at 18 K. In both compounds, we can identify weaker
features within these absorption bands that possibly originate from magnetic dipole tran-
sitions.

The Lorentz oscillator model and line profiles

The classical analogue of the electric-dipole transitions from Sec. 3.1.1 can be described
by the Lorentz oscillator model. It yields a widely used model function for the dielectric
function &(w) to describe the response of bound charges in terms of harmonic oscillators
[199]. It is commonly expressed as
2
@i

B(W) = fu + ) ———21—
~ Wy, w1y
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and describes the response from a set of j individual dipole oscillators with transverse
eigenfrequency w ;, damping coeflicient y;, and plasma frequency w, ;, which determines
the strength of the dipole moment. The term &, accounts for any high-energy contribution
that is not explicitly considered in the sum of oscillators. On a microscopic level, Eq. (3.8)
describes the dispersion of the polariton, a quasiparticle that results from the coupling of
a photon to a dipole-carrying mode in a crystal. Based on the Lorentz model, we show
the dispersion of the polariton in Fig. 3.4. Far away from any mode in a material, the dis-
persion of the polariton resembles the linear dispersion of the photon, meaning it behaves
photon-like. However, as it approaches a transverse mode from lower frequencies, the
polariton adopts the character of that mode. Assuming for simplicity an optical phonon,
the polariton is said to behave phonon-like and fully acquires the phonon character at reso-
nance. This corresponds to the case discussed earlier when the photon is absorbed to create
an excitation. Neglecting damping, €;(w = wy) diverges. While the transverse character
of photons does not allow coupling to the longitudinal modes directly, these modes with
their frequency w; can create strong depolarization fields, which in turn yield &(w) < 0
for frequencies wy < w < w;. As a consequence, there are no real states for photons to
occupy available, and the material exhibits strong reflectivity.

Accounting for both dispersion and dissipation, the Lorentz model is Kramers-Kronig con-
sistent and a versatile model for describing optical properties [213-216]. It works partic-
ularly well when the observed excitations correspond to discrete, well-defined transitions
indicated by the Lorentzian profiles in &;(w). In cases where absorption features display a
distribution of excited states, such as overlapping Mott-Hubbard excitations [155, 217], or
due to dispersion or higher-order couplings in the vibronic sidebands of Franck-Condon-
type excitations [209, 218, 219], it is common practice to describe &;(w) with Gaussian
profiles,

_ )2
_(w= o) ) (3.27)

A
&S(w) = Z y—jx/y_r exp{ "
J J

J

where w ; are the transverse eigenfrequencies, 2 Vin2y ; the full-widths-at-half-maximum,
and A; the weights of that oscillators. A special case is the Tauc-Lorentz model [216, 220],
which empirically describes the asymmetric lineshape of excitations across the "band" gap,
showing a steep increase coming from lower frequencies and a long tail above its peak fre-
quency,

2
(@) = 1 Awoy(a)—wg)
A Cww-wy)+y

H(w - wy). (3.28)

Here, wy, A, and 7y are again the transverse eigenfrequency, the oscillator strength, and the
damping coefficient. The Heaviside function H(w—w,) is zero below the gap frequency w,
and unity above it. The real part of the dielectric function of these oscillators is typically
obtained from the Kramers-Kronig relations [221, 222].
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Figure 3.5 (a) Sketch of the Franck-Condon principle. The two parabolas correspond
to the harmonic lattice potential for two different electronic states that show different
equilibrium positions at R; and Ry. The Franck-Condon principle states that an electronic
excitation occurs instantaneously. This is depicted by the vertical red arrow. The shaded
areas indicate the squared amplitude of the vibrational states. These are separated by
the energy E,. At T = 0, the intensity distribution between different vibrational levels
follows Eq. (3.31). The left side shows an intensity spectrum of narrow Gaussian lines
with § = 1.5. (b) Comparison between line shapes with different parameters. The left
panel shows the case for T = 0 for narrow and fully resolved sideband peaks (solid lines)
and broad unresolved sidebands (dashed lines). The colors depict cases for different
Huang-Rhys factors. The right panel shows the same lineshapes at finite temperature
kgT = E,.

Vibronic excitations

Vibronic excitations are excitations of mixed vibrational and electronic character, where
the absorption or emission of radiation induces a change in both electronic and lattice en-
ergy. A central ingredient in vibronic excitations is electron-phonon coupling. In solids,
electron-phonon coupling manifests in many ways, ranging from the formation of charge
density waves and the Peierls transition in one-dimensional systems [223], to the conven-
tional mechanism of phonon-mediated superconductivity [224], and to the formation of
polarons, quasiparticles that describe an electron dressed by a cloud of virtual phonons
[225].

For this work, we restrict the discussion of vibronic excitations to the case of weak electron-
phonon coupling. In the limit of vanishing electron-phonon coupling, the Born-Oppen-
heimer approximation applies, which decouples the dynamics of the electrons and ions
[226]. In this limit, vibronic excitations can be described by the Franck-Condon prin-
ciple, which was originally formulated for molecules but can also be applied to crystals
[227-230]. The Franck-Condon principle states that the transition during an electronic
excitation (or relaxation) occurs instantaneously with respect to the timescale of the lat-
tice dynamics. If the lattice potential in the ground state has its minimum energy at the
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equilibrium position R;, an electronic transition may shift this equilibrium position to Ry
in the excited state. This shift reflects the change of the charge distribution and the corre-
sponding change of the effective potential felt by the ions. Since the electronic transition
is “vertical”, the lattice will be in an excited state with excited phonons. Thus, the final
state incorporates both the electronic transition and a change in the phonon occupation.
Experimentally, this gives rise to phonon sidebands that accompany the electronic excita-
tion feature. To first order, the phonon sidebands are equidistant, separated by the phonon
energy E,. The schematic idea of the Franck-Condon principle is depicted in Fig. 3.5(a).
A characteristic signature of vibronic excitations is the intensity distribution of these side-
bands. We make use of this intensity distribution to identify a vibronic character and
discard other effects that might create a multipeak structure. As a consequence of the
Born-Oppenheimer approximation, the vibronic wavefunction can be written as a prod-
uct state, |'P(r, R)) = |&(r, R) #(R)), where |) is the electronic wavefunction and |¢) the
vibrational wavefunction [231]. The corresponding transition dipole moment gives °

(FrldY?) = (Wlerlyi){ds(Rp)Igi(R:)). (3.29)

The Franck-Condon parameters are a measure of the intensity of the vibronic sidebands
and are calculated from the squared overlap of the vibrational wavefunctions. At 7 = 0
with no thermally occupied phonons, the Franck-Condon parameters read

-Sqgm

Fy' = (dulo)l’ = — (3.30)

Here, m is the number of excited phonons and S the Huang-Rhys factor that characterizes
the vibronic band. The envelope of the intensity follows a Poisson distribution with the
mean value S. The full intensity spectrum becomes

m=0 m:

b —Ssm
I(E) = [ lerly)|| Y| == 6(Ey + mE, - E). (3.31)
%/—/

=1

Note that for dd excitations in crystals with inversion symmetry, we have to include the
phonon-assisted mechanism in optics, hence , Ey = E, + E,q9. For better agreement
with experimental data, the sharp ¢ peaks are replaced by Gaussians shown in Eq. (3.27).
The resulting lineshape shows a progression of equidistant peaks separated by E,, starting
from E,. The largest overlap, i.e., the maximum intensity, is typically found between
Eox =8 — % and E,x = S and depends on the value of S and the Gaussian broadening y
[232]. Examples for different S are shown in Fig. 3.5(b).

Note that the analogous case of a phonon excitation accompanied by electronic sidebands is suppressed,
since the overlap (i rltf;) vanishes due to the orthogonality between electronic wavefunctions. Physically,
this reflects the Born-Oppenheimer approximation: due to the vast mass difference, the lighter electrons
can follow the ions and occupy their respective ground state instantaneously.
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At finite temperatures, the thermal phonon occupation n, = 1/ (eEﬂ/ kT _ 1) has to be
included. Following [85], the intensity distribution becomes

[

IE) =1l ) (npn—ﬂ)z e S, (28 \ny(n, + 1))

m=—0o 4

(Eg+mEp 75)2

7 (3.32)

A -
yVr
where J,, is the modified Bessel function of mth order. The main effect of temperature is a
broadening of the full lineshape, redistributing weight to outer sidebands.

The Franck-Condon picture has been applied successfully to many different compounds.
In solids, the existence of several or even many phonon branches and the finite dispersion
of phonons typically washes out the detailed structure of the sidebands, such that basically
only the envelope is observed. Therefore it is usually not possible to probe aspects that
go beyond the Franck-Condon picture. In contrast, the quasimolecular structure of the
antifluorite halides allows us to precisely resolve the individual sidebands. In K,IrClg, we
use this opportunity to discuss effects that are arise due to finite electron-phonon coupling.
In particular, Iwahara and Furukawa have addressed the role of electron-phonon coupling
in KyIrClg [137]. They calculate that the coupling of the j = 3/2 state to E, phonon
modes induces a dynamic Jahn-Teller effect that is responsible for the splitting of the spin-
orbit exciton in this compound. This scenario is very similar to our discussion of vibronic
excitations with the Franck-Condon principle, but it describes the case of considerable
electron-phonon coupling. In this case, the vibronic states are not simply product states of
electronic and vibrational wavefunctions due to hybridization. In terms of vibronic excita-
tions, this goes beyond the Franck-Condon picture.

To analyze this, we still describe the data of K,IrClg with the simple Franck-Condon pic-
ture. The dynamic Jahn-Teller effect comes into play when looking at the resulting param-
eters. The Huang-Rhys factors indicate a considerable increase of coupling to the phonons
as a function of temperature. In addition, the energy of the progression increases be-
yond the energy of bare phonon modes, which cannot be motivated from the ideal Franck-
Condon scenario. This effect is a manifestation of spin-orbit entangled states coupled to
phonons conglomerating to spin-orbital-lattice entanglement.

3.2 Fourier-transform infrared spectroscopy

Fourier-transform infrared spectroscopy (FTIR) is a widely used technique to measure
the optical response of samples over a broad range of frequencies. Instead of utilizing
dispersive elements like gratings to monochromatize the beam, this method relies on an
interferometer to modulate the intensity temporally and a computer to extract the intensity
spectrum /(w) via a Fourier transform of that modulated signal. Detailed descriptions of
this method can be found in [199, 233-235], hence, only the basic principle is outlined
in the following. A lamp emits polychromatic light, which is focused and guided to a
Michelson interferometer, the central pillar of the spectrometer. The Michelson interfer-
ometer consists of a beam splitter and two mirrors. The incident light is separated by the
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beam splitter into two partial beams, which travel towards one of the mirrors each and
bounce back to meet at the beam splitter, where they interfere. After interference, the
light is then focused onto the sample to probe either transmission or reflection and to be
subsequently collected by the detector. Of central importance for the interferometer is the
temporally modulated movement of one of the mirrors, which is called the scanner. A
uniform displacement of the scanner modulates the path length difference between the two
partial beams, which in turn modulates the intensity based on constructive and destructive
interference among the various frequency components of the polychromatic beam. This
spatially modulated intensity profile /(x) is the interferogram. In motion, the position of
the scanner can be determined precisely by a parallel measurement of the intensity modula-
tion of a HeNe laser with a fixed wavelength A = 633 nm. The resulting intensity spectrum
I(w) 1s then recovered from a discrete Fourier transform of the interferogram [233]. Due
to the Fourier transform of the interferogram, the intensity spectra are typically given in
wavenumbers v [cm™!]. The corresponding frequency is w = 2rcv. A sketch of the utilized
FTIR spectrometer, the Bruker IFS 66/v, is shown in Fig. 3.6.

One key advantage of FTIR over dispersive methods is a greatly enhanced signal-to-noise
ratio, which compensates for the weaker light intensity for photons with lower energy.
This results from three factors. First, the resolution is not limited by the slit width of the
aperture. Instead, it is determined by the maximum path length difference given by the
displacement of the scanner. This allows the use of circular apertures, significantly in-
creasing intensity and enhancing the signal-to-noise ratio compared to slit-like apertures.
By measuring all frequency components simultaneously, it further improves the signal-
to-noise ratio, particularly for frequency components with weak intensity. Collecting and
averaging multiple scans further enhances the signal-to-noise ratio. However, due to the
finite displacement of the scanner, the interferogram is truncated, which affects the Fourier
transformation. To minimize truncation artifacts, an appropriate apodization function is
applied to smooth the interferogram at the edges. Additionally, the spectral point density
can be increased numerically through zero-filling, i.e., adding zeros at both ends of the
interferogram. This is an effective method to interpolate the intensity spectrum without
distorting the line shape. A comprehensive discussion on the properties of the Fourier
transform is given in [233].

Range Energy (cm™!) Lamp Beam splitter detector

MIR 500 to 8000 Globar KBr MCT
NIR 3000 to 14000 tungsten lamp  CaF, NIR MCT
VIS 8500 to 26000 tungsten lamp CaF, UV Si diode

Table 3.1 List of combinations of optical components used for the measurements in
different frequency ranges. Abbreviations: MIR: mid infrared, NIR: near infrared, VIS:
visible, Globar: glow bar — a thermal light source made out of SiC, MCT: Mercury
Cadmium Telluride detector.
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Figure 3.6 Experimental setup and beam path inside the Bruker IFS 66/v. Taken from
[210]. The highlighted part marks the light path through the components of the spec-
trometer for a transmittance measurement. Additionally, an optional polarizer and the
reflectivity unit for reflectance measurements are depicted.

Experimental setup and measurement considerations

The FTIR spectrometer is a versatile setup that can measure optical properties from the
far infrared up to the ultraviolet range. This is achieved by using several optical compo-
nents, i.e., suitable light sources, beam splitters, cryostat windows, and detectors. In this
work, we cover the range from mid-infrared (MIR) over the near-infrared (NIR) up to the
visible/near-UV frequency range (VIS), notably from 60 meV up to 3.2eV (= 500cm™!
-26000cm™). As lamps, we use either a Globar or a tungsten halogen lamp, thermal
radiators that emit a black-body-like spectrum with their spectral intensity distributions
governed by the source’s temperature. The beam splitters consist of a thin film of Si or
Ge deposited on a transparent substrate, such as KBr, CaF,, or Si0,, for measurements in
MIR, NIR, and VIS, respectively. The cryostat windows are plane-parallel and optically
polished slabs of KBr. For the mid- and near-infrared region, we utilize an MCT detector,
a narrow-gap semiconductor, cooled down to 77 K with liquid nitrogen to reduce the den-
sity of thermally excited carriers. In the visible region, a Si diode is the detector of choice
with its band gap of around 1eV (= 8065cm™!). It can be operated effectively at room
temperature without cooling. Table 3.1 summarizes the utilized combinations of optical
components in their respective frequency region.

The beam path for a transmission experiment is highlighted in Fig. 3.6. The measured
spectrum will depend on the sample properties, but also on every component along the
beam path, e.g., the intensity spectrum of the light source, the sensitivity of the detector,
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and the optical properties of the beam splitters, optical windows, and mirrors. To account
for those, an additional measurement under the very same conditions without the sample
has to be taken. For a transmission experiment this requires a measurement through an
identical, empty sample holder. The transmittance of the sample

T((,U) = Isample(w)/lreference(w) (333)

is obtained from the ratio of the intensity spectrum transmitted through the sample and the
intensity spectrum of the reference. Equally, the reflectance

R(a)) = Isample,R(a))/Ireference,R(w) (334)

is determined experimentally by measuring the intensity reflected from the sample and
from a suitable reference spectrum, typically a "perfect" mirror, e.g., gold mirrors in MIR
and NIR and silver or aluminum mirrors in the visible regime®. In this study, we do
not measure the reflectance explicitly. Instead, we determine it from the interference pat-
tern that dresses the transmittance spectrum as a result of multiple reflections within the
sample. Above the Mott gap, where transmission is suppressed, we employ spectroscopic
ellipsometry instead.

To operate the spectrometer and to ensure a stable measurement, the spectrometer is evac-
uated and continuously flushed with 2-3 mbar of N, gas to remove infrared-active residues
present in air, e.g., water vapor that can leave fingerprints in the intensity spectrum. At the
same time, the flow of N, gas keeps the scanner afloat and ensures an almost frictionless
movement of the scanner.

One focus of the experiments presented in this thesis is the temperature dependence of the
electronic excitations. To change and control the sample temperature, we glue the sample
onto a copper aperture with thermally conductive silver paint and mount it on a cold finger
of a continuous-flow cryostat. The cryostat isolates the sample from the external environ-
ment, and the sample can be illuminated only through the windows of the cryostat. This
allows the sample to be cooled down using a continuous flow of “He to reach temperatures
down to 5 K and requires to evacuate the sample compartment of the cryostat to a pressure
below 10> mbar in order to prevent the condensation of crystal ice or other contaminants
on the sample or the windows of the cryostat. Nonetheless, weak signatures of crystalline
ice and asymmetric O-H bond stretches thereof can be identified in the spectra, especially
of the hygroscopic A, M X¢-type samples, see Fig. 3.7. The sample temperature is moni-
tored by a thermometer in contact with the cold finger and is controlled by adjusting the
helium flow and via a PID-controlled heater. The cold finger is constructed such that it can
take two sample holders, one with the sample and one for the reference measurement. By
moving the cold finger, either the sample or the reference can be moved into the focus of
the light beam.

®The reflectance is considerably more sensitive to surface roughness than the transmittance. To properly
account for this aspect, an often employed strategy is to evaporate a thin film of gold onto the sample
and to use this as a reference.
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Analysis of the transmittance spectrum

For a transparent sample with flat, parallel surfaces and a well-defined thickness d, the
total transmittance is expressed by Eq. (3.17). As mentioned in Sec. 3.1, the transmit-
tance is exponentially sensitive to x(w) but is dressed also by Fabry-Pérot interference
fringes. These show a maximum in transmittance whenever the real part of the phase

Re (exp [iNw/c]) = 1, i.e.,
Re(N “’d) - (3.35)
C

where m is an integer value. Rewriting Eq. 3.35, we can determine the index of refraction

at these frequencies
mnc

) (3.36)

n(wmax, m) = dow
max, m

particularly useful to determine the dispersion of n(w). An example of the Fabry-Pérot
fringes is shown in the inset of Fig. 3.7(a). Being limited in frequency, it is most cer-
tainly not possible to collect the lowest interference maxima from the infrared and visible
regime. The main challenge is to determine the correct order m of the observed interfer-
ence maximum. For insulating samples n(w) usually changes very little in the transparent
region above the phonon and below the gap. In a first step, we neglect dispersion and ap-
proximate n from the frequencies between w,,,, ,» and its jth neighbor, n = WZN’
which we use for a rough estimate of m. Then, including dispersion, m has to be adapted to
yield a monotonic n(w) in absence of strong excitations. To corroborate the correct order

of m, we fit the calculated index of refraction either with a purely dispersive Cauchy model
B C

nlw)=A+ —+— k(w) =0, (3.37)
W w

or a Lorentz oscillator model including a strong phonon excitation below the transpar-
ent range and an interband excitation characterized by a Tauc-Lorentz oscillator above, as
shown in Fig. 3.7(b). From n(w), we can reversely calculate the reflectance via Eq. (3.18)
and use it to determine the optical response functions.

The procedure to determine the dielectric function and the optical conductivity from the
transmittance is illustrated exemplarily in Fig. 3.7 and Fig. 3.8 for a sample of K,ReClg
with a thickness of d = 471 um at 300 K and an energy resolution of 1 cm™! (= 0.13 meV).
Figure 3.7 shows the measured transmittance, the index of refraction n(w) calculated from
the fringes, and the resulting reflectance R(w). The order of the first observed fringe,
my = 104, gave the best agreement with a simple fit of a Lorentz model with a phonon
mode fixed at 39 meV (320 cm™!) and a Tauc-Lorentz oscillator at (2.5eV) (20000 cm™).
The resulting response functions &(w) and o (w) are shown in Fig. 3.8. This approach of
determining the optical constants from R(w) and T (w) directly works particularly well to
study weak absorption features in the transparent region with n > «. The alternative ap-
proach of a Kramers-Kronig analysis of the reflectance alone is often not sensitive enough
to capture these weak, dipole-forbidden excitations that are at the center of this work.
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Figure 3.7 Analysis of the transmittance to obtain the index of refraction and the
reflectance, illustrated for a measurement of a K,ReClg sample with a thickness of
d=471mu at 300 K. (a) Transmittance over the transparent range from 0.25 to 2.45¢V,
displaying absorption features from local intra-f,, excitations at around 0.95, 1.1, 1.7,
and 1.9eV. Above 2 eV, weaker features from double excitations become apparent. The
upper limit of the transparent energy range sets in at 2.4 eV and is given by the onset of
the Mott gap . The narrow oscillations of roughly 0.75 meV (= 6 cm™") are Fabry-Pérot
interference fringes. (b) Calculation of n(w) using Eq. (3.36), starting the counting of
the first maximum at m = 104. The red line is a fit of n(w) for m =104 using a phonon
at 39 meV and a Tauc-Lorentz oscillator for the Mott gap with an excitation energy of
around 2.5eV. (c) Reflectance spectrum calculated from n(w) using Eq. (3.18) (black).
Additionally, the reflectance from the fit of n(w) in (b) is shown (red curve), yielding a
great agreement.
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Figure 3.8 Optical constants obtained from the transmittance and the fitted reflectance
from Fig. 3.7. (a) Real and imaginary parts £;(w) (black curve, left axis) and &;(w) (red
curve, right axis). (b) Real part of the optical conductivity oj(w). Below 0.5eV &, and
o1 are dominated by the response of crystal water on the sample surface.

3.3 Spectroscopic ellipsometry

In the spectral region of strong absorptions, ellipsometry measurements yield an accu-
rate, self-normalizing method to determine the optical response functions. Ellipsometry is
rooted in the analysis of the polarization state of light upon reflection from the sample sur-
face under an oblique angle. The basic idea is sketched in the following: monochromatic
and linearly polarized light shines onto a sample under the angle of incidence ® and is
reflected thereof. Upon reflection, the polarization of light changes in general from linear
to elliptical, as illustrated in Fig. 3.9. This is due to the angle dependence of r, and r, of
the Fresnel equations, see Eq. (3.15). The ratio of the reflection coefficients is manifested
in the two ellipsometric angles ¥ and A that encode the relative change in amplitude and
the phase shift of the reflected waves [199]

o= = tan (¥) e, (3.38)

s

These fully characterize the polarization ellipse, see Fig. 3.10. The angles ¥ and A link
to relative quantities, in comparison to, e.g., transmission experiments that measure the
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Figure 3.9 Sketch of an ellipsometric measurement illustrating the basic principle.
From the right side, the incident light shines under a given angle of incidence ® on
the sample surface (blue cube) and is reflected thereof to the left. The linear polarization
of the incident light shown in pink can be decomposed into an electric field component
parallel E; , (blue) and perpendicular E; ; (red) to the plane of incidence. Upon reflection
from the sample surface, the reflection coefficients r, and ry follow Eq. (3.15), which
induces a phase shift between the reflected components of the electric field E,., and E, ;,
as well as a change in their amplitudes. As a result, the polarization of the reflected light
is now elliptical, as indicated by the pink ellipse. From the analysis of the polarization of
the reflected light, the ellipsometric angles ¥ and A are retrieved.

absolute light intensity. This has the advantage that ellipsometric measurements do not
require taking a reference. This reduces the sensitivity to intensity fluctuation and makes
ellipsometry a very precise tool to track changes of the material’s response with respect
to external parameters, e.g., the temperature. The setup of the ellipsometer is shown in
Fig. 3.11. A very detailed description of the properties of the employed setup can be
found in [235-237], which allows us to be brief in the discussion of the main components.
Starting from the light source, we utilize a Xe lamp that covers the energy range roughly
from 0.6 to 6.5eV. The light passes through a dispersive double monochromator and is
coupled via optical fibers into the input unit. This unit contains a collimator, a linear
polarizer with an adjustable polarization angle P, and the retarder unit. The retarder can
add an arbitrary phase shift to the polarized light to increase the sensitivity to determine
A, see below. The polarized light then hits the sample, which is placed on a rotatable
sample stage to adjust the angle of incidence ©®, but also to change the sample orientation
with respect to the lab frame. The latter allows us to probe different components of the
dielectric tensor in situ in case of anisotropic samples. The light reflected from the sample
is then measured by a detector. The utilized ellipsometer works under the principle of
a rotating analyzer ellipsometer (RAE). The key of this ellipsometer type is to equip the
detector with an analyzer, which revolves continuously during data acquisition. As a result,
the detector will measure a temporally modulated intensity. A Fourier analysis yields the
Fourier coeflicients of this signal, which encode the properties of the incident polarization
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Figure 3.10 Characteristic angles of the polarization ellipse. Geometrically, the ellipse
is characterized by its azimuthal angle 77 and the elliptic angle ¢ that reflects the ratio
between the main axes of the ellipse. The ratio between the reflection components for p
and s polarization yields the ellipsometric angle ¥ and their acquired phase difference is
A. Both sets of angles n7 and ¢ as well as ¥ and A fully characterize the ellipse and can
be transformed into each other [235].

state and the effect of the sample. The time-varying intensity takes the form
I(t) = Iy [1 + acosRwut) + bsin(Qwa1)], (3.39)

with the Fourier coefficients @ and b and the analyzer frequency w,. Derived in [236], the
coeflicients read as
_ tan* (¥) — tan* (P)
7 an? (W) + tan? (P)
_ 2tan¥cos Atan P
~ tan’V¥ + tan® P

/1
tan¥ = ra [tan P|
1b‘ a (3.41)

tan P
VI — 42 ltan P’

Based on Eq. (3.39), we see that the measured intensity can be strongly modulated as a
function of time. Periods of high intensity yield a good signal, whereas low intensities

(3.40)

which yield

CosA =
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Figure 3.11 Sketch of the ellipsometry setup with its main components. Following the
beam path, the light is emitted, monochromatized, and coupled into the input, where the
beam is collimated and the polarization state prepared. Under an angle of incidence ©,
it is focused on the sample and subsequently reflected. Passing through an analyzer, the
reflected light is detected.

are prone to noise. The most stable situation corresponds to a = b = 0, when the overall
intensity is constant. In particular » = 0 is found for A = 7, i.e., circularly polarized light.
Conversely, we find the strongest modulation in intensity for A = 0, which yields linearly
polarized light. To prevent measurements with strongly fluctuating noise levels, one can
improve the overall signal-to-noise ratio by measuring the intensity of several analyzer
revolutions, and particularly by adding a phase shift ¢, via the retarder to compensate for
cases with A = 0.

Generally, having two independent quantities, ¥ and A, avoids the pitfalls of requiring a
Kramers-Kronig analysis. However, ¥ and A do not translate into the optical response
functions directly. Instead, these have to be obtained typically by fitting the data to an
optical model. Such a model generally is built of oscillator models for the dielectric tensor,
but it can also include effects like surface roughness or interface mixing, especially because
A is very prone to interfaces. On the flip side, this is a particular strength of ellipsometry,
which turns it into a particularly sensitive tool to study thin films or multilayer systems. A
useful starting point for a model is the pseudo-dielectric function

2
&(w) = sin’ O + sin’ O tan’ O (1;'0) , (3.42)

1+p
which assumes a homogeneous, isotropic, and semi-infinite sample with a perfect sam-
ple surface. Luckily for us, all antifluorite samples measured in this thesis are cubic at
room temperature and sufficiently large. Thus, our optical models only have to take a
scalar dielectric function and the extra surface roughness into account. In this case sur-
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face roughness can be recognized in a region of low absorption by comparing the &(w)
for different angles of incidence. Ideally the curves fall on top of each other and are only
altered by the surface roughness layer. Figure 3.12 shows ellipsometric measurements of
K;ReClg on an as-grown (111) surface for three different angles of incidence between 2.5
and 5eV at room temperature. The fit of the optical model in panels (c) and (d) shows
the combined effect of the modeled dielectric function and a surface roughness layer of
d = 21nm in cyan and the bare dielectric function in red. The corresponding optical
conductivity o(w) is shown in panel (e) resolving the individual contributions of the fit.
These features correspond to intersite Mott-Hubbard excitations, as discussed in Sec. 2.3.
The typically stronger charge-transfer excitations lie at energies above 5 eV, revealed by
the RIXS resonance map in chap. 6. The data show a stark contrast between the directly
allowed features and the dipole-forbidden excitations below the Mott gap in Fig. 3.8. For
the case of the dipole-allowed transitions, the values of oj(w) are roughly three orders
of magnitude larger. In this context, transmittance measurements offer high sensitivity
to weak excitations, while spectroscopic ellipsometry reliably captures strong absorption
bands. Used in conjunction, the two techniques provide a comprehensive picture of both
subtle and dominant optical responses.

3.4 Resonant inelastic x-ray scattering

The second pillar of experimental methods in this work is resonant inelastic x-ray scatter-
ing. The excitation mechanism of this technique can be depicted in a two-step process.
The absorption of a photon promotes an electron from a core level to an unoccupied va-
lence state, followed by the recombination of the core hole with a valence electron under
the emission of a photon. Resonant enhancement of this electronic core-to-valence tran-
sition turns RIXS into a highly sensitive method to probe the local electronic structure
of the 5d orbitals in our samples. Compared to optics, RIXS suffers from an inherently
small scattering cross-section. Thus, it is a very photon-hungry technique that requires
intense light sources found at synchrotrons or free-electron lasers [208, 238]. Technical
advancements to improve brilliance and the instrumentation of such facilities have led to
a rapid development of RIXS in the last two to three decades [206] and as a result, RIXS
has presently become a benchmark method to probe various degrees of electronic excita-
tions to investigate the electronic structure [239, 240]. For our purposes, we utilize RIXS
to probe the onsite spin-orbital excitations at the L; edge of the 5d transition metals. It
does not only allow us to determine the excitation energies and their dispersion, the reso-
nance behavior also reveals the character of the excited states. In the following, we briefly
introduce the direct RIXS process, as well as some technical aspects of the setup in the
hard x-ray regime. The RIXS experiments in this work have been carried out at the hard
x-ray beamline ID20 at the European Synchrotron Radiation Facility (ESRF) in Grenoble,
France.
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Figure 3.12  Analysis of ellipsometric data on the example of K,ReClg at 300 K. (a) and
(b) Measurement of ellipsometric angles ¥ and A for three different angles of incidence
®=65°, 70°, and 75°. (c)-(d) Using Eq. (3.42), the pseudo-dielectric function &(w) is
plotted. The real part is shown in the left panel, the imaginary part in the right. The cyan
line is a fit of the data based on an oscillator model and a surface roughness model with a
thickness of 21 nm. The response function from the oscillator model is shown in red. (e)
The real part of the optical conductivity o-1(w) computed from the oscillator model using
Eq. (3.12). The red dashed lines show the contributions of the individual oscillators used
in the fit. Note that the scale of o1 is 1000 times larger than compared to Fig. 3.8(c).



3.4 Resonant inelastic x-ray scattering

The RIXS process

Analogous to Eq. (3.4), we label incident photon energy, momentum, and polarization 7w,
7k, and €, and the outgoing photon with 7iw’, 7K', and €. The central quantities of RIXS
are the energy loss Ej = fi(w — w’), the momentum transfer q = 7i(k — k’), and the dou-
ble differential cross section %. The former two capture the energy and momentum
that have been transferred to the sample to create the excited states, while the latter is a
measure of the intensity of emitted photons per unit solid angle dQ2 and per unit energy
range dfiw’. A defining feature of RIXS is the possibility to employ resonant enhancement
by matching the incident energy with the x-ray absorption edge of the targeted ion. The re-
sulting double-differential cross section can thus be expressed by the Heisenberg-Kramers
formula [206]:

d’o
dQdhw’

o< IMP6(Ey - E; + ho - he)
! (3.43)

. (f1D], ¢ oInXnlD,, li)
1 E,—E —hw+il,

Here, D represents the annihilation (creation) operator for x-ray photons, which in-
duces the transitions between the ground state i), the intermediate state |n), and the final
state |f). The matrix elements depict the two subsequent dipole-allowed transitions. First,
an absorption process to create the intermediate state characterized by a highly localized
core hole. In a second step, the core hole recombines with a valence electron under the
emission of a photon. We can recall the RIXS process treating the A - p term in the Hamil-
tonian in Eq. (3.19) as a second-order perturbation and repeating the same steps to find the
dipole transition moments. The energies of the absorption edges are ion-specific and solely
boost transitions of the targeted ion. The matrix elements are the largest for transitions with
Al = £1. Focusing on the properties of the 5d orbitals, the choice of the 2p L edge is ideal.
Specifically, RIXS at the L; edge, which targets the transition |2p} /25dN ) — 12p3 /25dN 1y,
effectively probes all intra-1,, excitations of the 5d%, 5d*, and 5d° electron configurations
with sufficient intensity. Selecting an inner shell such as the 2p is advantageous for RIXS.
On the one hand, typical 5d L; edges have energies of around 10keV [120], correspond-

ing to wave vectors |k| ~ 1A™". These allow us to probe the dispersion of excitations
across the entire Brillouin zone by selecting the scattering geometry, see Fig.3.13(b). On
the other hand, the strong Coulomb interaction experienced by the 2ps,, core hole results
in an extremely short lifetime of the intermediate state before it decays into the final state.
To first order, this short lifetime — on the order of femtoseconds [239] — freezes out any
dynamics in the intermediate state. As such, we can understand the properties of the ex-
citation effectively based on the direct scattering from the initial state to the final state,
which simplifies the calculation of the excitation energies and the simulation of the RIXS
spectrum. In Eq. (3.43), this is encoded in the lineshape broadening I', associated with the
lifetime of the intermediate state and is several eV broad. This situation is partly different
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Figure 3.13 (a) Sketch of a direct RIXS process at the L3 edge of a 5d ion with a "
electron configuration. The energy levels denote eigenstates of a multi-electron system.
In the ground state, all shells are completely filled except for the valence shell. In the
absorption step, an x-ray photon with energy %w excites an electron from the 2p3,; shell
into the 5d shell, creating a 2p§ /25dN *1 configuration. In the emission step, a 5d electron
recombines with the 2p3,, core hole, and a photon with energy 7w’ is emitted. The spac-
ing of the energy level is not up to scale. (b) Sketch of the scattering geometry indicating
the incident and outgoing momenta k and k’ that define the transferred momentum q. In
the conventional nomenclature, 6 depicts the angle of incidence and 26 depicts the scat-
tering angle. Note that in general, 2 - 6 # 26.

with L-edge RIXS on, e.g., 3d orbitals, where the narrower I', requires considering the
substructure of the intermediate state [241]. Figure 3.13(a) depicts the RIXS process.

Sensitivity of RIXS and optics

Because of the different excitation mechanisms, RIXS and optical spectroscopy obey dif-
ferent selection rules. As a two-photon process, direct RIXS is sensitive to excitations
that preserve parity and this directly yields dd excitations. By contrast, in optical spec-
troscopy such processes can occur only in a phonon-assisted manner, which complicates
the lineshape if several phonon modes contribute. Optical spectroscopy is instead particu-
larly sensitive to infrared-active phonons and delocalized electronic excitations. Phonons
can also be detected typically only via indirect RIXS, for instance by tuning the incident
energy to the ligand K edge, where the core-hole potential is much weaker.

The complementary sensitivities of the two methods are illustrated in Fig. 3.14(b), which
compares the optical conductivity oj(w) above the Mott gap with the high-energy RIXS
data of K,OsClg. In this range o (w) is primarily dominated by delocalized Mott-Hubbard
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Figure 3.14 Comparison between the excitation spectra in RIXS (left axis) and o (w)
(right axis) of K,OsClg at T = 300 K. The RIXS spectra are measured with q = (7 7 6),
which corresponds to an X point. (a) Low-energy region displaying the intra-; exci-
tations. In the optically transparent window between phonons and the Mott gap, o1 (w)
reveals the same excitations as RIXS enabled by the phonon-assisted mechanism. Around
1.8 eV o (w) shows the onset of the Mott gap. (b) Above the onset of the Mott gap, RIXS
and o1 (w) are sensitive to different processes: RIXS to onsite |t§g) - It‘z‘;me;’l) excitations
and o1 (w) to delocalized |t‘2‘g>l~ |l§g> i |t;g>i |t§g’> ; Mott-Hubbard excitations. Note that
o1 increases by roughly three orders of magnitude across the Mott gap. Above 4 eV both
RIXS and optics reveal |5d‘(‘)s3 p&) - |5d(3)s3 p%l> charge-transfer excitations (CT).

excitations It‘z‘g>,~ |t‘2‘g)4,- — |t§g>,~ |t§g3> j» which primarily reflect Hubbard U and the struc-
ture tgg tgg final states. RIXS, on the other hand, reveals onsite crystal-field excitations
1) — |t12\'g‘1eg>, indicative of the crystal-field splitting 10Dq. In this sense, optics and
RIXS provide different insights.

In contrast, when focusing on onsite spin-orbital excitations, the two methods can aug-
ment one another: RIXS yields the electronic excitation energies directly, while optical
spectroscopy provides finer spectral detail due to its superior energy resolution (typically
<1 meV for FTIR and around 25 meV for RIXS at the Ir L3 edge), Fig. 3.14(a).

A further distinction lies in the capability to probe dispersion. Optical spectroscopy is
typically limited to excitations in the vicinity of the I' point, but RIXS in the hard x-ray
regime can typically probe excitations across the full Brillouin zone. For the antifluorite
halides, we can find a lack of a sizeable dispersion, highlighting the local character of the
eigenstates.

Experimental considerations

The working principles, properties, and technical benchmarks of the ID20 beamline and
the RIXS spectrometer are found in [242, 243]. In the following, we discuss a qualitative
overview of the main components of the beamline. The beam path is sketched in Fig. 3.15.
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Figure 3.15 Sketch of the RIXS setup. (a) RIXS beam path following the double crys-
tal monochromator (DCM), the back-scattering-channel-cut monochromator (BSCCM),
the focusing Kirpatrick-Baez mirror (KB mirror), and the RIXS spectrometer arm with
the sample marked in blue, the diced and spherically bent crystal analyzers, and the pixel
detector. (b) The Rowland-circle geometry ensures that every photon scattered with en-
ergy hiw’ from the sample is focused on the detector, fulfilling the Bragg condition of the
analyzer with the respective Bragg angle 6g.

In a first step, the strongly accelerated electrons in the synchrotron emit a highly brilliant
beam of spatially coherent photons when passing through the undulators, i.e., precise ar-
rays of alternating dipole magnets with a fixed periodicity [244]. For the RIXS experiment,
the incident photons have to be monochromatized. In the hard x-ray regime, this is typ-
ically achieved with crystal monochromators utilizing Bragg reflections [206]. A liquid-
nitrogen-cooled Si double monochromator in tandem with a back-scattering-channel-cut
Si monochromator tunes the energy and reduces the overall heat load of the incident beam,
achieving a typical bandwidth of <0.1eV at an incident energy of around 10keV, which
yields a relative energy resolution AE/E ~ 107 — 107>, Then, the monochromatized beam
is focused onto the sample, passing through a Kirkpatrick-Baez mirror [244] with a spot
size of about 20 10 tm? in vertical and horizontal directions. The sample itself is mounted
in a cryostat placed on a sample stage that can be oriented very precisely along all three
spatial directions (within specific limitations) to select the scattering geometry. The scat-
tered photons pass through the spectrometer arm, which contains five diced spherically
bent Si crystal analyzers, which select the outgoing energy, and a 2D pixelated area detec-
tor that records the intensity. Geometrically, the sample together with the crystal analyzers
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and the detector are placed within a Rowland circle [238]. This ensures that a broad energy
range and a large solid angle can be covered. It also ensures that the energy can be steadily
scanned when measuring a RIXS spectrum.

This setup is not sensitive to inelastic scattering processes only. The dominating signals
originate from elastic scattering, e.g., Bragg reflection if the scattering conditions are ful-
filled, or Thomson scattering [238]. This type of scattering can be recalled from the A(r, 1)’
term in Eq. (3.19), and its scattering cross-section is proportional to [& - &|*. To suppress
the intensity of Thomson scattering, the scattering geometry is, thus, typically chosen to
yield 26 = 90° [244]. However, this scattering geometry also nullifies the intensity of
excitations that persist in the parallel polarization channel only. A good example of this
polarization dependence can be seen for the |T13 J=0)-— |Ai) excitation in K,OsClg at
E =~ 5Jy, see chap. 5.
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4 Multiple spin-orbit excitons and the
electronic structure of a-RuCls;

The following chapter presents the results on @-RuCls;, which have been published as
Warzanowski et al., Multiple spin-orbit excitons and the electronic structure of a-RuCls,
Phys. Rev. Research 2, 042007(R) (2020).
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The honeycomb compound «-RuCl; is widely discussed as a proximate Kitaev spin-liquid material. This
scenario builds on spin-orbit entangled j = 1/2 moments arising for a tzsg electron configuration with strong
spin-orbit coupling A and a large cubic crystal field. The actual low-energy electronic structure of o-RuCls,
however, is still puzzling. In particular, infrared absorption features at 0.30, 0.53, and 0.75 eV seem to be at
odds with a j = 1/2 scenario. Also the energy of the spin-orbit exciton, the excitation from j = 1/2 to 3/2, and
thus the value of A, are controversial. Combining infrared and Raman data, we show that the infrared features
can be attributed to single, double, and triple spin-orbit excitons. We find A = 0.16 eV and A = 42(4) meV for
the observed noncubic crystal-field splitting, supporting the validity of the j = 1/2 picture for «-RuCl;. The
unusual strength of the double excitation is related to the underlying hopping interactions, which form the basis

for dominant Kitaev exchange.

DOI: 10.1103/PhysRevResearch.2.042007

The exactly solvable Kitaev model [1] describes bond-
anisotropic exchange interactions on tricoordinated lattices.
Exchange frustration embodied in the model yields a rich
phase diagram with gapless and gapped quantum spin liquids
in which spins fractionalize into emergent Majorana fermions
and gauge fluxes. Gapless Majorana fermions form a metal
which on a honeycomb lattice is equivalent to magnetic Dirac
matter [2]. Jackeli and Khaliullin [3] demonstrated that the
Kitaev model may be realized in honeycomb compounds such
as NayIrO; or «-RuClj [4] with edge-sharing IrOg or RuClg
octahedra, t25g configuration, and strong spin-orbit coupling.
This triggered an avalanche of experimental and theoretical
research [5-10].

At low temperatures, o-RuCl; orders magnetically due
to exchange interactions beyond the Kitaev model [11-13].
The term proximate Kitaev spin liquid [14] was coined for
«-RuCl; based on fingerprints of dominant Kitaev inter-
actions in spectroscopy, e.g., above the magnetic ordering
temperature. In particular, inelastic neutron scattering, Ra-
man scattering, and THz spectroscopy revealed an intriguing
continuum of magnetic excitations [14-21] for which a
fermionic character [18,21] and the restriction of dynamical
spin-spin correlations to nearest neighbors [15] were reported.
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However, a more conventional interpretation in terms of over-
damped magnons has also been proposed [13]. The Kitaev
picture is in line with the stunning claim of a half-quantized
thermal Hall effect [22].

In the light of these far-reaching results, it is surprising that
the low-energy electronic structure of @-RuCl; remains con-
troversial. In the related iridates, the approximate validity of
the j = 1/2 scenario is well established by resonant inelastic
x-ray scattering (RIXS) data of the spin-orbit exciton [23-27],
i.e., the excitation to j = 3/2, but high-resolution RIXS at
the Ru L or M edges is challenging [28,29]. In «-RuCl3, con-
flicting energies of 145, 195, and 231 meV were reported for
the spin-orbit exciton by Raman, inelastic neutron scattering,
and Ru M edge RIXS, respectively [14,29,30]. Furthermore,
several groups reported on infrared absorption bands at 0.30,
0.53, and 0.75 eV [4,30-35]. The 0.30 eV peak was assigned
to the Mott gap [4,33,34], but a gap of about 1 eV is well estab-
lished by different techniques [30-32,36—41]. Thus far, there
is no convincing explanation for this multitude of excitations
below the gap.

A scenario first proposed in 1971 attributes the in-
frared features to té‘g eél, excited states [30-32,34,41]. This
contradicts results of quantum chemistry and spectroscopy
[39,42,43] which show the tgg e; states above 1.3 eV. Low-
lying e, states would severely affect exchange interactions
and the role of Kitaev coupling [3,44]. Alternatively, the
infrared bands were discussed as possible evidence for a
large non-cubic crystal-field splitting A =~ 180 meV [35],
which contrasts with the much smaller values found by
x-ray absorption, A &~ —10 meV [42], quantum chemistry,
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FIG. 1. Sketch of the different excitations from a ground state
with j = 1/2 moments on each site. The spin-orbit exciton, peak
A in Fig. 2, is an on-site excitation from j = 1/2 to 3/2. A double
spin-orbit exciton, peak B, results from the exchange of two holes
between adjacent sites. Nearest-neighbor hopping ¢ (solid green ar-
rows) connects j = 1/2 and 3/2 on adjacent sites, it is suppressed
between j = 1/2 states. The triple process, peak C, involves hopping
t' between next-nearest neighbors. The sketch neglects the noncubic
crystal field.

A = 39 meV [43], density functional theory, A = 37 meV
[45,46], and M edge RIXS, A < 40 meV [29]. Note that A ~
180 meV would strongly mix j = 1/2 and 3/2 states, again
with dramatic consequences for the exchange interactions
[7,47]. Finally, an exact diagonalization study interpreted the
0.3 eV peak as the spin-orbit exciton, activated by direct d-d
intersite hopping [48], leaving the features at 0.53 and 0.75 eV
unexplained.

In this Rapid Communication, we report on infrared ab-
sorption and Raman scattering measurements which resolve
the puzzle. Our Raman data feature the spin-orbit exciton,
split by the non-cubic crystal field, at 248 and 290 meV.
The three infrared bands correspond to phonon-assisted ex-
citations of single and double spin-orbit excitons and the
direct excitation of a triple spin-orbit exciton (see Fig. 1).
We find that the phonon-assisted excitation of double spin-
orbit excitons in Kitaev materials is closely related to the
Lorenzana-Sawatzky-type two-magnon-plus-phonon absorp-
tion in the high-T, cuprate parent compounds [49,50]. Our
data yield A = 0.16 eV within the Ru 4d shell. The ratio of
noncubic crystal-field splitting and X is very similar to the case
of Na,IrOs, supporting the validity of the j = 1/2 picture in
o-RuCl;.

Single crystals of «-RuCl; were prepared by sublimation
growth in evacuated SiO, glass ampoules after purification
of the compound by recrystallization in vacuum. Infrared
transmittance was measured using a Bruker IFS 66/v Fourier-
transform spectrometer equipped with a *He cryostat. We
studied samples with a thickness of (67 £5) and (30 & 3)
pum. The polarization of the electric field was parallel to
the honeycomb layers. We used the Fabry-Perot interference
fringes to determine the refractive index n, which is approx-
imately constant for frequencies below the Mott gap and far
above the phonons. Knowing n(w) and transmittance 7 (),
one can calculate the optical conductivity o;(w). Raman mea-
surements were performed in backscattering geometry using
a micro-Raman setup with a TriVista spectrometer and an
incident laser wavelength of 462 nm.

We compare the optical conductivity o (@) and the Raman
data in Fig. 2. In a-RuCls, phonons are restricted to below
40 meV [16,34,35] and the energy of magnetic excitations is
even smaller [14—16]. Above 0.9 eV, o (w) shows the onset of
excitations across the Mott gap, reaching about 10° (€ cm)~!
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FIG. 2. Optical conductivity o;(w) (left axis) and Raman data
(right) of «-RuCl;. Features A, B, and C correspond to (phonon-
assisted) single, double, and triple spin-orbit excitons, respectively,
cf. Fig. 1. The increase of o;(w) above 0.9 eV indicates the Mott
gap. Above 1 eV, o,(w) reaches about 10° (Qcm)~! [38,41]. The
much smaller values of o;(w) below the gap are typical for weak
phonon-assisted or higher-order absorption features [53].

above 1 eV [30-32,36—41]. The prominent infrared peaks A,
B, and C at 0.30, 0.53, and 0.75 eV agree very well with
previous reports [4,30-35], demonstrating that these features
reflect the local electronic structure. They are robust against
the widely discussed sample issues in «-RuCl; which are
related to the stacking sequence of honeycomb layers [35].
Our Raman data reveal two strong peaks at 248 meV and
450 meV and a clear shoulder at 290 meV. The pronounced
difference between infrared and Raman spectra originates
from the selection rules, offering a key to the assignment.

A given mode is Raman active if it modulates the po-
larizability and infrared active if it carries an electric dipole
moment. The spin-orbit exciton is a local excitation between
4d orbitals (see Fig. 1). It is closely related to an on-site d-d
excitation. Its Raman activity was demonstrated in SrpIrO4
[51]. Such an electronic transition between even d orbitals
does not carry a dipole moment but becomes infrared ac-
tive by the simultaneous excitation of a symmetry-breaking
phonon [52,53]. Such phonon-assisted infrared excitations
from j =1/2 to 3/2 were observed in host crystals doped with
5d° Ir** ions [54], equivalent to 4d° Ru*". In the honeycomb
lattice the Ru sites do not show inversion symmetry. However,
the corresponding admixture of p or odd character to the
d orbitals usually is neglected. We thus expect the infrared
peak of the spin-orbit exciton to be shifted with respect to the
Raman peak by a phonon frequency, as observed for peak A.

For phonon-assisted features located between w; and w»,
the phonon energy /iw,y, can be determined by the temperature
dependence of the spectral weight (SW) [52],

w2
SW =

o

(@)d + Beoth ( 2 1)
= co ,

ol(w)dow =« YT

where « and B are fit parameters. Thermal population of the

phonon yields an increase of SW. Figure 3 depicts the temper-

ature dependence of o (w). Figure 4(a) shows SW of peaks

A, B, and C. The spectral weight of peak C is constant below
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FIG. 3. Temperature dependence of o (w). With increasing tem-
perature, the Mott gap softens or smears out, partially covering peak
C, while peaks A and B show a pronounced increase of spectral
weight, typical for phonon-assisted excitations [see Fig. 4(a)]. The
high-energy cutoff reflects the suppression of the measured transmit-
tance. Sketches denote the different excitations (cf. Fig. 1).

200 K. The increase above 200 K is due to the softening of the
gap, see Fig. 3. Accordingly, peak C is not phonon-assisted
but directly infrared active, in agreement with the absence of
a corresponding Raman feature. For peaks A and B, fits using
Eq. (1) yield fiwpn = 19.6 meV and 39.3 meV, respectively
[see Fig. 4(a)] [55]. Note that excitations across the gap have
a negligible effect on SW of peaks A and B. An independent
analysis of the temperature dependence of o(w) using an
oscillator model (not shown) yields very similar results for
the frequencies of the symmetry-breaking phonons.

The phonon energies of 19.6 and 39.3 meV agree with
phonon studies using Raman and infrared spectroscopy
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FIG. 4. Spectral weight (left) and zoom in on peak A (right).
(a) Using Eq. (1), fits of the spectral weight, integrated over the
indicated ranges, yield hiwy, = 19.6 meV for peak A and 39.3 meV
for peak B. For peak C, the behavior above 200 K (small symbols)
is hidden by the softening of the gap (cf. Fig. 3) while the spectral
weight below 200 K (solid symbols) is independent of temperature.
(b) Green: Raman data (right axis). Other curves: o;(w) (left axis),
shifted by 20 meV to compensate for the phonon shift /iw,, of the
phonon-assisted process. Arrows at 248 and 290 meV indicate peak
positions of the spin-orbit exciton split by the noncubic crystal field.
Additional phonon sidebands reflect the vibronic character.

[16,34,35]. The fact that two phonon energies are observed
is remarkable. It is hard to reconcile with the scenario of exci-
tations to various té‘g e; multiplets [30-32,34,41], because the
phonon should be equally effective in breaking the symmetry
for all on-site excitations. However, two different phonon
modes have to be expected if we assign peaks A and B to
single and double spin-orbit excitons. The former is an on-site
process for which a phonon has to break the symmetry (on
the honeycomb lattice: enhance the odd-symmetry character)
on a Ru site. The double excitation, in contrast, involves
the exchange of holes between two neighboring sites and
becomes infrared active via a different phonon mode breaking
the symmetry between a Ru-Ru pair. Note that this scenario
of (multiple) spin-orbit excitons — excitations within the 7,
shell — is the only plausible explanation for the observed
features, considering the accepted energy scales (see above)
of phonons, magnons, the Mott gap, and the #,,-¢, splitting.

Single spin-orbit exciton. The closer look on peak A pro-
vided in Fig. 4(b) strongly supports its spin-orbit exciton
nature. As discussed in the following, its energy yields a
reasonable value of A, and the data support the phonon shift
between Raman and infrared data as well as the vibronic char-
acter expected for an excitation involving orbitals. Shifting
the infrared data by 20 meV to compensate for the phonon-
assisted character, we find a stunning agreement with the
Raman data which peak at 248 meV and show a second
feature at 290 meV. Both coincide with peaks in the shifted
infrared data. The data show further sidebands shifted by
19 meV. These can be understood as vibronic sidebands ac-
cording to the Franck-Condon principle [52,53]. The j =1/2
ground state and the j = 3/2 excited state differ in the spatial
distributions of electronic charge and thus also in the relaxed
configurations of the lattice [56]. Therefore, these excita-
tions mix with phonons, which causes phonon sidebands. We
emphasize that this vibronic mixture is a property of the eigen-
states which is independent of the spectroscopic technique.
In particular, the phonon sidebands should not be confused
with the additional phonon that is necessary for breaking the
symmetry in the infrared case.

The spin-orbit exciton can be described by the single-site
Hamiltonian for the #,, states [3,57],

Hsingle = )"eff S-L + ACF L[2111] P (2)

where L1117 denotes the component of L along the trigonal
[111] axis. The trigonal crystal field parameterized by
Acr yields a splitting of the excited j=3/2 quartet. For
Ack/Aefr < 1, the observed splitting is A = 2Acp. With
Raman peaks at 248(1) meV and 290(4) meV, there are
two different solutions of Eq. (2), teg=175(1) meV
and Acgp=70(9) meV for trigonal -elongation, or
et = 177(1) meV and Acg = —59(7) meV for compression.
Accordingly, the j=1/2 wave function carries more than
98 % of the weight of the local ground state, corroborating
the applicability of the j =1/2 picture for «-RuCl;. The ratio
A/regs R 1/4.5 is very similar in NayIrOs, where RIXS finds
et = 0.4-0.5eV and A =0.11 eV [25].

Quantum chemistry calculations predicted the spin-orbit
exciton at 195 meV and 234 meV with a splitting A =
39 meV [43]. These values, in particular the splitting, agree
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very well with our result. Density functional theory finds
A = 37 meV [45,46], while a somewhat smaller splitting of
Acr = (—12 £ 10) meV was derived from linear dichroism in
x-ray absorption spectroscopy [42]. Note that our experimen-
tal splitting A = 42(4) meV is still smaller than the vibronic
peak width, and one may speculate whether the considerable
overlap of the two excitations explains the reduced dichroism.
With the currently available resolution, RIXS data measured
at the Ru M edge at 300 K support our assignment of peak A
but cannot resolve the splitting [29].

The effective parameter A.; ~ 176 meV applies to the
single-site Hamiltonian restricted to f, orbitals, Eq. (2).
Considering the full 4d shell including the e, orbitals with
10 Dq = 2.2 eV [30,39], we find A = 0.16 eV. In the literature
on a-RuCls, typical values for X fall in the range 0.13-0.15 eV
[29,37,42,44,58], but a precise experimental value was miss-
ing thus far.

Our interpretation of peak A as spin-orbit exciton poses
the question of the origin of the features at lower energy that
previously were attributed to this excitation. The claim of a
neutron mode at 195 meV [14] needs to be substantiated by
high-energy neutron data with improved signal-to-noise ratio.
In Raman scattering with a 532-nm laser, a weak mode was re-
ported at 145 meV [30]. Our Raman data show a multitude of
weak modes below 200 meV, see Fig. 2. In particular we find
three narrow peaks at 131, 141, and 151 meV. We tentatively
attribute all of these weak features to multiphonon excitations.
Their strength depends on the laser wavelength and the sample
quality and may be boosted by a flat phonon dispersion. In the
infrared data, the feature at 73 meV, i.e., about half the energy,
has been explained as a strong two-phonon excitation [34].

Double spin-orbit exciton. To explain this process, we con-
sider the phonon-assisted two-magnon absorption described
by Lorenzana and Sawatzky [49,50]. It is a powerful tool for
the study of magnetic excitations in, e.g., the S = 1/2 cuprate
parent compounds [59]. There, exchanging two antiparallel
spins on adjacent sites is equivalent to a double spin flip. This
process is Raman active but does not carry a dipole moment.
It becomes infrared active by the simultaneous excitation of a
high-energy breathing phonon which yields different on-site
energies on the two sites, breaking the symmetry on the bond.
In the edge-sharing geometry of @-RuCls, this role is played
by the highest E, phonon mode [34], which agrees with our
result fiwp, = 39 meV for peak B. The spectral weight in
o1(w) is proportional to the effective charge ge;r = ﬁ{m
where J denotes the exchange coupling constant, u the ionic
displacement, and E the applied electric field. For «-RuCls,
we estimate the order of magnitude of the leading-order con-
tribution [60], which yields similar results as in the cuprates.
Experimentally, peak B reaches about 4 (2cm)~! and has a
width of about 0.1 eV. Indeed, similar spectral weights are
found in the cuprates [59].

Compared to magnetic excitations, the observation of a
double excitation involving orbitals is unusual but not un-
precedented. The strength of this process depends on the
particular form of intersite hopping. For the two-magnon pro-
cess in the cuprates, it is sufficient to consider a half-filled
x2-y? orbital per site and hopping between them. In contrast,
the double-orbital excitation is boosted if hopping predom-
inantly connects the ground state orbital on site i with an

excited orbital on site j. For instance, two-orbiton infrared
absorption was observed in the Mott insulator YVO3 [61]
which shows antiferro-orbital order of xz and yz along ¢. Hop-
ping between adjacent sites i and j is diagonal in xz and yz.
Starting from |0) = |xz); [yz) ;, the exchange of electrons leads
to the final state |yz); [xz); with orbital excitations on both
sites. In a-RuCls, the double excitation proceeds via a similar
path. Nearest-neighbor hopping from |j = 1/2); is only finite
to |3/2); but vanishes to [1/2); (see Fig. 1). From |0) =
[1/2);11/2);, the leading contribution of particle exchange
yields [3/2);|3/2) ;, the double spin-orbit exciton. Interaction
effects change this picture only slightly, the double spin-orbit
exciton remains the dominant contribution (see Supplemental
Material [62]). This property of the hopping interactions is
the source for vanishing Heisenberg and dominant Kitaev ex-
change [3]. In this sense, the strength of the double excitation
is a direct consequence of dominant Kitaev exchange.

The precise energy of the double excitation is more sub-
tle. Naively, one may expect combination tones of 248 and
290 meV. However, for the double excitation one has to con-
sider dispersion, even if the total wavevector has to vanish, and
in particular interaction effects. For two-magnon absorption,
this dramatically affects the peak energies, in particular in
the case of bound states [63]. In «-RuCls, it is, e.g., feasible
to consider a lattice distortion which lowers the spin-orbit
exciton excitation energy on both sites. The observed ener-
gies of 450 meV in Raman scattering and (490 4 39) meV
in infrared absorption are thus plausible. Following Fig. 1,
the infrared peak invokes excitations to |3/2);|3/2); due to
nearest-neighbor hopping . Raman scattering proceeds via
a high-energy intermediate state which may favor a differ-
ent flavor of the double spin-orbit exciton, explaining the
lower energy. A thorough investigation of interaction effects
is beyond the scope of our study, which is focused on the
detection and identification of the double spin-orbit exciton.
Note, however, that our assignment is supported by exact
diagonalization of a two-site cluster which reproduces the
observed Raman energies (see Supplemental Material [62]).
In the related iridates, RIXS at the Ir L edge strongly fa-
vors on-site excitations such as the single spin-orbit exciton.
However, a close look at the RIXS data of Na,IrO;3 reveals
a small feature at about twice the energy of the spin-orbit
exciton [25].

Triple spin-orbit exciton. A triple spin-orbit exciton ex-
citation is possible on three neighboring sites i, j, k of
the honeycomb lattice. It results from nearest-neighbor
hopping ¢ from i to j and from j to k and next-nearest-
neighbor hopping ¢’ from k to i (see Fig. 1). Following the
logic of Lorenzana-Sawatzky-type phonon-assisted absorp-
tion [49,50], the different hopping amplitudes, in combination
with the absence of inversion symmetry for this group of three
sites, result in a finite dipole moment, i.e., the excitation is
directly infrared active.

A triple excitation is unusual as the spectral weight
strongly decreases with increasing particle number. In the
present case, this is partially compensated by the fact that a
directly infrared-active process such as the triple excitation is
much stronger than phonon-assisted processes such as the sin-
gle and double excitations. Moreover, next-nearest-neighbor
hopping is of considerable size in «-RuClj, which is partially
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caused by the strong hopping between the large Cl ions. Band-
structure calculations find 7'/t =~ 0.38 [45].

In conclusion, we solved a long-standing puzzle con-
cerning the low-energy electronic structure of a-RuCl;. The
prominent features below the Mott gap can be identified as
single, double, and triple spin-orbit excitons. In «-RuCls, the
spin-orbit exciton is far below the gap, which allows Raman
scattering and infrared absorption to take over the important
role that RIXS plays in iridates. We determine A = 0.16 eV,
a central parameter for the theoretical modeling of «-RuCls,

and A = 42(4) meV, corroborating the j = 1/2 scenario.
The observation of a double spin-orbit exciton highlights the
prominent role of Kitaev coupling and calls for studies of
the interactions between excited j = 3/2 states in Kitaev
materials.
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DOUBLE SPIN-ORBIT EXCITON
A: Weights of final states

The observation of a double spin-orbit exciton is un-
usual but double excitations involving orbitals are not
unprecedented, as discussed in the main text. Figure
1(B) of the main text shows a simplified sketch which
illustrates how the double spin-orbit exciton is boosted
by the nearest-neighbor hopping amplitudes in a-RuCls.
The main simplification lies in neglecting interactions in
the intermediate state after the first hopping process,
when two holes reside on the same site. Here, we shortly
demonstrate that Fig. 1(B) describes the essential physics
correctly, even in the presence of interactions.

We consider two neighboring sites a and b and the four
possible initial states with 7 =1/2 moments on each site,

|initial, 1) = [1/2,1/2), ®[1/2,1/2)

linitial, 2) = (|1/2,1/2)0 @ [1/2, —1/2) + a +> b) /2
|initial, 3) = [1/2, —1/2)a ® [1/2, —1/2)s

|initial, 4) = (|1/2,1/2), @ |1/2,~1/2)y —a > b)/V2,

where the first number denotes the quantum number j
and the second j,. Note that the general arguments do
not depend on the details of the initial spin configura-
tion, i.e., the final results of states 1 and 3 (2 and 4) are
identical. Hence we will only discuss the first two states.

We first focus on [initial, 1). As expressed in Fig. 1(B)
of the main text, edge-sharing octahedra allow for only
very few non-zero hopping amplitudes. In particular,
[1/2,1/2), can only hop to |3/2,—3/2};, leading to the
intermediate state

linter) = (|1/2,1/2)a @ [3/2, —3/2)a + a > b) /2.

If both Hund’s coupling Jg and the crystal-field splitting
Acr vanish, this state is an eigenstate of the interaction
Hamiltonian. In this case, a second hopping process leads

to only three possible final states,

lfinal, 1) = [1/2,1/2), ® [1/2,1/2),
|final, 2) = (]1/2,1/2), ® |3/2,1/2), +a < b)/V?2
|final, 3) = |3/2, —3/2), ® [3/2, —3/2)s, .

The first two are due to the hole in |3/2,—3/2) hop-
ping back to its original site, bringing us either back
to [initial, 1) = |final, 1) or to a single spin-orbit exciton
[final, 2). State |final,3) is the one we are interested in,
corresponding to a double spin-orbit exciton. It carries a
large part of the weight, see Fig. S1.

If either Jy or Acp are non-vanishing, we need to
project on the 15 true two-hole eigenstates for the in-
termediate state, which in turn will give non-vanishing
amplitudes to additional final states such as |3/2,1/2),®
3/2,1/2);,. This projector is implemented as

15
P=> §|£;>(£j|f
j=1"

where ¢; are the eigenenergies of the interacting eigen-
states |¢;). Thus, we can find the non-vanishing ampli-
tudes for, say, two sites along a z bond by computing

M =TIPT.

where T. denotes the full hopping matrix for this bond.
We find that the largest part of the weight is shared
by the initial state [final,1) and the double spin-orbit
exciton |final,3), both for Jy =0 and in the realistic
range 0.3eV < .Jy <0.4eV, see Fig. S1. For Jy =0.4eV,
the double spin-orbit exciton has only 3.2% contribu-
tion from states other than |final, 3) (or, starting from
[inital, 2), 7.8 % other than |3/2,3/2),®|3/2,3/2)). This
shows that the simple picture of Fig. 1(B) remains qual-
itatively correct in the presence of interactions, support-
ing our interpretation of the experimental features as
double spin-orbit excitons.



L B L B LA B L B B
double SO initial
08 freer 0.4
initial double SO
£ 03 £ 03
o E=J
[ single SO -4 single SO
Y ) % 02— —
04 ho = 0.17 eV 0.1 Aoy = 0.17 eV
Agr = 60 meV Agr = 60 meV
0.0 b il il T 0.0 bimmide i i =157 7
00 01 02 03 04 00 01 02 03 04
Jy (eV) Jy (eV)

FIG. S1: Weight (absolute value squared of the amplitude)
of final states reached after two hopping processes, start-
ing from either |initial, 1) (left) or |inital,2) (right). The
weight is plotted as a function of Hund’s coupling Jy for
Acy =60meV, Aoy =0.17eV, and U =2eV. The sign of Acp
and the exact size of U have very little influence on the re-
sult. Blue/green/red solid lines: weights of the initial state
[final, 1) / a single spin-orbit exciton |final,2) / a double spin-
orbit exciton |final, 3). The red (green) dashed line denotes
the total weight of all other states contributing to the double
(single) spin-orbit exciton.

B: Energies

A full discussion of the energies of double spin-orbit
excitons — including the effects of dispersion and inter-
actions — is beyond the scope of our study. However,
to support the plausibility of our assignment we employ
exact diagonalization of a two-site cluster, equivalent to
a z bond in edge-sharing geometry. We study the ef-
fect of nearest-neighbor hopping t,. ,. between the xz
(yz) orbital on site i and the yz (xz) orbital on site j,
which forms the basis for dominant Kitaev exchange. Di-
rect hopping between the xy orbitals is neglected. We
use U=2eV and Jy =0.4¢V, resulting in an effective
‘gap’ for double occupancy of about 1eV, as ohserved
experimentally. The energies for all states below the gap
are plotted in Fig. S2 as a function of ¢,._,.. We esti-
mate fy._,. ~ tf,d,,/AC-T ~0.16 eV (vertical dashed line)
from the hopping between Ru xzz/yz and Cl p. orbitals,
tpar =-0.9eV, and the charge-transfer energy Act =5eV
[1, 2]. For this choice of ¢,._,., the magnetic excitations
within the j=1/2 sector reach up to about 10meV, in
reasonable agreement with the energy scale observed in
different experiments.

For the considered two-site cluster with a finite trig-
onal crystal-field splitting Acp =+60meV, finite hop-
ping gives rise to a bonding-antibonding type of split-
ting of the spin-orbit exciton states, see Fig. S2. In this
figure, we also plot the observed Raman energies (blue
symbols). Remarkably, the two dominant Raman fea-
tures at 248 meV and 290meV (full symbols) coincide
with several branches of calculated energies, and even
the weaker Raman features (open symbols) observed at
195meV and 224 meV tentatively can be attributed to
the two lowest branches of single spin-orbit excitons. The

hopping-induced splitting on the two-site cluster par-
tially mimics dispersion in an infinite lattice, and Raman
scattering is sensitive to momentum k=0 only. Hence,
not all the modes depicted in Fig. S2 will contribute to
the Raman signal, but some of the calculated splittings
still may provide a possible explanation for the smaller
structures observed in experiment. Note that the chosen
value of Aeg =165 meV is slightly smaller than the value
of 175 meV to 177meV discussed in the main text for a
single site. This is due to the fact that most energies of
single spin-orbit excitons increase with increasing t,.. ..

For finite hopping ..., the energies of double spin-
orbit excitons no longer correspond to simple combina-
tion tones of single spin-orbit excitons, which reflects in-
teractions. The lowest double spin-orbit exciton energy
found for t,._,. =0.16 eV coincides with the 450 meV ob-
served in Raman scattering. We thus conclude that this
simple model on a two-site cluster is able to reproduce
the experimentally determined Raman energies for a re-
alistic set of parameters. While this may not vet serve
as a definite proof of our assignment, it strongly confirms
the plausibility of the scenario discussed in the main text.
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FIG. S2: Exact diagonalization result for the energies of two
holes on adjacent sites forming a z bond. We emplov U =2eV,
Ju=0.4eV, g =165meV, and trigonal crystal-field split-
ting Acr =60meV (left) or -60meV (right). The expected
value for hopping t.._,.=0.16eV [2] is marked by the ver-
tical dashed line. In this case, magnetic excitations reach up
to about 10meV, single spin-orbit excitons cover the range
from about 200 meV to 300 meV, while double spin-orbit ex-
citons occur between about 460 meV and 560 meV. Full (open)
symbols denote the energies of strong (weak) Raman features
observed in our experimental data.



5 Electronic excitations in 5¢* J = 0
Os** halides studied by resonant
inelastic x-ray scattering and
optical spectroscopy

The following chapter presents the results on the Os-based 54* J = 0 antifluorite halides,
which have been published as Warzanowski et al., Electronic excitations in 5d* J = 0 Os**

halides studied by resonant inelastic x-ray scattering and optical spectroscopy, Phys. Rev.
B 108, 125120 (2023).
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We demonstrate that the cubic antifluorite-type halides K,OsClg, K,OsBrg, and Rb,OsBrg are excellent
realizations of nonmagnetic / = 0 compounds. The magnetic susceptibility shows the corresponding Van Vleck
type of behavior and no sign of defects. We investigate the electronic excitations with two complementary
techniques, resonant inelastic x-ray scattering and optical spectroscopy. This powerful combination allows us
to thoroughly study, e.g., on-site intra-f,, excitations and f,,-to-e, excitations as well as intersite excitations
across the Mott gap and an exciton below the gap. In this way, we determine the electronic parameters with
high accuracy, altogether yielding a comprehensive picture. In K,OsClg, we find the spin-orbit coupling constant
¢ = 0.34 eV, Hund’s coupling Jy = 0.43 eV, the onset of excitations across the Mott gap at A = 2.2 eV, the
cubic crystal-field splitting 10Dg = 3.3 eV, and the charge-transfer energy Acr = 4.6 eV. With Jy /¢ = 1.3,
K,0sClg is in the intermediate-coupling regime. In a #,,-only Kanamori picture, the above values correspond
to ¢ = 0.41 eV and J&T = 0.28 eV, which is very close to results reported for related 54* iridates. In the
tetragonal phase at 5 K, the noncubic crystal field causes a peak splitting of the J = 1 state as small as 4 meV.
Compared to K,OsClg, the bromides K,OsBrg and Rb,OsBrg show about 12—-14% smaller values of 10Dg and
Acr, while the spin-orbit entangled intra-t,, excitations below 2 eV and hence ¢ and Jy are reduced by less than
4%. Furthermore, the Mott gap in K,OsBry is reduced to about 1.8 eV.

,23 Ch. J. Sahle®,2 T. Lorenz®,! P. Becker®,*

DOI: 10.1103/PhysRevB.108.125120

I. INTRODUCTION

The family of 5d transition-metal compounds features
Mott-insulating quantum materials in which strong spin-orbit
coupling plays the central role [1-5]. Prominent examples are
tzsg iridates with spin-orbit entangled J = 1/2 moments [6-8].
Compounds with edge-sharing IrOg octahedra have been
predicted to show bond-directional Kitaev-type exchange cou-
plings [9]. This has raised hopes to realize the Kitaev model
on tricoordinated lattices, where strong exchange frustration
yields an intriguing quantum spin liquid [10-12]. Experimen-
tally, the dominant bond-directional character of exchange
interactions has been demonstrated for honeycomb Na,IrO;
[13,14]. Remarkably, Kitaev exchange has been found to
have a very different effect for / = 1/2 moments on an
fcc lattice with corner-sharing IrOg octahedra as realized
in the double perovskite Ba,CelrOg. There, antiferromag-
netic Kitaev coupling counteracts the geometric frustration
of isotropic Heisenberg exchange [15]. For face-sharing IrO¢
octahedra as in the Ir;O9 dimer compounds BazMIr,Oo,
spin-orbit coupling competes with strong intradimer hopping
that yields quasimolecular orbitals. Still, resonant inelas-
tic x-ray scattering (RIXS) studies for M = Ce*" and
In** established the spin-orbit entangled Jgi, = 0 and 3/2

2469-9950/2023/108(12)/125120(15)

125120-1

character of the respective quasimolecular magnetic moments
[16,17].

For a té‘g configuration in cubic symmetry, dominant spin-
orbit coupling ¢ is expected to yield a nonmagnetic J = 0
ground state. However, strong exchange interactions give rise
to a dispersion of magnetic excited states, and if the dispersion
is large enough, these may condense and drive magnetism of
excitonic Van Vleck type that is also called singlet magnetism
[18-22]. In this scenario, a magnetic amplitude mode equiva-
lent to a Higgs mode is expected, which has been proposed for
antiferromagnetic Ca,RuOy [18,23]. In this layered 4d* com-
pound, one has to consider the tetragonal crystal-field splitting
Acr [21,24-33] and that spin-orbit coupling is smaller than in
5d materials such that the physics is governed by the ratio
Acg/¢ > 2 [32,33]. For dominant noncubic Acg, d* com-
pounds turn into spin S = 1 magnets. Considering (nearly)
cubic symmetry, the local intra-#,, excitations from the J = 0
state have been studied by RIXS in 4d* K,RuClg [34] and in
the 5d* Ir>* double perovskites A, BIrOg (A = Ba, Sr; B =Y,
Gd, Lu, Sc) [35-39]. Among these, St, YIrOg and Ba, YIrOg
were reported to host magnetic order [40,41] which has been
attributed to the presence of 54° Ir*" and 5d4° Ir® defects
[42]. Pyrochlore Yb,0s,0; with 5d* Os*t jons exhibits a

©2023 American Physical Society
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trigonal distortion and a defect-induced magnetic response
[43]. For K;RuClg, the possible role of vibronic effects has
been discussed [44].

Here, we employ RIXS at the Os L3 edge and optical
spectroscopy to study stoichiometric single crystals of the
5d* halides K,0sClg and A,0sBrg with A = K and Rb. In
the magnetic susceptibility, we do not find any indication of
magnetic defects. Our results establish these materials as a ref-
erence for J = 0 systems in the intermediate regime between
LS coupling for Jy /¢ — 00 and jj coupling for Jy /¢ — 0.
We show that Jy /¢ = 1.3 is equivalent to J& /¢ = 0.8 in
the Kanamori scheme [45], which considers only #,, orbitals.
Our result for J&T/¢° is in excellent agreement with the
values reported for 5d* iridates [35-38]. The antifluorite-
type Os compounds combine several properties which are
advantageous for a precise determination of the electronic
parameters. At room temperature, they show cubic symmetry
[46-48], and for the purpose of studying the local electronic
excitations the compounds may be viewed as being composed
of undistorted, well-separated OsXs octahedra with, to first
approximation, negligible interactions between them. This
yields well-defined, narrow RIXS peaks even at high energy
such as the charge-transfer excitations at 4.6, 5.7, and 8.0 eV
in K,OsClg, allowing for a straightforward determination of
the charge-transfer energy Acr.

For the study of orbital and electronic excitations in Mott
insulators, RIXS and optical spectroscopy are complemen-
tary techniques. In the case of inversion symmetry, RIXS at
the transition-metal L edge is in particular sensitive to lo-
cal, parity-conserving excitations between d orbitals [32,34—
37,43,49]. In contrast, optical spectroscopy is most sensitive
to electric dipole active absorption features such as inter-site
excitations across the Mott gap or excitons [33,50,51], while
local excitations between d orbitals mainly contribute in a
phonon-assisted process, i.e., they become electric dipole ac-
tive by the simultaneous excitation of a symmetry-breaking
phonon [52-55]. Interesting examples studied by both tech-
niques are, e.g., the 3d? vanadates RVOs [51,55,56] or the ex-
citations from J = 1/2 to 3/2 in the 44 Kitaev material o —
RuCl; [57-59]. In the infrared data, weak phonon-assisted
absorption features can only be detected in the transparent
range with excitation energies smaller than the Mott gap.
In comparison, RIXS offers the possibility to observe the
corresponding orbital excitations also for larger excitation
energies but with limited energy resolution. At the Os Lj
edge with an incident energy Ej, = 10.870 keV, we achieve a
resolution E = 63 meV,i.e.,0E/Ei, = 6 X 107°. In contrast,
the Fourier spectrometer employed for infrared measurements
offers a resolution better than 0.1 meV. Accordingly, it is more
difficult to determine the electronic parameters by using only
one of the two techniques, as discussed, e.g., for RIXS on
Yb,0s,07 [43] or infrared spectroscopy on K, OsClg [60]. For
K,0sClg, we will show below that the combination of the two
techniques resolves all ambiguities.

II. SINGLE-CRYSTAL GROWTH AND CRYSTAL
STRUCTURE

Single crystals of K,OsClg and of the bromides A,OsBrg
with A = K and Rb were grown starting from commercially

| @
k! k,
: B |

FIG. 1. Left: Face-centered cubic crystal structure of A,OsX; at
300 K. The OsXs octahedra (X = Cl, Br) are plotted in red and
the A" ions (A = K, Rb) are shown in gray. Top right: Sketch of
the first Brillouin zone of the fcc lattice with the high-symmetry
points I', X, K, and L. Lower right: Photos of a K,OsBrg crys-
tal and of the thin, transparent sample of K,OsCls that has been
studied in infrared transmittance. The size of the latter amounts to
~ 0.5mm x 0.3mm x 0.12 mm.

available dihydrogen hexahalogenoosmate (IV) H,OsClg, re-
spectively H,OsBrg, and the respective halide KCI or ABr.
The educts were dissolved in a stoichiometric ratio in diluted
hydrochloric (respectively hydrobromic) acid. For the potas-
sium compounds, single crystals of several millimeters size
were achieved by slow, controlled evaporation of the solvent
at 293 K during a typical growth period of one to two weeks.
For the Rb compound, crystals were of submillimeter size due
to the low solubility. Examples of K,OsBrg and K,OsClg are
shown in Fig. 1.

Atroom temperature, these K, PtClg-type compounds show
a cubic crystal structure with space group Fm3m [46—48]
(see Fig. 1). The Os** ions are located on an fcc lattice. The
stoichiometry of all three compounds has been verified on
small crystals by x-ray diffraction in the cubic phase [61].
At 45 K, K,0sClg exhibits a phase transition to a tetragonal
phase [47]. For K,OsBrg, the structural transition at 220 K
to a phase with tetragonal symmetry is followed by a phase
transition to a monoclinic phase at 200 K [48].

III. MAGNETIC SUSCEPTIBILITY

The magnetic susceptibility x of K,OsClg and K,OsBrg is
plotted in Fig. 2. We observe a temperature-independent sus-
ceptibility without any indication of a Curie-Weiss contribu-
tion of defects. The constant value x = 7.5 x 10~* emu,/mol
can be attributed to a dominant Van Vleck term and a
small diamagnetic contribution of the closed shells of K¥,
Os*t, CI7, and Br—, X = Xvv + Xdia- Via tabulated values
[62], we estimate x$: = —2.1 x 107* emu/mol and x5 =
—2.7 x 107* emu/mol. This yields experimental values of
the Van Vleck contribution of x&, = 9.6 x 107* emu/mol
and x& = 10.2 x 10~* emu/mol.

Our spectroscopic data establish a J =0 ground state
of the 5d* configuration of Os*" (see Sec. V), in agree-
ment with predictions of density functional theory [63]. The
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FIG. 2. Magnetic susceptibility x of K,OsClg and K,OsBrg.
Both compounds show dominant temperature-independent Van
Vleck paramagnetism. For comparison, we show x of the J = 1/2
iridium sister compounds with a sizable Curie-Weiss contribution.

corresponding Van Vleck susceptibility is given by

N |(nlL; + gS.10)]?
= 2upy 1
XVV v Up : E, — E, €))

where |0) and |n) denote the ground state and excited states,
respectively, E, — Ey is the respective energy difference, S,
and L, refer to the z components of spin and orbital angular
momentum, wp is the Bohr magneton, and N/V denotes the
density of Os ions. In the most simple picture, one can con-
sider only the matrix elements from the / = 0 ground state to
the lowest excited state, the J = 1 triplet, assuming that all
other excitation energies are infinite. Only the matrix element
to the J, = O state of the triplet is finite. Using an |Ms, M)
basis [18], the relevant states are |0) = (|1, —1) — |0, 0) +
|—1,1)/v/3and 1) = (|1, =1) — | — 1, 1))/+/2. With M =
2S — L [18] for the 15, states with Ly = —1, the correspond-
ing matrix element equals [(1|L, — 2S.]0)|> = 6. With an
excitation energy of 0.35 eV (see below), this yields xJ3! =
11 x 1074 emu/mol. As a more sophisticated alternative, we
calculate the matrix elements via QUANTY [64,65], using the
electronic parameters that result from our thorough analysis
of the spectroscopic data discussed below. For the 209 pos-
sible excited states of a 5d* configuration, we find that only
two states contribute significantly. About 90% arise from the
J = 1 state at about 0.35 eV, while 10% stem from a state
with one electron in the e, orbitals at about 3.5 eV. The
two matrix elements are similar, hence the contribution of
the second term is suppressed by about a factor 10 due to
the higher excitation energy. We find x3y g = 8.8 x 107*
emu/mol and X\g{/.mod = 8.6 x 10™* emu/mol, in reasonable
agreement with the experimental result.

IV. SPECTROSCOPIC MEASUREMENTS

All RIXS experiments were performed at beamline ID20
of the European Synchrotron Radiation Facility. Incident pho-
tons from three consecutive U26 undulators were monochro-
matized by a Si(111) high-heat-load monochromator and
either a successive Si(664) backscattering-channel-cut or a
Si(311) channel-cut postmonochromator at 10.870 keV with
a final bandwidth of 18 meV or 0.29 eV, respectively. The
monochromatic x-ray beam was focused by a mirror system

in Kirkpatrick-Baez geometry to 8 x 50 um? (V x H) at the
sample position. Incident r polarization in the horizontal scat-
tering plane was used. We specify the transferred momentum
q in reciprocal lattice units. First, we studied the resonance
behavior of K,;OsClg at the Os L3 edge by measuring low-
energy-resolution RIXS spectra with the incident energy in the
range from 10.866 to 10.880 keV. Then, the incident energy
was tuned to 10.870 keV to maximize the intra-t,, excitations.
RIXS spectra were measured using the 2 m analyzer/detector
arm of the spectrometer. The Si(6,6,4) reflection of a diced
Si(5,5,3) analyzer crystal was utilized in conjunction with a
pixelated area detector [66—68]. The overall energy resolu-
tion of the setup was 63 meV for the high-energy-resolution
spectra and 0.29 eV for the low-energy-resolution spectra,
respectively, as estimated by the full width at half maximum
of quasielastic scattering from a piece of adhesive tape. To
determine the energy-loss scale of the spectrometer, we first
define its origin at the center of mass of the rocking curve of
a diced Si(664) analyzer crystal using quasielastic scattering
from a piece of adhesive tape. Then, the increment of the scale
is determined mainly by the analyzer Bragg angle and detector
position. The combination of RIXS and optics allows us to
examine the accuracy of this approach up to high energies.
Comparing the excitation energy of a RIXS peak with the
corresponding feature in the optical data at 2117 meV (see
below), we find that the two values agree within about 1%.
This excellent result is in line with a previous study of the
precision of the RIXS energy scale for energies up to 150 meV
[69]. For a consistent analysis, we have anchored the RIXS
energy-loss scale using the optical value of 2117 meV. The
RIXS measurements were performed using a dynamic helium
gas flow cryostat as described elsewhere [70]. RIXS data were
collected at 20 and 300 K on a (111) surface, with (001)
and (110) lying in the horizontal scattering plane. All RIXS
spectra are corrected for energy-dependent self-absorption
[71].

In the complex optical conductivity o(w) = oj(w)+
ioy(w), we address very weak absorption features as well
as strong ones. This requires two different approaches
[50,72,73]. For the strong absorption bands above the Mott
gap, we performed ellipsometry measurements on a shiny
(111) surface of a K,OsClg crystal at 300 K in the range
from 1 to 6 eV using a Woollam VASE ellipsometer. The
ellipsometric data of a cubic single crystal directly yield o (w)
[74]. In the transparent range below the gap, the transmittance
T (w) is the appropriate tool, and we obtain complex o (w)
via determining the complex index of refraction n(w) + ix (w)
with k¥ < n and o) o nk [75]. In particular, 7' (w) depends
exponentially on « (w), offering high sensitivity. The real part
n(w) is dominated by contributions from strong absorption
bands at higher energy while the weak absorption features
leave only very small signatures in n(w). For our purpose,
n(w) can reasonably be approximated as a constant that we de-
rive from the period of the Fabry-Pérot interference fringes in
T (w) which arise from multiple reflections within the sample.
We measured T (w) from 0.1 to 2.5 eV at several temperatures
in the range from 5 to 300 K using a Bruker IFS 66/v Fourier-
transform spectrometer equipped with a continuous-flow *He
cryostat. We employed thin plane-parallel samples with a
cubic (111) surface. The sample of K,OsClg was lapped to
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FIG. 3. Resonance behavior of K,OsClg at T = 20 K. (a) Low-
resolution RIXS spectra for incident energy E;, = 10.870 keV and
10.8735 keV, i.e., at t,, and e, resonance, respectively. Arrows indi-
cate peak energies and their color symbolizes the resonance behavior.
(b) Low-resolution resonance map of the RIXS intensity based on
RIXS spectra measured with different E;, for q = (7 7 6). (c) Nor-
malized integrated intensity of the RIXS peaks as a function of Ej,.
The integration interval is chosen to be £0.4 eV around the peak
energy. With the exception of the 4.6 eV peak, all peaks show either
I, OF e, resonance.

a suitable thickness and polished with CeO, in propanol,
while the sample of K,0OsBrg was measured as grown. The
sample thickness amounts to d = 120(5) um for K,OsClg and
d = 170(7) um for K,OsBrg.

V. RESULTS ON K,O0sClg

A. Resonance behavior

To study the resonance behavior and to maximize the
RIXS intensity, we collected low-resolution RIXS spectra of
K,0sCl¢ for different incident energies at 7T = 20 K for a
transferred momentum q = (7 7 6) [see Fig. 3(b)]. With the
energy loss being independent of Ej, for all of the observed
RIXS peaks, we find the two distinct resonance energies Ej, =
10.870 keV and 10.8735 keV, as shown in Fig. 3(c). These can

be attributed to #,, resonance and e, resonance, i.e., resonance
enhancement of the initial x-ray absorption part of the RIXS
process in which a 2p core electron is promoted to either a 5,
or an e, orbital, respectively. The difference of the two reso-
nance energies gives a first estimate of the cubic crystal-field
splitting 10Dg = 3.5 eV. This agrees with the strong RIXS
peak at about 3.5 eV energy loss that exhibits e, resonance
behavior and corresponds to an excitation from a #,, orbital to
an e, orbital. Cuts of the resonance map at the two resonance
energies are shown in Fig. 3(a).

B. Character of RIXS features

Based on the resonance behavior, we distinguish three dif-
ferent kinds of excitations: intra-f,, excitations, crystal-field
excitations to e, orbitals, and charge-transfer excitations. At
low energy loss, up to about 2 eV, all RIXS features exhibit
I, resonance and can be attributed to intra-f,; excitations.
Their excitation energies mainly reflect spin-orbit coupling
¢ and Hund’s coupling Jy. These intra-f,, excitations will
be addressed below by high-resolution RIXS measurements
and optical transmission measurements. At higher energy loss,
the RIXS peaks in the range from 2.7 to 4.6 eV are reso-
nantly enhanced for Ej, = 10.8375 keV and correspond to
crystal-field excitations to e, orbitals, |t5,) — |13, e;). We will
show below that the lowest e, excitation at 2.7 eV can be
identified with the high-spin S = 2 multiplet with 3E symme-
try. The energy of this high-spin state is reduced by Hund’s
coupling Jy, and the *E multiplet becomes the d* ground
state if Jy dominates over the cubic crystal-field splitting
10Dgq.

At still higher energy loss, we observe charge-transfer
excitations, |5d3 3p%) — |5d33p%,). The peaks at 4.6 and
5.7 eV both show t,, resonance and hence can be attributed to
|5, 3p¢y) final states. Roughly, these two excited states with

tzsg configuration can be identified with J/ = 1/2 and 3/2 on
the Os site. The peak at 8.0 eV energy loss shows e, resonance
and corresponds to excitations from Cl 3p to Os 5d e, orbitals.
The RIXS peak at 4.6 eV is the only one that resonates at both
10.870 and 10.8735 keV (see lower panel of Fig. 3). This sug-
gests an overlap between an on-site crystal-field excitation to
e, orbitals and the lowest charge-transfer excitation to f,, or-
bitals. Note that the energy difference of about 3.4 eV between
the peaks at 8.0 and 4.6 eV confirms our first rough estimate of
10Dg ~ 3.5 eV. Accordingly, we identify the peak energy of
the lowest charge-transfer excitation with the charge-transfer
energy, Act = 4.6 eV.

The occurrence of both #,, resonance and e, resonance
behavior of charge-transfer excitations has previously been
observed in, e.g., 5d° K,IrBrg [76], 5d* Yb,0s,0; [43],
and 5d4% Ba,YReOg [35]. In the present case of K,OsClg,
the charge-transfer excitations are particularly well defined
and yield comparably narrow RIXS peaks. For instance
the 5.7 eV peak shows a full width at half maximum of
0.6 eV. This suggests that the charge-transfer excitations to
I, orbitals are well localized in nonmagnetic K;OsClg, in
agreement with the notion that interactions between the well-
separated OsClg octahedra are very small, at least for 7,
orbitals.
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FIG. 4. Intra-t,, excitations of K,OsCls at the X point. RIXS
spectraatq = (5 5 6)and (7 7 6) reveal four peaks at 0.3, 0.6, 1.3,
and 2.1 eV with little temperature dependence. For clarity, the data
are plotted with an offset. The inset highlights the 'A| peak at 2.1 eV
which is suppressed for a scattering angle 26 = 90° (see main text).

C. Intra-t;, excitations of K,OsCls in RIXS

High-resolution RIXS spectra of the intra-f;, excitations
reveal four peaks at about 0.3,0.6, 1.3, and 2.1 eV (see Fig. 4).
The local, on-site character of these excitations is highlighted
by the insensitivity of the peak energies to the transferred
momentum (, i.e., the absence of a measurable dispersion (see
Fig. 5). For a first assignment, we neglect spin-orbit coupling,
¢ = 0, and assume 10Dg = oo for the cubic crystal-field split-
ting. In this case, the effect of the e, orbitals on the intra-t,,
excitations vanishes. In a d* configuration there are 15 té‘g
states. Interorbital Coulomb interactions lift their degeneracy
and yield a ninefold degenerate 37; ground state and the ! 75,
1. and 'A, excited states. The latter is expected at 5Jy, while
17, and ' E show an energy of 2Jy [26,45]. Note, however, that
these values correspond to a f.-only scenario, i.e., 10Dg =

T T T . T IE T T T T T
150 | | K,0sClg | ¢ (7157565)I .
0 e T7OX
. o ®'e (7.727.725.01):20 = 90°
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Energy loss (eV)

FIG. 5. Low-energy RIXS features in K,OsClg at 20 K at L, at
X, and close to I'. The latter data were measured in the vicinity
of I' to avoid the strong contribution of Bragg scattering right at
I'. Dashed lines indicate peak positions at X. The dispersion is
negligible, highlighting the local character of the intra-7,, excitations.
Additionally, data at (7.72 7.72 5.01) demonstrate the suppression
of elastic Thomson scattering for 26 = 90°.

0o; they are not suitable to estimate Jy for realistic values of
10Dgq and ¢, as discussed below. The low-energy RIXS peaks
at 0.3 and 0.6 eV reflect the effect of spin-orbit coupling,
which splits the 37 multiplet into the J = 0 ground state with
I') symmetry and two excited states of J = 1 (I'y) and J =
2 (I's 4 I's) character, respectively. The two contributions to
the J = 2 peak at about 0.6 eV are expected to split in energy
for finite values of the cubic crystal-field splitting 10Dg. The
fact that our RIXS data still show a single peak (see Fig. 5)
indicates that the splitting is much smaller than the energy
resolution §E = 63 meV. A finite Coulomb-induced splitting
of the J = 2 states is most relevant in cubic 54> compounds. In
these electron analogs of the two-5,-hole 5d* configuration,
the J = 2 multiplet has the lowest energy and its splitting
for finite 10Dq determines the local ground state, which may
lead to exotic multipolar phases [77-82]. For both 5d* and
5d?, also the degeneracy of the ! 7> and ! E multiplets is lifted
for finite 10Dgq. The asymmetric line shape of the RIXS peak
around 1.3 eV at 20 and 300 K (see Fig. 4) indeed indicates
a finite splitting between the cubic multiplets with a weaker
feature on the high-energy side, as discussed in K,RuClg and
Ba, YIrOg [34,36].

Overall, the excitation spectrum agrees with previous
RIXS results on 5d* iridates [35-38]. RIXS data of Yb,0s,05
[43] also show the two low-energy modes below 1 eV but the
intra-f, features at higher energies are hidden by a broad band
that has been attributed to defects. Furthermore, the energy
of the lowest excitation is much smaller in Yb,0s,07; due
to a trigonal distortion [43]. In 4d* K,RuClg, the equivalent
of the lower three features has been observed [34]. The 4,
peak at 2.1 eV thus far was only observed as a very weak
feature in St YIrOg [35]. Comparing two data sets measured
at the equivalent X points (5 5 6) and (7 7 6) (see Fig. 4),
we find that the 'A; peak is suppressed in the latter, which
has been recorded with a scattering angle 26 close to 90°.
This geometry typically is chosen to suppress elastic Thomson
scattering, explaining the absence of this peak in previous
measurements on 5d* compounds. An example for the suc-
cessful suppression of the elastic line for 26 = 90° is given by
the data for (7.72 7.72 5.01) in Fig. 5. In contrast, the data for
(5 5 6) were measured with 26 = 66° and accordingly show
a more pronounced elastic line. For 20 = 90°, the polarization
of the scattered light is perpendicular to the incident 7 polar-
ization. This suggests that the 'A; feature is observable only
for parallel polarization, which is supported by simulations
using QUANTY [64,65].

Our peak assignment assumes cubic symmetry and ne-
glects the phase transition from cubic to tetragonal symmetry
at 45 K. However, the RIXS data measured at 20 and 300 K
fully agree with each other (see Fig. 4), suggesting that the
noncubic splitting is much smaller than the energy resolution
S8E = 63 meV. This is supported by the infrared data, which
were measured with §E = 0.25 meV. A thorough analysis
of the temperature dependence of the infrared data reveals a
noncubic splitting of about 4 meV, as discussed below.

D. Optical conductivity of K,OsCl,

Based on the different selection rules, optical spectroscopy
and RIXS are complementary techniques. The optical conduc-
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FIG. 6. Optical conductivity o;(w) of K,0sCls. Note the loga-
rithmic scales. The strong absorption features above the Mott gap
at 2.2 eV have been measured by ellipsometry, while the data in
the transparent range below the gap with much smaller values of
o1(w) are based on the transmittance 7' (w). The latter is suppressed
below the noise level above 2.2 eV and around 0.6 eV, limiting the
maximum value of o;(w) that can be determined via T (w) for the
given sample thickness. Below the Mott gap, o, (@) shows (phonon-
assisted) intra-t,, excitations in agreement with RIXS (arrows depict
the RIXS intra-t,, peak energies). Additionally, o () at 5 K reveals
an exciton around 2.0 eV and two tiny features at about 0.95 and
1.25 eV that can be assigned to intersite overtones of the low-energy
intra-t,, excitations. For the ellipsometry data, symbols depict the
result obtained from direct inversion of the raw data, while the solid
line shows a fit of the raw data that additionally takes into account
the low values of o; below 2 eV. Around the gap, in the transition
range from weak to strong absorption, the fit yields a very reasonable
estimate of o (w).

tivity o (w) is dominated by electric dipole active transitions.
Considering the orbital and electronic excitations in a Mott
insulator, the dominant absorption features arise from inter-
site processes such as excitations across the Mott gap, in
our case |d;'d}) — |d}d}), or charge-transfer excitations
15d3. 3p%) — |5d3,3ps,). In Fig. 6, the Mott gap corre-
sponds to the steep rise of oj(w) above 2.2 eV. In contrast,
RIXS at the Os L edge is dominated by on-site excitations
[35-37,43,49], as discussed above, in particular for incident
energies tuned to t,, resonance. In the presence of inversion
symmetry, on-site crystal-field excitations such as the intra-
I, excitations are parity forbidden in o;(w) but can become
weakly allowed for instance in a phonon-assisted process. The
corresponding spectral weight is several orders of magnitude
smaller. Such weak features can only be studied for energies
below the Mott gap where they are not hidden by stronger
absorption processes (see Fig. 6).

1. Intersite excitations in o1(®)

Concerning the strong absorption features in o;(w) above
the Mott gap, we have to distinguish charge-transfer excita-
tions between Cl and Os states from Mott-Hubbard excitations
between Os states on different sites. One expects a larger spec-
tral weight for the charge-transfer excitations due to the larger
hopping matrix elements between Cl 3p and Os 5d states com-
pared to Os intersite hopping. Accordingly, the strongest peak
at about 6 eV can be assigned to a charge-transfer excitation,
in agreement with the RIXS feature at 5.7 eV. The three peaks

in o1(w) between 2 and 4 eV correspond to Mott-Hubbard
excitations involving fy, states, |5, tfg‘i) — |13, tfgj). Their
energy mainly reflects the on-site Coulomb repulsion U, while
the splitting is caused by Jy and ¢. In 4d* Ca,RuQy, the
relative spectral weight of these bands has been employed to
estimate ¢ [33]. Comparing o;(w) with the RIXS data, we
emphasize that the origin of the RIXS features between 2
and 4 eV is very different. RIXS shows on-site excitations
to e, states, as demonstrated by the resonance behavior. The
pronounced difference between the two techniques is based
on the on-site energy U that has to be paid in the optical
Mott-Hubbard excitations. In o;(w), Mott-Hubbard excita-
tions to e, states |t§gi tggj) — |t23g,- (tfge;, j) are expected to
occur roughly 10Dgq higher in energy than the corresponding
f, bands, i.e., above about 6 eV. In K,OsClg, these processes
hence overlap with the charge-transfer excitations discussed
above.

The onset of excitations across the Mott gap can be de-
termined very well from the transmittance 7 (@) which is
strongly suppressed by the steep increase of absorption. This
limits the accessible frequency window in our measurement
on a single crystal with thickness d = 120 um (see Fig. 6).
At 5 K, the onset is at A = 2.2 eV. With increasing tem-
perature, the onset shifts to lower energy, roughly to 1.9 eV
at 300 K, while the slope of the steep increase in oj(w) is
reduced [see Fig. 7(a)]. The change of slope shows that the
main origin of this shift is not a possible small temperature
dependence of the gap itself. The enhanced absorption below
2.2 eV predominantly can be attributed to thermally activated
phonon-assisted excitations across the gap, i.e., the Urbach
tail.

Below the Mott gap, the optical data show three addi-
tional absorption bands that are absent in the RIXS data. The
strongest one is observed between 1.9 and 2.1 eV, which is
very close to the Mott gap [see Fig. 7(a)]. This feature is
well separated from the 1A, intra-,, excitation at 2.117 eV.
Its spectral weight is comparable to the weak intra-t,, ex-
citations but the absence of a corresponding RIXS feature
strongly points to a different origin. We therefore assign it
to an exciton with 54° and 5d° configurations on neighbor-
ing Os sites. This exciton is stabilized by nearest-neighbor
Coulomb attraction and may induce a local relaxation of the
Clg octahedra. In this case, the substructure of this absorption
feature tentatively can be attributed to phonon sidebands. The
exciton scenario is strongly supported by the data of K,OsBryg,
in which both the Mott gap and the excitonic absorption
feature are shifted to lower energy by about 0.3-0.4 eV
[see Fig. 7(b)]. In contrast, the intra-t,; excitation energies
are very similar in K,OsBrg and K,OsClg, as discussed in
Sec. VL.

The two other below-gap absorption bands without a coun-
terpart in RIXS are the two tiny features in o (w) at about
0.95 and 1.25 eV (see Fig. 6). We attribute also these bands
to intersite excitations. They can be explained as a com-
bination and overtone of the intra-f,, excitations at about
0.35 and 0.65 €V, i.e., the simultaneous excitation of intra-f,,
excitations on two neighboring Os sites. In the honeycomb
compound « — RuClj it has been shown that such double or
even triple excitations may carry sizable spectral weight [58].
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FIG. 7. Temperature dependence of o, (w) close to the Mott gap
in (a) K,OsClg and (b) K,OsBrg. In K, OsClg, the onset of excitations
across the Mott gap is observed at 2.2 eV at 5 K. This onset is
washed out with increasing temperature since additional processes
with simultaneous annihilation of thermally excited phonons reduce
the total excitation energy in the Urbach tail. The A, intra-t,, ex-
citation is observed at 2.117 eV, and the many narrow lines around
it correspond to phonon sidebands. In contrast to the 'A; peak, the
absorption band between 1.9 and 2.1 eV has no counterpart in RIXS
and can be assigned to an exciton. For comparison, the data of
K;,0sBrg show the Mott gap at 1.8 eV at 5 K and a very similar
temperature dependence. In K,OsBrg, the exciton is observed around
1.6-1.7 eV.

Due to interaction effects, the peak energies do not have to
perfectly match the simple sum of the individual excitation
energies.

2. Intra-ty, excitations in o1(w)

Considering the intra-f,, excitations (see Figs. 4 and 8),
the optical data show a rich structure where RIXS finds a
single peak. Apart from the very different energy resolution,
the selection rules and hence the excitation mechanisms are
different. K,OsClg shows inversion symmetry, therefore the
electric dipole matrix element for a local, even-parity d — d
excitation vanishes. Finite spectral weight appears in o (w)
based on either a phonon-assisted process, or in the magnetic
dipole channel, or due to electric quadrupolar or higher-order
moments. We exemplify this by the data on the 'A; multiplet
[see Fig. 8(d)].

At 5 K, we find a tiny zero-phonon magnetic-dipole mode
at £y, = 2117 meV. This assignment is based on the tem-
perature dependence of the phonon-assisted electric dipole
features observed at E14, & Epp. At 5 K, we only find modes
at Ey, +E,, for different symmetry-breaking phonons with,
e.g., Epn = 7, 13, or 21 meV, as indicated in Fig. 8(d) by
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FIG. 8. Intra-t;, excitations of K,0sCls in oy(w). The panels
depict excitations from J = 0 to (a) J = 1, i.e., I'y to ['y; (b) the split
J =2 states, i.e., ['; to I's and I's; (c) the split ' 75 and 'E states; and
(d) 'A;. Bach panel covers a window of the same width, 120 meV.
In each panel, the vertical black line denotes the bare electronic
(zero-phonon) energy, while the red line shows the fit result of the
RIXS data. In o(w), the spectral weight is dominated by phonon
sidebands. In (b), the transmittance around the peak maximum is
suppressed below the noise level, which limits the measurable range
of o (w). In (d), the horizontal black lines denote phonon sidebands
at Evy, + Ep, with Ey, = 7, 13, and 21 meV. The small periodic
wiggles, most pronounced at lower frequency, i.e., panel (a), are
caused by Fabry-Pérot interference fringes in the transmittance. In
o1(w), they are an artifact of our analysis and have to be ignored.

the right ends of the horizontal black lines. With increasing
temperature, these phonon modes become thermally pop-
ulated and the corresponding phonon-annihilation features
appear at Ey, — Epp, strongly supporting our assignment.
The spectral weight of the phonon-annihilation peaks is gov-
erned by the Boltzmann factor. Hence peaks at lower energy
Ey, — Epn with larger Ey, become noticeable at higher tem-
perature. Further features above 2150 meV correspond to
a progression of phonon sidebands in a vibronic Franck-
Condon picture [52,54]. Typically, this rich phonon-related
pattern of crystal-field excitations can be resolved in measure-
ments of transition-metal ions substituted into a host crystal
[60]. In single crystals, this pattern usually is washed out. Ex-
ceptions have been observed in quasimolecular crystals such
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FIG. 9. Temperature dependence of o} (w) in K,OsClg across the
structural phase transition at 45 K. (a) Excitations to J = 1 [see
Fig. 8(a)]. Data have been offset for clarity. (b) Corresponding peak
energies as a function of temperature. Below 45 K, the peak splitting
of the mode at £, ~ 349 meV reflects the noncubic crystal field. The
feature at 352-354 meV is a phonon sideband that is present already
in the cubic phase.

as K3NiO, with isolated NiO, units [53], and the rich optical
spectra of K;OsClg most probably reflect the weak inter-
actions between well-separated OsClg octahedra. A detailed
assignment of the sidebands in K,OsClg has been discussed
previously [60].

Similar to the analysis of the 'A; peak, we use the optical
data to find the bare electronic excitation energies of the
intra-5, excitations at 350, 609, and 1311 meV. The value
350 meV corresponds to the energy of a feature that can be
assigned to a magnetic-dipole transition fromJ =0to 1, i.e.,
I') to I'4 [83]. This peak splits below 45 K (see Fig. 9 and
discussion below), but for comparison with theory, we employ
the value at 50 K in the cubic phase. The two further energies
609 and 1311 meV are deduced from the temperature depen-
dence of those absorption bands in o](w), in agreement with
Ref. [60].

To compare the excitation energies found in RIXS and
optics, we extract the RIXS peak energies for the intra-z,,
excitations from a fit that uses a series of Voigt profiles.
We anchor the RIXS energy scale via the optical result of
2117 meV for the highest intra-f;, excitation energy, as men-
tioned in Sec. IV. For the other low-energy RIXS peaks, this
yields 341(1), 607(1), 1311(9), and 1373(140) meV, where the
values in parentheses state the error bar of the fit. Remarkably,
the first three values agree with the optical data within less
than 10 meV (see Fig. 8). This excellent result once more
corroborates the local character of these excitations. For the
small shoulder around 1.37 eV, the uncertainty of the peak
energy is much larger. We hence neglect this value for the
further analysis.

The effect of the structural phase transition at 45 K is
addressed in Fig. 9. In the antifluorite halides, a noncubic
crystal-field splitting Acp is driven by tilts and rotary or libra-
tional modes of the metal-ligand octahedra [84—87]. In o} (w),
an intra-t,, excitation at Eq gives rise to phonon-assisted peaks
at Eg + E,p already in the cubic phase, as discussed above
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FIG. 10. Energies of on-site d — d excitations for a 5d* configu-
ration in a cubic crystal field. Left: First switching on 10Dg separates
the tég states at zero energy from tfge;", states and states with more
than one electron in the e, orbitals. Middle left: Effect of J; for
10Dg = 3.3 eV and ¢ = 0. Here, the T} multiplet forms the ground
state. Middle right: Spin-orbit coupling ¢ yields a J =0 ground
state and four groups of intra-f,, excitations. Red circles denote the
experimental energies of K,OsClg used to determine the electronic
parameters. Right: Effect of a reduction of 10Dq for finite Jy and ¢,
mimicking the trend from K,OsClg to K,OsBrs.

for the 'A; mode. For the absorption band around 350 meV,
we find a magnetic-dipole excitation at Ey &~ 349 meV [83]
and a phonon sideband at 352 meV, both at 50 and 75 K in
the cubic phase. However, the peak at E exhibits a noncubic
peak splitting below 45 K. At 5 K, we observe peaks at
Eo, = 347 meV and Epp = 351 meV, ie., Aep ~ 4 meV.
This splitting scenario is supported by the temperature depen-
dence. With decreasing temperature, Ej , decreases whereas
the upper two peak energies Eo 5 and Eq ; + Epn show a com-
mon increase [see Fig. 9(b)]. Further support stems from the
small shoulder observed at Ey , + Epy = 350 meV at 5 K [see
Fig. 9(a)]. A similar behavior is observed for the 1T, excitation
at 1.3 eV (not shown). This peak splitting Acy, ~ 4 meV of
the J = 1 band sets the energy scale of Acp of K;OsClg.
For instance for a small tetragonal field |Acg| < ¢, one finds
|ACF| ~ 2Aexp [33]

E. Calculation of energy levels of K,OsClg

For the analysis of the electronic parameters, we stick to
cubic symmetry. In a single-site model, the relevant parame-
ters for the energy levels are the cubic crystal-field splitting
10Dg between 1, and e, levels, spin-orbit coupling ¢, and
the Coulomb interaction within the 5d shell. In spherical
approximation, the latter can be described by the Slater inte-
grals F? and F*, which are used to calculate Hund’s coupling
Jy = 1/14 (F?+F*) within the entire 5d shell [45]. Note that
F?°, equivalent to Hubbard U, does not contribute to the energy
splitting for a single site with a fixed number of electrons.
We calculate the multiplet energies using QUANTY [64,65].
Figure 10 displays the behavior as a function of 10Dgq, Jy,
and ¢. Starting with Jy = ¢ = 0, the cubic crystal field yields

a tfg ground state and raises the excitation energies of the

4—n _n

1y, " €, states with n = 1 to 4 electrons in the e, subshell.
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FIG. 11. Measured and calculated RIXS spectra of K,OsClg.
Solid orange lines: Simulation based on the fit result for the full
d-shell model (see Table I). To account for the polarization depen-
dence of the 'A; transition at 2.1 eV, we consider two different
values of q. Dashed: Corresponding result of the Kanamori model
for JET = 0.28 eV and ¢°T = 0.41 eV. Peak widths are adapted to
the data. Offsets have been used for clarity.

Switching on Jy splits each of these five branches. We focus
on the 15 13, states. These are split into the *7; ground state

and the ' 75, L E, and A, excited states. The excitation energies
of roughly 3/2 Jy and 4 Jy are approximately 20-25% lower
than for 10Dg = oo, reflecting a small but finite admixture of
e, character. Finally, spin-orbit coupling ¢{ causes a further
fanning out of the energies and splits the *T} ground state
into three branches. In the limit of 10Dg = Jy = oo these
correspond to the eigenstates J =0, 1, and 2. The intra-t,,
excitations within the tfg states form four groups of excitations
that cover the range up to about 2 eV. The lowest tggeé level

corresponds to the high-spin °E state with § = 2. With all
four spins being parallel, it is strongly favored by Jy. Even
though the °E state is well separated from other levels (see
Fig. 10), the width of this #,,-to-e, excitation is much larger
than observed for the intra-f,, peaks (see Fig. 11). This sug-
gests a finite mixing with excitations across the Mott gap at
2.2eV.

Optical studies of Os** impurities in different host crystals
have reported different sets of electronic parameters [88-91].
Also for optical data on single crystals of K,OsClg, it has

been found that the determination of the electronic parameters
is difficult [60], foremost because the crystal-field splitting
10Dgq is hard to obtain from the optical data. The combined
approach of RIXS and optics is pivotal here to resolve these
ambiguities.

To determine the parameters of the d-shell model for
K,OsClg, we consider the four energies of the intra-,, excita-
tions from the optical data and the t23 e; excitations observed
at 2.72 and 3.43 eV in RIXS (see red circles in Fig. 10).
We neglect peaks at higher energies where an unambiguous
assignment is hindered by the large number of similar excita-
tion energies. In the fit, we minimize the absolute difference
between experimental peak energies and calculated ones. This
yields the parameters 10Dg = 3.3 eV, ¢ =0.34 eV, F?=
3.7 eV, and F* = 2.2 eV, resulting in Jy = 0.43 eV. Note
that the value of 10Dg agrees very well with our simple
estimate discussed above. Figure 11 compares the calculated
result for direct Ls;-edge RIXS [49] for this parameter set with
the experimental data. Overall, the peak energies as well as
the relative peak intensities are well described. Calculations
using density functional theory find 10Dg = 3 eV and ¢ =
0.4 eV for K,0sClg [63], in reasonable agreement with our
results.

The calculated excitation energies are given in Table I.
For the splittings of the excitations at about 0.6 and 1.3 eV,
the model predicts values of 20—35 meV in cubic symmetry,
which is well below the RIXS resolution limit and agrees with
the energy scale observed in the optical data. Concerning the
fitted energies, the deviations are less than 7 meV for four
of the six energies, an excellent result. Upon a closer look,
the largest deviation of 33 meV is found for the peak lowest
in energy, and the intensity of this feature is underestimated.
A similar observation has been reported for 4d* K,RuClg,
where it has been discussed in terms of a possible role of
vibronic coupling, i.e., a dynamic Jahn-Teller splitting of the
excited J = 1 triplet state [34,44]. For K,OsClg, our optical
data resolve the vibronic sidebands in the excited states (see
Fig. 8), but do not hint at a particular importance of vibronic
effects for the feature around 0.35 eV. We find, however, that
a small change in the parameters can eliminate this apparent
shortcoming of the model. In a second fit, we minimize the
relative energy difference between experiment and model.
This results in the very similar parameter set 10Dg = 3.4 eV,

TABLE 1. Experimental and calculated excitation energies. The four intra-t,, energies are taken from the optical data; the two e, levels
above 2.7 eV come from RIXS. Dashes denote peaks that are not resolved in the experiment. For K,OsClg (K,OsBrg), the parameters of
the d-shell model are 10Dg = 3.27 eV (2.85 eV), £ = 0.336 eV (0.325 eV), F? = 3.73 eV (3.90 eV), and F* = 2.22 eV (2.01 eV), which

corresponds to Jy = 0.425 eV (0.422 eV).

Multiplet Expt. Cl (meV) Fit CI (meV) Expt. Br (meV) Fit Br (meV)
r,CT) 350 383 349 388
IsCTY) 609 608 604 604
IsCT) - 631 - 632
'T, 1311 1289 1285 1267
'E - 1323 - 1312
1A, 2117 2123 - 2050
°E 2721 2716 2391 2381
’E 3428 3432 3033 3042
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£ =0.34¢eV, and Jy = 0.42 eV and yields the energies 358,
600, 1278, and 2139 meV for the four lowest excitations.
For all four, the relative difference is less than 2.6%, a very
reasonable result. In terms of absolute energy differences, the
deviation between fit and experiment is reduced to 8 meV
for the peak at 350 meV while the description of the other
peaks is slightly worse compared to the first fit. Finally, we
have checked that inclusion of the Cl 3p orbitals and ligand-
to-metal charge-transfer processes [64] yields very similar
results. Overall, we find Jy /¢ &~ 1.3 which puts K,0sClg in
the intermediate regime between LS coupling with Jy /¢ — 00
and jj coupling for Jy /¢ — 0.

F. Parameters in the Kanamori model

Thus far we discussed a model that takes the entire d
shell into account. In contrast, the related 5d* iridate data in
Refs. [35-38] were analyzed using the Kanamori model that
assumes 10Dg = oo, i.e., it considers only 7, orbitals. For
a comparison, it is important to quantify how the parameter
values depend on the chosen model. In the Kanamori model,
the only parameters are ¢ and J§' = 3/49 F? +20/441 F*
[45]. With 10Dg = oo, the Kanamori model restores the de-
generacy of '7, and 'E around 1.3 eV and of the I'; and T's
states of J = 2 around 0.6 eV, as mentioned in Sec. V C.
Hence the model has only four intra-f,, excitation energies.
For simplicity, we call these energies E (1) to E(4), in ascend-
ing order. Simple expressions for E(1) to E(4) are given in
Ref. [44].

A fit of the four intra-f,, excitation energies with the
te-only Kanamori model yields J§' = 0.28 eV and ¢°f =
0.41 eV and the energies 371, 616, 1288, and 2125 meV. A
corresponding simulated RIXS spectrum is shown in Fig. 11.
Similar to the result obtained for the full d shell, the relative
deviation between fit and data is largest for the lowest mode.
Again, a slightly different set of parameters yields excellent
agreement for the lowest excitation energies. Choosing J&T =
310meV and ¢ =399 meV describes the lowest three peaks
of K;OsClg within 1 meV and E (4) within 6%. Overall, this
suggests J&T /¢ceft ~ 3 /4.

Another possibility to determine this quantity is given by
the ratio E(2)/E(1), which varies from 3 for LS coupling
to 1 for jj coupling [see Fig. 12(a)]. For K,0sClg with
609 meV /350 meV ~ 1.7, this corroborates J,ﬁi,ff/gelcf ~ 3/4.
Remarkably, very similar values of the ratio E(2)/E (1) have
been reported for several 544 iridates [see Fig. 12(b)], high-
lighting the close relationship of the properties of this series
of 5d* compounds.

As long as the corresponding model is specified, both
Ju/¢ ~ 1.3 for the entire 5d shell and J&f /¢ ~ 3/4 in
the f,-only model are valid. For Jy ~ ¢, the two models
predict

2

3
E(J=2)~ 5; <1+m) )

3
EQ)~ 5;6” 3)

for the second excitation energy and hence ¢°/¢ ~ 1.2 in
the 54* compounds. Additionally, the different definitions
of Hund’s coupling yield J&f/Jy ~ 0.77. Concerning the

T L
Kanamori model | 660 L(0) ¢

25 (@) iridates ‘7
® K,0sCly ® K,0sClg ’
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FIG. 12. Analysis based on the ,,-only Kanamori model. (a) The
ratio E(2)/E(1) varies between 1 for J&t/¢*f—0 and 3 for
JEI /¢ — 0o, For K,0sClg, it yields J&T /¢ ~ 3/4. (b) Compar-
ison of the two lowest excitation energies in K,OsClg and related
5d* iridates [35-38]. For all of them, J& /¢°T is very similar.

energies of the intra-,, excitations, the fy,-only Kanamori
model and the model for the full d shell work equally well.
The main shortcoming of both models is the intensity of the
lowest excitation, which is too small in the d-shell model but
too large in the Kanamori model (see Fig. 11). This suggests
that the intensity of the lowest RIXS peak depends sensitively
on 10Dq and on the admixture of e, character.

VI. RESULTS ON THE BROMIDES

RIXS spectra of K,OsClg, K;OsBrg, and Rb,OsBrg are
compared in Fig. 13. We find a close resemblance of the RIXS
data of K,OsBrg and Rb,OsBry, i.e., a very small effect of the
A ion. Hence we focus on the comparison of K;OsBrg and
K,0sClg. The behavior is different above and below 2 eV. In
RIXS we find the intra-t,; excitation energies of K;OsBrg at
0.34, 0.60, and 1.27 eV. Compared to K,OsClg, these are re-
duced by about 1, 2, and 3%, respectively, i.e., they are almost
unaffected by the choice of the halide. In contrast, the peak
energies associated to the e, and charge-transfer excitations

60 (77 6).x, 300K =60
-— L c
E , —+—K,0sCl, 24
s Rb,0sBr, & 20
s x

(
N
o

T

—— K,0sBrg

o

0.4 0.8 1.2
Energy loss (eV)

>

20

RIXS intensity

Energy loss (eV)

FIG. 13. Comparison of RIXS spectra of K,OsCls, K,OsBrg,
and Rb,0sBrg. The difference in size and electronegativity between
Br and Cl ions alters the crystal-field and charge-transfer excitations.
In comparison, the intra-f,, peaks are less affected by the change of
the ligand, as highlighted in the inset.
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FIG. 14. Optical conductivity of K,OsCls and K,OsBrs. The
main change is the shift of the Mott gap from 2.2 to 1.8 eV. The
small offset in the K,OsClq data indicates a possible surface issue.
Note that we polished this sample with CeO, in propanol, while the
K,0sBrg crystal was measured as grown.

are reduced by about 12-14% in K,OsBrg with respect to
the chloride. More precisely, the peak energies are 2.4 and
3.0 eV for the strongest tggeé transitions and 4.0 and 4.9 eV

for the charge-transfer excitations |5déS 4 p%r) — |5d854p%r).
The very similar intensity profile of the two compounds in-
dicates that the main effect at high energy is captured by a
renormalization of the energy scale, i.e., of 10Dg and Acrt.
Both parameters are affected by the difference in ionic size
and electronegativity. Empirically, the effect of different lig-
ands on 10Dgq is described by the spectrochemical series [53],
and the reduction of Act from bromides to chlorides has been
observed in other transition-metal compounds as well, both in
optics and RIXS [92,93]. For 5d halides, a very similar shift
has been reported from K;IrClg to K, IrBrg [76].

In analogy to the discussion of K,OsClg above, we iden-
tify A% = 4.0 eV via the lowest charge-transfer excitation.
Furthermore, a fit of the excitation energies using multiplet
calculations yields the parameters 10DgP" = 2.9 eV, ¢B" =
0.33eV, and JB" = 0.42eV. Compared to K,OsClg, the spin-
orbit coupling constant is reduced by about 4 %, while the
change of Jy is negligible (see Table I). These results are in
good agreement with predictions of density functional theory
for the reduction of 10Dgq, Act, and ¢ from K,OsClg to
K,0sBrg [63]. A similar reduction of the spin-orbit coupling
constant of about 5 % has been reported from K,IrClg to
K,IrBrg [76]. The effect of a reduction of 10Dg on the energy
levels of the multiplet model is shown in the right panel of
Fig. 10. While the tgge; levels decrease linearly in energy,
the tfg states hardly change. In general, lower values of 10Dg
and Acr indicate a stronger admixture of e, and 4p ligand
character into the #,, states. This, in turn, reduces the effective
value of ¢. However, the large ratio of 10Dg/¢ ~ 10 explains
why the sizable reduction of 10Dg has only a small effect
on¢.

The optical conductivity oj(w) of K,OsBrg is depicted
in Figs. 14 and 7(b). Note that the larger thickness d®" =
170 um of the bromide sample limits the accessible values
of o1(w) to below 2 (2 cm)~!, somewhat lower than in the
thinner chloride sample. The most pronounced difference to

the data of K,O0sClg is the value of the Mott gap, which
is shifted down by about 0.4 eV to 1.8 eV at 5 K. This
shift masks the 'A; excitation which occurs at 2.1 eV in
K,0sClg. Along with the Mott gap, also the excitation energy
of the exciton is reduced, as already discussed in connection
with Fig. 7. At lower energy, the small shifts of the intra-#,,
excitations of less than 1% for the lowest excitation and about
1-2 % for the bands at 0.6 and 1.3 eV agree with the RIXS
results.

VII. CONCLUSION

In conclusion, we have probed the local electronic struc-
ture of the 5d* hexahalogenoosmates K,OsClg, K,OsBrg,
and Rb,OsBrg with magnetic and spectroscopic methods.
These measurements reveal nonmagnetic J = 0 behavior, as
expected for a clean 54* system in which both defects and
exchange interactions are negligible. Combining RIXS and
optical spectroscopy, we can assign the multiplet excitation
energies with high accuracy and extract the electronic param-
eters by comparison with local multiplet calculations. RIXS
at the transition-metal L edge is most sensitive to on-site
d — d excitations, which in the optical data give rise to weak,
typically phonon-assisted features. For the antifluorite-type
Os halides, a central advantage of RIXS is the ability to
determine 10Dgq via the observation of local excitations into
the e, subshell also above the Mott gap. Due to the weak
interactions between OsXs (X = Cl, Br) octahedra, both the e,
excitations and the charge-transfer excitations are narrow and
very well defined in RIXS. As a complementary technique,
optical spectroscopy allows us to determine the small noncu-
bic crystal-field splitting of 4 meV below 45 K in K,OsClg.
Furthermore, it is sensitive to intersite processes such as ex-
citations across the Mott gap at 2.2 eV and reveals an exciton
around 1.9-2.1 eV. These results establish the presented com-
pounds as realizations of clean cubic J = 0 systems in the
intermediate coupling regime with Jy /¢ &~ 1.3 or J&t /¢°ff ~
3/4. Accordingly, Coulomb interaction and spin-orbit cou-
pling have to be taken on equal footing. This value of J&t /¢
is very similar to results reported for 54* iridates [35-38],
highlighting the close relationship between these compounds.
The comparison of the data from chloride and bromide sam-
ples shows a 20% decrease of the Mott gap as well as a
reduction of about 12-14% of 10Dq and of the charge-transfer
energy Acr, in agreement with predictions of density func-
tional theory [63]. Due to the large size of 10Dg and At with
respect to Jy and ¢, this sizable change has only a marginal
effect on intra-f,, energies, which are reduced by 1-3%. In
contrast to previous studies on 544 J = 0 compounds, where
the determination of ¢ and Jy has turned out to be difficult,
we find that both chloride and bromide samples are well de-
scribed by ¢ = 0.33-0.34 eV and Jy = 0.42-0.43 eV. These
values may serve as a solid reference for future studies on Os
compounds.
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The half-filled f,, shell of the tz-”g configuration usually, in LS coupling, hosts a § = 3/2 ground state
with quenched orbital moment. This state is not Jahn-Teller active. Sufficiently large spin-orbit coupling ¢
has been predicted to change this picture by mixing in orbital moment, giving rise to a sizable Jahn-Teller
distortion. In 5d° K,ReCly we study the electronic excitations using resonant inelastic x-ray scattering and
optical spectroscopy. We observe on-site intra-t,, excitations below 2 eV and corresponding overtones with two
intra-f,, excitations on adjacent sites, the Mott gap at 2.7 eV, #,,-to-e, excitations above 3 eV, and charge-transfer
excitations at still higher energy. The intra-f,, excitation energies are a sensitive measure of ¢ and Hund’s
coupling Jy. The sizable value of ¢ ~ 0.29 eV places K;ReClg into the intermediate coupling regime, but
¢ /Ju =~ 0.6 is not sufficiently large to drive a pronounced Jahn-Teller effect. We discuss the ground state wave
function in a Kanamori picture and find that the S = 3/2 multiplet still carries about 97% of the weight. However,
the finite admixture of orbital moment allows for subtle effects. We discuss small temperature-induced changes
of the optical data and find evidence for a lowering of the ground state by about 3 meV below the structural

phase transitions.

DOLI: 10.1103/PhysRevB.109.155149

I. INTRODUCTION

Strong spin-orbit coupling ¢ is a fertile source of rich
physics in correlated 5d transition-metal compounds [1-6].
Consider a single metal site with the electronic configuration
tg'g in cubic symmetry. For n =1, 2, 4, or 5 and ¢ = 0, the
ground state shows either spin S = 1/2 or 1 and threefold
orbital degeneracy and the latter is expected to be lifted by
the Jahn-Teller effect [4]. In all four cases, strong spin-orbit
coupling changes the character of the magnetic moments in
a decisive way, forming spin-orbit-entangled moments from
the spin and the effective orbital moment of the f,, states.
The t25g configuration hosts J = 1/2 moments that open the
door for the realization of bond-directional Kitaev exchange
[7-11]. Similarly, n = 1 yields J = 3/2 moments with bond-
dependent multipolar interactions and a corresponding rich
phase diagram [12-16]. Exotic multipolar phases have also
been predicted for t22g compounds where the degeneracy of
the J =2 states is lifted if one considers the admixture
of e, orbitals for a finite cubic crystal-field splitting 10Dg
[17-22]. Finally, tfg compounds show a nonmagnetic J = 0
state [23-30] that, in the case of strong dispersion of magnetic
excited states, may give way to excitonic magnetism based on
the condensation of these excited states [31-34].

In this series, the case of n =3 stands out due to its
half-filled #,, shell, which typically is assumed to give rise

2469-9950/2024/109(15)/155149(16)
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to a spin-only S = 3/2 state with quenched orbital moment.
Spin-orbit coupling hence is not expected to play a prominent
role, at least in the commonly adopted LS coupling scheme
for ¢ /Ju — 0, where Jy denotes Hund’s coupling. Recently,
Streltsov and Khomskii [4] pointed out that this common
point of view fails for large ¢ /Jyg, highlighting a particularly
interesting case of the interplay of spin-orbit coupling and
Jahn-Teller physics. In the S = 3/2 scenario, the three elec-
trons equally occupy the three #,, orbitals such that a distortion
away from cubic symmetry does not lower the energy. In
contrast, for large ¢ /Jy in jj coupling one obtains j = 3/2
for each electron individually and the corresponding three-
electron ground state is found to be Jahn-Teller active [4].
More precisely, a significant Jahn-Teller distortion is expected
for ¢ /JET > 1.5; see Fig. 1(b). The effective parameters ¢
and Jflff refer to a fp,-only Kanamori scheme, i.e., to the case
of an infinite cubic crystal-field splitting, 10Dg = oo.
Experimentally, the electronic parameters { and Jy can be
determined via the energies of intra-f,, excitations that can
be observed in resonant inelastic x-ray scattering (RIXS) or
optical spectroscopy. Based on RIXS data, the 54° osmates
Ca3LiOsO¢ and Ba, YOsOg have been claimed to realize a
novel spin-orbit-entangled J = 3/2 ground state for which,
however, about 95% of the wave function stem from the § =
3/2 state [35]. The admixture of low-spin § = 1/2 character
and the corresponding finite orbital moment are supposed

©2024 American Physical Society
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Normalized

Ceﬁ/Jaﬁ

FIG. 1. (a) Sketch of the room-temperature crystal structure of
K,ReClg. The Re** ions form an fec lattice. The ReClg octahedra
are depicted in green and the K* ions are gray. (b) Jahn-Teller
distortion of a 13, configuration as a function of ¢ /J5", normalized
to the value for ¢°T/J&T — oo (adapted from [4]). The calculation
assumes JyB/g* = 1/2, where g and B are electron-phonon coupling
parameters of the Jahn-Teller Hamiltonian [4]. Red symbol marks
the position of K;ReClg according to our analysis.

to explain the sizable spin gap observed in both compounds
and other 5d° osmates [36-39]. In contrast, gapless magnetic
excitations were reported for 4d3 S =3 /2 CasLiRuQg [40].
In the RIXS data of 543 Ca3;LiOsOg and Ba,YOsOg, only
four of the five intra-f,, excitations were resolved [35]. The
analysis yields ¢/Jg =~ 1, placing these compounds within
the intermediate coupling range [35].

Here, we address the electronic structure of the 54° Mott
insulator K,ReClg using RIXS measurements at the Re L3
edge and optical spectroscopy. At room temperature, K,ReClg
exhibits the cubic K, PtClg-type antifluorite structure with the
Re ions forming an fcc lattice; see Fig. 1(a). The structure
can be viewed as equivalent to a double perovskite KABXg in
which the B sites are occupied by Re*t ions while the A sites
correspond to “ordered” vacancies. This material has been
proposed by Streltsov and Khomskii [4] as a possible candi-
date for a spin-orbit-driven Jahn-Teller effect, arguing that it
shows a series of structural phase transitions at lower temper-
ature [41-43]. Recent Raman scattering results revealed the
violation of cubic selection rules already at 300 K [44]. A
Curie-Weiss fit of the magnetic susceptibility [43] yields an
effective magnetic moment u =~ 3.81u,, which is close to
the value expected for a S = 3/2 system, 2/S(S + Dug ~
3.87uz. Below the antiferromagnetic ordering temperature
Ty = 12 K, the application of a large magnetic field induces
weak ferromagnetism and reveals a pronounced magneto-
elastic coupling [43]. The structure shows nearly undistorted,
unconnected ReClg octahedra and the corresponding (nearly)
spin-forbidden on-site d-d excitations [45,46] yield narrow
features in the optical conductivity that allow for a most accu-
rate determination of the excitation energies. In combination
with the value of the cubic crystal-field splitting 10Dgq seen in
RIXS, this allows us to obtain a reliable and accurate set of the
electronic parameters. Our analysis is based on calculations of
the local multiplet energies using QUANTY [47,48].

The paper is organized as follows. Experimental aspects
are described in Sec. II. In Secs. IITA and IIIB 1, we as-
sign the features observed in RIXS and optical spectroscopy,
respectively. In optics, the spectral weight of the on-site intra-
f, excitations mainly stems from phonon-assisted processes
and the corresponding line shape and temperature-dependent

spectral weight are discussed in Secs. III B2 and III B 3, re-
spectively. Overtones or double d-d excitations are analyzed
in Sec. III B 4. Subtle temperature-induced effects in the op-
tical data down to Ty are presented in Sec. III B 5, while the
temperature range below Ty is addressed in Appendix A. Re-
sults of local multiplet calculations are discussed in Sec. III C.
We cover the Kanamori picture with 10Dg = oo but also
derive the electronic parameters for finite 10Dg. We give the
analytic expressions for the wave functions in the Kanamori
picture, with details described in Appendix B. This allows for
a quantitative description of the effect of spin-orbit coupling.

II. EXPERIMENT

Single crystals of K,ReClg have been grown from HCI
solution by controlled slow evaporation of the solvent. The
sample batch has been thoroughly characterized by x-ray
diffraction and measurements of the magnetic susceptibility
and the specific heat [43]. At 300 K, K;ReClg exhibits the
cubic K,PtClg-type antifluorite structure with space group
Fm3m and lattice parameter a = 9.8 A. Structural phase tran-
sitions have been observed at 111, 103, and 77 K [41-43] and
are accompanied by rotations and tilts of the ReClg octahedra.
Note that adjacent ReClg octahedra are not connected in this
structure, i.e., they do not share a corner, edge, or face. The
structure turns tetragonal (P4/mnc) at 111 K [43] and mono-
clinic (C2/c) at 103 K. The transition at 77 K from monoclinic
C2/c to monoclinic P2, /n is of first order, while the mono-
clinic angle is very close to 90° in both phases [43]. Finally, a
magnetic phase transition to an antiferromagnetically ordered
state occurs at Ty = 12 K [43,49,50].

To the best of our knowledge, RIXS at the Re L3 edge
thus far has only been reported in an early study on ReO,
and ReO; [51] and in the 5d' and 54> double perovskites
A>BReOg (A = Ba, Sr, Ca; B = Mg, Y, Cr) [24,27,52,53]. On
K;ReClg, resonant magnetic scattering has been studied at the
Re L edge [54]. Our RIXS experiments at the Re L3 edge were
performed at beamline ID20 of the European Synchrotron Ra-
diation Facility. Incident photons from three consecutive U26
undulators were monochromatized by a Si(111) high-heat-
load monochromator and a successive Si(311) channel-cut
postmonochromator. Via a mirror system in Kirkpatrick-Baez
geometry, the monochromatic x-ray beam was focused to
8 x 50 um? (V x H) at the sample position. Energy loss
spectra were collected with the high-energy-resolution res-
onant inelastic X-ray scattering spectrometer equipped with
a 2 m analyzer/detector arm. Incident 7 polarization in
the horizontal scattering plane was used. We employed the
Si(9,1,1) reflection of a diced Si(11,1,1) analyzer crystal in
conjunction with a pixelated area detector [55-57]. To address
the resonance behavior, we have measured RIXS spectra at
300 K with the incident energy in the range from 10.530 to
10.545 keV, i.e., across the maximum of the Re 2p3,, — 5d
absorption. The overall energy resolution was 295 meV as
estimated by the full width at half maximum of quasielastic
scattering from a piece of adhesive tape. The RIXS measure-
ments were performed on a (111) surface, with (001) and
(110) lying in the horizontal scattering plane, as sketched
in the inset of Fig. 2(b). All RIXS data are corrected for
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FIG. 2. RIXS data of K,ReClg at T = 300 K. (a) Resonance
map of the RIXS intensity based on spectra measured with different
incident energy E;, for transferred momentum q =~ (7.4 7.4 5.9).
(b) RIXS spectra for E;, = 10.534 keV and 10.5375 keV, i.e., at
, and e, resonance, respectively. Inset: sketch of the scattering
geometry.

the geometrical contribution to self-absorption [58]. We use
reciprocal lattice units for the transferred momentum q.

Infrared and optical transmittance measurements were
performed using a Bruker IFS 66/v Fourier-transform spec-
trometer. The energy resolution was set to 1 cm™' &
0.12 meV. We measured an as-grown sample with thickness
d = 471(5) um. The light propagated along the cubic (111)
direction. Using a continuous-flow “He cryostat, the measure-
ments were performed at several temperatures between 6 and
300 K.

III. RESULTS

The combination of RIXS and optical spectroscopy is
suited very well to examine the local electronic structure of
Mott insulators such as K;ReClg. RIXS at the L; edge is
boosting the intensity of on-site d-d excitations via resonant
transitions between the valence 5d orbitals and core 2p states
[10,15,23,24,30,59-61]. In contrast, optical spectroscopy is
most sensitive to excitations that involve a change of the elec-
tric dipole moment. In Mott insulators, these are in particular
intersite excitations such as excitations across the Mott gap,
here |d}d}) — |d?d}) with sites i and j, or charge-transfer
processes |3p%,5d3.) — 13p2,5dg.) [62-64]. Compared to
these strong absorption bands, on-site d-d excitations are
observed as weak features [23,65-70]. In the presence of in-
version symmetry, on-site d-d excitations are parity forbidden
by the Laporte rule. This can be circumvented by means of

a phonon-assisted process in which the additional creation
or annihilation of an odd-symmetry phonon breaks inversion
symmetry. Additionally, we have to consider the spin selection
rule AS = 0. In a spin-only picture of the t23g configuration of a

Re*t ion in K,ReClg, the local ground state exhibits § = 3/2,
while all excited states show § = 1/2; hence all excitations
within the tgg manifold are spin forbidden. However, these
excitations may acquire finite spectral weight due to spin-orbit
coupling or in a magnetic dipole transition. Combining parity
and spin selection rules, the spectral weight of on-site d-d
excitations in K,ReClg is orders of magnitude smaller than
for strong, directly electric dipole allowed transitions. Never-
theless such weak on-site d-d excitations can be studied very
well in transmittance measurements on single crystals with an
appropriate thickness; see Sec. III B.

A. RIXS on K;ReClg

The resonance behavior observed in RIXS allows us to
assess the character of the electronic excitations in K,ReClg,
i.e., to distinguish intra-#,, features, f,,-to-e, excitations and
charge-transfer excitations. Figure 2(a) depicts a resonance
map, i.e., an intensity plot of RIXS spectra for different in-
cident energies. The data have been measured at 7 = 300 K
for transferred momentum q = (7.4 7.4 5.9). We find that the
resonance enhancement of the RIXS intensity is peaking at
E;, = 10.534 keV and 10.5375 keV, while the energy loss
does not depend on Ej,. Cuts through the resonance map at
these two incident energies are shown in Fig. 2(b). The two
resonance energies can be attributed to #,, resonance and e,
resonance, i.e., enhancement of the RIXS intensity if Ej, is
tuned to promote a 2p core electron to either a f,, or an e,
orbital, respectively.

The two low-energy peaks at 1.0 and 1.8 eV display 1, res-
onance and therefore can be assigned to intra-f,, excitations.
The energy resolution of 295 meV does not allow us to resolve
any substructure of these two peaks in the RIXS data. The
strong feature peaking at 3.5 eV shows e, resonance and cor-
responds to excitations from |13,) to |t7,e,). This assignment
is supported by the difference between the two resonance
energies, (10.5375 — 10.534) keV = 3.5 eV, which provides
an approximate measure of the cubic crystal-field splitting
10Dgq. Charge-transfer excitations set in at about 5 eV. They
correspond to promoting an electron from the ligand CI p shell
to either Re 1, or e, orbitals, |3p&,5d3,) — 13pg,5d,). Ac-
cordingly, the respective RIXS peaks at about 6.5 and 8.5 eV
exhibit 1, or e, resonance.

Previously, such a coexistence of #,, resonance and e, reso-
nance of charge-transfer excitations has been reported in, e.g.,
5d?> Ba,YReOg [24] and the sister compounds 54 K,OsClg
[23] and 5d° K,IrBrg [61]. Compared to K,OsClg [23], the
charge-transfer peaks are roughly 0.5 to 0.8 eV higher in
energy in K;ReClg, while the value of 10Dg is very sim-
ilar. Concerning the intra-, excitations, our RIXS data of
K,ReClg resolve the two energies 1.0 and 1.8 eV, while
a splitting into four peaks at somewhat lower energies has
been reported in RIXS on the 5d? osmates Ca;LiOsOg and
Ba;YOsOg [35]. All five intra-t,, energies are revealed by our
optical data, which we address in the next section.
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FIG. 3. Optical data of K,ReClg. (a) Transmittance 7 (w) for a
sample thickness d =471 pm at 18 and 300 K. The data reveal
weak excitations within the tfg subshell, while the onset of exci-
tations across the Mott gap at A, = 2.7 eV at 18 K marks the
upper energy limit of the transparency range. The inset highlights
Fabry-Pérot interference fringes. (b) Refractive index n(w) extracted
from Fabry-Pérot interference fringes in 7 (@) (symbols). Note that
n(w) is nearly constant below the gap. Dashed: empirical fit using
the Cauchy model. Lines: Kramers-Kronig-consistent fit using an
oscillator model with an infrared-active phonon at E,;, = 39 meV
and a Tauc-Lorentz oscillator with the measured gap A, = 2.7 €V.

B. Optical conductivity of K,ReClg

The experimental task is to obtain the complex opti-
cal conductivity o (w) = o1(w) + iox(w) or, equivalently, the
complex index of refraction N(w) = n(w) + ik (w), with o1
nk. To address the very weak on-site d-d absorption features
in the frequency range below the Mott gap, we employ the
sensitivity of the transmittance T (w), which depends expo-
nentially on « (w); see Fig. 3. In contrast to x (w), the real part
n(w) is not very sensitive to weak absorption bands. In the
transparency range x < n, Fabry-Pérot interference fringes
are observed in 7' (w) due to multiple reflections within the
sample. From the fringes we determine the optical path length
n(w)d and hence the real part n(w); see Fig. 3. As expected,
n(w) shows the nearly constant behavior that is typical for
an insulator below the gap. Sufficiently far above the phonon
range, the small positive dispersion can be described empiri-
cally by the Cauchy model, n = a + /A% + y /A%, where A
denotes the wavelength and «, B, and y are fit parameters
(dashed lines in Fig. 3).

1. Assignment of intra-t,; excitations

The real part of the optical conductivity o1(w) of K,ReClg
is plotted in Fig. 4. We focus on temperatures higher than
Ty = 12 K to avoid the additional complexity arising from
magnetic order; see Appendix A. We observe three different
kinds of excitations: the onset of excitations across the Mott
gap at about 2.7 eV at 18 K, a series of weak phonon-assisted

0.8+ K,ReClq E 1.0} || K.ReCly T=50K ]
G K,0sClg
18 K < 05l
g 06 35K 2
50 K 3 0.0 L 1
g 100 K © 705 1.0 15
% 041 150 K Energy (eV)
5
02+
0.0 s . , .
0.5 1.0 15 20 25
Energy (eV)

FIG. 4. Optical conductivity o;(w) of K,ReClg below the Mott
gap for several temperatures. The onset of excitations across the Mott
gap is at 2.7 eV at 18 K. Below the gap, there are phonon-assisted
intra-t,, excitations in the range from 0.9 to 2 eV. Above 2 eV, we ob-
serve weak overtones, i.e., intersite pair excitations that correspond
to two intra-f,, excitations on neighboring sites. Inset: comparison of
intra-1,, excitations of K,ReClg and its d* sister compound K,0sClg
[23]. From the latter, a small constant offset has been subtracted.

intra-f,, excitation bands between 0.9 eV and 2 eV that are
in agreement with the corresponding RIXS peaks centered
at 1.0 and 1.8 eV and with previous optical results [45,46],
and even weaker features above 2 eV that can be attributed
to double excitations, i.e., combinations and overtones of the
intra-t,, excitations, as discussed below. Overall, the values of
o1(w) are very small below the gap, reflecting the infrared-
forbidden character of the intra-f,, excitations [65,66]. The
weak spectral weight of excitations that are both spin forbid-
den and parity forbidden is most strikingly illustrated by data
on compounds where both spin-forbidden and spin-allowed
excitations are observed, such as 3d> VOCI [68] or 3d> Cr
compounds [69]. Furthermore, it is instructive to compare
K;ReClg with the 5d* J =0 compound K,OsClg [23]; see
inset of Fig. 4. In the absence of spin-orbit coupling, the cubic
tfg configuration would show an S = 1 ground state and S = 0
excited states, i.e., spin-forbidden excitations. Most of the
features in J = 0 K,OsClg are as weak as in K;ReClg. How-
ever, K,OsClg also exhibits a stronger band around 0.6 eV
that corresponds to the excitation from J = 0 to 2, reflect-
ing the prominent role of strong spin-orbit coupling for this
absorption feature. This comparison gives a first hint for a
smaller effect of spin-orbit coupling for the t23g configuration
of K2R€C16.

Our focus is on the intra-f,, excitations of K;ReClg. In
total, there are 20 5, states. In cubic symmetry and neglecting
spin-orbit coupling, these are split by Coulomb interactions
into four multiplets, i.e., the high-spin § = 3/2 *A, ground
state and the three low-spin S = 1/2 excited states 2F, %1y,
and %T»; see Fig. 5. In the #,-only Kanamori scheme, i.e.,
for a cubic crystal-field splitting 10Dg = oo, the excitation
energies are 3J5T for the 2E and 27y multiplets and 5J8T
for 2T, [71-73], where Jﬁff denotes Hund’s coupling in the
Kanamori scheme [72] (see Sec. III C 1). From the peak en-
ergies observed in RIXS, 1.0 and 1.8 eV, we obtain a rough
estimate J&f ~ 0.35 eV. For finite 10Dg, in a model con-
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FIG. 5. Energy level diagram for the d* configuration. (a)—
(c) Using QUANTY [47,48], the cubic multiplet energies were
calculated as a function of cubic crystal-field splitting 10Dg, spin-
orbit coupling ¢, and interelectronic Coulomb interaction in terms
of the Slater integrals F? and F*. The latter is captured by Jy =
1/14(F? 4 F*). Panel (a) uses Ju = { = 0 and shows the 17, states
at E = 0and t;; "¢, states at higher energy. (b) Coulomb interactions
lift the degeneracy of the t23g states. (c) Effect of ¢. Orange symbols:
intra-1,, energies taken from o/ (w) and the #,,-to-e, excitation energy
of 3.3 eV observed in RIXS. Their position on the ¢ axis marks
the value obtained from a fit (see Sec. IIIC2). For the e, states,
the maximum of the broadened RIXS response was chosen, lying
between the second and third energy levels. (d) Effect of a tetragonal
crystal field. Circles highlight the splitting of the lowest and highest
intra-f,, excitations.

sidering the entire d shell [72], this corresponds to Jy ~
Jﬁff/O.77 ~ 0.45 eV; see Fig. 5(b).

Finite 10Dgq lifts the degeneracy between E and 2T}, while
spin-orbit coupling splits both 7} and *75 into a quartet and
a doublet. Altogether, this yields five excited states within the
té’ manifold. In Bethe notation, the ground state is given by
I's while the five excited states are described by I'g, I's, I,
I'7, and T's; see Fig. 5 and Appendix B. In the optical data, the
spin-forbidden character of the intra-f,, excitations yields nar-
row absorption lines that allow for an accurate determination
of all five electronic excitation energies Ey; for i = 1-5; see
Fig. 6. As explained in the next paragraph, we find Ey ; = 948,
1107, 1164, 1723, and 1901 meV, in agreement with previous
results [45,46].

2. Sideband features of the intra-t,; absorption bands

For each absorption band, o;(w) shows a series of peaks;
see Fig. 6. However, the energies Ej ; can be identified based
on the common peak structure that becomes evident by plot-
ting the five intra-t,, absorption bands on the shifted energy
axis E — Ey;, as done in Fig. 7 for 18 K and in Appendix A
for 6 K, below Ty. These plots illustrate the existence of the
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FIG. 6. Temperature dependence of intra-f,, excitations. Both
panels depict o (w) over a range of 0.5 eV. The multipeak structure
and the temperature-driven increase of spectral weight indicate the
phonon-assisted character; see Fig. 7. Vertical dashed lines denote
the bare electronic energies E ; for the excited states I'g at 948 meV,
I's at 1107 meV, I'¢ at 1164 meV, I'; at 1723 meV, and I'g at
1901 meV. The tiny feature at 1959 meV (633 nm) is an artifact from
a HeNe laser used to calibrate the energy of the Fourier spectrometer.

following three distinct mechanisms. First, we observe very
weak magnetic dipole transitions at Ey; [45,46], where Ey ;
denotes the zero-phonon electronic energy of band i. Second,
the spectra show phonon-assisted excitations [65-67,74] at

16 mey 20 MeV Eoq= 948 meV
05} E,, = 1107 meV 1
E o4} Eou= 1723 meV 1
g ~ 39 meV Eys = 1901 meV
=03 5/mev ‘ ]
B o /“
J ]
i : —> b 1
0 20 40 60 80 100

Energy - Ey; (meV)

FIG. 7. Common peak structure of intra-f,, excitations at 18 K.
Data of the five absorption bands i = 1-5, see Fig. 6, are plotted
as a function of E — Ey; to highlight the common energies of the
symmetry-breaking phonons with E,, =5, 16, 20, and 39 meV
(vertical dotted lines) that yield peaks at Ey; 4+ Ey,. Moreover, the
plot shows the Franck-Condon phonon sidebands at Ey ; + Epn + Ey,,
with E,,lg ~ 44 meV (arrows). Note that the excitations at Ep, =
1107 meV and Ey 3 = 1164 meV are close in energy (light blue and
orange). To disentangle the corresponding features, the lines have
been cut at 1159 meV, i.e., at 52 meV for Ej, and —5 meV for E 3.
The corresponding plot for 6 K, below Ty, is given in Appendix A.
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FIG. 8. Temperature dependence of o(w) around 1.7 eV.
(a) Closeup of o;(w) highlighting the thermal population of the
phonon mode with Ey, = 39 meV that yields an intra-f,, excitation
at Eg 4 — Ep, for Ep4 = 1723 meV. For each temperature, an offset
has been subtracted that was fixed outside the absorption band, as
described for Fig. 9. Vertical black lines denote the energy range
used for the integration to calculate the spectral weight. (b) Spectral
weight of the phonon-assisted feature shown in (a) (symbols). Red
line: fit using a Bose occupation factor with £, = 39 meV.

Ey; + Ep, with phonon energies Epy, of about 5, 16, 20, and
39 meV. These phonon energies agree with the temperature
dependence of the spectral weight, as discussed below. Third,
vibronic Franck-Condon-type absorption peaks with smaller
spectral weight are observed at Ey; + Epn + E,,, With E, ~
44 meV.

The upper three energies Ep, = 16, 20, and 39 meV of
symmetry-breaking phonon modes can be motivated by con-
sidering a single regular ReClg octahedron. It exhibits three
odd-symmetry normal modes of vibration that break the in-
version symmetry on the Re site and hence contribute to
phonon-assisted absorption [45,46]. The additional mode at
about 5 meV has to be identified as a lattice phonon mode.
Far-infrared data reported a phonon at 5.3 meV that becomes
infrared active by backfolding below 103 K [41]. Note that the
symmetry-breaking modes do not have to be at the I point,
i.e., they do not have to be infrared active.

The phonon-assisted scenario is supported by the temper-
ature dependence of the spectral weight. At low temperature
such as 18 K, the spectra show absorption peaks at Eo ; + Epp
in which a phonon and an electronic excitation are excited
simultaneously. With increasing temperature, the spectral
weight grows at Eg; — E,p, due to phonon-annihilation con-
tributions, giving rise to a temperature-induced increase of
the spectral weight in particular on the low-energy side of
each band. For, e.g., Ey.4 = 1723 meV, the integrated spectral
weight around Ej 4 — 39 meV reveals a Bose factor that agrees
with a phonon energy of 39 meV; see Fig. 8. A quantitative
analysis of the total integrated spectral weight of the absorp-
tion bands will be discussed in Sec. III B 3.

In contrast to the peaks at Eg; & Ep, that reflect the
phonon-assisted excitation mechanism, the vibronic Franck-
Condon type phonon sidebands at Ep ; + Eph + Ey,, arise due
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FIG. 9. Spectral weight as function of temperature. (a) Spectral
weight (symbols) of the absorption bands with E; within the given
integration ranges. Note that the data of the close lying bands with
Ey, and Ej3 have been integrated together (blue). The data for
Ey =948 meV (black) and Eys = 1901 meV (green) nearly fall
on top of each other. In each case, the data show the characteristic
temperature dependence of a phonon-assisted process, as shown by
the fits (red lines) following Eq. (1) with four phonon modes at
Egh i =5, 16, 20, and 39 meV. For each temperature, a linear offset
has been subtracted from o, (w) that was fixed outside the absorption
bands, i.e., at 755 and 1275 meV for Ey; to Ey3 and at 1400 and
2040 meV for the upper two bands. Vertical dashed lines denote
the structural transition temperatures. (b) The normalized spectral
weights of the four integration ranges plotted in (a) collapse to a
single curve, corroborating the common phonon energies.

to the finite coupling of the electronic excitations to the lattice.
A change of the orbital occupation upon electronic excita-
tion implies that the lattice is not necessarily in its ground
state anymore. This yields a vibronic character of the modes,
i.e., mixed electronic and vibrational character, which drives
phonon sidebands according to the Franck-Condon principle
[67,74]. Considering the dominant contribution [45,46,75] for
a t23g configuration in a regular octahedron, both the electronic
ground state and the excited states exhibit cubic symme-
try. Preserving cubic symmetry, the lattice may relax via a
Raman-active breathing mode of the ReClg octahedron with
a1g symmetry, changing the Re-Cl distance. In Raman scatter-
ing, the a;, mode has been observed at 42 meV [44], in good
agreement with our result. Note that our optical data probe
the Raman mode in an electronically excited state, which may
cause small shifts of the phonon energy. Moreover, the local
character of the excitation averages over the dispersion across
the Brillouin zone.

3. Spectral weight

Figure 9(a) shows the integrated spectral weight of the
different absorption bands as a function of temperature. The
plot depicts data for four different frequency ranges. Three of
them correspond to the distinct absorption bands around Ej j,
Ey.4, and Ey 5, while the fourth data set shows the cumulative
spectral weight of the two close-lying bands around Ey, =
1107 meV and Ey 3 = 1164 meV; see Fig. 6. The integration
ranges are given in Fig. 9. They were chosen sufficiently large
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FIG. 10. Intersite d-d overtones in o;(w) of K,ReClg. Above
the highest intra-t,, excitation with Eys = 1901 meV, we observe
peaks at energies that (nearly) coincide with the sum Ey; + E ;
of two intra-t,, excitation energies. Hence these features are not
phonon assisted but directly infrared active, in agreement with their
temperature dependence. Still also these higher-order excitations
show a Franck-Condon sideband of the a;, breathing mode with
E,, = 44 meV (arrows; cf. Fig. 7).

to capture the spectral weight of both phonon-creating and
phonon-annihilating processes. For a phonon-assisted pro-
cess, we can describe the spectral weight of a feature located
between w; and w, as

w2 E
SW = /w o (w)dw = a + Xk:ﬁk coth <2]§’;‘;> (1

1

where Ep, ;i denotes the energies of the odd, symmetry-
breaking phonon modes and « and B; are fit parameters.
Based on the four phonon energies Epyx =5, 16, 20, and
39 meV discussed in connection with Fig. 7, we find good
agreement between model and data; see Fig. 9. Furthermore,
the curves of the normalized spectral weight nearly lie on top
of each other, with the largest deviation of 5% observed at 300
K; see Fig. 9(b). This stresses the common energies Ep, ¢ of
the relevant phonon modes.

4. Overtones or double d-d excitations

According to RIXS, excitations to e, orbitals require an
energy larger than 3 eV, as discussed above. Having identified
the five expected intra-t,, excitations below 2 eV, the series
of weak absorption features between 2.0 and 2.4 eV at first
sight comes as a surprise; see Fig. 10. The key to their as-
signment as double d-d excitations, with the two excitations
located on adjacent sites, is provided by the peak energies.
At 18 K, the values of 2063, 2115, 2221, and 2273 meV agree
within 2 to 8 meV with the sums Ey ; + Ey ; for (i, j) = (1, 2),
(1,3), (2,2), and (2,3), respectively, revealing the combination
and overtone character [76] (see also [45,77]). Note that the
lowest peak of this series is expected at 2Ep ; = 1896 meV,
overlapping with the band of the I's term around Eys =
1901 meV. Like the single-site d-d excitations at Ey ;, these
overtones show a Franck-Condon-type phonon sideband that
corresponds to the 44 meV a;, mode; see arrows in Figs. 10
and 7.

The overtone peak energies may deviate from the sum of
two single-site excitation energies due to interaction effects.
In K,>ReClg, these deviations do not exceed 8 meV or 0.4%, a
remarkably small value that reflects once more the small cou-
pling of these intra-t,, excitations to the lattice. The excitation
energies are mainly determined by Jy and ¢, and even on two
adjacent, unconnected ReClg octahedra the two excitations
hardly interact. Similar overtones of intra-t,, excitations have
been reported in the 5d sister compound K,OsClg [23], in 3d
orbitally ordered YVO; [68], and in the 4d Kitaev material
«-RuCls. In the latter, both double and triple excitations were
observed [70].

With the peak energies coinciding with the sums Ep; +
Ey,j of the purely electronic zero-phonon energies, these fea-
tures are directly infrared allowed, i.e., not phonon assisted.
This is supported by their temperature dependence, which
lacks the temperature-driven increase of spectral weight de-
scribed by Eq. (1). Previously, the finite spectral weight of
these overtones has been attributed to quadrupole-quadrupole
interactions between neighboring Re sites [76]. In this sce-
nario, the spectral weight is enhanced by some mixing
between the overtones and the single-site excitation at Ey 5 =
1901 meV and this mixing has been claimed to explain
the decrease of intensity of the overtones with increasing
separation from Ej s. In the sister compound K,OsClg, how-
ever, the intensity of the overtones is not correlated with the
distance in energy to single-site d-d excitations [23]. Alter-
natively, we consider a hopping-based mechanism related to
superexchange. Lorenzana and Sawatzky [78,79] described
an analogous process for magnetic excitations. In an anti-
ferromagnet, the exchange of two spins on adjacent sites is
equivalent to a double spin flip. This excitation may gen-
erate an electric dipole moment if inversion symmetry is
broken on the bond between the two sites. In other words,
a finite dipole moment arises if the matrix elements for the
corresponding electron transfer from site i to site j and vice
versa are different. In the case of inversion symmetry, finite
spectral weight of such a double spin flip can be caused
by a phonon-assisted process, the so-called bi-magnon-plus-
phonon absorption [78-80]. For double orbital excitations,
both the direct process and the phonon-assisted version have
been observed [68,70]. In the cubic phase above 111 K,
K;ReClg shows inversion symmetry on the midpoint be-
tween two adjacent Re sites [43]. We attribute the larger
spectral weight at low temperature to the breaking of in-
version symmetry in the low-temperature phases. The finite
spectral weight above 111 K tentatively can be attributed to
fluctuations of octahedral rotations that according to Raman
scattering [44] give rise to a low-energy continuum of excita-
tions that extends up to about 12 meV, both at low temperature
and at 300 K.

5. Differences in line shape and temperature dependence

We established that the five absorption bands around Ej ;
share a common temperature dependence of the spectral
weight, see Fig. 9, and a common peak structure with o} (w)
atlow temperature peaking at Eo ; + Epn and Ep; + Epn + Eq,
with common phonon energies; see Fig. 7. However, a closer
look at the line shape reveals two different types of behavior
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that distinguishes the absorption bands i = 1 and 5 from those
with i = 2—4. The differences are apparent in the width of the
individual peaks, the spectral weight of the Franck-Condon
sidebands at Eg; + Eyp + E,,, and the precise temperature
dependence of the peak energies and peak heights. We address
these points in the following.

The width of the individual peaks is larger for i = 1 and
5 than for i = 2-4. Below 111 K we have to consider de-
viations from cubic symmetry. Figure 5(d) shows that, e.g.,
a tetragonal crystal field yields clear splittings for i = 1 and
5. In contrast, deviations from cubic symmetry cannot split
the Kramers doublets for i = 3 or 4. For the quartet i = 2 we
calculate a tiny splitting for finite ¢. This band is related to the
2E multiplet for ¢ = 0, which does not split in a tetragonal
crystal field. The noncubic symmetry hence is a plausible
explanation for the larger width for i = 1 and 5. Note that
our optical data do not resolve a peak splitting; we only find
a larger width. Therefore, the noncubic crystal-field splitting
has to be small. Similarly, Raman data of the phonon modes
at low temperature could not resolve a peak splitting [44].
Instead, the Raman data show a low-energy continuum that
points towards rotary fluctuations of the orientation of the
ReClg octahedra. This scenario agrees with an enhanced peak
width in oy (w) fori = 1 and 5.

The spectral weight of the Franck-Condon-type phonon
sidebands at Ey; + Epy + Ey,, is larger for i = 1 and 5; see
Fig. 7. This also affects the line shape at elevated temper-
atures. For i = 3 and 4, the spectral weight with increasing
temperature mainly rises on the low-energy side (see above).
We expect the same behavior for i = 2 but this is covered
by the overlap with i = 3. In contrast, the spectral weight for
i =1 and 5 is also enhanced on the high-energy side, in the
range of the Franck-Condon sidebands. These even-symmetry
Franck-Condon-type phonon sidebands should not be con-
fused with the odd-symmetry mode that breaks the inversion
symmetry in the phonon-assisted process; see Sec. III B 2. If
an electronic excitation yields a sizable change of both the
orbital occupation and the corresponding charge distribution,
the phonon sidebands dominate the spectral weight and de-
termine the line shape in the optical data [67]. Moreover, the
existence of several phonon modes, all of them showing dis-
persion, typically washes out the detailed sideband structure in
crystalline samples, giving rise to a broad featureless peak in
o1(w) [67,68]. The broader line shape of i = 1 and 5 in com-
bination with the larger spectral weight of the Franck-Condon
sidebands thus indicates that these excitations correspond to a
stronger change of the orbital occupation. In contrast, a nearly
pure spin flip with little change of the orbital occupation
exhibits a very small coupling to the lattice and the spectral
weight in the Franck-Condon sidebands is suppressed. In
5d K,;ReClg with well-separated ReClg octahedra, the very
narrow peaks for i = 2—4 underline the marginal coupling to
the lattice. The data for i = 2—4 qualify as a textbook exam-
ple of on-site d-d excitations with a predominant spin-flip
character.

Concerning the temperature dependence, Streltsov and
Khomskii [4] speculated that one of the phase transitions
of K;ReClg could be related to a spin-orbit-induced Jahn-
Teller splitting. In the optical data, temperature-related effects
are rather subtle above Ty. For instance, Fig. 6 does not
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FIG. 11. Temperature dependence of the refractive index n(w)
and of the intra-t,, energies. (a) n(w) extracted from the energies of
two Fabry-Pérot interference fringes at around 0.75 and 1.6 eV with
order minge = 979 and 2131, respectively. The curve of n of the latter
has been shifted down by 0.021 to facilitate comparison. (b)—(d) Peak
energies Ey; + Ey, for i =2, 3, and 4 and two different phonon
modes. Symbols have been shifted as indicated in the panels. (e) Peak
energies of the overtones at £y ; + E ; for (i, j) = (1, 2), (2,2), and
(2,3). In all panels, vertical dashed lines indicate the temperatures of
the structural phase transitions, i.e., 77, 103, and 111 K.

show pronounced qualitative changes of oj(w) through-
out the entire temperature range and the spectral weight
shows a smooth evolution with temperature; see Fig. 9(a).
The structural changes hence hardly affect the matrix el-
ements of the phonon-assisted processes. The refractive
index n(w) in the studied frequency range is governed by
the spectral weight of the higher-lying electronic interband
excitations. The temperature dependence of n(w) is exem-
plified for two frequencies in Fig. 11(a). The data suggest
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FIG. 12. Value of o|(w) at the peak maximum for the band
around Ep; = 948 meV. Left: zoom in on o,(w) around the peak
at Eo; + Epn. A background has been subtracted, as discussed for
Fig. 9. Right: the increase of the peak maximum at high temperature
reflects the increase of the spectral weight; see Fig. 9. In view of the
spectral weight, the opposite behavior of the peak maximum below
77 K indicates a change of the linewidth. Vertical dashed lines mark
the temperatures of the structural phase transitions.

small changes of the slope drn/dT but do not show strong
effects.

The clearest signatures of deviations from cubic symmetry
below 111 K are detected in the peak energies. We focus
on the bands with i =2 to 4 since these allow us to track
the individual peaks up to 300 K. In Figs. 11(b)-11(d)
we compare the peak energies Eo; + Eyp, considering two
different phonon energies Ep,. In all three panels, the
energies continuously harden by 2.5 to 3 meV from the
highest phase transition temperature 111 K down to low
temperature. Note that the shift amounts to about 0.2% of
the energy, a tiny effect. In each panel, both curves show a
very similar shift, even though the phonon energies differ
by about a factor of 2. Moreover, the phonon energies in
general are expected to exhibit a larger softening above
100 K due to thermal expansion. We thus conclude that the
observed behavior below 111 K predominantly reflects the
temperature dependence of the electronic energies Ey ;. This
is corroborated by the peak energies of the double excitations
at Eo1 + Eo2, 2Ep2, and Ey, + Ep3; see Fig. 11(e). The
temperature-induced shift of the overtones below 111 K
amounts to about 5 meV, i.e., it is twice as large as the shift
of the single modes. This common increase of the excitation
energies Ej ; strongly suggests a lowering of the ground state
energy by about 3 meV from 111 K to low temperature.

The peak energies of the bands with i =1 and 5 show
larger shifts as a function of temperature. For these bands,
however, the larger coupling to the lattice implies a larger role
of phonons for the line shape, impeding the determination of
the temperature dependence of the pure electronic energies.
Instead, we address the peak height, i.e., the value of o} (w) at
the peak. For i = 2—4, the peak height increases with increas-
ing temperature, in agreement with the increase of the spectral
weight; see Fig. 6. In contrast, the peak height for i = 1 and
5 decreases from low temperature up to the phase transition
temperature 77 K; see Figs. 6 and 12. This points towards a
change of the linewidth.
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FIG. 13. Absolute energies of the t23g states and ground state wave
function for 10Dg = oo. (a) To obtain excitation energies, the ground
state energy E, (lowest line) has to be subtracted; see Eq. (2). For
¢° = 0, the ground state is at zero while the excited states are at 3J5T
and 5J8T. Spin-orbit coupling mixes some of the states (solid lines)
while other states remain unaffected (dashed), giving rise to, in total,
four excitation energies. The best agreement with experiment (sym-
bols) is obtained for ¢°T /J&T = 0.82 with J§T = 343 meV. Numbers
in the right panel denote the number of states. Note the change in
scale of the horizontal axis from ¢° /JST in the left panel to J&IT /¢
in the right panel. This is accompanied by a change of the energy
scale, which is given in units of J&T on the left and ¢°" on the right.
(b) Squared amplitudes of the three contributions to the ground state
wave function corresponding to the solid lines in (a).

C. Determination of electronic parameters

Based on the results from RIXS and optical spectroscopy,
we turn our focus to the quantitative analysis of the multiplet
energies and the effect of spin-orbit coupling on the electronic
ground state. Considering a single site in cubic symmetry, the
electronic energy levels are determined by the cubic crystal-
field splitting 10Dg, the interelectronic Coulomb interaction
captured by the Slater integrals F2 and F*, and spin-orbit
coupling ¢. The Slater integrals can also be expressed in terms
of Hund’s coupling Jy = 1/14(F? 4 F*) within the entire 54
shell [72]. Using QUANTY [47,48], we calculate the effect of
these parameters on the 5d° energy levels; see Fig. 5. As
mentioned in Sec. IIIB 1, Jy splits the 20 tgg states into the
cubic multiplets *A,, 2E, 2T}, and 2T, while ¢ gives rise to
a further lifting of degeneracies, yielding the terms I's (four
times), I'¢, and I';.

1. ty,-only limit for 10Dg = oo

We start the quantitative analysis within the f,,-only
Kanamori picture for 10Dg = oo, neglecting any admixture
of e, states. This approximation is often chosen in theory, for
instance in the discussion of the possible role of the Jahn-
Teller effect [4]. The matrix elements describing the mixing of
the cubic tgg multiplets due to spin-orbit coupling have been
reported in, e.g., Refs. [71,81], reducing the problem to two
5 x 5 matrices that we address in Appendix B. The #,,-only
picture shows four excitation energies. As discussed above,
the degeneracy between the 2E and 27; states is not lifted for
10Dg = oo and ¢ = 0. Figure 13 plots the absolute energies,
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covering both limits, LS coupling for ¢ /J§" — 0 and jj
coupling for ¢°f/J& — oco. Three of the absolute energies
[solid lines in Fig. 13(a)] are given by

En_3+5 T

Jr 3 3
1 4(284 — 372) n
x cos|—arccos| ———— |+ 27—, (2)
3 73 3

withn =0, 1, and 2 and

o fpas 30T
T=2/3"45-3x54+3[==] . 3)

2 U

The expression of t reflects the energies in the limits
¢ /gt — 0 and ¢°T/JET — o0o. Two further absolute en-
ergies equal 3J°T and 5JT (dashed lines), unaffected by
spin-orbit coupling. Note that E; > E, and that the excitation
energies are obtained by subtracting the ground state energy
Ey. The states at 3Jflff and SJﬁff (dashed lines), not mixing with
the S = 3/2 “A, multiplet, correspond to the absorption bands
with narrow features, i = 2—4, while the states with » = 1 and
2 (solid lines) can be identified with the broader bands for
i = 1 and 5 in the optical conductivity.

The best description of the five experimental intra-t,, ener-
gies Ey ; is achieved for ¢ /JET ~ 0.8 with J&T = 343 meV;
see symbols in Fig. 13(a). This ratio falls within the range of
intermediate coupling. It is about a factor of 2 too small to
cause a pronounced Jahn-Teller effect; see Fig. 1.

The description of the experimental peak energies is rea-
sonable but not excellent, as illustrated in Fig. 13(a) and by
the following example. The energy scale J&f = 343 meV is
given by SJﬁff ~ Ey4 = 1723 meV. This predicts a splitting
of about 0.7 eV between the states at roughly 5J5T and 3J¢T,
which is substantially larger than the corresponding exper-
imental values Ep4 — Ep3 = (1723-1164) meV = 559 meV
and Ep 4 — Epr = (1723-1107) meV = 616 meV. To achieve
a better description of the experimental data, the effect of
higher lying states has to be taken into account.

2. Parameters for the entire d shell

Going beyond the 7,,-only model, we consider the entire
5d shell and fit the five intra-f, energies Eo; taken from
o1(w) and the energy of the RIXS peak at 3.3 eV. Using the
widely employed value F*/F? = 36/55 (equivalent to Racah
C/B = 4), the best agreement is found for 10Dg = 3.25 eV,
¢ =290 meV, and F? =3.93¢V. This yields Jy = 464 meV
and ¢ /Jy = 0.625, i.e., intermediate coupling. Note that we
can also obtain J& = (3/49)F? + (20/441)F* ~ 0.36 eV
from these parameters, in good agreement with the analysis
described above. The fit yields Eé“, = 945, 1064, 1132, 1773,
and 1901 meV for the intra-t,, excitations and 3.31 eV for the
Ihe-to-e, transition; see symbols in Fig. 5.

While Ey; and Ej s are described within 3 meV, the fit
underestimates Ej , and Ej 3 but overestimates Ep 4 by about
3-4%. This corresponds to the difficulty discussed for the
I,-only model concerning the comparably small experimen-
tal splitting between the states attributed to about 5/ and
3JET. A decrease of 10Dg indeed lowers Ej 4 more strongly
than Eg3 and Ep», i.e., the admixture of e, states reduces
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FIG. 14. Comparison of experimental and simulated RIXS data.
Red symbols: RIXS result for Ei, = 10.534 keV. Solid blue line:
RIXS spectrum simulated using QUANTY for 10Dg = 3.25 eV, ¢ =
290 meV, and Jy = 464 meV for Voigt oscillators with 10 meV
width. Dashed blue line: same data using a Voigt line shape where
the width of the Gaussian part is set to the experimental resolution of
295 meV, while the width of the Lorentzian contribution is 10 meV
for the intra-t,, excitations and 300 meV for excitations to e, states
above 3 eV. The total intensity is scaled to agree with the experimen-
tal data at the maximum. Note that the charge-transfer excitations at
higher energies are not included in the simulation.

the splitting but does not yet yield perfect agreement for the
appropriate value of 10Dgq that is fixed by the RIXS data. The
description of the experimental peak energies can be further
improved by, e.g., considering the ratio F*/F? as a fit parame-
ter or by allowing for charge-transfer processes to the ligands,
which adds further fit parameters. We refrain from following
this path since it has no profound impact on the result for
¢ /Jy. Overall, our result is supported by a comparison of
the experimental RIXS data and a spectrum calculated with
QUANTY; see Fig. 14. For the parameters stated above, we
find good agreement. Considering the experimental resolution
of 295 meV, energy and line shape of the on-site Re d-d
excitations are well reproduced.

3. Effect of spin-orbit coupling on the ground state

Beyond spin-orbit coupling or ¢ /Jy, the effective magnetic
moment of the 54° configuration is affected by the cubic
crystal-field splitting, by deviations from cubic symmetry, and
by exchange interactions [82]. The latter can be expected to be
particularly relevant in K,ReClg due to the strong exchange
frustration of the fcc lattice [10]. However, exchange interac-
tions will be rather small due to the large Re-Re distance. The
admixture of e, states for finite 10Dg reduces the effective
moment, which is 2,/S(S 4 1)u; for ¢ = 0, approximately by
the factor 1 — (4/3)¢/10Dgq [66], which in K;ReClg equals
0.88 according to our results. In the following, we focus on
the effect of spin-orbit coupling.

For ¢ = 0, the ground state is given by the S = 3/2 %A,
multiplet with quenched orbital moment. In this state, each #,,
orbital is occupied by one electron. It is not split by noncubic
distortions. Finite spin-orbit coupling causes an admixture of
higher-lying states, in particular of the 27> multiplet, which is
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the one highest in energy; see Fig. 5. This adds orbital moment
and drives the Jahn-Teller activity. For an intuitive picture, we
employ the f,,-only Kanamori model.

The five energies have been described in Sec. IIIC 1
and the eigenstates and expectation values of L, are dis-
cussed in Appendix B. The ground state exhibits contributions
from all four cubic t23g multiplets but can be written as a
superposition of three terms and their weights or squared
amplitudes are depicted in Fig. 13(b). In leading order, the
weights of the admixed states increase like (1/25) (¢°f /JgT)?
and (1/180) (¢° /J&T)*. For ¢°/J&T = 0.8, as we find for
K;,ReClg, more than 97% of the weight is still contributed by
the A, multiplet. If we include the e, states and consider the
parameters obtained from the fit discussed above, we still find
93% of the ground state weight to be carried by the S = 3/2
multiplet.

We focus on the state showing S, = 3/2 for ¢ = 0. For
finite ¢, we find for the expectation values of L, and J, =
S, — L, in leading order

(L) ~ A (¢ /0, )
()~ 3 — (0 gty ©)

The finite expectation value of L, predominantly arises from
the admixture of the 7> multiplet into the ground state and
this multiplet is Jahn-Teller active. However, for ¢°T /J5ff =
0.8, we find (L;) ~ 0.027, which is a small value. In LS
coupling, S, and L, sum up to 3/2. The deviations from this
value describe the gradual transition to jj coupling. This
deviation increases slowly in fourth order in z° /Jﬁff. For
¢t /gt = 0.8, we find (J;) ~ 1.497, very close to 3/2. This
agrees with the result of a Curie-Weiss fit of the magnetic
susceptibility that finds an effective magnetic moment very
close to the value expected for a S = 3/2 compound [43].
Note, however, that our analysis is restricted to the Kanamori
model. Inspection of the energies in Fig. 13 shows that a
more pronounced change of the ground state character occurs
for JET /¢° ~ 0.5 in the right panel, which is equivalent to
¢ef/JE 2~ 2. Note that this agrees with the result of Streltsov
and Khomskii [4] for the range where a strong Jahn-Teller
effect sets in; see Fig. 1(b).

IV. CONCLUSION

For the half-filled 1, shell of K;ReCls, the effect of spin-
orbit coupling is more subtle than for 5d transition-metal
compounds with other electron configurations. We studied the
electronic excitations with RIXS and optical spectroscopy. In
the optical conductivity o} (w), the narrow, phonon-assisted
intra-t;, features qualify as textbook examples of on-site d-d
excitations. We find that spin-orbit coupling is sizable, { =
0.29 eV. In the often employed #),-only Kanamori model,
spin-orbit coupling causes an admixture of mainly 27, char-
acter into the ground state. The corresponding orbital moment
opens the door for Jahn-Teller activity, but the admixture
in leading order increases only quadratically, (¢ /Jy)?, and
¢/Ju =~ 0.6 is too small to drive a sizable Jahn-Teller distor-
tion. The S = 3/2 multiplet carries about 97% of the ground
state weight in the Kanamori picture. Additionally taking into
account the e, states, we find that 93% of the weight stems

from the S = 3/2 multiplet. However, spin-orbit coupling
may still leave its fingerprints, for instance causing anisotropy
gaps in the magnon dispersion as discussed for 5d° osmates
[36-39] or the pronounced magnetoelastic effects reported
for K;ReClg [43]. Concerning structural changes, we could
not resolve a noncubic splitting of the on-site d-d excitations
above Ty; the noncubic crystal field hence has to be small.
However, we find subtle differences in the line shape com-
paring the excitations to quartets that are expected to split
with the Kramers doublets that are insensitive to a noncubic
crystal field. The former show broader features and a stronger
coupling to the lattice. Moreover, our careful analysis of the
optical data provides evidence for a lowering of the ground
state energy by about 3 meV from the highest phase transition
temperature 111 K down to low temperature. The question of
whether the Jahn-Teller effect plays any role in the structural
phase transitions will have to be addressed by thorough struc-
tural studies. Still, our results firmly establish that such effects
can only be small.
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APPENDIX A: LINE SHAPE BELOW Ty

In a state with long-range antiferromagnetic order, the
spin-forbidden on-site d-d excitations may show magnon
sidebands. The joint excitation carries AS = 0 and does not
need to involve the excitation of a phonon, as discussed for,
e.g., compounds with 3d® Cr** ions [69]. However, magnon
sidebands have also been reported for phonon-assisted fea-
tures, both in Cr compounds and in K;ReClg [69,76,83,84].
Below Ty = 12 K, we observe a splitting of some of the
absorption peaks and this splitting is most pronounced for the
band with Ey 4 = 1723 meV; see bottom panel of Fig. 15. A
comparison of the line shape of the five absorption bands as a
function of E — Ey; at 6 K is given in the top panel of Fig. 15.

APPENDIX B: EIGENSTATES AND L,
IN KANAMORI MODEL

We stick to the f,,-only Kanamori model for analytic ex-
pressions of the energies and wave functions of the tgg states.
For ¢ = 0, Coulomb interactions yield the cubic multiplets
4A,,%E, Ty, and >T». The corresponding eigenstates are given
below in Sec. B 3, where we use 2E () and 2E(v) and, e.g.,
2Ty (u), 2Ty (v), and >T;(w) to distinguish states with orbital
degeneracy. The multiplets are mixed by spin-orbit coupling

Hi=¢ if, (BI)
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FIG. 15. Peak structure of intra-f,, excitations below Ty. Top:
comparison of the line shape of the five absorption bands at 6 K.
Bottom: temperature dependence of the band at Ey 4 = 1723 meV.

where 7 and 5 denote the orbital and spin angular momenta
of an individual electron. The problem decouples into two
5 x 5matrices [71]. Using x = ¢° /JEff the matrix for the ba-
sis states *A>(F1), 2E(v, F3), (v, F1), *Ti(w, £3), and
2Ty (w, £1) (see Sec. B 3) is given by

0 0 2x/4/6 0 x/V3
0 3 —x//3 0 —x/J/6
H =7 2x/v6 —x/v/3 5 —x/¥2 0 |,
0 0 —x/vV2 3 —x/2
x/vV3 —x/v6 0 —x/2 5
(B2)

while for the basis states 4A2(:|:%), 2E (u, j:%), 2Ty (u, :I:%),
2Ty (v, :F%), and 27 (u, q:%) it becomes

0 0 0 0 x
0 3 0 0 —x/v2

H, =J o 0 3 0 x/V2 (B3)
0 0 0 3 x/2
x  —x/2 x/V2 x)2 5

We will discuss H; first. The analysis of H; is very similar.

1. Solutions of H; for finite spin-orbit coupling

Among the five eigenstates in the subspace of Hj, there are
two states with constant energies, E(I'y) = 3J" and E(I'7) =
5J¢T; see Fig. 13. These states are given by

3 1 2 1
Ty = —=PE(v, F= \/jZT L= ),
=3l (2
\/TZT ! +\/§2T il (B4)
3 2 U,:Fz 3 2\ w, 2 )/
Additionally, we consider the states
1
4A2<:F§)>,
2 1 3 1
0= 3E(ow) e 3 ()
|>—\F2T : +\F2T +1)) )
0—32U,:F2 32W,2

based on which the problem further reduces to the following
Hamiltonian matrix that describes the mixing of I'g states:

IT'7)

la) =

0 0 X
H =J 0 3 —/5x/2 (B6)
x  —/5x/2 5

With n = 0, 1, and 2 and the eigenvalues E, given in Eq. (2),
the three eigenstates of H’ are described by

|n) = i(ly ﬁi En )7

a, \" 2 3T —E, ¢

5 E, 2 E, \*
o, = l + Z —3]13“ — E,, + F . (BS)

The ground state, or more precisely one doublet of the I'g
ground state quartet, explicitly reads

1 V5 E E
4 0 0
A = ~2 b .
2<]F2>> + 20 38T —E0| )+ o ;eff|c>

(B9)

(B7)

1

(&00]

0)

F5

For ¢ /J& = 0.8, appropriate for K;ReClg, the three am-
plitudes are 0.9858, —0.0462, and —0.1617. The expectation
value for L, in |O>:F% amounts to

2 2
E
_3(_ R +l( Eo ) (B10)
5\ 200 (3JET — Eo) 3\ apref

In leading order, the ground state energy Ey for small ¢° /J&f
is given by

<LZ):F

2=

1 (é-eff)Z

=TS

(B11)
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which gives the approximation
1 1 ;err [
0).1 ~ —| [*Ay =
o~ (72 ) G (V5
+ \F 1, (w, £
3 2 w’ 2 9
with By = /1 4 (¢ /5J¢7)2. The leading order contribution

to L, in |O):F% hence reads

1 {eff 2
Wedy %(,—) |

2. Solutions of H, for finite spin-orbit coupling

()

(B12)

(B13)

Also in the subspace of H, there are two states with con-
stant energies E(I'¢) = E(I'g) = 3J¢M; see Fig. 13. These read

o) \/TZT Ll \/EZT 1
= —_ R —_ —_ —_ '1)’ —_ R
6 3| 1 u > 3| 1 :FZ
IT%) —\FZE u:i:l +,/42T u:i:l
$27Vs T2 15 "\ 2
n 2 o 1
— v, F= | ).
Vis| "\ T2
Choosing the remaining states as
3
4A2(:F§>>,
, 21|, 1
Yy =\/=|I"E{u,£=))—
5 2
— (v :
5 1 ’:FZ )
1
A

the problem reduces to the same 3 x 3 matrix as earlier, i.e.,
Eq. (B6). In particular, the eigenvalues and eigenstates are
given by Eqgs. (2) and (B7), respectively, but this time with
the basis states |a’), |b'), and |¢’). The second doublet of the
I'g ground state manifold hence reads

(B14)

la') =

|c") = (B15)

1 3 V5 E Eo
0).: =—|*A = — |V g
Oy = o 92(55)) 2 T e+ g
(B16)
The expectation value for L, in |0)¢% is given by

(Lo =

2
1 V5E, Ey \’
§<2ao<31§ff—Eo>> +(oeo;eff> - B

Using the leading order approximation of Ey in Eq. (B11), one
finds that the ground state is approximated by

0 ! ‘A, ) ¢ Iz T ! B18
| )y% 130 += ) Sjeff 2\, + ) s ( )
with, as above, By = /1 + (£ /5J5)2. The L, expectation

value is to leading order given by

1 é-eff 2
~5(7)
The 27> multiplet is Jahn-Teller active. Spin-orbit coupling
causes a mixing in of 27, character into the ground state,

driving it Jahn-Teller active. In the Kanamori picture for
¢ett /g = 0.8, we find (L) ~ 0.027, a small value.

(L) (B19)

3. Eigenstates for ¢ =0
The 20 t23g eigenstates for ¢ = 0 read

aq (=3 Pt
As :':5 = Cry—6Crz—0 y, U|Vac)

4 1 L. i i ool
A :FE - E(nyacxz—acyz—ﬂ + Cry—0Cx20Cyz—o
+ny o Iz o Vza)lvac)
5 1 1 T i T
Elu, ii - 7( xz0 yz o~ Cxz—o yZU)CX)‘7|VaC)’
5 1 1 T ¥ T oot
E| v, :FE - %(2cxyacxz—acyz—0 = Cxy—0Caz0Cyz-o
civ UCIZ - V(,)|Vac)

1
2 i
T (u, :|:§>> = \/_( e~ c;mcyz_d)ciyg|vac),

2T 1 — Lov oot i
1\, :Fz = E [(Cyza Cyz—o ~ CxyoCxy—o )sz—a
Fi (cj;),(, ci},_(, — ciw iy )c;Z_a ]|vac),

1 1. . .
2Tl (wv i§>> = 5[(6‘)’106‘”,0 - ciya cjcyfa )C;zo

Yo i i ¥
:Fl(cxyacxy—(r - sza xz O')Cyzg]|vac)

2 1 | ¥
& “F )T E[(Cyzacyz—a * Cyo xy o )io

+ i(cjwcxy_a +

(v ! = i (C

2 ’:':2 - ﬁ vz Cxz—
2 N _ L Fo
| w, ii = 5[(cymcyzﬂ, + Cayo Cry—o )Crzo

o
il(c}c}a xXy—o +C,\za xX7— O')C)Zg‘]lva(:)

el _o)e)_glvac),

+cvm y, U)cx} - |vac),

where, e.g., ciyg creates an electron with spin o in the xy

orbital and |vac) denotes vacuum.
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7 Spin orbital lattice entanglement in
the ideal j = 1/2 compound K»IrClg

The following chapter presents the results on K,IrClg, which have been published as
Warzanowski et al., Spin orbital lattice entanglement in the ideal j = 1/2 compound
K>IrClg, Phys. Rev. B 110, 195120 (2024).
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Mott insulators with spin-orbit entangled j = 1/2 moments host intriguing magnetic properties. The j =
1/2 wave function requires cubic symmetry, while a noncubic crystal field mixes j = 1/2 and 3/2 character.
Spectroscopic studies of 5d° iridates typically claim noncubic symmetry, e.g., based on a splitting of the excited
J = 3/2 quartet. A sizable splitting is particularly puzzling in antifluorite-type K,IrClg, a frustrated fcc quantum
magnet with global cubic symmetry. It raises the fundamental question about the stability of j = 1/2 moments
against magnetoelastic coupling. Combining resonant inelastic x-ray scattering with optical spectroscopy, we
demonstrate that the multi-peak line shape in K,IrClg reflects a vibronic character of the j = 3/2 states rather
than a noncubic crystal field. The quasimolecular crystal structure with well separated IrCls octahedra explains
the existence of well-defined sidebands that are usually smeared out in solids. Our results highlight the spin
orbital lattice entangled character of cubic K,IrClg with ideal j = 1/2 moments.

DOI: 10.1103/PhysRevB.110.195120

I. INTRODUCTION

The entanglement of spin and orbital degrees of free-
dom via strong spin-orbit coupling leads to a multitude of
novel quantum magnetic phases in 4d and 5d transition-
metal compounds [1-7]. Particular interest has focused on
the physics of j = 1/2 moments in 44> Ru** and 54° Ir*t
compounds. Despite strong spin-orbit coupling, these allow
for isotropic Heisenberg exchange in 180° corner-sharing
bonding geometry but also yield Ising exchange in 90° edge-
sharing configuration [8], opening the door for the realization
of Kitaev spin liquids with bond-directional exchange [9,10]
on tricoordinated lattices. Such local j = 1/2 moments are
formed by, e.g., tzsg Ir** ions in octahedral configuration. Res-
onant inelastic x-ray scattering (RIXS) at the Ir L3 edge is a
sensitive tool to test the j = 1/2 character, probing excitations
to the j = 3/2 quartet, i.e., the spin-orbit exciton. A noncu-
bic crystal-field contribution Acp lifts the degeneracy of the
quartet, see Fig. 1(c), giving rise to an admixture of j = 3/2
character to the j = 1/2 ground state wave function [11]. In
Ir** materials, RIXS typically detects such deviations from
pure j = 1/2 character with crystal-field splittings of roughly
0.1eV [12-26].

Surprisingly, a sizable splitting of the spin-orbit exciton
has even been reported for compounds that are found to ex-
hibit cubic symmetry in x-ray diffraction such as the double
perovskite Ba,CelrOg and the antifluorite-type halides K,IrXg

2469-9950/2024/110(19)/195120(16)
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(X =Cl, Br) [15,16,27-33]. The halides show such split-
ting in Ir L-edge RIXS, Raman spectroscopy, and infrared
absorption [29-32]. All three compounds host the local mo-
ments on an fcc lattice, giving rise to highly frustrated
quantum magnetism where a spin-liquid phase emerges in the
phase diagram based on the geometric frustration of antiferro-
magnetic nearest-neighbor Heisenberg exchange augmented
by next-nearest-neighbor exchange [16,34]. Remarkably, fi-
nite antiferromagnetic Kitaev exchange in this case reduces
the magnetic frustration and stabilizes long-range magnetic
order [16,28,30]. However, the pronounced frustration on the
fce lattice can be lifted via magnetoelastic coupling, where
even small lattice distortions may cause strong variation of
nearest-neighbor exchange couplings [16]. Such small dis-
tortions may be reconciled with an apparent global cubic
structure in diffraction experiments if distortions are essen-
tially local and exhibit a very short correlation length. This
raises the fundamental question on the stability of cubic j =
1/2 moments in frustrated quantum magnets.

Recently, Iwahara and Furukawa [35] suggested an alter-
native scenario for K;IrClg in which the two-peak structure
of the spin-orbit exciton observed in RIXS is attributed to
the interplay of spin-orbit coupling and electron-phonon cou-
pling that gives rise to vibronic sidebands, i.e., spin orbital
lattice entangled states with a mixed vibrational-electronic
character. This scenario of a dynamic Jahn-Teller effect in the

©2024 American Physical Society
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Jj = 3/2 excited state [5,36] does not require a local breaking
of cubic symmetry in the ground state and hence reconciles
the spectroscopic data with the cubic symmetry reported in
diffraction [27-29] and in electron spin resonance, where an
isotropic g factor is found [33]. However, this explanation
raises the puzzling question why distinct vibronic sidebands
thus far have not been discussed in the compelling series
of experimental L-edge RIXS studies of other 54° Ir** ox-
ides and halides [12-25,37]. Based on the excellent energy
resolution of optical spectroscopy, vibronic sidebands of the
spin-orbit exciton have been observed in optical data of the
ad> j = 1/2 Kitaev material «-RuCl3 [38,39]. Furthermore,
a dressing of the spin-orbit exciton with phonon sidebands
has been claimed in oxygen K-edge RIXS on the related
Kitaev material «-Li,IrO3; [40]. Compared to L-edge RIXS,
however, RIXS at the O K edge is much more sensitive to
vibrational features due to the very different character of the
intermediate state in the scattering process and the much
longer core hole life time. This has recently been demon-
strated for 54" Ba;NaOsOg [41] and is further exemplified by
the observation of an entire ladder of strong phononic peaks
in a-LipIrO3 at the O K edge [40] and the absence of any
phononic features in L-edge RIXS of the same compound
[42]. Beyond iridates, the observation of vibronic sidebands
of electronic excitations by means of transition-metal L-
edge RIXS has been claimed in 3d° Ca,Y,Cus0; [43],
4d* K,RuClg [44,45], and 5d' A;MgReO; (A =Ca, Sr, Ba)
[46] but the observed features are broad and individual side-
bands are not or hardly resolved. This is the typical situation
in solids. While molecules like O, exhibit distinct vibronic
sidebands of electronic excitations [47], in solids the existence
of many different phonon modes and their dispersion smear
out the sideband structure, most often turning the line shape
into a broad hump even in optical data [48-51]. Remarkably,
individual vibronic sidebands have been resolved in optical
data of quasimolecular crystals such as K3NiO, with isolated
NiO; units [49], and the same characteristic features have
been detected recently in optical data of the sister compounds
K,ReClg and K,O0sClg [52,53].

Here, we join forces of RIXS and optical spectroscopy
to thoroughly study the spin-orbit exciton in K;IrClg. Phe-
nomenologically, the two-peak structure seen in RIXS can
be explained by either a noncubic crystal field or a vibronic
picture. In contrast, the excellent energy resolution of the
optical data allows us to resolve a multi-peak structure that
highlights the vibronic origin, respecting cubic symmetry.
These excitations are particularly well defined in K,IrClg due
to its quasimolecular crystal structure with spatially isolated
IrClg octahedra. The competition of spin-orbit coupling and
electron-phonon coupling gives rise to a dynamic Jahn-Teller
effect in the j = 3/2 excited state, hybridizing the spin-orbit
exciton with vibrational states [35]. Empirically, the overall
line shape of these spin orbital lattice entangled excitations
can be described by the Franck-Condon approximation, where
the eigenstates are product states of electronic and vibrational
states. However, the spin orbital lattice entangled nature is
evident in the parameters, in particular in the peak splitting
and its temperature dependence. We further demonstrate that
the contribution of elementary phonon excitations in Ir L3-
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FIG. 1. (a) Sketch of the cubic crystal structure of K,IrClg with
well separated IrClg octahedra (blue). The K ions are shown in gray.
(b) Example of a grown single crystal of K,IrClg. (c) The spin-orbit
exciton denotes the excitation from the local j = 1/2 ground state to
the j = 3/2 excited state. In cubic symmetry, the energy equals 1.5
A. The degeneracy of the quartet is lifted in a noncubic crystal field.

edge RIXS is negligible in K,IrClg. In contrast, the vibronic
“phonon” sidebands of the spin-orbit exciton contribute in
a direct RIXS process and are resonantly enhanced due to
the electronic part of the wave function. Finally, we observe
the double spin-orbit exciton at 1.3eV in o;(w) which also
shows vibronic sidebands. Our results firmly establish the spin
orbital lattice entangled nature of j = 3/2 excited states in
cubic K;IrClg with ideal j = 1/2 moments.

II. EXPERIMENTAL

High-quality single crystals were grown from a solution
of commercially available K;IrClg in &~ 5.2 molar HCI by
controlled evaporation of the solvent at 293 K. Within typical
growth periods of two weeks, crystals of dimensions up to
1 x 1 x 2 mm® were obtained, see Fig. 1(b). In single-crystal
x-ray diffraction measurements performed at ten different
temperatures from 120 to 290K, we find the cubic space
group Fm3m (No. 225) and lattice constants a = 9.7458(2) A
(290K) and 9.6867(3) A (120K), see Appendix. Our x-ray
diffraction results agree very well with earlier data measured
at 80 and 200 K on samples of the same batch [27]. A thor-
ough analysis of the x-ray diffraction data supports the high
sample quality with no indication of a significant amount
of vacancies, see also Ref. [27]. Measurements of the mag-
netic susceptibility y and the specific heat C, (see Fig. 2)
yield results that agree with previous reports [28,29,33,54],
e.g., concerning the Néel temperature Ty = 3.1 K, the Weiss
temperature 6y = —43.9 K, the sizable frustration parame-
ter f = |0w|/Ty =~ 14, and the effective magnetic moment
et = 1.69 up. The latter is in good agreement with the value
2/j(j+ 1) ug =~ 1.73 up expected for an ideal j =1/2
ground state in a cubic environment.

RIXS spectra were measured at the Ir L3 edge at beamline
ID20 of the European Synchrotron Radiation Facility. Details
of the RIXS setup can be found in Refs. [55,56]. In order
to resonantly enhance the spin-orbit exciton, we tuned the
energy of the incident photons to 11.214 keV where an energy
resolution of 25 meV was achieved [55,56]. RIXS data were
collected at 10, 100, 200, and 300K on a (111) surface with
(001) and (110) lying in the horizontal scattering plane. The
incident x-ray photons were 7 polarized. The RIXS spectra at
different temperatures have been normalized by the spectral
weight of the spin-orbit exciton. The transferred momentum
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FIG. 2. (a) The magnetic susceptibility x of K,IrClg exhibits
Curie-Weiss behavior as seen by the straight line of 1/(x — xo)
(right axis) with yo = —3.9 x 10~3emu/mol representing the sum
of core diamagnetism and Van Vleck paramagnetism. The linear
fit (black) above 100K yields a Weiss temperature 6y = —43.9 K
and an effective magnetic moment p.i = 1.69 ug. (b) The specific
heat shows a pronounced peak signaling antiferromagnetic order at
In = 3.1 K, as plotted on an enlarged scale in the inset.

q is given in reciprocal lattice units. Furthermore, we study
the linear optical response of K;IrClg in the range from 0.1 to
6eV, i.e., from the infrared up to the UV. Using a Woollam
VASE ellipsometer from 1 to 6 eV, we address the optical re-
sponse above the Mott gap at 300 K. For cubic symmetry, such
ellipsometric measurements directly yield the optical conduc-
tivity o (@) [57]. The VASE setup employs a rotating analyzer
and a retarder between polarizer and sample. We collected
ellipsometric data with an angle of incidence of 65°, 70°,
and 75°. Due to inversion symmetry on the Ir site, the
spin-orbit exciton in optics corresponds to a parity-forbidden
excitation. However, it acquires finite spectral weight in a
phonon-assisted process. For frequencies below the Mott gap,
measurements of the infrared transmittance T (w) are ideally
suited to study such weak absorption features [51], as re-
cently demonstrated on the sister compounds K,OsClg and
K;ReClg [52,53]. Note that 7' (w) depends exponentially on
the sample thickness d and on the imaginary part of the
refractive index. By choosing transparent single crystals with
appropriate thickness, also very weak absorption features can
be determined with high accuracy. For K,IrClg, we stud-
ied single-crystalline samples with a thickness d = 380(8),
95(3), and 46(3) wm. Infrared transmittance data for normal
incidence were measured from 0.15 to 1.85eV with an en-
ergy resolution of 8 cm~! (~ 1 meV) using a Bruker IFS 66
v/S Fourier-transform infrared spectrometer equipped with a
continuous-flow “He cryostat. For the determination of the
real part of the optical conductivity o} (@) from the measured
T (w), we refer to Refs. [52,53].

III. SPIN-ORBIT EXCITON IN RIXS

The hallmark excitation of a local j = 1/2 ground state is
the spin-orbit exciton, i.e., the excitation to the j = 3/2 quar-
tet that is expected at 1.5 in cubic symmetry [8,11], where
A is the spin-orbit coupling constant, see sketch in Fig. 1(c).
RIXS data of K,IrClg, measured up to 1.3 eV with transferred
momentum ¢ = (8 8 5), show the spin-orbit exciton around
0.63 eV, see Fig. 3(a). The absence of further inelastic features
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FIG. 3. Spin-orbit exciton in L;-edge RIXS and optics. (a) RIXS
spectra at q = (8 8 5) show a two-peak structure around 0.63 eV.
(Inset) RIXS data over the entire measured range. The spin-orbit
exciton is the only inelastic feature. (b) Optical conductivity o (®)
in the same energy range as used in (a). The shift of the peak energy
compared to RIXS at 10K, the existence of several sidebands, and
the strong increase of the spectral weight with increasing temperature
highlight the phonon-assisted character. (Inset) The steep onset of
excitations across the Mott gap is observed at about 1.7 eV at 10 K.

in this energy range demonstrates the pure Ir** valence of
the compound, see inset of Fig. 3(a). The narrow line width
is typical for local, weakly interacting j = 1/2 moments
[12-21], while broader, dispersive features are observed in
compounds with larger exchange interactions such as Sr,IrOy
and Sr3Ir,O7 [22-26]. In agreement with previous RIXS data
on K, IrClg measured with 35 meV resolution [29], we observe
a two-peak structure of the spin-orbit exciton. The main peak
at 0.63eV features a weak shoulder that is about 0.05eV
higher in energy, see Fig. 4. The relative intensity of this
shoulder increases with increasing temperature, see Fig. 3(a),
in agreement with previous results for 10 and 300K [29].
Similar two-peak structures were reported in L-edge RIXS on
the sister compounds K,IrBrg and (NHy4),IrClg, also in their
cubic phases [29,30]. Furthermore, a splitting of the spin-orbit
exciton in K, IrClg has been observed in Raman scattering [31]
and in infrared absorption at room temperature [32].

In fact, such a splitting of the spin-orbit exciton is a com-
mon feature in RIXS studies on Ir** compounds, see, e.g.,
Refs. [12-26]. Typically, the splitting is attributed to a noncu-
bic crystal field contribution Acr that lifts the degeneracy of
the j = 3/2 quartet. For a single site and assuming a tetrago-
nal distortion, the physics is described by [11]

Hsingle =AS-L+ ACFLg (D

where L, is the component of the angular moment L along the
tetragonal axis. A finite Acr < A lifts the degeneracy of the
j = 3/2 quartet, resulting in an experimental peak splitting
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FIG. 4. Spin-orbit exciton at 10K. The overall line shape is
similar in RIXS (blue) and optics (orange, right axis). The optical
conductivity shows a superposition of phonon-assisted excitations
with different phonon energies, which effectively mimics the larger
energy resolution of 25 meV in RIXS (see main text). For the com-
parison, both data sets have been shifted by the respective peak
energy [633meV for RIXS, 656 meV for o;(w)] to roughly com-
pensate for the phonon shift. Dotted line: o;(w) multiplied by 3 to
emphasize the weak features at 0.735 and 0.766 eV, which are 0.08
and 0.11 eV above the main peak.

Aexp = %Acp. Following this scenario, we empirically fit the
RIXS spectra with a sum of two Voigt profiles. At 10K, the
fit yields peak energies of 0.635 and 0.676 eV, see Appendix.
Solving Eq. (1), we find A = 434(1) meV and two possible
values Acp = 62 and —58 meV for elongation and compres-
sion of the octahedra, respectively.

However, a finite value of the noncubic crystal field split-
ting Acp # 0 is in conflict with the globally cubic structure
observed in x-ray and neutron diffraction experiments [27-29]
as well as with the isotropic g factor found in an ESR study
[33]. There are two scenarios to resolve this apparent dis-
crepancy. (i) Cubic symmetry is broken locally in the initial
state of the excitation process. (ii) A vibronic character of
the Jahn-Teller active j = 3/2 excited states [5,35,36] yields
sidebands while the cubic symmetry of the ground state is
preserved.

In scenario (i), local deviations from cubic symmetry may
be caused by either static defects or a strong magnetoe-
lastic coupling that triggers distortions [16]. The latter can
be reconciled with global cubic symmetry if the correlation
length is small. Based on the short time scale of the RIXS
process, also the thermal occupation of low-lying phonon
modes effectively may break the cubic symmetry on the Ir
site in the initial state [30]. In fact, x-ray studies reported
comparably large atomic displacement parameters (ADPs) in
the K,PtCls-type antifluorite halides A;MX¢ in general and
also in KyIrClg [27,28]. Using a cubic crystal structure in
the analysis of the x-ray data, such large ADPs in general
may reflect local disorder or dynamical effects such as the
thermal population of low-energy phonon modes. Based on
a thorough analysis of the x-ray diffraction data, Bertin et al.
[27] conclude that there is no indication for local disorder in
K,IrClg. Note that neighboring MXs or IrClg octahedra are
not connected in A;MXg or Ky IrClg, see Fig. 1(a), i.e., they
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FIG. 5. Anisotropic atomic displacement parameters (ADP) U;;
as determined by single-crystal x-ray diffraction. Error bars are plot-
ted but are smaller than the symbol size. Data at 80 and 200 K (open
symbols) have been taken from Bertin et al. [27]. The lines are guides
to the eye.

do not share a common ligand. This causes a rotational insta-
bility and low-energy librational modes [28,58—60]. For the
halide ions, the largest ADPs indeed are found perpendicular
to the Ir-Cl bonds [27,28], as expected for a predominantly
rigid rotation of the octahedra in contrast to a local, noncubic
distortion away from octahedral symmetry. To scrutinize this
scenario of a dynamical origin for our samples, we studied
the temperature dependence of the ADPs U;; of the Ir, K,
and Cl ions in the range from 120 to 290K via single-crystal
x-ray diffraction measurements, see Appendix. The results
are plotted in Fig. 5 and agree very well with previous data
reported for 80 and 200 K that were collected on samples from
the same batch [27]. For the Cl ions, Uy and U,, refer to
the displacement along and perpendicular to an Ir-Cl bond,
respectively. We find U,,(Cl) > U;(Cl), in agreement with
Refs. [27,28]. Using tan ¢ = /Ux»(Cl)/d, we estimate the
largest rotation angle ¢ &~ 5° at 300 K. The temperature de-
pendence strongly supports a predominantly dynamical origin
of the large U;;. Above 120K, we find a linear behavior for
all U;; that extrapolates to small values at low temperature, in
agreement with data reported by Khan et al. [28]. The data
do not provide any evidence for a static contribution of local
distortions or defects. A more precise quantitative determi-
nation of a possible small static contribution present already
at very low temperatures requires to consider zero point fluc-
tuations [61] and a possible temperature dependence of the
phonon energies. This is beyond the scope of our study. In
comparison, the cubic double perovskite Ba,CelrOg exhibits
a much smaller temperature dependence of the ADPs, with
U (0) = 0.022 A2 at 100K and 0.024 A% at 300 K [16]. This
suggests static disorder that may be explained by the presence
of a few percent of Ce-Ir site disorder [16]. In K,IrClg, the
pronounced temperature dependence of the Uj; is in striking
contrast to the much smaller temperature dependence of the
peak splitting in RIXS. We conclude that the sizable atomic
displacement parameters at elevated temperature have a dy-
namical origin. In particular, Uy (Cl) predominantly can be
attributed to rigid rotations of the octahedra.

Thermal population of low-energy rotations of the octahe-
dra preserves cubic symmetry on average. For spectroscopy,
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however, it may break the cubic symmetry on the Ir site if the
time scale of the electronic excitation is short enough. Nev-
ertheless, only a small effect is expected for a rigid rotation
of the octahedra. More precisely, Khan et al. [30] predict a
dynamical rotation angle of about 5° in the cubic phase of the
sister compound K;IrBrg above 170K, similar to the value
that we find for K,IrClg, as discussed above. This, however,
is expected to cause a noncubic crystal-field splitting of less
than 10 meV at high temperature [30], which is by far not large
enough to explain the splitting observed in RIXS. In particu-
lar, a thermal population of low-energy octahedral rotations
cannot explain the presence of high-energy sidebands already
at 10K.

A survey of many compounds of the AMXs antifluorite
family reveals a clear correlation between the Goldschmidt
tolerance factor ¢ and the structural transition temperature
T; from the high-temperature cubic phase to a phase with
lower symmetry [27]. The Goldschmidt tolerance factor ¢ is
based on the atomic radii and usually provides a criterion for
rotational phase transition in perovskites. For the antifluorite
halides, Bertin et al. [27] find a critical value of t ~ 1 below
which a rotational phase transition occurs, where 7; increases
linearly with ¢ decreasing below 1. For K,IrClg, the tolerance
factor amounts to 1.0019 [27], in agreement with the observa-
tion of cubic symmetry down to at least 0.3 K [28,29].

Local distortions may also result from strong magnetoe-
lastic coupling that has been proposed based on very similar
results for the double perovskite Ba,CelrOg [16], another
compound with j = 1/2 moments forming an fcc lattice. Also
Ba,CelrOg shows global cubic symmetry in x-ray diffraction
measurements while RIXS reveals a splitting of the spin-
orbit exciton of about 0.1eV [15,16], roughly a factor two
larger than in K,IrClg. Exchange couplings on the fcc lattice
are highly frustrated, and this frustration may be lifted by
small distortions [16]. Such distortions may escape detection
in diffraction experiments if they are either very small or
show a short correlation length. According to Iwahara and
Furukawa [35], an interpretation of the two-peak line shape of
the spin-orbit exciton of K,IrClg in terms of a static crystal-
field splitting requires a displacement of the CI ligands of
8r = 0.007 A. Such distortions would cause deviations from
the cubic structure, but corresponding Bragg peaks have not
been found [27-29]. Using a cubic structure in the analysis of
diffraction data, deviations from cubic symmetry can also be
detected via anomalously large atomic displacement param-
eters. However, effects as small as (§r)* < 10~* A2 cannot
be detected in the ADPs. Altogether, the structural data do
not provide any evidence for deviations from cubic symmetry.
On the contrary, a thorough analysis of the x-ray diffraction
data (see also Ref. [27]) and the temperature dependence of
the ADPs rather support cubic symmetry. Small distortions
nevertheless cannot be excluded.

Scenario (ii) explains the two-peak structure of the RIXS
spectra in terms of a vibronic character of the spin-orbit
exciton, as recently proposed for K,IrClg [35]. Vibronic ex-
citations emerge from the coupling between electronic and
vibrational excitations [48—50]. An electronic excitation such
as the spin-orbit exciton may change the charge-density dis-
tribution such that the lattice is not in its corresponding
ground state, causing a series of phonon sidebands of a given

electronic excitation. A basic example is given by the vi-
brational satellite lines observed in photoemission on Hj
molecules [62]. Suddenly removing an electron changes the
equilibrium distance and leaves the molecule in a vibrationally
excited state, i.e., the molecule rings. In K,IrClg, this vi-
bronic scenario does not break cubic symmetry in the j = 1/2
ground state.

With the simple two-peak structure of the RIXS data, an
unambiguous distinction between the two scenarios is chal-
lenging. To resolve the origin of the splitting in K,IrClg, we
study the spin-orbit exciton with optical spectroscopy, making
use of the excellent energy resolution. We will show that a
vibronic character is the key to understand the peculiar spectra
of K, IrClg in RIXS and optics. The vibronic sidebands reflect
the hybridization of spin-orbit exciton and vibrational states,
i.e., spin orbital lattice entanglement.

IV. SPIN-ORBIT EXCITON IN OPTICAL DATA
A. Phonon-assisted character

The optical conductivity oj(w) in the energy range of
the spin-orbit exciton is plotted in Fig. 3(b). The spin-orbit
exciton is an intra-f,, excitation. In o;(w), such on-site d-d
excitations are parity forbidden due to the presence of inver-
sion symmetry on the Ir site. Finite spectral weight arises in a
phonon-assisted process via the simultaneous excitation of an
odd-parity phonon [48-51], which explains the complex line
shape. Such weakly dipole-active excitations can be studied
very well in the transparency window above the phonons
and below the Mott gap, as reported recently for K,ReClg
and K,OsClg [52,53] as well as for the spin-orbit exciton in
«-RuCl; [38]. In Ky,IrClg at 10K, we observe the onset of
excitations across the Mott gap around 1.7 eV, see inset of
Fig. 3(b). At the peak of the spin-orbit exciton, o} (w) reaches
values of about 5 (2cm)~!, which is roughly two orders of
magnitude smaller than for the directly dipole-allowed in-
tersite excitations |di5dj5) — |di4d?) across the Mott gap, see
Appendix.

At 10K, the phonon-assisted character is evident from the
shift of the peak energy in o(w) compared to RIXS and
from the strong increase of the spectral weight with increasing
temperature [52,63]. Despite the different excitation mecha-
nisms, the overall line shape of the spin-orbit exciton is very
similar in RIXS and o(w) at 10K. This is highlighted in
Fig. 4, where both data sets have been shifted by the peak
energy to roughly compensate for the phonon shift. The RIXS
data have been measured with an energy resolution of §E =
25 meV and show a strong main peak and smaller intensity
at higher energy. Qualitatively, the optical data show a very
similar behavior but resolve an additional fine structure. The
corresponding subbands are due to a superposition of phonon-
assisted processes for different symmetry-breaking phonon
modes with phonon energies in the range of roughly 10 to
40 meV, as discussed below. This superposition enhances the
overall line width despite the much better energy resolution.
The assignment of the subbands provides the key to under-
stand the character of the weaker high-energy features. To this
end, we need to have a close look at the peak assignment in
the optical data.

195120-5



P. WARZANOWSKI et al.

PHYSICAL REVIEW B 110, 195120 (2024)

Energy - E, (meV)
0 20 40 60 80 100 120 140 160
K,IrClg
T=10K
E, =635 meV

Ep = 40 meV

K,ReClg
T=18K
E,=1723 meV

Ep = 43 meV

o(w) (@'em™)

B+2E, J

:m«"\
60 80 100
Energy - E, (meV)

0.0

120 140 160

FIG. 6. Comparison of the line shape of o,(w) for phonon-
assisted intra-,, excitations in (a) K,IrClg and (b) its tgg sister
compound K,;ReClg [52]. The data (black) are shifted by the re-
spective bare electronic energy Ej. The similar line shape underlines
the common motif of four phonon-assisted excitations A-D, each
dressed by a vibronic sideband progression (see main text). For peak
B, this motif is emphasized by the blue shading. Note that A-D
refer to processes involving odd-symmetry phonons that yield a finite
spectral weight while E, is the energy of an even mode, see Eq. (3)
and Fig. 7. The weak mode at E, can be attributed to a magnetic
dipole transition. The red line depicts the sum of the blue curves plus
a small constant offset.

B. Assignment of phonon-assisted excitations

At 10K, the dominant phonon-assisted peaks in o} (w)
occur at Ey + Eyqq, Where Ey = 635 meV is the energy of the
bare electronic spin-orbit exciton while E,qq denotes the en-
ergy of a symmetry-breaking phonon mode. The cubic crystal
structure of K,IrClg hosts four odd-symmetry optical phonon
modes that have been observed at 10, 18, 23, and 41 meV
in infrared spectroscopy and/or inelastic neutron scattering
[32,64—66]. Given the quasimolecular crystal structure with
separate IrClg octahedra, the latter three of these modes can
be viewed as the three odd-symmetry normal modes of a
single IrClg octahedron [48] while the fourth one is a lattice
phonon mode. The main peaks in o(w) are well described
by considering Eyqq = 6, 18, 27, and 40 meV, see peaks A-D
in Fig. 6(a). Taking into account that the symmetry-breaking

modes do not have to be at the I" point, the energies show good
agreement with the values reported above, lending strong sup-
port to our peak assignment.

With increasing temperature, the spectral weight of a
phonon-assisted process at Ep + Eyqq increases with 1+
n(T), where n(T) denotes the phonon occupation number
of the odd-symmetry mode [48]. At finite temperatures, also
phonon annihilation processes occurring at Ey — Eqqq acquire
spectral weight in o} (w) that increases proportional to n(7T).
The phonon-assisted character of the spin-orbit exciton in
o1(w) hence explains the different temperature dependence
observed in RIXS and optics, in particular the strong overall
increase of the spectral weight in o} (w) with increasing tem-
perature as well as the pronounced enhancement of absorption
below E.

In the chloride, the energy Eyqq of the symmetry-breaking
phonons is limited to about 40 meV. The phonon-assisted
character in oj(w) hence explains the dominant spectral
weight and the subbands in the range of roughly 0.64 to
0.68eV. This does not yet reveal the nature of the weak
features at higher energies, e.g., at 0.71, 0.74, and 0.77 eV,
reaching energies as high as about Ey + 0.1 eV. In general,
a phonon-assisted character of the spin-orbit exciton is ex-
pected in o;(w) as long as there is inversion symmetry on
the Ir site. This phonon-assisted picture successfully has been
used to describe the equivalent peaks of IrClg impurities in
different AM Xs-type host compounds such as cubic Cs,ZrClg
or K,SnClg [67,68]. The data of these IrClg impurities reveal
the existence of vibronic sidebands. Remarkably, both the
observed energies and the overall structure are very similar
to our observations in single crystalline K,IrClg.

V. VIBRONIC EXCITATIONS

A. Vibronic sidebands and the Franck-Condon principle

A vibronic character emerges from the coupling of elec-
tronic excitations to vibrational degrees of freedom. An
on-site intra-f,, excitation may give rise to a change of the
charge distribution such that the lattice is not in its ground
state anymore. This yields a series of phonon sidebands of the
electronic excitation [48—50] and has been claimed to describe
the RIXS data of K,IrClg [35].

In fact, vibronic sidebands of on-site intra-f,, excitations
are a common feature in the optical conductivity of the AM X
family, e.g., in the sister compounds K;ReClg and K,0sClg
[52,53,69-72]. In RIXS measurements on the Os and Re
halides, however, the energy resolution was not sufficient to
resolve the vibronic character [52,53]. To put things into per-
spective, we consider the 5d° compound K;ReCly that shows
five different intra-#,, excitations [52]. Optical data for one
of them are depicted in Fig. 6(b). In o;(w) of K;ReClg, the
subbands are very sharp and well resolved. The stronger peaks
A-D reveal the subbands of the four odd phonon modes at
Ey + Eoq4, demonstrating the phonon-assisted character [52].
On top, weak vibronic sidebands are resolved at Ey + Eqqq +
mE,, where mE, with integer m denotes the energies of a
phonon progression according to the Franck-Condon princi-
ple, see Fig. 7. For the data of K;ReClg in Fig. 6(b), the
electronic excited state is a I'; doublet [52]. An interpretation
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FIG. 7. Sketch of vibronic excitations in optical absorption ac-
cording to the Franck-Condon principle. (a) Excitation from the
ground state at 7 = 0 (red) to vibronic excited states (blue). The
two parabolas depict the harmonic lattice potential with phonon
excitations, where the shaded area gives the squared amplitude of the
wavefunction. The parabola of the electronic excited state is shifted
horizontally since a change of the charge distribution affects the
equilibrium positions of the ions for finite electron-phonon coupling
g. The arrow corresponds to a “vertical” transition according to the
Franck-Condon principle, assuming a negligible timescale for elec-
tronic excitations. On the left (blue lines), the evenly spaced comb of
peaks with splitting E,, illustrates the resulting excitation spectrum.
(b) Examples of the Franck-Condon line shape for different values
of the Huang-Rhys factor S, see Eq. (3). The orange line corresponds
to a finite temperature T = E, /kg. For clarity, the curves are offset
vertically.

of the high-energy sidebands in terms of crystal-field splitting
is hence not applicable. These features unambiguously are
of vibronic character. Remarkably, a very similar sideband
structure has been observed for all five intra-,, excitations in
K;ReClg [52]. This common motif also applies to the data of
KQII‘C]@ in Flg 6(3.)

The Franck-Condon principle offers a simplified, analytic,
and intuitive description of the vibronic line shape. It as-
sumes that the timescale of electronic excitations is negligible
compared to phonon timescales. For an optical absorption
process, this corresponds to an instantaneous, “vertical” tran-
sition from the electronic ground state to the excited state, see
Fig. 7(a), where “vertical” implies no change on the horizontal
axis that denotes a generalized displacement coordinate. For
illustration and simplicity, we assume that there is only one
odd-symmetry mode with energy Eoqq that is relevant for
the optical conductivity but not for RIXS. Furthermore, we
assume that the electronic excited state is a Kramers doublet
and that there is one dominant phonon mode with energy E,
that governs the progression of vibronic sidebands. Neglect-
ing the entanglement between electronic and lattice degrees
of freedom, the vibronic sidebands are shifted by mE, in
the Franck-Condon approximation, i.e., they yield an evenly
spaced comb of peaks at E,, = Eg + Eqqq + mE, in o1(w). At
T = 0, the line shape for optical absorption is described by
[48,73]

8(Eo + Egqa + mE, —E)  (2)

x-S qom
e S
IEY=1 ) :
=0 m!

with o1 (E) = I(E)E, where I is proportional to the squared
dipole matrix element of the (phonon-assisted) electronic
transition, e~ §™ /m! is the Franck-Condon factor, and S is the
Huang-Rhys factor, which is equivalent to the average number
of phonons that are present in the excited state. It is a measure
of the electron-phonon coupling constant g and governs the
line shape. A large value of S creates an envelope with a more
Gaussian-like intensity distribution while a small § yields an
asymmetric envelope, see Fig. 7(b). At finite temperatures,
one has to consider the thermal occupation of the sideband
phonon modes, n, = 1/[exp(E,/kgT) — 1]. The sum hence
has to include negative values of m [48,73],

0 m/2
IE)=1 Y (M> Jn(28\/n,(n, + 1))

m=—00 np

xe 5D §(Ey + Eoaa + mE, —E), (3

where J,, is the modified Bessel function of m™ order.

For comparison with experiment, we replace the § function
in Eq. (3) with a Gaussian profile. This yields excellent
agreement with oj(w) of 5d° K,ReCly, see Fig. 6(b). The
experimental spectrum can be described by a superposition of
such Franck-Condon progressions for all four odd-symmetry
phonon modes. In K;ReClg, most of the spectral weight is
in the peaks of order m = 0 with only a small contribution
of m = 1 and basically negligible spectral weight for m = 2.
This intensity distribution corresponds to a small Huang-Rhys
factor § = 0.14. This reflects the spin-forbidden character
of the excitation in K,;ReClg that is observed at about 5Jy,
where Jy denotes Hund’s coupling. The excitation roughly
can be viewed as a flip of the spin of one electron in the t23g
configuration, which causes only a small change of the charge
distribution and corresponds to a small S. The same approach
also yields an excellent description of o;(w) of K,IrClg, see
Fig. 6(a). The blue shading highlights the Franck-Condon
sidebands of peak B with a larger but still small value of
S ~ 0.7. The larger S yields detectable spectral weight of
the peaks of order m = 2 and even 3. Thereby, the vibronic
model naturally explains the large number of peaks and the
existence of weak features at energies as high as 0.74 and
0.77 eV, more than 0.1 eV above the bare electronic excitation
energy Ey = 635 meV.

Thus far we discussed the Franck-Condon approximation
for an optical excitation. We claim that Eq. (3) can also be ap-
plied to vibronic sidebands of an electronic excitation studied
in direct RIXS, which is supported by the overall agreement of
the line shapes shown in Fig. 4. Note that the case is different
for elementary phonons and multi-phonons. These are excited
in an indirect RIXS process that can be approximated by
using two Franck-Condon factors [74—77], see Sec. V D. For
K,IrClg, Eq. (3) provides an excellent empirical description of
our RIXS spectra, see Fig. 8. At 10K, the fit yields S = 0.30,
E, = 44 meV, and the bare electronic energy Ey = 633 meV.
With an energy resolution of 25 meV, the latter agrees very
well with Ey = 635 meV found in o(w). In the next para-
graph, we discuss E, to collect evidence for the spin orbital
lattice entangled character.
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FIG. 8. Vibronic fits of the RIXS data at different temperatures
using the Franck-Condon picture from Eq. (3). In each panel, we
state the energy E, of the bare electronic excitation, the energy E, of
the phonon progression mode, and the Huang-Rhys factor S. The red
lines depict the full fit. Cyan curves illustrate the phonon progression
of sidebands for the same parameters with 10 meV width of the
Gaussian profile and reduced total intensity.

B. Beyond the Franck-Condon approximation

The Franck-Condon principle is valuable for an intuitive
explanation of the overall line shape. For a microscopic
description of K;IrClg, Iwahara and Furukawa [35] treated
electron-phonon coupling g and spin-orbit coupling A on the
same footing. They find that the spin-orbit exciton with its
vibronic sidebands is of spin orbital lattice entangled charac-
ter. Strictly speaking, the simple picture of the simultaneous
excitation of a spin-orbit exciton and one or several phonons,
causing a comb of equidistant peaks, is only applicable for
g — 0, in which case the intensity of the sidebands vanishes.
For finite g, the excitation spectrum is more complex. Iwahara
and Furukawa [35] predict a larger number of peaks but many
of them are small and hard to resolve experimentally. Further-
more, hybridization shifts the energies such that the sidebands
are not equidistant anymore. In K,IrClg, however, we can
only determine two peak energies in RIXS, and the complex
line shape of the phonon-assisted excitations in o (w) does
not allow us to clearly identify deviations from a comb-like
behavior. The hybridized character may also give rise to dif-
ferences in line shape between RIXS and o} (w), e.g., due to
the presence of the symmetry-breaking phonon mode in the
case of the optical data. However, we are lacking a theoretical
prediction for such differences. From an experimental point
of view, the hybridized character at this stage can be detected
in the value of the peak splitting, which is captured by E, in
Eq. (3).

At 10K, the fits yield £, = 40 meV in o (w) and 44 meV
in RIXS, see Figs. 6(a) and 8. In general, the even elec-
tronic excitations may couple to phonons of aj,, e,, and fy,
symmetry [78], where the latter usually is neglected. The
elementary phonon modes of a;; and e, symmetry have been

observed in Raman scattering at 44 and 37 meV, respectively
[31]. In the Franck-Condon approximation, the experimental
splitting thus appears to suggest a predominant coupling to
the a;, mode, the breathing mode of the IrCls octahedron.
This applies if, e.g., both the electronic ground state and the
excited state show cubic symmetry, which is the case for
ideal j = 1/2 and 3/2 states. For the doublet excited state of
K,ReClg addressed in Fig. 6(b), the phonon sidebands with
E, =43 meV have been attributed to the a;, mode [52,70].
However, the situation is different in K, IrClg due to the degen-
eracy of the excited j = 3/2 quartet that is lifted by coupling
to the Jahn-Teller active e, phonon mode [35]. In this case,
the energy splitting between the lowest two strong RIXS peaks
roughly is given by E,(1 + g*/8). Note that g is dimensionless
in the definition of Ref. [35]. With E, = 37 meV for the ¢,
mode and g = 1.2, Iwahara and Furukawa find a splitting of
45meV between the two strongest peaks in the calculated
RIXS response, in excellent agreement with the experimental
data at 10K. The fact that the splitting depends on g re-
flects the dynamic Jahn-Teller effect, lifting the degeneracy
of the j = 3/2 quartet. This is in particular relevant for the
temperature dependence of the splitting, as discussed in the
next paragraph. Strictly speaking, the splitting also depends
on A due to a finite admixture of j = 1/2 character via the
pseudo-Jahn-Teller effect [35,79]. This, however, is small and
can be neglected.

C. Temperature dependence

The convincing description of the temperature dependence
of the RIXS data is a particular asset of the vibronic scenario.
Using g = 1.2, Iwahara and Furukawa [35] showed that a
vibronic model with spin orbital lattice entangled states de-
scribes the temperature dependence observed in RIXS. First,
we address the qualitative behavior of the experimental data,
see Figs. 3(a) and 8. This can be understood within the Franck-
Condon picture, see Eq. (3) and the black and orange lines
in Fig. 7(b). The thermal occupation of phonon modes gives
rise to a redistribution of the intensity to high energies as well
as to the range below the main peak, where the latter can be
attributed to the emergence of a subband at £y — Ej,.

As at 10K, a quantitative analysis reveals fingerprints of
the entangled character. With increasing temperature, the fit
yields an increase of the peak splitting E, and of S and a
modest red shift of Ey, see Fig. 8. Remarkably, the behav-
ior of all three observations is in line with an increase of
the electron-phonon coupling constant g. An increase of g
enhances S and, in a spin orbital lattice entangled scenario
[35], reduces the energy Ej of the main peak via the dynamic
Jahn-Teller effect while increasing the splitting E,(1 + g*/8)
of the dominant RIXS peaks, as discussed above. In fact,
the fit yields a splitting as large as 51 meV at 300 K. This
is hard to reconcile with the phonon energies of the chloride
in a Franck-Condon scenario but can be attributed to the g
dependence of the splitting in a spin orbital lattice entangled
picture.

A further contribution to the 1% reduction of E may origi-
nate from thermal expansion of the lattice and a corresponding
increase of the Ir-Cl distance. This modifies the cubic crystal
field 10 Dqg and thereby the effective value of A. For the cubic
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FIG. 9. RIXS data of K,IrCle around zero energy loss at 300 K.
The data are plotted on a logarithmic scale to emphasize the tails of
the elastic line that is fitted using a Voigt line shape with the instru-
mental resolution §E = 25 meV. The symmetric behavior around
zero loss down to the noise level of about 0.01 provides no indication
of low-energy excitations. In particular, the intensity of phonons is
negligible in RIXS at the Ir L; edge.

phase of K,IrBrg, the peak splitting has been reported by Khan
et al. [30] to increase from about 50 meV at 170 K to 70 meV
at 300K, while Reig-i-Plessis ef al. find a smaller value of
47 meV at 300K [29]. This discrepancy may originate from
the line shape of the spin-orbit exciton in K, IrBrg which rather
shows a subtle shoulder instead of a clear splitting.

The temperature dependence of o(w) predominantly
reflects the phonon-assisted character, which causes a pro-
nounced increase of the spectral weight. The many subbands
visible at 10 K are smeared out at elevated temperatures, see
Fig. 3(b). Therefore we refrain from fitting o(w) at high
temperature.

D. Phonons and phonon sidebands

The observation of vibronic “phonon” sidebands is par-
ticularly interesting given the fact that the intensity of
elementary phonon excitations is negligible in L-edge RIXS
on 5d° Ir*t j = 1/2 Mott insulators [42]. For K,IrClg, this
is highlighted in Fig. 9, which focuses on the RIXS response
around zero loss. The data have been measured with a scat-
tering angle 26 close to 90°, which yields an elastic line of
moderate strength. The symmetric behavior around zero loss
is emphasized by a fit with a Voigt profile. The data are very
well described by considering only the elastic line and do not
provide any evidence for a sizable inelastic contribution be-
low 0.1eV. Even at 300 K, where the intensity of low-energy
modes is enhanced by the Bose factor, the contribution of
phonons is negligible.

In L-edge RIXS on Mott-insulating 54° iridates, spin and
orbital excitations are boosted in a direct RIXS process [80].
The x-ray absorption step from the ground state to the inter-
mediate state is followed by the x-ray emission step from the
intermediate state to the final state. In general, phonons are
excited with a much smaller cross section in indirect RIXS,
i.e., via the dynamics in the intermediate state. In RIXS, a

phonon is created if the lattice distorts in the intermediate state
to screen the core hole [74-77,81]. A simplified description
of phonon excitations can again be achieved in a Franck-
Condon picture. However, with the coupling taking place in
the intermediate state, one has to use two Franck-Condon
factors, one for the absorption step, and the second one for
x-ray emission [74-77]. For L-edge RIXS with an incident
energy as large as 11.214keV, the absence of any phonon
signatures can be rationalized via the Ir 2p° tfg intermediate
state, which is well screened and shows a short life time of
only a few femtoseconds. In contrast, phonon contributions
can be observed in RIXS on Ir oxides at the O K edge due to
the very different intermediate state [40,74-76].

Previously, this phonon approach with two Franck-Condon
factors has also been applied to vibronic sidebands of on-site
d-d excitations studied in RIXS at the O K edge, e.g., in
Li;CuO; and «-Li,IrO3 [40,82], as well as at the Cu L edge
in CayY,Cus0;9 [43]. In our data of K,IrClg, measured at
the Ir L3 edge, indirect RIXS processes are negligible. The
spin-orbit exciton and its vibronic sidebands are resonantly
enhanced in a direct RIXS process due to the electronic
contribution to the wave function. Empirically, the data are
described by Eq. (3), where the squared matrix element of the
electronic transition in direct RIXS yields /y. As in optical
absorption, the electronic excitation leaves the system in a vi-
brationally excited state, see Fig. 7. In this sense, the coupling
to the lattice occurs in the final state, in contrast to the case of
elementary phonons discussed above.

VI. DOUBLE SPIN-ORBIT EXCITON

The excitation of double spin-orbit excitons in the optical
conductivity around 1.3 eV provides a further example for a
vibronic excitation in K;IrCle, see Fig. 10(a). The feature is
very weak, the integrated spectral weight being roughly a fac-
tor 30 smaller than for the single spin-orbit exciton, see inset
of Fig. 3(b). Even such weak features can be determined accu-
rately from the transmittance data measured on a sample with
a thickness of 380 um. At 10K, the energy of the first peak
Erso = 1286 meV = 2 x 643 meV is very close to twice the
energy Ey = 635 meV for the single spin-orbit exciton. This
peak at 1.3 eV can hence be assigned to the simultaneous exci-
tation of two spin-orbit excitons on neighboring sites. Double
and even triple spin-orbit excitons previously have been ob-
served in oj(w) of the 4d> j=1/2 compound a-RuCl;
[38,39]. Similar overtones or double intra-,, excitations have
also been reported in orbitally ordered YVO;3 as well as in
K,ReClg and K,0sClg [52,53,71,83].

Figure 10(b) shows the spectral weight of the double
spin-orbit exciton (blue) as a function of temperature, nor-
malized to the value at 10 K. The data of o;(w) have been
integrated from 1.2 to 1.4eV after subtraction of a constant
background. The plot also shows the pronounced temperature
dependence of the spectral weight of the single spin-orbit
exciton (red), which reflects the phonon-assisted character.
In comparison, the spectral weight of the double spin-orbit
exciton is insensitive to temperature at least up to 200 K (full
blue symbols). At still higher temperature, the double spin-
orbit exciton drowns in the onset of excitations across the Mott
gap that shifts to lower energies with increasing temperature,
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FIG. 10. (a) Double spin-orbit exciton around 1.3eV with vi-
bronic sidebands. Up to about 200K, the three-peak structure of
this very weak absorption band is located right below the onset of
excitations across the Mott gap. (b) Normalized spectral weight of
the single (red) and double (blue) spin-orbit excitons (SOE). The
integration ranges are given in the plot. Before integration, a constant
background has been subtracted from the data of o;(w). The open
symbols above 200K indicate that the increase of spectral weight
between 1.2 and 1.4 eV at high temperatures predominantly is caused
by excitations across the Mott gap.

causing the increase of spectral weight in the considered
energy range (open symbols). The almost temperature-
independent spectral weight suggests that the double spin-
orbit exciton is not phonon-assisted but rather directly infrared
allowed, even though with a very small spectral weight. This
agrees with results on K;ReClg and K,OsClg [52,53]. A finite
dipole moment may arise if the total excited state breaks
inversion symmetry on the bond. This is, e.g., the case for
a spin-orbit exciton with j, = 3/2 on one site but j, = 1/2 on
the neighboring site. At 10K, the splitting between the main
peak at Erso = 1286 meV and the first sideband amounts to
46 meV. The splitting between the second peak and the weak
third peak is comparable but the large width prevents a more
precise determination. The value of 46 meV is very similar
to the vibronic splitting of the spin-orbit exciton, see Fig. §,
as well as to the vibronic splitting observed for the over-
tones in K,ReClg [52]. The line shape, the experimental peak
splitting, and the analogy with the sister compound K;ReClg
provide strong evidence for a vibronic character of the double
spin-orbit exciton.

VII. DISCUSSION AND CONCLUSION

Spin-orbit entangled j = 1/2 moments are Kramers dou-
blets and as such not Jahn-Teller active. In frustrated quantum
magnets, magnetoelastic coupling nevertheless may give rise
to distortions that break cubic symmetry and lift magnetic
frustration in j = 1/2 compounds [16]. A possibly pro-
nounced magnetoelastic coupling would play an essential role
for the low-energy physics of j = 1/2 quantum magnets. We
combined RIXS, optical spectroscopy, and single-crystal x-
ray diffraction to study the possible role of magnetoelastic
coupling in antifluorite-type K,IrClg with j = 1/2 moments
on an fcc lattice with highly frustrated exchange couplings.
The global cubic structure of K,IrClg is well established
[27-29]. The sizable atomic displacement parameters re-
ported for K,IrClg at elevated temperatures [27,28] exhibit a
linear temperature dependence, underlining their dynamical
origin based on rigid, low-energy rotations of the IrClg oc-
tahedra. Even though the diffraction data do not provide any
indication for deviations from cubic symmetry, the presence
of local distortions cannot fully be excluded. Small distortions
are a challenge for diffraction experiments and often are de-
tected more easily in spectroscopy based on, e.g., a change of
selection rules. The two-peak structure of the spin-orbit exci-
ton observed in L-edge RIXS around 0.63 eV can be attributed
to either a noncubic crystal-field splitting or to a vibronic char-
acter with phonon sidebands. Optical spectroscopy provides
complementary information based on the excellent energy
resolution and the different excitation process with different
selection rules. We observe a multitude of phonon-assisted
peaks in o} (w) that reach as high as 0.74 and 0.77 eV. These
features require an explanation in terms of vibronic sidebands,
in agreement with previous results on IrClg impurities in host
crystals [67,68], with the vibronic character of the double
spin-orbit exciton that we find around 1.3 eV, and with optical
results on related intra-t,, excitations in the sister compounds
K;ReClg and K, OsClg [52,53]. Furthermore, the vibronic pic-
ture is able to describe the temperature dependence observed
in RIXS [35]. The success of the vibronic scenario suggests
that magnetoelastic coupling is not decisive for the stability
of the j = 1/2 moments in K,IrCls. Altogether, we conclude
that K,IrClg hosts cubic j = 1/2 moments and spin orbital
lattice entangled j = 3/2 excited states.

This spin orbital lattice entangled nature of the spin-orbit
exciton is caused by electron-phonon coupling that yields a
hybridization of the Jahn-Teller active j = 3/2 quartet with
vibrational states [35]. The Franck-Condon approximation
offers an analytic description of the vibronic line shape. It
assumes a negligible timescale for electronic excitations, ap-
proximating the eigenstates as product states of electronic and
vibrational states. Empirically, the Franck-Condon approach
describes the data of RIXS and optics well and in an intu-
itive way. Equivalent to the analysis of optical data, a single
Franck-Condon factor is appropriate to describe vibronic ex-
citations studied in direct RIXS. This differs from the case of
elementary phonons that contribute in an indirect RIXS pro-
cess, and we have shown that this contribution is negligible in
our L-edge RIXS data of K,IrClg. This intuitively highlights
the particular character of the vibronic “phonon” sidebands
of the spin-orbit exciton, for which resonance enhancement in
direct RIXS applies to the electronic part of the wave function.
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A more detailed quantitative description of the experimen-
tal data reveals the limitations of the Franck-Condon scenario,
in which the splitting is equal to the phonon energy. In par-
ticular, the large splitting of 44 meV observed at 10K and
even 51 meV at 300 K is hard to reconcile with an elementary
phonon energy in K,IrClg. In contrast, a theory describing the
microscopic coupling of the spin-orbit entangled states to the
e, phonon mode with energy E, yields E,(1 + g>/8) for the
splitting of the first two strong RIXS peaks [35]. We thus con-
clude that the large splitting and its temperature dependence
are fingerprints of the spin orbital lattice entangled character
beyond the Franck-Condon approximation.

Concerning L-edge RIXS, the well resolved vibronic side-
band in K,IrClg stands out in transition-metal compounds in
general as well as compared to other 5d° iridates. The split-
tings larger than 0.1eV observed in Ir*+ oxides [12,13,15—
26] are caused by a noncubic crystal field. Vibronic sidebands
of electronic excitations have been claimed in Ca,Y,Cus0
[43], K;RuClg [44], as well as in 5d* compounds based on the
asymmetric line shape of the excitation from j = 3/2 to 1/2
[41,46], but individual peaks have not been resolved. Typi-
cally, the subbands of vibronic excitations are not resolved in
solids, even in optical data. However, the vibronic features are
particularly sharp in o] (w) of K;ReClg [52] and still very well
resolved in K,IrClg, even in RIXS. This can be attributed to
the quasimolecular crystal structure with well separated MClg
octahedra. The antifluorite-type AyM Xs compounds thus offer
an ideal platform to further investigate the role of vibronic
effects in RIXS. In this context, it may be interesting to
reanalyse RIXS data of the related fluorides such as K,IrFg
[14]. They exhibit a sizable trigonal crystal-field splitting of
the spin-orbit exciton with peaks at about 0.80 and 0.91 eV.
However, a weak third peak at about 1 eV cannot be explained
by the trigonal crystal field and may correspond to a vibronic
sideband in the case of a noncubic crystal field.

Finally, we summarize the implications of our results for
future research beyond K;IrClg. The fact that ideal j = 1/2
moments can be realized despite magnetic frustration and
finite magnetoelastic coupling is a promising result for the
quest for quantum spin liquids that make use of the peculiar
exchange interactions of j = 1/2 moments. Furthermore, our
results highlight the relevance of vibronic coupling for the
analysis of RIXS data, in particular for the interpretation of
apparent peak splittings. For vibronic features, the data from
RIXS and optical spectroscopy can be described using a com-
mon empirical approach with a single Franck-Condon factor.
The combination of the two spectroscopies is particularly
powerful for unraveling the character of an excitation and
for such challenging tasks as revealing the spin orbital lattice
entangled nature. Compounds with quasimolecular crystal
structure are ideal for better understanding the experimental
signatures of spin orbital lattice entangled states.

Note added. Recently, Wang et al. [84] reported inelastic
neutron scattering data of the magnetic excitations of K,IrClg.
They discuss the existence of a nodal-line spin liquid and
fluctuation-stabilized magnetic order arising from the com-
petition of Heisenberg and Kitaev exchange with an energy
scale of less than 1 meV. In agreement with our results, they
employ cubic j = 1/2 moments and find that magnetoelastic
coupling is negligible. Furthermore, they report the x-ray pair-

TABLE 1. Anisotropic atomic displacement parameters U;;, de-
rived from crystal structure determination by single crystal x-ray
diffraction. The data were measured in the sequence from 290 to
120K (I) and back to 290K (II). Figure 5 shows the average of I

and IL. All U;; are given in units of A2.

T (K) Uy (Ir) Ui (ChH Un(Ch Ui (K)
200 1 0.015848) 0.0166(3)  0.04253)  0.0382(3)
II 0.01557(7) 0.0164(2) 0.0422(2) 0.0379(2)
270 I 0.01466(7) 0.0153(2) 0.0397(2) 0.0353(2)
II 0.01475(7) 0.0156(2) 0.0399(2) 0.0355(2)
250 1 0.01360(8) 00138(3)  0.03733)  0.0327(3)
II 0.01354(7) 0.0145(2) 0.0369(2) 0.0327(2)
230 I 0.01219(6) 0.01285(18) 0.03407(17) 0.02996(17)
T 0.01250(7) 0.01322)  0.0346(2)  0.0302(2)
210 1 0.01140(7) 0.0120(2) 0.0317(2) 0.0277(2)
II 0.01157(7) 0.0121(2) 0.0320(2) 0.0279(2)
190 I 0.01035(6) 0.0110(2) 0.02898(19) 0.02500(19)
1 0.01045(7) 0.01102)  0.02902)  0.0250(2)
170 1 0.00930(6) 0.00981(19) 0.02660(18) 0.02249(17)
II 0.00931(7) 0.0098(2) 0.0263(2) 0.0226(2)
150 I 0.00836(6) 0.0090(2) 0.02420(18) 0.02019(18)
1T 0.00793(5)  0.00871(16) 0.02343(14) 0.01984(14)
130 I 0.00759(12) 0.0082(3) 0.0216(3) 0.0180(3)
IT 0.00729(6) 0.00797(19) 0.02123(17) 0.01761(16)
120 I 0.00686(6) 0.00739(19) 0.02010(17) 0.01635(16)

distribution function at 300 K and find a single Ir-Cl distance
with no evidence for structural distortions, again in agreement
with our results.

The data shown in the figures is available on Zenodo [85].
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APPENDIX

1. Crystal structure determination

The x-ray diffraction experiments for a crystal of K;IrClg
with dimensions of 0.072 x 0.059 x 0.049 mm? were per-
formed on a Bruker D8 VENTURE Kappa Duo PHOTONIII
diffractometer with a IuS microfocus sealed tube (Mo K, ra-
diation, 0.71073 A). Using an Oxford Cryostream Cooler800,
we collected data between 290 and 120 K. The crystal struc-
ture was solved by direct methods (SHELXT) [86] and refined
by full matrix least squares based on F? (SHELXL2019) [87].
Multiscan absorption correction was applied. The anisotropic
atomic displacement parameters U;; are given in Table I. The
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FIG. 11. Fits of the RIXS data using two Voigt profiles. The two
features (dashed) are peaking at £, and Ej + Acy,. The solid red line
depicts the sum.

data were obtained by first cooling down in steps from 290 to
120 K, while a second set of data points was measured upon
heating back to 290 K.

The x-ray crystallographic data have been deposited at the
Inorganic Crystal Structure Database via the joint CCDC/FIZ
Karlsruhe deposition service, see Ref. [88] for more informa-
tion.

2. Two-peak fit of RIXS

Phenomenologically, the apparent two-peak structure of
the RIXS data can also be described by employing two os-
cillators with a Voigt line shape, see Fig. 11. The Voigt profile
corresponds to a convolution of Gaussian and Lorentzian
peaks. For the Gaussian part we use the instrumental width
determined from the elastic line. These fits yield the energy
Ey of the dominant peak and the peak splitting Aey, of 40
to 50 meV. Compared to the vibronic fit shown in Fig. §,
we find the same result for Ey while the peak splitting Aeyp
is slightly smaller than the phonon progression energy E,.
The agreement between the two-peak Voigt fits and the ex-
perimental data does not achieve the same quality as for the
vibronic fits shown in Fig. 8. This applies in particular to
the low-frequency side below 0.6 eV and reflects the extended
tails of the Lorentzian contribution.

3. Optical conductivity above the Mott gap

We address the optical conductivity at higher energies
to put the phonon-assisted features into context. Figure 12
shows o} (w) above the Mott gap as determined by ellipsome-
try. Above about 4 eV, we observe charge-transfer excitations
between Ir and CI sites. In the energy range from 2 to
3.5eV, we find Mott-Hubbard excitations across the Mott
gap, i.e., intersite excitations |d;d?) — |d}dY) between the
Ir sites i and j. Compared to on-site d-d excitations such as
the spin-orbit exciton, the value of o(w) for these directly
dipole-allowed excitations is about two orders of magnitude

— 77— T—T— 77—
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FIG. 12. Optical conductivity up to 5.6 eV at room temperature.
Data above the Mott gap have been determined by ellipsometry mea-
surements. Note the logarithmic scale. Above the Mott gap, o;(®)
is roughly two orders of magnitude larger than for the spin-orbit
exciton. The dashed line depicts a fit that assumes a Tauc-Lorentz
shape of the Mott gap.

larger. Accordingly, the strong intersite excitations cover the
on-site crystal-field excitations from #,, to e, states. These
are peaking in the energy range from 2.5 to 3.5eV in RIXS
on KIrClg [29] but are not visible in the optical data. Con-
sidering the additional energy cost of the on-site Coulomb
repulsion U for intersite excitations across the Mott gap, the
two lowest peaks at about 2.4 and 2.9 eV have to be attributed
to 1, states. Their energies can be rationalized in terms of
local multiplets. This approach is corroborated by the obser-
vation that the spectral weight of such intersite excitations
in many transition-metal compounds reflects spin and orbital
correlations between nearest neighbors [89-96]. In this pic-
ture, the lowest |d;'d?) excited states exhibit a t26g 'A| multiplet
on site j while site i hosts a tfg multiplet with either 37;
or 'Ty/'E symmetry. In a f,-only picture, the correspond-
ing excitation energies E (tg‘g) + E (tgg) —2E (tzsg) amount to
U —3Jy and U — Jy [97]. The energy difference of 2 Jy is
reduced to about 1.5 Jy upon taking into account the inter-
action with e, orbitals [53]. The observed energy difference
of 0.5 eV thus agrees with the expectation Jy ~ 0.3 — 0.4 eV
[53,98,99].

Finally, we want to point out the close relation to intersite
excitations in d' compounds such as Mott insulating YTiO3
[94]. There, the energy of the |d'd}) excited states is governed
by two-electron tzzg multiplets that show the same symme-

try as the two-hole tg‘g states discussed above for K,IrClg.
Remarkably, the lowest intersite excitation in YTiOs3, involv-
ing the 37, multiplet, exhibits a two-peak structure that has
been explained in terms of a Mott-Hubbard exciton [94] for
which the energy is reduced by the Coulomb interaction of
an electron-hole pair on nearest-neighbor sites as well as by
magnetic and orbital correlations. The term Mott-Hubbard
exciton is employed not only for truly bound excitons below
the Mott gap but also for a nearly-bound resonance within
the continuum, as observed in YTiO5. Mott-Hubbard excitons
have been discussed also for the 54° iridates Na,IrO; and
SrIrO4 [100,101]. In this light, one may speculate that the
pronounced shoulder at 2 eV of the peak at 2.5eV in o1 (w) of
K, IrClg also reflects nearest-neighbor Coulomb interactions.

195120-12



SPIN ORBITAL LATTICE ENTANGLEMENT IN THE ...

PHYSICAL REVIEW B 110, 195120 (2024)

[1] W. Witczak-Krempa, G. Chen, Y. B. Kim, and L. Balents, Cor-
related quantum phenomena in the strong spin-orbit regime,
Annu. Rev. Condens. Matter Phys. §, 57 (2014).

[2] J. G. Rau, E. Kin-Ho Lee, and H.-Y. Kee, Spin-orbit physics
giving rise to novel phases in correlated systems: Iridates and
related materials, Annu. Rev. Condens. Matter Phys. 7, 195
(2016).

[3] R. Schaffer, E. Kin-Ho Lee, B.-J. Yang, and Y. B. Kim, Recent
progress on correlated electron systems with strong spin-orbit
coupling, Rep. Prog. Phys. 79, 094504 (2016).

[4] H. Takagi, T. Takayama, G. Jackeli, G. Khaliullin, and S. E.
Nagler, Concept and realization of Kitaev quantum spin
liquids, Nat. Rev. Phys. 1, 264 (2019).

[5] S. V. Streltsov and D. 1. Khomskii, Jahn-Teller effect and
spin-orbit coupling: Friends or foes? Phys. Rev. X 10, 031043
(2020).

[6] T. Takayama, J. Chaloupka, A. Smerald, G. Khaliullin, and
H. Takagi, Spin-orbit-entangled electronic phases in 4d and
5d transition-metal compounds, J. Phys. Soc. Jpn. 90, 062001
(2021).

[7] D. I. Khomskii and S. V. Streltsov, Orbital effects in solids:
Basics, recent progress, and opportunities, Chem. Rev. 121,
2992 (2021).

[8] G. Jackeli and G. Khaliullin, Mott insulators in the strong
spin-orbit coupling limit: From Heisenberg to a quantum
compass and Kitaev models, Phys. Rev. Lett. 102, 017205
(2009).

[9] S. H. Chun, J.-W. Kim, J. Kim, H. Zheng, C. C. Stoumpos,
C. D. Malliakas, J. F. Mitchell, K. Mehlawat, Y. Singh, Y.
Choi, T. Gog, A. Al-Zein, M. Moretti Sala, M. Krisch, J.
Chaloupka, G. Jackeli, G. Khaliullin, and B. J. Kim, Direct
evidence for dominant bond-directional interactions in a hon-
eycomb lattice iridate Na,IrO3, Nat. Phys. 11, 462 (2015).

[10] M. Magnaterra, K. Hopfer, Ch. J. Sahle, M. Moretti Sala,
G. Monaco, J. Attig, C. Hickey, [.-M. Pietsch, F. Breitner,
P. Gegenwart, M. H. Upton, J. Kim, S. Trebst, P. H. M. van
Loosdrecht, J. van den Brink, and M. Griininger, RIXS obser-
vation of bond-directional nearest-neighbor excitations in the
Kitaev material Na,IrOs, arXiv:2301.08340.

[11] M. Moretti Sala, S. Boseggia, D. F. McMorrow, and G.
Monaco, Resonant x-ray scattering and the jgr = 1/2 elec-
tronic ground state in iridate perovskites, Phys. Rev. Lett. 112,
026403 (2014).

[12] X. Liu, V. M. Katukuri, L. Hozoi, W.-G. Yin, M. P. M. Dean,
M. H. Upton, J. Kim, D. Casa, A. Said, T. Gog, T. F. Qi, G.
Cao, A. M. Tsvelik, J. van den Brink, and J. P. Hill, Testing the
validity of the strong spin-orbit-coupling limit for octahedrally
coordinated iridate compounds in a model system Sr;CulrOg,
Phys. Rev. Lett. 109, 157401 (2012).

[13] H. Gretarsson, J. P. Clancy, X. Liu, J. P. Hill, E. Bozin, Y.
Singh, S. Manni, P. Gegenwart, J. Kim, A. H. Said, D. Casa,
T. Gog, M. H. Upton, H.-S. Kim, J. Yu, V. M. Katukuri, L.
Hozoi, J. van den Brink, and Y.-J. Kim, Crystal-field splitting
and correlation effect on the electronic structure of A,IrO;,
Phys. Rev. Lett. 110, 076402 (2013).

[14] M. Rossi, M. Retegan, C. Giacobbe, R. Fumagalli, A.
Efimenko, T. Kulka, K. Wohlfeld, A. 1. Gubanov, and M.
Moretti Sala, Possibility to realize spin-orbit-induced corre-
lated physics in iridium fluorides, Phys. Rev. B 95, 235161
(2017).

[15] A. A. Aczel, J. P. Clancy, Q. Chen, H. D. Zhou, D. Reig-
i-Plessis, G. J. MacDougall, J. P. C. Ruff, M. H. Upton, Z.
Islam, T. J. Williams, S. Calder, and J.-Q. Yan, Revisiting the
Kitaev material candidacy of Ir** double perovskite iridates,
Phys. Rev. B 99, 134417 (2019).

[16] A. Revelli, C. C. Loo, D. Kiese, P. Becker, T. Frohlich, T.
Lorenz, M. Moretti Sala, G. Monaco, F. L. Buessen, J. Attig,
M. Hermanns, S. V. Streltsov, D. I. Khomskii, J. van den
Brink, M. Braden, P. H. M. van Loosdrecht, S. Trebst, A.
Paramekanti, and M. Griininger, Spin-orbit entangled j = 1/2
moments in Ba,CelrOq: A frustrated fcc quantum magnet,
Phys. Rev. B 100, 085139 (2019).

[17] A. Ruiz, N. P. Breznay, M. Li, I. Rousochatzakis, A. Allen,
I. Zinda, V. Nagarajan, G. Lopez, Z. Islam, M. H. Upton,
J. Kim, A. H. Said, X.-R. Huang, T. Gog, D. Casa, R. J.
Birgeneau, J. D. Koralek, J. G. Analytis, N. B. Perkins, and
A. Frano, Magnon-spinon dichotomy in the Kitaev hyperhon-
eycomb S-LiIrO;, Phys. Rev. B 103, 184404 (2021).

[18] A. de la Torre, B. Zager, F. Bahrami, M. DiScala, J. R.
Chamorro, M. H. Upton, G. Fabbris, D. Haskel, D. Casa, T. M.
McQueen, F. Tafti, and K. W. Plumb, Enhanced hybridization
in the electronic ground state of the intercalated honeycomb
iridate Ag;Lilr,Og, Phys. Rev. B 104, L100416 (2021).

[19] W. Jin, S. H. Chun, J. Kim, D. Casa, J. P. C. Ruff, C. J. Won,
K. D. Lee, N. Hur, and Y.-J. Kim, Magnetic excitations in the
double-perovskite iridates La,MIrOq (M = Co, Ni, and Zn)
mediated by 3d-5d hybridization, Phys. Rev. B 105, 054419
(2022).

[20] M. Magnaterra, M. Moretti Sala, G. Monaco, P. Becker,
M. Hermanns, P. Warzanowski, T. Lorenz, D. I. Khomskii,
P. H. M. van Loosdrecht, J. van den Brink, and M. Griininger,
RIXS interferometry and the role of disorder in the quantum
magnet Ba;Ti;_,Ir, Oy, Phys. Rev. Res. 5, 013167 (2023).

[21] A. de la Torre, B. Zager, F. Bahrami, M. H. Upton, J. Kim, G.
Fabbris, G.-H. Lee, W. Yang, D. Haskel, F. Tafti, and K. W.
Plumb, Momentum-independent magnetic excitation contin-
uum in the honeycomb iridate H;Lilr,Og, Nat. Commun. 14,
5018 (2023).

[22] J. Kim, D. Casa, M. H. Upton, T. Gog, Y.-J. Kim, J. F.
Mitchell, M. van Veenendaal, M. Daghofer, J. van den Brink,
G. Khaliullin, and B. J. Kim, Magnetic excitation spectra of
Sr,IrO4 probed by resonant inelastic x-ray scattering: Estab-
lishing links to cuprate superconductors, Phys. Rev. Lett. 108,
177003 (2012).

[23] J. Kim, M. Daghofer, A. H. Said, T. Gog, J. van den Brink, G.
Khaliullin, and B. J. Kim, Excitonic quasiparticles in a spin—
orbit Mott insulator, Nat. Commun. 5, 4453 (2014).

[24] J. Kim, A. H. Said, D. Casa, M. H. Upton, T. Gog, M.
Daghofer, G. Jackeli, J. van den Brink, G. Khaliullin, and
B. J. Kim, Large spin-wave energy gap in the bilayer iridate
Sr3Ir,07: Evidence for enhanced dipolar interactions near the
Mott metal-insulator transition, Phys. Rev. Lett. 109, 157402
(2012).

[25] M. Moretti Sala, V. Schnells, S. Boseggia, L. Simonelli, A.
Al-Zein, J. G. Vale, L. Paolasini, E. C. Hunter, R. S. Perry, D.
Prabhakaran, A. T. Boothroyd, M. Krisch, G. Monaco, H. M.
Rgnnow, D. F. McMorrow, and F. Mila, Evidence of quantum
dimer excitations in Sr3Ir,O7, Phys. Rev. B 92, 024405 (2015).

[26] X. Lu, P. Olalde-Velasco, Y. Huang, V. Bisogni, J. Pelliciari,
S. Fatale, M. Dantz, J. G. Vale, E. C. Hunter, J. Chang, V. N.

195120-13


https://doi.org/10.1146/annurev-conmatphys-020911-125138
https://doi.org/10.1146/annurev-conmatphys-031115-011319
https://doi.org/10.1088/0034-4885/79/9/094504
https://doi.org/10.1038/s42254-019-0038-2
https://doi.org/10.1103/PhysRevX.10.031043
https://doi.org/10.7566/JPSJ.90.062001
https://doi.org/10.1021/acs.chemrev.0c00579
https://doi.org/10.1103/PhysRevLett.102.017205
https://doi.org/10.1038/nphys3322
https://arxiv.org/abs/2301.08340
https://doi.org/10.1103/PhysRevLett.112.026403
https://doi.org/10.1103/PhysRevLett.109.157401
https://doi.org/10.1103/PhysRevLett.110.076402
https://doi.org/10.1103/PhysRevB.95.235161
https://doi.org/10.1103/PhysRevB.99.134417
https://doi.org/10.1103/PhysRevB.100.085139
https://doi.org/10.1103/PhysRevB.103.184404
https://doi.org/10.1103/PhysRevB.104.L100416
https://doi.org/10.1103/PhysRevB.105.054419
https://doi.org/10.1103/PhysRevResearch.5.013167
https://doi.org/10.1038/s41467-023-40769-x
https://doi.org/10.1103/PhysRevLett.108.177003
https://doi.org/10.1038/ncomms5453
https://doi.org/10.1103/PhysRevLett.109.157402
https://doi.org/10.1103/PhysRevB.92.024405

P. WARZANOWSKI et al.

PHYSICAL REVIEW B 110, 195120 (2024)

Strocov, R. S. Perry, M. Grioni, D. F. McMorrow, H. M.
Rgnnow, and T. Schmitt, Dispersive magnetic and electronic
excitations in iridate perovskites probed by oxygen K-edge
resonant inelastic x-ray scattering, Phys. Rev. B 97, 041102(R)
(2018).

[27] A. Bertin, L. Kiefer, P. Becker, L. Bohaty, and M. Braden,
Rotational phase transitions in antifluorite-type osmate and iri-
date compounds, J. Phys.: Condens. Matter 36, 245402 (2024).

[28] N. Khan, D. Prishchenko, Y. Skourski, V. G. Mazurenko, and
A. A. Tsirlin, Cubic symmetry and magnetic frustration on the
fce spin lattice in K,IrClg, Phys. Rev. B 99, 144425 (2019).

[29] D. Reig-i-Plessis, T. A. Johnson, K. Lu, Q. Chen, J. P. C.
Ruff, M. H. Upton, T. J. Williams, S. Calder, H. D. Zhou,
J. P. Clancy, A. A. Aczel, and G. J. MacDougall, Structural,
electronic, and magnetic properties of nearly ideal Jo = 1/2
iridium halides, Phys. Rev. Mater. 4, 124407 (2020).

[30] N. Khan, D. Prishchenko, M. H. Upton, V. G. Mazurenko,
and A. A. Tsirlin, Towards cubic symmetry for Ir**: Structure
and magnetism of the antifluorite K,IrBrs, Phys. Rev. B 103,
125158 (2021).

[31] S. Lee, B. H. Kim, M.-J. Seong, and K.-Y. Choi, Noncubic
local distortions and spin-orbit excitons in K, IrClg, Phys. Rev.
B 105, 184433 (2022).

[32] F. Meggle, M. Mikuta, M. Saule, V. Hermann, N. Khan, A. A.
Tsirlin, and C. A. Kuntscher Optical signatures of the Jei =
1/2 state in Ir** halides, Phys. Rev. B 107, 235142 (2023).

[33] L. Bhaskaran, A. N. Ponomaryov, J. Wosnitza, N. Khan, A. A.
Tsirlin, M. E. Zhitomirsky, and S. A. Zvyagin, Antiferromag-
netic resonance in the cubic iridium hexahalides (NHy4),IrClg
and K,IrClg, Phys. Rev. B 104, 184404 (2021).

[34] P. Balla, Y. Igbal, and K. Penc, Degenerate manifolds, heli-
magnets, and multi-Q chiral phases in the classical Heisenberg
antiferromagnet on the face-centered-cubic lattice, Phys. Rev.
Res. 2, 043278 (2020).

[35] N. Iwahara and W. Furukawa, Vibronic effect on reso-
nant inelastic x-ray scattering in cubic iridium hexahalides,
Phys. Rev. B 108, 075136 (2023).

[36] E. M. Plotnikova, M. Daghofer, J. van den Brink, and K.
Wohlfeld, Jahn-Teller effect in systems with strong on-site
spin-orbit coupling, Phys. Rev. Lett. 116, 106401 (2016).

[37] M. Moretti Sala, K. Ohgushi, A. Al-Zein, Y. Hirata, G.
Monaco, and M. Krisch, CalrOs: A spin-orbit Mott insula-
tor beyond the jo = 1/2 ground state, Phys. Rev. Lett. 112,
176402 (2014).

[38] P. Warzanowski, N. Borgwardt, K. Hopfer, J. Attig, T. C.
Koethe, P. Becker, V. Tsurkan, A. Loidl, M. Hermanns,
P. H. M. van Loosdrecht, and M. Griininger, Multiple
spin-orbit excitons and the electronic structure of a-RuClj,
Phys. Rev. Res. 2, 042007(R) (2020).

[39] J.-H. Lee, Y. Choi, S.-H. Do, B. H. Kim, M.-J. Seong, and
K.-Y. Choi, Multiple spin-orbit excitons in ¢-RuCl; from bulk
to atomically thin layers, npj Quantum Mater. 6, 43 (2021).

[40] J. G. Vale, C. D. Dashwood, E. Paris, L. S. I. Veiga, M. Garcia-
Fernandez, A. Nag, A. Walters, K.-J. Zhou, 1.-M. Pietsch,
A. Jesche, P. Gegenwart, R. Coldea, T. Schmitt, and D. F.
McMorrow, High-resolution resonant inelastic x-ray scatter-
ing study of the electron-phonon coupling in honeycomb
«-LipIrOs, Phys. Rev. B 100, 224303 (2019).

[41] S. Agrestini, F. Borgatti, P. Florio, J. Frassineti, D. Fiore
Mosca, Q. Faure, B. Detlefs, C. J. Sahle, S. Francoual, J.

Choi, M. Garcia-Fernandez, K.-J. Zhou, V. E. Mitrovic, P. M.
Woodward, G. Ghiringhelli, C. Franchini, F. Boscherini, S.
Sanna, and M. Moretti Sala, The origin of magnetism in a
supposedly nonmagnetic osmium oxide, Phys. Rev. Lett. 133,
066501 (2024).

[42] A. Revelli, M. Moretti Sala, G. Monaco, C. Hickey, P. Becker,
F. Freund, A. Jesche, P. Gegenwart, T. Eschmann, F. L.
Buessen, S. Trebst, P. H. M. van Loosdrecht, J. van den Brink,
and M. Griininger, Fingerprints of Kitaev physics in the mag-
netic excitations of honeycomb iridates, Phys. Rev. Res. 2,
043094 (2020).

[43] J. J. Lee, B. Moritz, W. S. Lee, M. Yi, C. J. Jia, A. P. Sorini,
K. Kudo, Y. Koike, K. J. Zhou, C. Monney, V. Strocov, L.
Patthey, T. Schmitt, T. P. Devereaux, and Z. X. Shen, Charge-
orbital-lattice coupling effects in the dd excitation profile
of one-dimensional cuprates, Phys. Rev. B 89, 041104(R)
(2014).

[44] N. Iwahara and S. Shikano, Vibronic excitations in resonant
inelastic x-ray scattering spectra of K,RuClg, Phys. Rev. Res.
5, 023051 (2023).

[45] H. Takahashi, H. Suzuki, J. Bertinshaw, S. Bette, C. Miihle, J.
Nuss, R. Dinnebier, A. Yaresko, G. Khaliullin, H. Gretarsson,
T. Takayama, H. Takagi, and B. Keimer, Nonmagnetic J = 0
state and spin-orbit excitations in K,RuCls, Phys. Rev. Lett.
127, 227201 (2021).

[46] F.I. Frontini, G. H. J. Johnstone, N. Iwahara, P. Bhattacharyya,
N. A. Bogdanov, L. Hozoi, M. H. Upton, D. M. Casa, D. Hirai,
and Y.-J. Kim, Spin-orbit-lattice entangled state in A,MgReOy
(A = Ca, Sr, Ba) revealed by resonant inelastic x-ray scatter-
ing, Phys. Rev. Lett. 133, 036501 (2024).

[47] F. Hennies, A. Pietzsch, M. Berglund, A. Fohlisch, Th.
Schmitt, V. Strocov, H. O. Karlsson, J. Andersson, and J.-
E. Rubensson, Resonant inelastic scattering spectra of free
molecules with vibrational resolution, Phys. Rev. Lett. 104,
193002 (2010).

[48] B. Henderson and G. F. Imbusch, Optical Spectroscopy of
Inorganic Solids (OUP, Oxford, 1989).

[49] B. N. Figgis and M. A. Hitchman, Ligand Field Theory and its
Applications (Wiley-VCH, New York, 1999).

[50] C. F. Ballhausen, Introduction to Ligand Field Theory
(McGraw-Hill, New York, 1962).

[51] R. Riickamp, E. Benckiser, M. W. Haverkort, H. Roth, T.
Lorenz, A. Freimuth, L. Jongen, A. Mboller, G. Meyer, P.
Reutler, B. Biichner, A. Revcolevschi, S.-W. Cheong, C.
Sekar, G. Krabbes, and M. Griininger, Optical study of orbital
excitations in transition-metal oxides, New J. Phys. 7, 144
(2005).

[52] P. Warzanowski, M. Magnaterra, G. Schlicht, Q. Faure, Ch.
J. Sahle, P. Becker, L. Bohaty, M. Moretti Sala, G. Monaco,
M. Hermanns, P. H. M. van Loosdrecht, and M. Griininger,
Spin-orbit coupling in a half-filled f,, shell: The case of
5d° K,ReClg, Phys. Rev. B 109, 155149 (2024).

[53] P. Warzanowski, M. Magnaterra, P. Stein, G. Schlicht, Q.
Faure, Ch. J. Sahle, T. Lorenz, P. Becker, L. Bohaty, M.
Moretti Sala, G. Monaco, P. H. M. van Loosdrecht, and M.
Griininger, Electronic excitations in 5d*J = 0 Os** halides
studied by resonant inelastic x-ray scattering and optical
spectroscopy, Phys. Rev. B 108, 125120 (2023).

[54] A. H. Cooke, R. Lazenby, F. R. McKim, J. Owen, and
W. P. Wolf, Exchange interactions in antiferromagnetic salts of

195120-14


https://doi.org/10.1103/PhysRevB.97.041102
https://doi.org/10.1088/1361-648X/ad2fef
https://doi.org/10.1103/PhysRevB.99.144425
https://doi.org/10.1103/PhysRevMaterials.4.124407
https://doi.org/10.1103/PhysRevB.103.125158
https://doi.org/10.1103/PhysRevB.105.184433
https://doi.org/10.1103/PhysRevB.107.235142
https://doi.org/10.1103/PhysRevB.104.184404
https://doi.org/10.1103/PhysRevResearch.2.043278
https://doi.org/10.1103/PhysRevB.108.075136
https://doi.org/10.1103/PhysRevLett.116.106401
https://doi.org/10.1103/PhysRevLett.112.176402
https://doi.org/10.1103/PhysRevResearch.2.042007
https://doi.org/10.1038/s41535-021-00340-7
https://doi.org/10.1103/PhysRevB.100.224303
https://doi.org/10.1103/PhysRevLett.133.066501
https://doi.org/10.1103/PhysRevResearch.2.043094
https://doi.org/10.1103/PhysRevB.89.041104
https://doi.org/10.1103/PhysRevResearch.5.023051
https://doi.org/10.1103/PhysRevLett.127.227201
https://doi.org/10.1103/PhysRevLett.133.036501
https://doi.org/10.1103/PhysRevLett.104.193002
https://doi.org/10.1088/1367-2630/7/1/144
https://doi.org/10.1103/PhysRevB.109.155149
https://doi.org/10.1103/PhysRevB.108.125120

SPIN ORBITAL LATTICE ENTANGLEMENT IN THE ...

PHYSICAL REVIEW B 110, 195120 (2024)

iridium II. Magnetic susceptibility measurements, Proc. R.
Soc. London Ser. A 250, 97 (1959).

[55] M. Moretti Sala, C. Henriquet, L. Simonelli, R. Verbeni, and
G. Monaco, High energy-resolution set-up for Ir L; edge RIXS
experiments, J. Electron Spectrosc. Relat. Phenom. 188, 150
(2013).

[56] M. Moretti Sala, K. Martel, C. Henriquet, A. Al Zein,
L. Simonelli, Ch. J. Sahle, H. Gonzalez, M.-C. Lagier, C.
Ponchut, S. Huotari, R. Verbeni, M. Krisch, and G. Monaco,
A high-energy-resolution resonant inelastic X-ray scattering
spectrometer at ID20 of the European Synchrotron Radiation
Facility, J. Synchrotron Rad. 25, 580 (2018).

[57] R. M. A. Azzam and N. M. Bashara, Ellipsometry and Polar-
ized Light (Elsevier, New York, 1987).

[58] J. W. Lynn, H. H. Patterson, G. Shirane, and R. G. Wheeler,
Soft rotary mode and structural phase transition in K,ReClg,
Solid State Commun. 27, 859 (1978).

[59] D. Mintz, R. L. Armstrong, B. M. Powell, and W. J. L.
Buyers, Soft rotary mode in the antifluorite crystal K,OsClg,
Phys. Rev. B 19, 448 (1979).

[60] G. P. O’Leary and R. G. Wheeler, Phase transitions and soft
librational modes in cubic crystals, Phys. Rev. B 1, 4409
(1970).

[61] P. Schweiss, W. Reichardt, M. Braden, G. Collin, G. Heger,
H. Claus, and A. Erb, Static and dynamic displacements
in RBa,Cuz;O;_s (R =Y, Ho; 6 = 0.05, 0.5): A neutron-
diffraction study on single crystals, Phys. Rev. B 49, 1387
(1994).

[62] G. A. Sawatzky, Testing Fermi-liquid models, Nature
(London) 342, 480 (1989).

[63] M. A. Hitchman and P. J. Cassidy, Polarized crystal spectrum
of bis(methylphenethylammonium) tetrachlorocuprate(II):
Analysis of the energies, vibrational fine structure, and
temperature dependence of the “d-d” transitions of the planar
tetrachlorocuprate(2-) ion, Inorg. Chem. 18, 1745 (1979).

[64] D. M. Adams and H. A. Gebbie, Absorption spectra of some
inorganic complex halides by far infra-red interferometry,
Spectrochim. Acta 19, 925 (1963).

[65] G. L. Bottger and A. E. Salwin, The vibrational spectra of
alkali salts of hexahaloiridates, Spectrochim. Acta A 28, 925
(1972).

[66] S.E. Parker andJ. B. Forsyth, K,MClg (M = Pt, Ir), location of
the silent modes and forcefields, J. Chem. Soc. Faraday Trans.
94, 1111 (1998).

[67] T. A. Keiderling, P. J. Stephens, S. B. Piepho, J. L. Slater, P. N.
Schatz, Infrared absorption and magnetic circular dichroism of
Cs,ZrClg:Ir**, Chem. Phys. 11, 343 (1975).

[68] R.K. Yoo and T. A. Keiderling, Intraconfigurational absorp-
tion spectroscopy of IrCI2~ and IrBrZ~ in A,MXs-type host
crystals, Chem. Phys. 108, 317 (1986).

[69] L. Pross, K. Rossler, and H. J. Schenk, Optical studies on
Hexahalorhenates - I Low temperature absorption spectra of
K,[ReClg] single crystals, J. Inorg. Nucl. Chem. 36, 317
(1974).

[70] R.K. Yoo, S. C. Lee, B. A. Kozikowski and T. A. Keiderling,
Intraconfigurational absorption spectroscopy of ReClg_ in var-
ious A, MClg host crystals, Chem. Phys. 117, 237 (1987).

[71] M. Bettinelli and C. D. Flint, Magnon sidebands and cooper-
ative absorptions in K;ReClg and Cs,ReClg, J. Phys. C: Solid
State Phys. 21, 5499 (1988).

[72] B. A. Kozikowski and T. A. Keiderling, Intraconfigurational
absorption spectroscopy of osmium(4+) ion in dipotassium
hexachlorostannate and dipotassium hexachloroosmate crys-
tals, J. Phys. Chem. 87, 4630 (1983).

[73] K. Huang and A. Rhys, Theory of light absorption and non-
radiative transitions in F-centres, Proc. R. Soc. London A 204,
406 (1950).

[74] L. J. P. Ament, M. van Veenendaal, and J. van den Brink,
Determining the electron—phonon coupling strength from res-
onant inelastic x-ray scattering at transition metal L-edges,
Europhys. Lett. 95, 27008 (2011).

[75] A. Geondzhian and K. Gilmore, Generalization of the Franck-
Condon model for phonon excitations by resonant inelastic x-
ray scattering, Phys. Rev. B 101, 214307 (2020).

[76] K. Gilmore, Quantifying vibronic coupling with resonant in-
elastic X-ray scattering, Phys. Chem. Chem. Phys. 25, 217
(2022).

[77] L. Braicovich, M. Rossi, R. Fumagalli, Y. Peng, Y. Wang, R.
Arpaia, D. Betto, G. M. De Luca, D. Di Castro, K. Kummer,
M. Moretti Sala, M. Pagetti, G. Balestrino, N. B. Brookes, M.
Salluzzo, S. Johnston, J. van den Brink, and G. Ghiringhelli,
Determining the electron-phonon coupling in superconducting
cuprates by resonant inelastic x-ray scattering: Methods and
results on Nd;,,Ba,_,Cu3;0;_s5, Phys. Rev. Res. 2, 023231
(2020).

[78] A. M. Black and C. D. Flint, Jahn-Teller effect in the FS(ZTng
tfg) state of ReBrZ’, J. Chem. Soc., Faraday Trans. 2, 71, 1871
(1975).

[79] H. Liu and G. Khaliullin, Pseudo-Jahn-Teller effect and mag-
netoelastic coupling in spin-orbit Mott insulators, Phys. Rev.
Lett. 122, 057203 (2019).

[80] L. J. P. Ament, M. van Veenendaal, T. P. Devereaux, J. P.
Hill, and J. van den Brink, Resonant inelastic x-ray scattering
studies of elementary excitations, Rev. Mod. Phys. 83, 705
(2011).

[81] T. P. Devereaux, A. M. Shvaika, K. Wu, K. Wohlfeld, C. J.
Jia, Y. Wang, B. Moritz, L. Chaix, W.-S. Lee, Z.-X. Shen,
G. Ghiringhelli, and L. Braicovich, Directly characterizing
the relative strength and momentum dependence of electron-
phonon coupling using resonant inelastic x-ray scattering,
Phys. Rev. X 6, 041019 (2016).

[82] S. Johnston, C. Monney, V. Bisogni, K.-J. Zhou, R. Kraus,
G. Behr, V. N. Strocov, J. Malek, S.-L. Drechsler, J. Geck,
T. Schmitt, and J. van den Brink, Electron-lattice interactions
strongly renormalize the charge-transfer energy in the spin-
chain cuprate Li,CuQO,, Nat. Commun. 7, 10563 (2015).

[83] E. Benckiser, R. Riickamp, T. Moller, T. Taetz, A. Moller,
A. A. Nugroho, T. T. M. Palstra, G. S. Uhrig, and M.
Griininger, Collective orbital excitations in orbitally ordered
YVO; and HoVO3;, New J. Phys. 10, 053027 (2008).

[84] Q. Wang, A. de la Torre, J. A. Rodriguez-Rivera, A. A.
Podlesnyak, W. Tian, A. A. Aczel, M. Matsuda, P. J. Ryan, J.-
W. Kim, J. G. Rau, and K. W. Plumb, Pulling order back from
the brink of disorder: Observation of a nodal line spin liquid
and fluctuation stabilized order in K,IrClg, arXiv:2407.17559.

[85] P. Warzanowski, M. Magnaterra, Ch. J. Sahle, M. Moretti Sala,
P. Becker, L. Bohaty, I. Cisafovd, G. Monaco, T. Lorenz, P.
H. M. van Loosdrecht, J. van den Brink, and M. Griininger,
Data for “Spin orbital lattice entanglement in the ideal j = %
compound K,IrCls” (2024), doi:10.5281/zenodo.13986892.

195120-15


https://doi.org/10.1098/rspa.1959.0053
https://doi.org/10.1016/j.elspec.2012.08.002
https://doi.org/10.1107/S1600577518001200
https://doi.org/10.1016/0038-1098(78)90192-8
https://doi.org/10.1103/PhysRevB.19.448
https://doi.org/10.1103/PhysRevB.1.4409
https://doi.org/10.1103/PhysRevB.49.1387
https://doi.org/10.1038/342480a0
https://doi.org/10.1021/ic50197a005
https://doi.org/10.1016/0371-1951(63)80179-4
https://doi.org/10.1016/0584-8539(72)80064-3
https://doi.org/10.1039/a709215f
https://doi.org/10.1016/0301-0104(75)80053-X
https://doi.org/10.1016/0301-0104(86)85050-9
https://doi.org/10.1016/0022-1902(74)80016-3
https://doi.org/10.1016/0301-0104(87)80124-6
https://doi.org/10.1088/0022-3719/21/32/005
https://doi.org/10.1021/j100246a020
https://doi.org/10.1098/rspa.1950.0184
https://doi.org/10.1209/0295-5075/95/27008
https://doi.org/10.1103/PhysRevB.101.214307
https://doi.org/10.1039/D2CP00968D
https://doi.org/10.1103/PhysRevResearch.2.023231
https://doi.org/10.1039/F29757101871
https://doi.org/10.1103/PhysRevLett.122.057203
https://doi.org/10.1103/RevModPhys.83.705
https://doi.org/10.1103/PhysRevX.6.041019
https://doi.org/10.1038/ncomms10563
https://doi.org/10.1088/1367-2630/10/5/053027
https://arxiv.org/abs/2407.17559
https://doi.org/10.5281/zenodo.13986892

P. WARZANOWSKI et al.

PHYSICAL REVIEW B 110, 195120 (2024)

[86] G. M. Sheldrick, SHELXT-Integrated space-group and
crystal-structure determination, Acta Cryst. A 71, 3 (2015).

[87] G. M. Sheldrick, Crystal structure refinement with SHELXL,
Acta Cryst. C 71, 3 (2015).

[88] Joint CCDC/FIZ Karlsruhe deposition service, www.ccdc.
cam.ac.uk/discover/news/2018-07-new-joint-services/  The
crystallographic data deposition numbers are CCDC/CSD
2367387 to 2367405 and can be obtained free of charge from
https://www.ccdc.cam.ac.uk/structures.

[89] G. Khaliullin, P. Horsch, and A. M. Oles, Theory of optical
spectral weights in Mott insulators with orbital degrees of
freedom, Phys. Rev. B 70, 195103 (2004).

[90] A. M. Oles, G. Khaliullin, P. Horsch, and L. F. Feiner, Fin-
gerprints of spin-orbital physics in cubic Mott insulators:
Magnetic exchange interactions and optical spectral weights,
Phys. Rev. B 72, 214431 (2005).

[91] Z. Fang, N. Nagaosa, and K. Terakura, Anisotropic optical
conductivities due to spin and orbital ordering in LaVOs;
and YVOs;: First-principles studies, Phys. Rev. B 67, 035101
(2003).

[92] N. N. Kovaleva, A. V. Boris, C. Bernhard, A. Kulakov, A.
Pimenov, A. M. Balbashov, G. Khaliullin, and B. Keimer,
Spin-controlled Mott-Hubbard bands in LaMnO; probed by
optical ellipsometry, Phys. Rev. Lett. 93, 147204 (2004).

[93] J. S. Lee, M. W. Kim, and T. W. Noh, Optical excitations of
transition-metal oxides under the orbital multiplicity effects,
New J. Phys. 7, 147 (2005).

[94] A. Gossling, R. Schmitz, H. Roth, M. W. Haverkort, T. Lorenz,
J. A. Mydosh, E. Miiller-Hartmann, and M. Griininger, Mott-

Hubbard exciton in the optical conductivity of YTiO; and
SmTiOj;, Phys. Rev. B 78, 075122 (2008).

[95] J. Reul, A. A. Nugroho, T. T. M. Palstra, and M. Griininger,
Probing orbital fluctuations in RVO; (R = Y, Gd, or Ce) by
ellipsometry, Phys. Rev. B 86, 125128 (2012).

[96] 1. Vergara, M. Magnaterra, P. Warzanowski, J. Attig, S.
Kunkemoller, D. I. Khomskii, M. Braden, M. Hermanns, and
M. Griininger, Spin-orbit coupling and crystal-field splitting in
Ti-doped Ca,RuQy studied by ellipsometry, Phys. Rev. B 106,
085103 (2022).

[97] G. Zhang and E. Pavarini, Mott transition, spin-orbit ef-
fects, and magnetism in Ca,RuQ,, Phys. Rev. B 95, 075145
(2017).

[98] B. H. Kim, G. Khaliullin, and B. I. Min, Electronic excita-
tions in the edge-shared relativistic Mott insulator: Na,IrOs,
Phys. Rev. B 89, 081109(R) (2014).

[99] S. M. Winter, A. A. Tsirlin, M. Daghofer, J. van den Brink, Y.
Singh, P. Gegenwart, and R. Valenti{, Models and materials for
generalized Kitaev magnetism, J. Phys.: Condens. Matter 29,
493002 (2017).

[100] Z. Alpichshev, F. Mahmood, G. Cao, and N. Gedik,
Confinement-deconfinement transition as an indication of
spin-liquid-type behavior in Na,IrOs;, Phys. Rev. Lett. 114,
017203 (2015).

[101] O. Mehio, X. Li, H. Ning, Z. Lenar¢i¢, Y. Han, M.
Buchhold, Z. Porter, N. J. Laurita, S. D. Wilson, and
D. Hsieh, A Hubbard exciton fluid in a photo-doped
antiferromagnetic Mott insulator, Nat. Phys. 19, 1876
(2023).

195120-16


https://doi.org/10.1107/S2053273314026370
https://doi.org/10.1107/S2053229614024218
http://www.ccdc.cam.ac.uk/discover/news/2018-07-new-joint-services/
https://www.ccdc.cam.ac.uk/structures
https://doi.org/10.1103/PhysRevB.70.195103
https://doi.org/10.1103/PhysRevB.72.214431
https://doi.org/10.1103/PhysRevB.67.035101
https://doi.org/10.1103/PhysRevLett.93.147204
https://doi.org/10.1088/1367-2630/7/1/147
https://doi.org/10.1103/PhysRevB.78.075122
https://doi.org/10.1103/PhysRevB.86.125128
https://doi.org/10.1103/PhysRevB.106.085103
https://doi.org/10.1103/PhysRevB.95.075145
https://doi.org/10.1103/PhysRevB.89.081109
https://doi.org/10.1088/1361-648X/aa8cf5
https://doi.org/10.1103/PhysRevLett.114.017203
https://doi.org/10.1038/s41567-023-02204-2




8 Summary and outlook

Within this thesis, we have examined the electronic properties of 4d and 5d Mott insula-
tors, which lie at the intersection of strong correlations and strong spin-orbit coupling. To
investigate these materials, we have focused on the local electronic excitations. A central
characteristic of our approach has been to combine methods that exhibit different sensitiv-
ities and selection rules. For @-RuCls, these have been optical spectroscopy and Raman
scattering, and for the 5d antifluorites, we have employed optical spectroscopy and RIXS
at the transition-metal L; edge.

(Multiple) spin-orbit excitons in @-RuCl;

Regarding a-RuCl;, we have answered the question about the origin of the main absorp-
tion features above the phonons and below the Mott gap. The comparison of the excitation
features seen by Raman scattering and optical spectroscopy has allowed us to identify the
spin-orbit exciton and the two higher-lying absorption bands at 0.53 eV and 0.75¢eV as the
double and triple spin-orbit excitons, respectively. Crucial for this interpretation has been
the temperature dependence of the spectral weight, which can be attributed to the different
phonon modes that break inversion symmetry on the single site for the single spin-orbit
exciton and in between two sites for the double spin-orbit exciton. From the excitation
energy and the splitting of the spin-orbit exciton, we have determined the spin-orbit cou-
pling A.x = 177meV and the trigonal splitting Acg ~ 60 meV in a fp,-only model. This
translates to a 98% j = 1/2 character of the ground state, similarly to the honeycomb
iridates Na,IrO3; and a-LiIrO3. Accounting for the e, orbitals and a realistic value of
10Dg = 2.2V [82, 246] yields a spin-orbit coupling 4 = 0.16 eV, which is in agreement
with the range typically found for a-RuCl; of 4 ~ 0.13 to 0.15eV [60, 83], but for which
a precise experimental value had been missing.

The double spin-orbit exciton reflects the pairwise excitation from j = 1/2 to neighbor-
ing j = 3/2 states, and its comparatively large strength reflects the prominent role of the
Kitaev interaction in this material. For our analysis, we compare the double spin-orbit
exciton to a bi-magnon excitation, as seen, for instance, in the S = 1/2 cuprates. There,
the exchange of two antiparallel spins on adjacent sites is equivalent to a double spin flip.
In a Kitaev system, the exchange between neighboring j = 1/2 moments is suppressed,
but hopping from [j = 1/2,+1/2); to |j = 3/2,%3/2); is allowed. Intriguingly, this is pre-
cisely the hopping path that promotes Kitaev interaction. Our two-site cluster calculation
shows that the main weight of the double spin-orbit exciton emerges from the pairwise
exchange that follows this hopping channel, hence the unusual strength of this absorption
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8 Summary and outlook

feature. Our interpretation of the intersite nature of these excitations is further strength-
ened by the fact that the triple spin-orbit exciton is directly observable with optics, but
not with Raman scattering. The process of exchanging three holes on three neighboring
sites breaks inversion symmetry, turning this process infrared active. The comparatively
large ratio of next-nearest-neighbor to nearest-neighbor hopping, ¢/t ~ 0.38 [247], allows
for a comparable spectral weight between the (phonon-assisted) double and (direct) triple
excitation. Altogether, these results corroborate the realization of the j = 1/2 scenario
in @-RuCl; and illustrate the exotic character of the Kitaev interaction imprinted on the
electronic excitations.

The A, M X, antifluorite halides

We have demonstrated for K;ReClg, K,OsClg, A2OsBrg with A = K, Rb, and K,IrCl¢ that
the quasimolecular A, M X, antifluorite halides are formidable model platforms to study the
local effects of spin-orbit coupling for different 54" configurations. This is mainly a conse-
quence of the isolated M X¢ octahedra and large nearest-neighbor distances, which reduce
the bandwidths of the 5d states. This yields Mott gaps exceeding Ag,, > 1.5¢€V, which are
unusually large values for 5d Mott insulators and which provide a wide transparency win-
dow for optical transmittance experiments. The reduced bandwidths also promote narrow
lineshapes of the excitation features, which facilitate an accurate determination of the elec-
tronic parameters. An additional consequence of the isolated octahedra is the particularly
clear observation of vibronic signatures, both for onsite excitations and intersite excita-
tions. The observed vibronic sidebands are typically smeared in crystals with a more rigid
and connected lattice structure, which allowed us to examine the effects of spin-orbital-
lattice entanglement in these materials.

Combining optical spectroscopy and L-edge RIXS, our results provide a comprehensive
picture of the excitations of the 5d electrons. With RIXS, we have recorded, for exam-
ple, the resonance maps of K;ReClg and K,OsClg to assign the orbital character of the
multiplet excitations. As such, we were able to distinguish intra-f,, from f,,-to-e, exci-
tations and identified analogously different charge-transfer processes at higher energies.
Having established the character of the excitations, we have been able to utilize the supe-
rior energy resolution of optical transmittance measurements to further resolve the intra-z,,
excitations.

In the past, determining the electronic parameters for K,ReClg and K,0sClg has been
difficult [143, 145, 211], especially because absorption experiments alone cannot resolve
excitations into the e, states above 2eV, as these are buried by the much stronger and
broader Mott-Hubbard excitations in the same energy range. It is therefore this combined
approach of optics and RIXS that has allowed us to perform a very careful analysis of the
local electronic structure.

Focusing on each system, we have established the Os** compounds K,OsClg, K,OsBrg,
and Rb,OsClg as clean 5d* J = 0 systems that can serve very well as 5d* reference
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systems for future Os** RIXS studies. In particular, for K,OsClg, we have observed all
intra-t,, multiplets with RIXS and demonstrated that the excitation I.CT) — TI(A)
is only observable in the parallel polarization channel, which explains why the equiv-
alent excitation has only been reported in certain L-edge RIXS studies on 5d* systems
[158—162]. The energies of the multiplets show that the local moments are best described
in an intermediate-coupling regime, {/Jy ~ 1, consistent with results reported for several
5d* iridates [158-162].

Being able to resolve excitations involving e, orbitals, we compared the results between
two models: the often-employed f,,-only scenario and a model accounting for the entire
d shell. The main drawback of the #,,-only model is the apparent degeneracy of certain
intra-f,, multiplets, e.g., for the 'E and 'T, multiplets. However, these splittings are only
resolved in optics. Thus, for the intra-f,, RIXS energies, both models describe the intra-z,,
excitations equally well. A considerable difference appears in the simulated RIXS inten-
sities for the excitation into the J = 1 and J = 2 states, which suggests a considerable
sensitivity of the matrix elements to the admixture of e, states. Concerning the values
of the electronic parameters, we found ¢/Jy ~ 0.8 and °f/ Jl‘f ~ 1.5 for K,0sClg with
10Dq = 3.3eV. For K,0OsBrg, with a lower crystal-field splitting of 10Dg = 2.9¢eV, we
find roughly the same values of {g;/Jyp: = 0.8 and {gfrf J;’EBI ~ 1.3. The values for these
parameters are given in Tab. 8.1 alongside the parameters of the other compounds of this
thesis. Regarding symmetry, we found a tiny splitting of A.,, * 4 meV for the excitation
to the J = 1 state in the tetragonal phase below T = 45K for K,OsClg. This reflects the
almost ideal cubic conditions, especially for the chloride members K, MCl¢ of this family.

The electron configuration 54° sets the stage to investigate the unusual role of spin-orbit
coupling on the electronic properties. The two opposite scenarios of vanishing or dominant
spin-orbit coupling yield very different ground states. The first results in the conventionally
known S = 3/2 ground state with a quenched orbital moment, whereas the latter produces
a Jahn-Teller-active J = 3/2 state [88], which is opposite to the usual trend that spin-orbit
coupling suppresses Jahn-Teller distortions. The underlying mechanism is the competition
between spin-orbit coupling and Hund’s exchange, which favor stabilizing the electronic
states in different bases. As such, {/Jy is a decisive parameter to characterize the ground
state. Analyzing the multiplet energies of K,ReClg, we found {/Jy = 0.6, or analogously,
/I ~ 0.8. Starting from LS coupling with S = 3/2, spin-orbit coupling adds orbital
character mainly by admixing 27, multiplets into the ground state. The expectation value
of the L, component is thus a useful gauge to estimate the strength of spin-orbit-induced

effects. In the 7,,-only model, the expectation value scales to leading order as (L;) o (%:) .
H

For £°f/ JEI‘T ~ 0.8, our calculations show (L,) =~ 0.027, a very small value. Accordingly,
we also found the ground state to exhibit 97% *A, S = 3/2 character. Including the ad-
mixture of e, states slightly reduces this weight to 93%. The effects of spin-orbit coupling
on the local moments in K,ReClg are weak but not unnoticeable.

Albeit we did not find a sizeable Jahn-Teller effect, we still observed a subtle interplay
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between spin-orbit coupling and lattice effects. The intra-,, features are very weak due to
the parity selection rule and the spin selection rule, since all five multiplets show a spin-
flip character. Three of these five intra-f,, multiplets also exhibit narrow peaks, and the
progression of the vibronic sidebands can be reconciled with a single, fully symmetric A;,
phonon mode. This implies a negligible coupling to the lattice. The other two multiplets,
located at 0.95 and 1.9 eV, however, show broader lineshapes and a slightly different spec-
tral weight distribution of the vibronic sidebands. This hints at a larger orbital character
in these states and at stronger coupling to the lattice. A striking signature of the quasi-
molecular character of this material is the well-resolvable observation of double intra-z,,
excitations. These can be found very close to the sum values of the individual single-site
energies Ey;; ® Eo; + Eo; and show similarly narrow peak widths, reflecting negligible
intersite interaction. Also for these excitations, we resolve a phonon sideband that can be
identified with the A;, mode.

Considering the structural phase transitions, we observe a common increase of the elec-
tronic excitation energies by roughly 3-4 meV, which we attribute to a lowering of the
ground-state energy when cooling the sample from the cubic phase above 111 K across
three structural transitions to the monoclinic phase below 76 K. A more unusual effect of
spin-orbit coupling in this material manifests as a strong ferroelastic response driven by the
reorientation of the domain structure [105]. An additional splitting in the multiplet features
appears when cooling below the magnetic ordering temperature 7y = 12 K, which might
tentatively be attributed to magnon sidebands [145]. Focusing on the role of spin-orbit
coupling on the orbital structure in this work, we analyzed the excitation spectra mainly in
the paramagnetic phase. Future experiments could shed light on the mixed vibronic and
magnetic character of these excitations in the magnetically ordered phase.

The central question around 5d4° K,IrCls concerns the stability and robustness of the
j = 1/2 state. Thus far, the 5d° Mott insulators have repeatedly shown signatures of
non-cubic distortions, putting into question whether ideal j = 1/2 moments can be real-
ized [65]. In the antifluorite K,IrClg, a splitting of the spin-orbit exciton of around 50 meV
[107] has been reported, but the non-cubic scenario is challenged by high-resolution x-
ray diffraction, magnetic susceptibility, and electron spin resonance spectroscopy, which
support a cubic scenario with an isotropic g factor and a magnetic moment consistent
with an ideal j = 1/2 state [103, 106, 108]. To investigate this discrepancy, Iwahara and
Furukawa [137] studied the role of electron-phonon coupling and suggested a dynamic
Jahn-Teller effect from coupling with E, phonons as the origin of the splitting of the spin-
orbit exciton. The central question addressed in chapter 7 was to experimentally analyze
the vibronic scenario in K;IrCls. From the RIXS data alone, a dynamic Jahn-Teller effect
cannot be distinguished from a static distortion. It is the combination of RIXS and optical
spectroscopy paired with single-crystal X-ray diffraction data that allowed us to tackle this
problem.

The confirmation of the vibronic scenario followed two steps. First, we demonstrated the
absence of a measurable splitting due to static distortions by comparing the line shapes of
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the spin-orbit exciton in K,IrClg and the excitation into the I'; (*T,) multiplet in K,ReCl.
The latter shows a multipeak structure with phonon sidebands originating from the A,
phonon mode and is insensitive to non-cubic distortions. The lineshape shows a very sim-
ilar multipeak structure with a common motif of phonon-assisted peaks and a vibronic
sideband pattern without any additional features in K,IrCls. We showed that we could de-
scribe the line shape in both cases using the same model of a progression of phonon side-
bands following the Franck-Condon principle. The second step was to apply this model
to the RIXS spectra, showing excellent agreement between data and calculation, corrobo-
rating the vibronic origin. The observation of a phonon sideband is conceptually different
from the excitation of a “bare” phonon with RIXS. Typically, phonons in 5d compounds
can only be observed via indirect RIXS at the ligand K edge due to the dynamics and the
longer lifetime of the intermediate state. A phonon is created in RIXS if the core hole in
the intermediate state is screened by a lattice distortion. This is also a vibronic process that
can be understood from the same mechanism of the Franck-Condon principle. However,
in this case, the indirect RIXS excitation process requires two Franck-Condon factors: one
for the excitation into the intermediate state and one for the relaxation into the final state
[147, 149, 206]. For the phonon sidebands observable with direct RIXS, this requires only
one Franck-Condon factor.

Comparing the lineshape of the spin-orbit exciton at different temperatures, we found a
strong sensitivity of the energy of the sideband progression and the Huang-Rhys parame-
ter in the Franck-Condon model. This points to a scenario that goes beyond the Franck-
Condon approximation with vanishing electron-phonon coupling, which implies coupling
to the E, phonons and, hence, a dynamic Jahn-Teller effect of the excited j = 3/2 state.
In summary, our results demonstrate the absence of a sizable static non-cubic distortion,
and therefore, the realization of an ideal cubic j = 1/2 scenario in K,IrClg. In addition, our
results give the experimental evidence of spin-orbit-lattice entanglement in the electronic
structure of K,IrClg.

Taken together, our results on the A, M X, antifluorite halides have proven them as a versa-
tile model platform to explore the role of spin-orbit coupling for different 5d" configura-
tions. The quasimolecular character makes a combined approach of optical spectroscopy
and direct L edge RIXS ideal to determine the relevant parameters and find distinct sig-
natures of effects driven by spin-orbit coupling. Across the series, we find several things.
First, a robust local J = 0 state for the 5d* Os compounds that can serve as a clean ref-
erence system. Second, a tiny admixture of orbital moment from excited multiplets into
the S = 3/2 ground state and a marginal coupling to the lattice for multiplets with a larger
orbital contribution for 5d°> K,ReClg. Third, the realization of an ideal cubic j = 1/2 state
and the manifestation of spin-orbit-lattice entanglement in the form of a dynamic Jahn-
Teller effect in 5d° K,IrClg. These findings underline the strength of the anifluorite halides
as clean reference systems for future studies of correlated spin-orbit-entangled materials.
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S b l Ju 10Dg Act Agap
a-RuCl; 0.18 - 0.16 - 2.2[246] 5[246] 1
K,ReCly 0.28 0.34 0.29 0.46 3.3 5k 2.7
K,0sClg 0.41 0.28 0.34 043 3.3 4.68 2.2
K,0sBrs 0.39 0.30 033 042 29 4R 1.8
K,IrCly 042 0.2-03[197] - - - 5E 1.7

Table 8.1 Summary of parameters of the single-site model as well as the charge-transfer
energy (R: determined from RIXS, £: determined from ellipsometry), and the onset of
the Mott gap determined from the optical transmittance. All values are given in eV.

Outlook

Our results have established that the 5d antifluorite halides are suitable model systems to
study the local physics of different 54" configurations. To complete this endeavor, the
cases for 54! and 5d? are still missing. In particular, these systems might stand out due
to the multipolar character of the local moments. In the presence of intersite interactions
and coupling to the lattice, 5d' and 5d* double perovskite systems can give rise to hidden-
order phase transitions [90]. For the antifluorite halides, interactions play a minor role;
however, it might prove interesting to study the role of spin-orbit-lattice entanglement for
multipolar moments [138, 248]. For 5d', RIXS at the Ta L; edge reveals a spin-orbit
excitation around 0.4 eV on powder samples of K,TaClg and Rb,TaClg [112]. Given the
experimental resolution of 6E =~ 0.09 eV, the data do not reveal a putative splitting of the
J = 3/2 quartet or any signature of vibronic effects. Here, a closer examination with optical
spectroscopy and RIXS can offer a more detailed picture. Recently, W** 54> Rb,WClg,
Cs, WClg, and the oxyhalide Cs, WO, Clg_, have been synthesized and characterized [115],
but the multiplet structure of these compounds is widely unexplored. Up to now, however,
larger experimental efforts on the Ta- and W-based antifluorite halides have been impeded
by the air sensitivity of these samples [112, 249].
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