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CHAPTER 1

Introduction

It is certainly safe to say that condensed matter physics is a wide field. Re-

search institutions all over the world have been studying it for centuries in all

its aspects. Even though people have time and time again been quoted for

saying that the field, or even physics as a whole, is almost complete and there

are no big discoveries left to be made1, they have been proven wrong every

single time. This thesis is no exception to this effort. On the contrary, even

though all chapters use Raman scattering as their main experimental method

— one of the older experimental techniques still used today — it will, besides

presenting new discoveries in materials (here: the local symmetry breaking

in K2ReCl6), also attempt to show ways to expand the application of the

technique itself. By implementing it in ways previously rarely executed suc-

cessfully, as Raman optical activity on a chiral solid sample and as large-shift

Raman spectroscopy on Cluster-Mott insulators, new areas for possible re-

search in this field could be opened up.

The materials that are spectroscopically analysed for that purpose differ in

many ways. K2ReCl6 has been known for almost a century [1] and has been

extensively studied in the past, mainly for its crystallographic phase transi-

tions that are connected to static rotation of the ReO6 octahedra [2–5]. It

1As an example, Albert Michelson in the Ryerson Physical Laboratory’s Annual Regis-
ter 1894 famously wrote: [...] it seems probable that most of the grand underlying principles
have been firmly established and that [...] the future truths of physical science are to be
looked for in the sixth place of decimals.
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belongs to the class of K2PtCl6-type materials, which, in their cubic phase,

have been said to realise the ”perfect” fcc structure with undistorted octahe-

dra. This makes that class of materials a textbook system to study electronic

states [6]. The fcc arrangement is also suggested to lead to a model antiferro-

magnetic state with exchange frustration [7]. These electronic and magnetic

properties rely strongly on the high symmetry of the lattice. Symmetry-

reducing effects like the spin-orbit induced Jahn-Teller effect [8] or libration

of the ReO6 octahedra [9] that have been suggested for these materials can

thus have a major influence on both their magnetic and electronic proper-

ties. Raman spectroscopy is ideally suited to probe this through splitting of

phonon degeneracies and violations of the cubic selection rules.

Ni3TeO6 as a compound was studied in the early 70s [10, 11] for its crystal

structure and phonon spectrum, but did not receive major attention until

its more interesting, chirality-based properties were discovered within ap-

proximately the last decade [12, 13]. Chiral materials in general have re-

ceived major attention in the last years [14–18] for their novel topological

quantum properties [19], non-reciprocal transport [20], and many other in-

teresting phenomena. Optical methods have been shown to be suitable for

probing these [21,22]. Ni3TeO6 stands out within this class through its giant

electromagnetic coupling strength [13] and optical rotation in the terahertz

range [23]. It is thus one of the best candidate to show measurable Raman

optical activity, an inelastic variant of optical activity that is common for

molecular systems, but has been very elusive for crystals.

Ba3CeRu2O9 (BCRO) and Ba3EuRu2O9 (BERO) are cluster-Mott insulators

that were successfully synthesised as single crystals for the very first time

while this thesis work was already in progress. The effort to obtain these

samples was prompted by recent successful observation of quasi-molecular

dimer and trimer states in multiple iridium-based compounds [24–26], where

the formation of these states is aided by the large spatial extent of the iridium

5d orbitals. While the iridium- and ruthenium-based materials are isostruc-

tural, the smaller spatial extent of the Ru 4d orbitals may hinder the forma-

tion of dimers in BCRO and BERO, although the existence of Cluster-Mott

states has been shown in materials based on 4d transition metals molybde-
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num and niobium [27, 28]. The materials will be introduced in more detail

in their respective chapters.

1.1 Introduction to Raman Spectroscopy

Given the wide scope of condensed matter physics, it is only to be expected

that as the materials types and physical phenomena to be researched di-

versify, the experimental methods used to research these must keep up in

order to remain useful. As such, there are only a handful of experimental

techniques in solid state physics that have proven to be powerful and uni-

versally applicable enough to stay around as a widespread tool that can be

used to measure new material classes and physical effects as they come. One

of these techniques is Raman scattering, the inelastic scattering of photons

from excitations in matter. It was independently discovered in 1928 both by

C.V. Raman2 and K.S. Krishnan [29] in Calcutta, and by G. Landsberg and

L. Mandelstam [30] in Moscow, roughly five years after the feasibility of the

underlying quantum mechanical process had first been demonstrated by A.

Smekal [31].

Raman spectroscopy can be used to analyse almost any kind of matter: Liq-

uids, gases, molecules, organic compounds, and solids both in powder form

and as single crystals. It is non-invasive and non-destructive, and no physical

contact with the sample is required, which allows for measurements of sam-

ples within enclosed environments like cryostats as long as the container or

access window is transparent within the desired frequency range. The small

wavelengths and small spot sizes in modern Raman setups permit measure-

ments of nanostructures, extremely thin films and small biological structures,

aided by developments of tip-enhanced Raman spectroscopy [32] and x-ray

Raman spectroscopy (XRS) [33]. Commonly, the only type of matter for

which the technique is not suited is highly conductive metals. The list of ex-

citations that can be detected is equally long, in solids it includes phonons,

magnons and other magnetic excitations, crystal field excitations, transitions

2Coincidentally, Sir C.V. Raman and I share the same birthday (just 104 years apart).
One could say I was born to work in this field.
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between electronic states split by spin-orbit coupling, superconducting gaps

and photoluminescence, although the latter is not a Raman process and is

typically unwanted in most Raman measurements. If polarised light is used

and the relative orientation of the polarisation axis to the crystal axes is

known, it is a very effective tool to analyse the symmetries of crystals and of

their excitations. Monitoring the Raman spectrum of a system while chang-

ing external parameters, like temperature, pressure or magnetic field, yields

knowledge about further material properties, e.g. both crystallographic and

magnetic phase transitions. Varying the excitation wavelength can lead to

resonances with electronic transitions. This can lead to greatly increased

scattering intensities and help with identification of excitations, as only vi-

brations of the structural unit that is connected to that electronic transition

are enhanced [34,35].

The efficiency of the method was significantly improved by the invention of

the laser in the late 1950s [36, 37], which provides higher power density and

better coherence than previous light sources, and almost perfectly monochro-

matic light. In the years following this development, more specialised vari-

ants have emerged, including, among others, stimulated Raman spectroscopy

(SRS) [38], surface-enhanced Raman spectroscopy (SERS) [39], coherrent

anti-Stokes Raman spectroscopy (CARS) [40], time-resolved Raman spec-

troscopy [41] and Raman optical activity (ROA) [42], the last being one of

the methods employed and further developed in this thesis.

The main limitation of Raman spectroscopy lies in the weakness of the effect.

This can be quantised by the relation between the scattering cross sections

for Raman- and Rayleigh scattering [43]:

σRaman
σRayleigh

≈ 10−8 . (1.1)

Because of this, analysis of Raman scattered light requires dedicated instru-

mentation like multi-stage spectrometers and notch or edge filters to separate

it from the elastically scattered light.
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1.2 Thesis Overview

This thesis will, after this introductory part, get going by introducing the

basic concepts that the presented research is based on. First and foremost,

Raman spectroscopy, both in its mathematical description and its experi-

mental realisation, will be the focus of this part. Increased attention will be

given to Raman optical activity (ROA), a special variant of the technique

that is used as the main experimental method in chapter 4. Following this,

the electronic structure of transition metal compounds will be elucidated.

This will concern the effects that lead to lifting of the degeneracy of elec-

tronic d levels, as well as a discussion of excitations between these levels,

specifically in Raman spectroscopy.

The third chapter will focus on Raman instrumentation and spectrome-

try, and describe both the Raman setup that was used for the measurements

in chapters 4 and 5, as well as the newly constructed setup for chapter 6.

The fourth chapter presents the results of the ROA measurements on

Ni3TeO6. The chirality of the crystal structure in combination with ben-

eficial selection rules enable observation of a usually negligible chiral scat-

tering contribution, i.e. Raman scattering that has different intensity for

incident right- or left circularly polarised light. Although ROA has been

established [42] as a research method in molecular spectroscopy, it has not

successfully been transfered to crystals. The chapter suggests the viability of

this technique for solid state research, also by comparing to calculated ROA

spectra and electronic band structure that have been obtained as part of a

collaboration.

The fifth chapter deals with temperature dependent, linear polarisation

Raman spectroscopy on K2ReCl6. In this structure, ReCl6 octahedra are ar-

ranged on a face-centred cubic lattice with rather large spacing in between.

The octahedra are thus only weakly interacting, and are very prone to tilting

motions. Globally, the static rotation causes are series of structural phase
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transitions [2] that turn out to be beautifully visible in the Raman spectra.

On top of this, dynamic tilting motion of the octahedra of considerable mag-

nitude causes a local symmetry breaking that is detectable through altered

selection Rules for Raman scattering, as well as a previously unknown, con-

tinuous set of low-energy excitations.

The sixth chapter extends the range of excitations that are detected to

crystal field excitations, i.e., transitions between the electronic d-orbitals

of transition metal ions whose degeneracy is lifted by crystal field splitting

and spin-orbit coupling.3 Two 4d transition metal compounds will be dis-

cussed, Ba3CeRu2O9 and Ba3EuRu2O9. These materials are suggested to

be Cluster-Mott insulators, in which electrons are delocalised over pairs of

face-sharing RuO6 octahedra. These ”new” electronic unit is called a dimer

and features a new set of electronic states that are formed through bonding-

and anti-bonding combination of the ruthenium single-ion states. Since the

energies of Raman active transitions between these states lies between 100

meV and multiple eV, meaasuring them required construction of a new Ra-

man setup. This setup is built around a spectrometer with a low groove

density grating that enables measurements in the energy range up to and

potentially exceeding 1 eV. The project was thus split in three parts: Con-

struction of the Raman setup (chapter 3.3), Characterisation of the samples

using low-energy Raman scattering, and finally measurement of the crystal

field transitions (both chapter 6).

3Although the electronic structure of the materials in the previous chapters does not
play a direct role in the measurements, it should be mentioned that absorption of visible
light by d-d transitions is responsible for the vibrant, green colour of both K2ReCl6 and
Ni3TeO6 samples.
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M. Grüninger, Resonant inelastic x-ray incarnation of Young’s double-

slit experiment, Sci. Adv. 5:eaav4020 (2019)

[25] A. Revelli, M. Moretti Sala, G. Monaco, M. Magnaterra, J. Attig, L.

Peterlini, T. Dey, A. Tsirlin, P. Gegenwart, T. Fröhlich, M. Braden, C.
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CHAPTER 2

Raman Scattering

2.1 Classical description

The basic theory of light scattering is extensively discussed in countless books

on condensed matter science and optical spectroscopy. This brief overview

uses information and resources from various books [1–4], but is not inten-

tionally based on any particular one.

The electric field of light can be written in the form E(t) = A · e−iωEt + c.c.,

with amplitude A and frequency ωE. Upon interaction with matter, this

oscillating electric field creates an oscillating dipole moment

µ(t) = α · E(t) , (2.1)

where α is the polarisability.1 During such an oscillation, the polarisability

is not constant but may changed by the excitation, e.g. if the movement of

the ions deforms the electron cloud. To account for this, it can be expanded

as a Taylor series up to first order in an operator of the excitation of interest.

1Interactions of matter with the magnetic field of light as well as higher order interac-
tions with the electric field exist as well, but are usually ignored because in most systems,
their contributions to scattering is minimal or non-existent. This will be discussed in detail
in chapter 2.4.

12



Figure 2.1: Exemplary energy level diagram of Stokes-, Anti-Stokes- and
Rayleigh scattering.

For phonons, this is the normal vibrational coordinate q:

α(t) = α0 +
δα

δq
· q(t) +O(q2) (2.2)

Corresponding expressions can be obtained for magnons by expanding in

spin-exchange operators, for plasmons by expanding in terms of electron

density oscillation coordinates, etc.

Approximating the phonons as a harmonic vibration with q(t) = q0(eiωqt +

e−iωqt), eq. (2.1) can be transformed to

µ(t) = α0Ae
−iωEt + A

δα

δq
[e−i(ωE −ωq)t+iφ + e−i(ωE +ωq)t+iφ] + c.c. (2.3)

This equation shows that upon interaction with light, the electric dipole

moment may oscillate at different frequencies. The first term describes os-

cillation – and thus re-emission – of light at the frequency ωE of incident

light. This process is called Rayleigh scattering. The second and third terms

describe dipole oscillation frequencies ωE − ωq and ωE + ωq, respectively,

where ωE has been modified by the frequency of a phonon. These processes

are called Stokes- and Anti-Stokes scattering, respectively. An energy dia-

gram illustrating all three processes is shown in fig. 2.1. In this picture,

for Rayleigh- and Stokes scattering, a phonon is excited from the ground
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state to an intermediate state2 at energy ~ωE by an incoming photon. From

there, the system can either transition back to the ground state under re-

remission of a photon at energy ωE (Rayleigh scattering), or instead to an

excited phonon state at energy ~ωq with corresponding emission of a photon

with energy ~(ωE − ωq) (Stokes scattering). Anti-Stokes scattering is only

possible if an excited state of the system is populated. Here, the incoming

photon excites the system from that excited state to an intermediate state.

The system then relaxes back to the ground state. In this case, the energy

of the emitted photon will be the sum of the initial photon’s energy and the

excited state energy, ωE +ωq. The scattering cross section of this process is

strongly dependent on the population of excited states, and thus, on temper-

ature. Due to this, the ratio of Stokes- and Anti-Stokes scattering intensities

can be used to measure temperature (Raman thermometry).

From eq. (2.3), it immediately follows that Stokes- and Anti-Stokes scatter-

ing can only contribute if δα
δq
6= 0. This is the elementary condition to decide

whether a vibration is Raman active or not. For example, in a linear molecule

like CO2, a symmetric stretching vibration is Raman active, but asymmetri-

cal stretching and bending vibrations are not. These can instead be observed

using infrared absorption spectroscopy, for which the condition is δµ
δq
6= 0.

In systems with inversion symmetry, the rule of mutual exclusion states that

any given vibrational mode can only be either Raman- or infrared-active3 [5].

2.1.1 Raman tensors and selection rules

In general, the polarisability α can be vastly different along different direc-

tions within a crystal. This requires switching from a scalar to the polar-

isability tensor (αij). The derivative with respect to the nuclear coordinate
∂α
∂q

is accordingly also a tensor and is commonly called the Raman tensor R.

2In non-resonant Raman scattering, the intermediate state is a virtual state, i.e. not
an eigenstate of the system.

3The rule of mutual exclusion provides a necessary, but not a sufficient condition. There
are also silent vibrational modes that are neither Raman- nor infrared active.
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With this, the intensity of Raman scattered light can be expressed as

I ∝
∣∣∣→e in R →e out∣∣∣2 . (2.4)

→
e in/out are the polarisation vectors of incoming and scattered light, respec-

tively. In total, a crystal with N atoms in the unit cell has 3N vibrational

modes. 3 of these are acoustic modes with E → 0 for k → 0. Since k is very

small for visible light relative to the size of the Brillouin zone, and accord-

ingly the energies of acoustic modes from which one can Raman scatter are

very low, their detection requires other experimental methods like Brillouin

spectroscopy [4]. The remaining 3N - 3 modes are optical phonons that can

be Raman- or infrared active; or neither (or both, depending on the lattice

symmetry).

Raman tensors are commonly written as a 3 x 3 matrix in a Cartesian basis.

As they relate the electric field vectors of incoming polarisation to that of

the scattered polarisation, see eq. 2.4, both of which are usually defined in

the laboratory frame of reference, the basis vectors of the tensor correspond

to that reference frame as well. The Raman tensors for all crystallographic

space groups are known and tabulated [6]. Since in that depiction, the basis

vectors are typically an orthogonal system based on the crystal axes, a basis

transformation to the laboratory frame of reference might be necessary.

2.2 Quantum mechanical description

To obtain a more detailed expression for the transition polarisability, a quan-

tum mechanical treatment based on time-dependent perturbation theory is

required. The exact steps have been laid out in great detail in other works [2],

so this section will merely present and explain the results. The polarisability

tensor in the quantum mechanical formulation is

(ααβ)if =
1

~
∑
v 6=i,j

{
〈f |µα|v〉〈v|µβ|i〉

ωvi − ω
+
〈f |µβ|v〉〈v|µα|i〉

ωvf + ω

}
. (2.5)
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Figure 2.2: Illustration of the Raman scattering process in quantum mechan-
ical description. Transition from an initial state |i〉 to a virtual intermediate
state |v〉 via transition dipole moment µα, followed by a transition from that
virtual state to a final state |f〉 with transition dipole moment µβ.

.

|i〉, |f〉, |v〉 are shortened expressions for the time-independent parts of the

wave functions |ψi〉, |ψf〉, |ψv〉 of the initial, final and intermediate state in-

volved in the scattering process. Each term of the sum describes a transition

from the initial state i to an intermediate state v, followed by a transition

from that intermediate state to a final state f. The sum goes over a complete

set of intermediate states, excluding the initial and final states, and each

term is weighted by the inverse frequency denominator. µα,β are the transi-

tion dipole moments, ω is the energy of incident light and ωvi = ωv − ωi
(ωvf = ωv − ωf ) are the energy differences between virtual and initial (fi-

nal) states, respectively. This formula operates under the assumption that

the lifetimes of initial and final states are infinite, and thus the width of the

energy levels is zero.

From here, the modus operandi is the same as in the classical description.

The polarisability is extended according to Placzek’s approximation

ααβ(q) =
〈
f | (ααβ)0 |i

〉
+
∑
k

(
∂ααβ
∂qk

)
0

〈f |qk|i〉 (2.6)

which again leads to the expression for the Raman tensor in eq. 2.4.
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2.3 Chirality

The concept of chirality can be explained in just a few words: An object or

structure is chiral if it can’t be superimposed on its mirror image. Although

this formal definition was only put forward by Lord Kelvin in the early 19th

century, the effect itself is so fundamental and so present in nature that infor-

mal knowledge of it is likely as old as humanity itself. In biological organisms,

it exists both on the microscopic scale as the handedness of molecules, and

on the macroscopic scale, e.g. in human hands (hence the term handedness),

cf. fig. 2.3a. The versions of the same object with different handedness

are called its enantiomers. Over time, the concept of chirality has been ex-

tended to include not only static objects, but also motion. Especially, in

condensed matter physics, it can be applied to ionic movements, and thus

phonons. The common definition of chirality in motions requires the exis-

tence of two enantiomeric states that are interconvertible by spatial inversion,

but not by time reversal [1]. The easiest example would be a circular motion

in-plane combined with a propagation perpendicular to that plane, i.e., a

spiral movement. Since in many cases this definition has not been exactly

followed and the term chiral phonon has also commonly been applied to

cases where the time reversal symmetry is intact, e.g. circular ion movement

without propagation in the perpendicular direction, systems that fulfil the

more strict condition given above are now sometimes referred to as truly chi-

ral. Chiral phonons are highly sought after not only to satisfy a scientific

curiosity about one of the fundamental concepts of nature, but also because

they have been suggested to have promising technological applications, e.g.

as one-dimensional heat diodes [2] and for generating spin-currents from a

thermal gradient [3]. They can be controlled through electric [4] and mag-

netic fields [5] and strain [6]. The interaction of light with chiral structures

or excitations can cause a number of experimental signatures, but the three

most common measurable effects are optical activity, circular dichroism, and

Raman optical activity. The first two of these are illustrated in fig. 2.3b).

Among these, optical activity is probably the most well known. Its primary

experimental consequence, the rotation of linear polarisation, has been ob-
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Figure 2.3: a) The outlines of the author’s hands are fundamental examples
for chiral objects. b) Illustration of optical activity (top) and circular dichro-
ism (bottom). c) Schematic depiction of linear wave-vector shifts. Inset:
Typical Raman spectrum obtained in such a system.

served as early as 1811 [7], more than 200 years ago. This rotation originates

in different index of refraction n for left- and right circularly polarised light

(LCP/RCP), and accordingly a different phase velocity ν of light. Optical

activity can provide information about the overall chirality of a substance

or structure and can be used e.g. to determine the ratio between left- and

right-handed molecules in a solution, or the handedness of a chiral crystal,

but it can’t provide detailed information about the vibrational or electronic

states of a system.

Circular dichroism (CD) describes the differential absorption of LCP and

RCP [8]. It is usually measured and plotted over a larger wavelength range

in the visible or near-UV range. Accordingly, it can provide information

about the electronic states of chiral systems and transitions within these [9].

The extension of CD into the infrared range is called vibrational circular

dichroism (VCD) [10]. It can detect the chirality of molecular vibrations and

higher energy phonons, typically down to energies around ≈ 100 meV.

For the detection of chiral processes below 100 meV, Raman spectroscopy

has turned out to be a very effective tool. In solids, measurements on systems

with (truly) chiral phonons have observed an effect called linear wave-vector

shift [11–20]. Here, phonon branches that are degenerate at the Γ point can

split for finite q into two branches with opposite chirality, as can be seen

in fig. 2.3c). These two branches will have opposite slope, and thus the

19



phonons will have group velocities of opposite sign, as vG = ∂ω
∂k

. In Raman

spectroscopy with circularly polarised light, scattering from each of these

branches is only allowed for either incoming LCP or RCP. The experiment

thus shows a slight energy shift between the peak measured with LCP/RCP

due to the small, but non-zero momentum transfer of visible light. It should

be emphasised, however, that this shift is usually extremely small (< 1 cm−1)

and has only been successfully measured for a handful of systems [11–20].

The other type of Raman spectroscopic measurement that has been applied

to chiral systems is Raman optical activity (ROA). This method, and es-

pecially its its application to solids, is examined in this thesis and will be

described in more detail in the following.

2.4 Raman optical activity

As introduced in section 2.1, conventional Raman scattering formalism con-

siders the electric transition dipole moment induced in a system through

interaction with the electric field of light. Higher order interactions exist,

but are usually discarded because their contribution to scattering is negli-

gibly small. However, some of these terms can become relevant in chiral

systems, or more specifically in systems that show optical activity. Thus,

one must now consider not only the electric dipole moment created by inter-

action with the electric field of light, but also with the magnetic field, and

take into account the effect of the electric field gradient:

µα = ααβ +GαβBβ + Aαβγ∇βEγ (2.7)

where α is the polarisability tensor as before, and G and A are both op-

tical activity tensors. Not only do these additional interactions govern the

additional terms described above, but they also cause an induced magnetic

transition dipole moment m and electric transition quadrupole moment Θ:

mα = −Gαβ · Eβ (2.8)
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Θαβ = Aαβγ · Eγ (2.9)

In terms of scattering, G governs the electric dipole moment induced by the

(time dependent) magnetic field of light, plus the induced magnetic transi-

tion dipole moment, while A describes the electric transition dipole moment

induced by the electric field gradient, plus the electric transition quadrupole

moment. Similar to the polarisability tensor elements (cf. chapter 2.2), the

elements of the complex optical activity tensors can be expressed in quantum

mechanical notation [21]:

(Gαβ)if =
1

~
∑
v 6=i,j

{
〈f |µα|v〉〈v|mβ|i〉

ωvi − ω
+
〈f |mβ|v〉〈v|µα|i〉

ωvf + ω

}
(2.10)

(Aαβγ)if =
1

~
∑
v 6=i,j

{
〈f |µα|v〉〈v|Θβγ|i〉

ωvi − ω
+
〈f |Θβγ|v〉〈v|µα|i〉

ωvf + ω

}
(2.11)

with ω the frequency of incident light, ωvi = ωv −ωi and ωvf = ωv −ωf the

frequency differences between the initial and final states, respectively, and

the virtual state. µ, m and Θ are the electric dipole-, magnetic dipole- and

electric quadrupole operators defined [21–25] as

µα =
∑
k

ekrkα (2.12)

mα =
1

2

∑
k

ek
mk

εαβγrkβpkγ (2.13)

Θαβ =
1

2

∑
k

ek(3rkαrkβ − r2
k∂αβ) (2.14)

where the sum goes over all ions in a unit cell and rk, pk, mk and ek are their

respective position, momentum, mass and charge. From these equations, it

is instructive to interpret G (respectively A) as describing an electric dipole

transition from initial state i to virtual state v and a consecutive magnetic

dipole (electric quadrupole) transition from the virtual state v to the final

state f. In the application discussed in this thesis, f is always an excited

phonon state, but in general it can be any real state in a material. The
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inverted process, i.e. magnetic dipole- or electric quadrupole transitions from

the ground state to a virtual state followed by electric dipole transitions

to the excited phonon state, are described by the corresponding ”scripted

tensors” G and A . For the case of hermitian operators, which is justified

in far-from-resonance approximation, a separate treatment of these tensors

is not necessary, as Gαβ = −Gβα and Aαβγ = Aαβγ [21, 24]. In electric

dipole approximation, the next step to obtain an expression for the scattering

intensity was to extend the polarisability tensor according to Placzek’s theory

(see eq. 2.6 in chapter 2.2). The same procedure can also be applied to G

and A:

Gαβ(q) =
〈
f | (Gαβ)0 |i

〉
+
∑
k

(
∂Gαβ

∂qk

)
0

〈f |qk|i〉 (2.15)

Aαβγ(q) =
〈
f | (Aαβγ)0 |i

〉
+
∑
k

(
∂Aαβγ
∂qk

)
0

〈f |qk|i〉 (2.16)

As a result, in addition to
(
∂α
∂q

)2

, the Raman tensor will now also contain

mixed terms
(
∂α
∂q

)(
∂G
∂q

)
and

(
∂α
∂q

)(
∂A
∂q

)
. Typically, they can be estimated

to be ≈ 103 times weaker than the
(
∂α
∂q

)2

contribution [22, 25]. Terms pro-

portional to
(
∂G
∂q

)2

and
(
∂A
∂q

)2

are usually neglected, as they are accordingly

around ≈ 106 times weaker than
(
∂α
∂q

)2

.

From these equations, the condition for a phonon mode to be Raman opti-

cally active is that either ∂G
∂q
6= 0 or ∂A

∂q
6= 0. Thus, the intensity of optically

active scattering provides a direct measure of the variation of G and A with

nuclear configuration. Most importantly, these mixed terms in general lead

to different scattering intensities for incoming and analysed LCP/RCP. The

exact magnitudes and differences depend strongly on the scattering geometry

and the polarisation vectors. Experimentally, this difference is conventionally

expressed as

∆ =
IRR − ILL

IRR + ILL
(2.17)

with IRR and ILL the scattering intensities for RCP/LCP incoming and anal-

ysed light. The corresponding quantity for the difference between intensities
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IRL and ILR, where the helicity of incoming and analysed light is opposite,

can also be defined, but it can be shown that this difference is always zero

in backscattering geometry [24].

The values can be very different for individual phonons or molecular vi-

brations, with the general rule that modes with vibrational patterns that

strongly change the optical activity show high values for ∆. High Raman

scattering intensity, on the other side, does not guarantee strong ROA [25].

The first successful experimental observation of ROA was achieved in 1973

by L.D. Barron, M.P. Bogaard and A.D. Buckingham on α-phenylethanole

and α-phenylethylamine [26], and indeed, the ROA peaked around ∆ ≈
10−3.

2.4.1 Experimental geometries

As mentioned above, the magnitude and the selection rules depend greatly

on the geometry of the ROA experiment. Specifically, there are three condi-

tions that can be varied: The scattering angle, the initial polarisation, and

the analysed scattered polarisation.

For the scattering angle, theoretical considerations [24,27–30] commonly con-

sider three possibilities: Forward scattering (0◦), right-angle scattering (90◦),

and backscattering (180◦). Although in first two decades of ROA experi-

ments, 90◦ scattering was the norm, it was shown later that backscattering

arrangements have a number of advantages, including a theoretically eight

times higher signal-to-noise ratio [28] and a significantly lower sensitivity to

measurement artefacts. In the standard scattering geometry employed for

ROA experiments, the incident light is RCP or LCP, and the RCP and LCP

components of the scattered light are analysed separately. This is called dual

circular polarisation (DCP) ROA, and is sketched in fig. 2.4. The exact ex-

perimental setup is described in chapters 3.1 and 4.

Generalised ROA intensities have been calculated for various scattering ge-

ometries. In the relevant case for this work, i.e. DCP backscattering, and

using far-from-resonance approximation, the resulting equation [21,31,32] for
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Figure 2.4: Sketch of the setup for ROA measurements in backscattering
dual circular polarisation (DCP) geometry.

the ROA of a vibrational mode j is

∆ =
48ω

c

(
1

ω
γ2
j +

1

3ω
δ2
j

)
(2.18)

with

γ2j =
1

2

{(
∂αxx

∂Qj
− ∂αyy

∂Qj

)(
∂G′

xx

∂Qj
−
∂G′

yy

∂Qj

)
(2.19)

+

(
∂αxx

∂Qj
+
∂αzz

∂Qj

)(
∂G′

xx

∂Qj
− ∂G′

zz

∂Qj

)
+

(
∂αyy

∂Qj
− ∂αzz

∂Qj

)(
∂G′

yy

∂Qj
− ∂G′

zz

∂Qj

)
+ 3

[
∂αxy

∂Qj

(
∂G′

xy

∂Qj
+
∂G′

yx

∂Qj

)
+

∂αxz

∂Qj

(
∂G′

xz

∂Qj
+
∂G′

zx

∂Qj

)
+

∂αyz

∂Qj

(
∂G′

yz

∂Qj
+
∂G′

zy

∂Qj

)]}
and

δ2j =
ω

2

{(
∂αyy

∂Qj
− ∂αxx

∂Qj

)
∂Azxy

∂Qj
+

(
∂αxx

∂Qj
− ∂αzz

∂Qj

)
∂Ayzx

∂Qj

+

(
∂αzz

∂Qj
− ∂αyy

∂Qj

)
∂Axyz

∂Qj
+

∂αxy

∂Qj

(
∂Ayyz

∂Qj
− ∂Azyy

∂Qj
+
∂Azxx

∂Qj

)
+
∂αxz

∂Qj

(
∂Ayzz

∂Qj
− ∂Azzy

∂Qj
+
∂Axxy

∂Qj
− ∂Ayxx

∂Qj

)
(2.20)

+
∂αyz

∂Qj

(
∂Azzx

∂Qj
− ∂Axzz

∂Qj
+
∂Axyy

∂Qj
− ∂Ayyx

∂Qj

)}
.

Due to their complexity, exact computation of these values is usually not pos-

sible. Multiple computational approaches to the simulation of ROA spectra

exist [33–36], but they can only be applied to molecular vibrations.
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2.4.2 Raman optical activity of solids

Although ROA has been established for decades as a leading spectroscopic

method for chiral molecules and liquids, reports of measurements on solids

are very rare. Successful application in crystals was predicted to possibly

show much higher values than those reported for molecules due to the col-

lective nature of phonons in contrast to isolated molecular vibrations [37].

On the other hand, perfect agreement with the fundamental ROA equations

mentioned above is not expected, as their derivation requires the assumption

of a completely isotropic system, i.e., a large number of randomly oriented

molecules, and not a crystal with discrete symmetries [23, 25,27,31].

An early study of the different threshold intensity in stimulated Raman scat-

tering with RCP/LCP on quartz [38] suggested a value of ∆ ≈ 0.2, which is

orders of magnitude higher than the values typically reported for molecules,

but recent Raman scattering measurements with circularly polarised light [12]

did not confirm this observation. Published results of actual ROA on solids,

i.e., different scattering intensity for LCP/RCP, are very rare. Cubic crystals

NaBrO3 [39] and NaClO3 [39, 40] showed values of ∆ ≈ 10−4, but this did

not spark enough interest to establish it as a widespread research method for

crystals.

Only recently, measurable ROA of notable magnitude was observed in 1T-

TaS2 [41], where it was said to originate from a light-induced chiral charge

density wave, and in two-dimensional flakes of α−MoO3 [42], where it was

reported as a signature of chiral phonons. However, it should be noted that

neither of these materials has a chiral crystal structure.
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2.5 Crystal field theory

The interaction between electrons in the d-orbitals of transition metal cations

and the surrounding ligand anions in a crystal is described by crystal field

theory. Specifically, the main goal is to outline how the presence of this ex-

ternal charge distribution influences the energies of the five d-orbitals. These

orbitals are energetically degenerate in a free ion, but the degeneracy is lifted

in the presence of additional interactions.

The wave functions of the five d-orbitals are typically separated into a radial

and an angular part: Ψ(~r) = R(r) X(Θ,φ). The angular part is expressed by

the so-called cubic harmonics dxy, dxz, dyz, dx2−y2 and dz2 . These, in turn,

are linear combination of Laplace spherical harmonics Y m
l , which form a set

of basis functions on spherical surfaces:

dxy =
1√
2

(Y2,2 − Y2,−2) =

√
15

4π

xy

r2

dyz =
1√
2

(Y2,1 + Y2,−1) =

√
15

4π

yz

r2

dz2 = Y0,0 =

√
15

4π

1

2
√

3

3z2 − r2

r2
(2.21)

dxz =
1√
2

(Y2,1 − Y2,−1) =

√
15

4π

xz

r2

dx2−y2 =
1√
2

(Y2,2 + Y2,−2) =

√
15

4π

x2 − y2

r2

The cubic harmonics are visualised in fig. 2.5.

In the simplest picture, all surrounding ions are assumed to be undeformable

charged spheres. The combined electrostatic potential at a lattice site is

the sum of electrostatic potentials V = e
r

caused by the surrounding charge

distribution. In a perfect octahedral coordination, a transition metal cation

sits in the centre of an octahedron of ligand anions, which produce a total

electrostatic potential V =
∑6

i=1 Vi. The effect of this potential on the

electronic orbitals is described by the crystal field Hamiltonian, which is
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Figure 2.5: Graphic depiction of the cubic harmonics. From [M. Magnaterra,
RIXS interference in dimers, trimers, and tetrameters: bond-directional ex-
citations and quasimolecular wavefunctions, PhD Thesis, Universität zu Köln
(2025)].

typically written using normalised spherical harmonics:

HCF =
∞∑
k=0

k∑
m=−k

AkmC
m
k (Θ, φ) (2.22)

with

Ck
m(Θ, φ) =

√
4π

2k + 1
Y m
k (Θ, φ)) . (2.23)

Under the assumption of (symmetric) point charges, all terms for odd values

of k vanish. Additionally, only terms with 0 ≤ k ≤ 2l, with l = 2 for d

ions, l = 3 for f ions, etc., can couple to the orbitals, so that the sum can be

written as

HCF =
2l∑

k=0,keven

k∑
m=−k

AkmC
m
k (Θ, φ) (2.24)

The pre-factors Ak,m depend on the exact charge distribution around the

metal ion. For the simplest case of Oh symmetry, only A0,0 and A4,0 are

non-zero. To solve for the energies of the d-orbitals, HCF can be expressed

as a matrix with the spherical harmonics as basis functions:

HCF =


A0,0 + 1

21A4,0 0 0 0 5
21A4,0

0 A0,0 − 4
21A4,0 0 0 0

0 0 A0,0 + 2
7A4,0 0 0

0 0 0 A0,0 − 4
21A4,0 0

5
21A4,0 0 0 0 A0,0 + 1

21A4,0


HCF can be diagonalised by transforming from this basis to another one
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Figure 2.6: Crystal field (CF) splitting of d-orbitals. Left: Without CF,
the five orbitals are energetically degenerate. Middle: The cubic crystal
field splits them into a t2g triplet and an eg doublet. Right: Stretching or
compressing the z axis lifts more of the degeneracies.

spanned by the cubic harmonics dx2−y2 , dz2 , dxy, dxz and dyz. This will yield

the eigenenergies of the d orbital wavefunctions:

HCF =


A0,0 + 2

7A4,0 0 0 0 0

0 A0,0 + 2
7A4,0 0 0 0

0 0 A0,0 − 4
21A4,0 0 0

0 0 0 A0,0 − 4
21A4,0 0

0 0 0 0 A0,0 − 4
21A4,0


The dxz-, dxy- and dyz-orbitals form a lower energy triplet (t2g) and the

dz2- and dx2−y2-orbitals form a higher energy doublet (eg). This can also

be understood by looking at the illustration of the orbitals in fig. 2.5. The

orbitals whose wavefunction amplitude is maximised in the direction of a

ligand are higher in energy, while those whose wavefunction amplitude is

minimal towards the ligands have lower eigenenergy. The remaining degen-

eracy is typically lifted in the presence of crystal fields of lower symmetry,

e.g. tetragonal or trigonal (right side in fig. 2.6), or spin-orbit coupling.
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2.5.1 Filling rules

In a system with just one single electron in the d-orbitals, that electron will

occupy the lowest energy state. As soon as there are more electrons, the

order in which the orbitals are populated depends strongly on the relative

strengths of the interactions within the system and the crystal field splitting.

Since electrons that occupy the same orbital will have identical quantum

numbers n, l, ml and j, and the spin quantum number can only take the

values mS = ± 1
2
, the Pauli exclusion principle [1] demands that any or-

bital can be occupied by at maximum two electrons. Systems in which the

Coulomb repulsion U is the dominant interaction can be described by the LS

coupling scheme. In this case, the quantum numbers l and s for each indi-

vidual electron can be described by one total angular momentum number L

and one total spin quantum number S for the entire atom. The ground state

of such a system is determined by Hund’s rules:

1. The lowest energy state is the one with the highest spin-multiplicity

2S + 1. In other words: All available orbitals will be singly occupied

before the first one gets doubly occupied.

2. If multiple states with the same spin multiplicity exist, the one with

the highest value of L is the ground state. In an intuitive picture, this

means that it’s energetically favourable for all electrons to orbit in the

same direction.

3. If the outer orbital is less than half-filled, the term with lowest J is

lowest in energy. If it’s more than half-filled, the term with highest

J is lowest in energy. This minimises the energy contribution from

spin-orbit coupling.

Each electronic configuration is described by a term symbol of the form
2S+1LJ . It consists of a capital letter indicating the total orbital angular

momentum L in spectroscopic notation (S, P, D, F, ... for L = 0, 1, 2, 3, ...),

preceded by the spin multiplicity 2S + 1 as a superscript and succeeded by

the total angular momentum quantum number J as a subscript.
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2.5.2 Raman spectroscopy on crystal field excitations

The general principle of Raman spectroscopy on electronic states and its

mathematical formulation are mostly similar to that on phonons presented

in chapter 2. Light with electric field vector ~E and incident direction along
~k induces a polarisation ~P = χ~E in the material. The excitations with

eigenfrequencies ω0 modulate χ and create components with ωS = ωin ± ω0.

The scattering intensity depends on the scattering cross section:

d2σ

dΩdωS
= ngω0(ω)

e2ωLω
2
S

(4πε0c2)2
(α) (2.25)

with n the number of active ions in the scattering valume, gω0(ω) is the line

shape function of the excitation at ω0 and α the single-ion polarisability.

If the electrons are extremely localised on a specific lattice site, the irreducible

representation of the crystallographic point group of that site is mainly re-

sponsible for the selection rules of crystal field excitations [2].

The Raman activity of these transitions generally follows two rules:

1. Spin selection rule: An excitation can only be Raman active if it con-

serves the spin multiplicity 2S + 1, S =
∑

s the sum over all individual

electron spins.

2. Parity selection rule (also called Laporte rule): If the transition metal

ion is on a centrosymmetric site, intra-configurational transitions (d

→ d, f → f) are forbidden one-photon techniques, but still appear in

parity-conserving two-photon processes like Raman [2].

The Laporte rule is only valid in for free ions, but may survive even in a crys-

tal environment. Contrary to phonons, where according to Placzek’s theory

the polarisability tensor must be symmetric in electric dipole approxima-

tion, the polarisability tensor for electronic Raman scattering often contains

asymmetric elements that induce magnetic dipole scattering, and symmet-

ric, but anisotropic components that induce electric quadrupole scattering

contributions [2].
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2.5.3 Selection rules

As a general rule, transitions between electronic states are allowed if the

direct product of the irreducible representations (irreps) of initial state, Ra-

man tensor and final state contains the totally symmetry representation. In

linearly polarised measurements, parallel polarisation couples to symmetric

irreps like A1g and Eg, and crossed polarisation couples to asymmetric irreps

like T2g. For the simple case of a cubic crystal field, there are three different

types of excitations:

t2g ↔ eg : T2g ⊗ Eg = T1g ⊕ T2g

intra− eg : Eg ⊗ Eg = A1g ⊕ A2g ⊕ Eg (2.26)

intra− t2g : T2g ⊗ T2g = A1g ⊕ Eg ⊕ T1g ⊕ T2g

where ⊗ and ⊕ denote a tensor product and a direct sum of representations,

respectively. Accordingly, excitations between t2g and eg states are Raman

active in crossed polarisation, intra-eg transitions are active in parallel po-

larisation, and intra-t2g excitation are active in both.

As discussed before, in most real systems, there are additional interactions

that play a role and alter this simplified picture, like trigonal crystal fields

and spin-orbit coupling (SOC). These effects can massively influence the se-

lection rules.

In the presence of trigonal crystal fields, the t2g triplet splits into a non-

degenerate a1g and a degenerate e′g state [3–5]. The splitting is quantified

by the trigonal CF parameter ∆trig, which can be positive or negative. The

corresponding irrep also splits:

T2g → A1g ⊕ Eg , (2.27)

so the components of T2g are redistributed to A1g and Eg. The eg doublet typ-

ically doesn’t split, but is shifted in energy. In a polarisation selective Raman

measurement, the presence of a trigonal crystal field causes the previously

strictly cross polarised intra-t2g excitations to also appear in the parallel po-
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larisation spectrum. Observation of such a leakage is thus a hallmark of

broken cubic symmetry.

The presence of SOC has a different effect on the electronic states. The

additional interaction mixes the spins (S=1/2) with the effective orbital mo-

mentum Leff = 1 of the t2g triplet and causes an energy contribution

HSOC = λ
−→
L ·
−→
S (2.28)

with the spin-orbit coupling constant λ determining the mixing amplitude [6].

This produces two total angular momentum multiplets: A higher energy Jeff

= 1/2 doublet and a lower energy Jeff = 3/2 quartet.

The transition between these multiplets is of T2g symmetry, which causes it

to be active in crossed polarisation Raman scattering. In many real systems,

both trigonal crystal field and SOC are present. Their relative strength de-

termines which effect is dominant. Three cases can be differentiated:

λ � ∆trig : Energy levels reorganise into Jeff = 1/2 and Jeff = 3/2 states.

Raman active excitations correspond to transitions between these Jeff mul-

tiplets, and the selection rules are governed by SOC. This picture is very

common in iridium-based compounds because of the strong SOC in 5d ions.

∆trig � λ: The electronic states mostly correspond to the case for trigonal

splitting, but there is additional intensity redistribution between the linear

polarisation channels. The presence of SOC can also cause the appearance

of (weak) peaks corresponding to transitions that are otherwise symmetry-

forbidden.

λ ≈ ∆trig: Neither the orbital nor the Jeff picture describe the electronic

structure well. All excitations are between mixed energy levels, the Raman

spectra show broadened and/or split features. There is no clear polarisation

dependence, but the spectra in parallel/crossed polarisation may still show

characteristic differences.

In the absence of additional interactions, the intensities of excitations in

different polarisation channels can be used as an indicator for the relative

strengths of these two interactions.
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CHAPTER 3

Instrumentation for Raman

Spectroscopy

Although the basic principle of Raman spectroscopy is easy to understand,

the low scattering cross-section for the underlying process means that using

Raman spectroscopy for scientific research requires a set of finely tuned op-

tical components. As mentioned in chapter 1.2, lasers are commonly used as

a light source, because they provide highly monochromatic, coherent light at

high powers. The most common type of laser nowadays are diode-pumped

solid-state (DPSS) lasers, mostly because of their higher energy conversion

efficiency, better beam quality and longer lifetimes in comparison to gas

lasers [1]. The output wavelengths can vary over the entire visible range, de-

pending on the specific application. After some beam conditioning, the light

is focussed onto a sample, and the scattered light is collected, collimated and

directed towards a spectrometer. Typically, the polarisation of the light be-

fore and after interaction with the sample is controlled by polarisation filters,

and the elastically scattered light is filtered out either by a notch filter or a

pre-monochromator. The light is then focussed onto the entrance slit of the

spectrometer. As inelastically scattered light generally consists of photons

spread across an extended range of energies, this lens, and also any filters

in the scattered light beam path, need to be achromatic. The numerical

39



Figure 3.1: a) Schematic drawing of the principal components of a spectrom-
eter: Entrance slit (ES), toroidal mirrors (TM), dispersive element (DE) and
exit to the CCD camera [4]. b) Photograph of the inside of a Princeton
HRS-300 spectrometer.

aperture (NA) of the lens should match that of the spectrometer:

NA = n
D

2f
, (3.1)

with D and f the diameter and focal length of the lens, respectively, and n the

refractive index of the surrounding medium (typically n ≈ 1 for operation in

air).

The spectrometer analyses the scattered light. The standard layout of a

single-grating spectrometer is shown in fig. 3.1a. It consists of the entrance

slit, two toroidal mirrors, a dispersive element, and an exit slit or CCD cam-

era. The basic functionality of a spectrometer can be summarised by the

following quote [3]:

”A spectrometer is an imaging system that maps a plurality of

monochromatic images of the entrance slit onto the detector plane.”
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The entrance slit defines the initial image that is projected. A narrow slit

leads to a better energy resolution in the final spectrum, but it also reduces

the intensity of the detected signal. The width is usually adjustable using a

micrometer screw, with typical values between 30 and 200 µm. Inside the

spectrometer, the light is collimated by a toroidal mirror and directed to-

wards the dispersive element, which can be either a grating or a prism. In

most spectroscopy applications, gratings are used, as they have a significantly

higher efficiency due to the light being reflected rather than transmitted, bet-

ter energy resolution, can be optimised for the desired energy region, and are

more manageable in size [1]. The grating disperses the light according to

Bragg’s law

nλ = 2d ∗ sin(Θ) (3.2)

with n the order of diffraction, λ the wavelength of light, d the distance be-

tween grooves and Θ the dispersion angle. A second spherical mirror focusses

the light onto a CCD camera (or an exit slit in case of single-channel detec-

tion). The CCD camera records the spatial distribution of incoming photons.

When the desired integration time is reached, the number of photons that

impacted each pixel of the camera is read out and transmitted to a PC. CCD

cameras for spectrometry are usually cooled in order to avoid an influence

of thermally excited electrons (”dark current”) on the measurement. Since

the efficiency of the grating is usually different for horizontal and vertical

polarisation of light, it is advisable to use a half-wave plate in front of the

entrance slit in order to rotate the detected polarisation to the direction of

maximum efficiency.

3.1 The low energy Raman setup

The Raman setup used for two of the three projects covered in this thesis

(chapters 4 and 5) is sketched in fig. 3.2. A Cobolt Samba Nd:YAG laser

emits light with a wavelength of 532 nm and a power of 1 W. A combina-
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Figure 3.2: Sketch of the low-energy Raman setup using the Horiba Jobin
Yvon T64000 spectrometer.

tion of half-wave plate and Glan-Thompson polariser can be used to finely

tune the beam power, and a telescope consisting of two lenses with equal

focal lengths reduces beam dispersion. The light is then directed upwards

(not shown in fig. 3.2) to the elevation of the spectrometer’s optical axis,

and propagates in a 90◦ angle from that axis towards the entrance area of

the spectrometer. A polariser with an extinction ratio > 100000:1 ensures

horizontal polarisation, and a tiny mirror that sits on the optical axis of the

spectrometer reflects the light to the sample area. The samples are usually

mounted in a Janis ST-500 cryostat which is evacuated down to pressures of

≈ 10−5 mbar and can be cooled by liquid helium flow down to temperatures

around 5 K. It is placed on an xy translation stage in order to control the po-

sition of the laser spot on the sample. The incoming light is focussed down

to a spot size of around 30 µm by a camera objective, which is mounted

on a z-translation stage to adjust the focal depth. For measurements with

circularly polarised light, a quarter-wave plate can be inserted between the

tiny mirror and the objective. The scattered light is collected and collimated

by that same objective (backscattering geometry) and focussed onto the en-

trance slit of the spectrometer by a lens with focal length f = 30 cm. A final
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Figure 3.3: Sketch of the parts and light path inside the Horiba Jobin Yvon
T64000 spectrometer [5]. Entrance slit (1), Gratings (2, 6, 10), internal slits
(4 & 8) and mirrors (3, 5, 7, 9, 11).

polariser behind that lens allows selection of one direction of polarisation to

be analysed, and a half-wave plate in front of the entrance slit ensures that

the incoming light is always vertically polarised to guarantee maximum de-

tection efficiency. Unless otherwise noted, the slit width is typically 100 µm.

This, in combination with the grating constant discussed below, the optical

path length in the spectrometer, and a typical excitation wavelength of 532

nm, leads to an energy resolution of ≈ 2 cm−1.

The scattered light is analysed by a Horiba Jobin Yvon T64000 triple grat-

ing spectrometer. Its internal components and the beam path are shown

in fig. 3.3. The first two gratings (labels 2 and 6) combined with an in-

ternal slit (4) form a monochromator, whose main purpose is to block the

elastically scattered light. The third grating (10) with a grating constant of

1800 grooves/mm disperses the light and a spherical mirror images it onto
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a LN2 cooled CCD camera. The signal is then read out for each pixel and

transferred to a PC, where it is recorded and displayed by the LabSpec 5

software.

3.2 Motivation for a high energy Raman setup

The Raman setup using the Jobin Yvon T64000 spectrometer has proven to

be a very useful and reliable way to measure Raman active phonons, low-

energy continua and magnetic excitations in the energy range up to ≈ 100

meV. There are, however, other kinds of Raman active excitations whose

excitation energies are significantly higher. These are generally transitions

between electronic states that are split in energy by crystal fields, and spin-

orbit interaction. Measurement of these can thus provide direct information

about the electronic structure of a material. It can also confirm or deny the

presence of additional effects like Jahn-Teller splitting and orbital mixing.

High energy Raman spectroscopy and other techniques that can measure ex-

citations in the energy range between 100 meV and ≈ 2 eV, like resonant

inelastic x-ray scattering (RIXS) and infrared absorption, are thus comple-

mentary. Raman spectroscopy of these high energy excitations is highly

desirable, but provides some challenges. The inelastically scattered photons

will have wavelengths in the upper visible- to lower infrared range, where

the efficiency of gratings and the detection efficiency of CCD cameras can

be very low. Spectrometers designed for detection of phonons with a good

energy resolution have high grating constants to ensure high density of pixels

per energy unit, but this also means that the total spectral coverage of the

CCD array is limited. In order to cover a wide energy range, the measure-

ment needs to be repeated several times with slightly different grating angles,

leading to extremely long measurement times. Electronic excitations can also

have widths that exceed the spectral coverage of such a spectrometer, which

usually means that the shape of the excitations can’t be properly measured,

an effect sometimes referred to as windowing. Spectrometers designed for the

detection of low energy excitations often use sets of two additional gratings

as pre-monochromators in order to remove the elastic scattering peak from
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Figure 3.4: Raman Spectra of K2ReCl6 at room temperature. a) Measured
with the Jobin Yvon T64000 spectrometer. This spectrum consists of 10
separately measured energy windows. b) Measured with the Princeton HRS-
300 spectrometer.

the spectra. Although necessary in that case, this becomes a disadvantage

when measuring above the phononic energy range, as efficient blocking of

the elastic scattering is not required anymore, and the use of additional grat-

ings severely reduces the efficiency of a spectrometer. An example of this is

shown in fig. 3.4a. K2ReCl6 has a group of luminescence peaks that, when

measured with an incident wavelength of 532 nm, appear in the spectrum

in the energy region between 450 meV and 700 meV (the material will be

discussed in detail in chapter 5). To cover this region, 10 consecutive mea-

surements at different grating angles have to be done. Fig. 3.4b shows the

same spectral region measured with a single lower groove density grating

and a less energy dependent detection efficiency. The count rates are ≈ 30

times higher and the entire spectrum between 100 meV and 1100 meV can

be recorded in one scan. It can also be seen by comparing the left and right

panels that the windowing and the strongly wavelength-dependent detection

lead to distorted representation of the relative intensities of the individual

features.

It is thus desirable to complement the existing Raman setup that is opti-

mised for detection of low-energy excitations with one that is optimised for

detection in higher energy regimes.
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3.3 Design of the high energy Raman setup

The spectrometer that was set up as part of this thesis is a Princeton HRS-

300 equipped with a 150 grooves/mm grating. The spectra are then recorded

by a Peltier cooled Princeton PIXIS 100 CCD camera with an operating tem-

perature of -75◦, and array of 1340 x 100 pixels with a pixel width of 20 µm.

The setup uses the same lasers that are also used for the setup described

in chapter 3.1. The light can be diverted towards this new setup using a

flip mirror that is placed after the respective telescopes. The high energy

Raman setup is built entirely on a separate breadboard. It stands on the

optical table on four 30 cm long metal legs. Thus, the whole setup can be

moved without affecting the alignment and can be placed in any other lo-

cation or setup as desired, only requiring a light source and a computer to

function. A setup sketch can be seen in fig. 3.5. The incident light is lin-

early polarised by a filter (not shown) and passes a beam splitter with a 45◦

angle of incidence. 30% of the light is reflected down in a 90◦ angle towards

the sample stage, while the remaining 70% is transmitted and hits a beam

block. An Olympus LMPLANFL N objective with 50x magnification, NA =

Figure 3.5: Sketch of the high energy Raman setup.
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0.5 and working distance 10.6 mm focusses the light onto the sample. The

diameter of the spot on a sample is typically around 15 µm. The scattered

light is collected and collimated by the same objective, passes through the

beam splitter and is directed towards the spectrometer. It is focussed onto

the entrance slit by a lens with a diameter of 1” and a focal length of 100

mm. These specifications were chosen to match the numerical aperature NA

= f/3.9 of the spectrometer. The width of the entrance slit is adjustable from

10 µm to 3 mm. All measurements with this setup presented in chapter 6 use

an entrance slit width of 50 µm, which was chosen for optimised resolution

without severe intensity loss.

The grating constant of 150 grooves/mm causes a spatial dispersion of 21.1

nm/mm. Multiplying this with the pixel width and the width of the entire

CCD array, respectively, yields the spectral coverage per pixel of 0.42 nm

and the spectral coverage of 565 nm for the whole detector. This, combined

with the typical entrance slit width of 50 µm, results in a spectral resolution

of 1.05 nm.

The Peltier cooling of the CCD minimises the dark current to < 1 elec-

tron/h, and the readout noise of the electronics is 3 - 5 counts. The signal is

then transfered to a PC and plotted by the Princeton Instruments Lightfield

software.

3.3.1 Choice of excitation wavelength

For practical use, spectral coverage, detection efficiency and energy resolu-

tion are the main factors that have to be taken into account when selecting

the optimal wavelength for a Raman experiment. Specifically, it is possible

to define a wavelength range in which the detection process works most effi-

ciently. The quantum efficiency of the grating is plotted in fig. 3.6a (orange

curve). It is highest in the range between 600 and 800 nm and drops off

rapidly for shorter wavelengths. The grating thus defines a lower limit of ≈
400 nm below which detection becomes too inefficient. This limit has no real

practical relevance, of course, since incident wavelengths below 400 nm are

not commonly used in Raman spectroscopy and the wavelength increases in
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Figure 3.6: Left: Quantum efficiency curves for the 150 grooves/mm grating
[Adapted from [4]]. The setup described in this chapter uses the 800 nm
blaze (orange curve). Right: Quantum efficiency spectrum of the PIXIS-100
CCD [Adapted from [6]]. This setup uses the BR variant (red dashed line).

Stokes scattering.

Fig. 3.6b shows the corresponding curve for the CCD camera (red dashed

line). The optimal detection efficiency (> 90%) is achieved in the range 700

- 850 nm, with a steep drop for higher wavelengths. Combining these two

curves thus results in an optimised detection range of 600 - 850 nm. Within

this range, the spectral resolution (see previous section) of 1.05 nm converts

to an energy resolution of ≈ 3 meV. The CCD efficiency also sets a relatively

sharp upper detection limit of 1000 nm.

Since energies in Raman spectra are typically not plotted over wavelength

or absolute energy but as Raman shift from the incident excitation energy,

the position of this optimised detection region and the upper detection limit

vary accordingly. By chosing an appropriate laser source, it is thus possible

785 nm 532 nm 460 nm 405 nm

Most Efficient (meV) -490 – 120 250 – 850 650 – 1250 1000 – 1600
Upper Limit (meV) 340 1090 1460 1820
”2nd Order” (meV) 790 1165 1348 1531

Table 3.1: Regions of most efficient detection, upper detection limit and
position of the apparent 2nd elastic scattering line in the Raman spectra for
different excitation wavelengths. Note that for λexc = 785 nm, the range of
most efficient detection stretches into the Anti-Stokes scattering region.
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Figure 3.7: Raman spectrum of Silicon recorded with the Princeton HRS-
300 spectrometer at T = 293 K with λexc = 532 nm (Eexc = 2.33 eV).
The low energy region shows the 1- and 2-phonon peaks (1-Ph. and 2-Ph.,
respectively) of silicon. The high energy region shows the 2nd diffraction
order of the Anti-Stokes (AS) 1-phonon peak, Rayleigh line, and Stokes 1-
phonon peak.

to obtain maximum detection efficiency for the desired energy range. The

spectral regions corresponding to the optimal wavelength range and the max-

imum detection energy for the available incident wavelengths for this thesis

work are listed in table 3.1.

Some generalised conclusions can be drawn from this table. Lasers that

emit red light are typically unsuited for high energy Raman measurements,

because the scattered light will have energies in the infrared regime, for which

the detectors are not optimised. If the spectral range of interest is above the

phonon regime but below 1 eV, wavelengths around 500 nm provide optimal

performance. The detection of higher energy excitations (above 1 eV) neces-

sitates the use of shorter wavelengths at the UV edge of the visible spectrum.

Shortening the wavelength, however, has an additional, unwanted effect as

soon as the wavelength becomes smaller than the spectral coverage of the

detector (λexc < 565 nm): The diffraction angle off the grating becomes so
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Figure 3.8: Comparison of phonon Raman spectra of BCRO (parallel polari-
sation) measured with the T64000 (black) and HRS-300 (red) spectrometers.

small that the interference maxima of 2nd order reach the detector as well.

When plotted over wavelength λ, the 2nd order interference maximum of the

Rayleigh scattered light would appear as an additional peak at twice the in-

cident wavelength. Since Rayleigh scattering is orders of magnitude stronger

than Raman scattering, this limits the detectable energy range to λexc < E

< 2λexc. When plotted in energy units relative to the incident energy Eexc, it

would appear in that spectrum at an energy E = Eexc / 2. This apparent po-

sition of the 2nd order elastic line is also listed in table 3.1. When measuring

at temperatures high enough that excited vibrational states are thermally

populated, the 2nd order diffraction signal of the Anti-Stokes Raman scat-

tered light may even appear significantly below 2λexc An example of this can

be seen in fig. 3.7. It displays a Raman spectrum of Silicon measured with

an incident wavelength of λexc = 532 nm under ambient conditions. The

grating angle is chosen so that the elastic scattering line at zero energy is

not projected onto the CCD. The 1-phonon- and 2-phonon excitations can

be seen at 66 meV and 132 meV, respectively. The 2nd diffraction order of

the elastic scattering line appears at 1165 meV, as calculated in tab. 3.1,

with the corresponding Stokes- and Anti-Stokes lines from the phonon on

both sides of it. To end this section about experimental setups, table 3.2

provides a comparison of the most relevant spectral parameters between the
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Resolution Spec. Coverage Count Rate (Si)

cm−1 meV cm−1 eV Counts/s/mW

T-64000 2 0.25 600 0.075 ≈ 50
HRS-300 40 5 8800 1.09 ≈ 1200

Table 3.2: Comparison of parameters between the Jobin Yvon T-64000 and
the Princeton HRS-300 spectrometers in for detection at λ ≈ 550 nm: En-
ergy resolution and -coverage, and typical experimental count rates for the
Silicon T2g phonon.

two setups discussed. Experimentally, the difference in detection efficiency

between the two setups is very large. Comparing the phonon count rates for

different materials when excited with a 532 nm laser, the spectra measured

with the HRS-300 can show up to 50 times higher intensity. Examples of this

can be seen in fig. 3.4 for Ni3TeO6 and in fig. 3.8 on Ba3CeRu2O9, which

will be discussed in detail in chapters 5 and 6, respectively.

3.4 Notes on presentation and analysis of Ra-

man spectra

Raman spectra are typically plotted as two-dimensional graphs with the Ra-

man shift on the horizontal axis and either an absolute count number or

a count rate on the vertical axis. Raman shift is not an absolute energy

unit, but a measure of the energy loss of the photons in comparison to the

energy of the incident photons. The typical unit for Raman shift is cm−1,

(”wavenumbers”), and is defined as the inverse of the wavelength of the light,

or, in commonly used units:

ν(cm−1) =
107

λ(nm)
. (3.3)
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Figure 3.9: (a) Raman spectrum of a silicon single crystal (001) plane in
crossed polarisation geometry. The spectrum features a single, Lorentzian
shaped Raman peak at 521 cm−1. (b) Schematic Raman scattering setup in
z(xy)z̄ geometry.

Alternatively, Raman shifts can also be expressed in the energy unit milli-

electronvolt (meV), which is linearly related to wavenumbers:

E(meV ) = hf =
hc

λ
= hc ∗ 102 ∗ ν(cm−1) ≈ ν(cm−1)

8.06554
, (3.4)

with h the Planck constant in units of meV/Hz and c the speed of light.

The Raman shift of an excitation is independent of the chosen excitation

wavelength. The count number on the vertical axis refers to the absolute

number of photons counted by the CCD detector, modified by electronic

readout noise. It is usually normalised to 1 second of integration time and

1 milliwatt (mW) of incident of power, and thus written as counts/s/mW.

Discrete excitations manifest in this spectrum as peaks of finite width. This

width is a result of the finite lifetime of excited states, inhomogeneous broad-

ening, and the instrumental resolution. Typically, line shapes are describable

by either a Lorentzian function (if the lifetime broadening dominates) or a

Gaussian function (if inhomogeneous broadening dominates, or the width

approaches the experimental resolution), or a convolution of both. In more

complex spectra, discrete and continuous excitations within the same energy
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region may interact to form spectral lines with more complicated shapes, like

Fano resonances [18]. A measured Raman spectrum of the (001) plane of a

silicon single crystal can be seen in fig. 3.9a. The experimental scattering

geometry is conveyed in Porto’s notation [8]. It contains information about

the direction of polarisation of the incident and analysed light in relation to

either the laboratory frame of reference or the crystal axes. In the typical

backscattering configuration, it is of the form u(vw)ū, where u and ū are the

propagation directions and v and w are the polarisation directions of inci-

dent and scattered light, respectively. If the incident and/or analysed light

is circularly polarised, the letters R and L (for left- and right circularly po-

larised light) are used instead. As an example, the configuration for a z(yx)z̄

measurement is shown in fig. 3.9(b).
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CHAPTER 4

Raman Optical Activity in Chiral and

Polar Ni3TeO6

Raman optical activity (ROA) measures the difference in Raman scattering

intensity for right- and left circularly polarised light and reflects the chirality

of excitations. In solids, ROA is commonly very weak. For some phonons

in chiral and polar Ni3TeO6, we find a giant ROA with magnitude 100 times

higher than commonly reported for solids. A systematic analysis based on a

combination of phonon selection rules and ROA equations allows complete

separation of the chiral and achiral scattering components. Calculation of

ROA values confirms these observations, and establishes dynamic modifica-

tion of the interband Berry curvature through phonon excitation as the origin

of ROA in solids.

This chapter is based on a manuscript that is being prepared for submission to a
peer-reviewed journal. In accordance with the stylistic requirements of the journal, this
chapter uses American English spelling.
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4.1 Introduction

Chirality, the breaking of all inversion symmetries of static objects or dy-

namic motions, is one of the fundamental concepts in nature. Its relevance

encompasses all fields of science, from the handedness of electroweak inter-

action to the function of biomolecules in life science. Similarly, it also plays

a remarkable role in a plethora of phenomena in condensed matter physics,

from the basic, long-known concept of optical activity to more recent dis-

coveries like Klein tunneling of chiral fermions in graphene [1] and orbital

momentum monopoles in chiral systems for use in orbitronics [2]. Chiral

bosons, or specifically chiral phonons, are a much more recent discovery [3].

The term implies a unidirectional circular motion of atoms. They are ex-

pected to have a strong impact on the physical properties of materials [4–7],

specifically applications such as controllable phononic heat transport [8–10].

They are also promising as robust information carriers for solid state quan-

tum information applications [11], specifically because they can be selectively

manipulated by coupling with circularly polarized light [9, 12]. Raman scat-

tering has recently been rediscovered [9,13–15] as a detection method for chi-

ral systems by utilizing the phenomenon of linear wave-vector shifts that lead

to energy splitting of degenerate phonon modes close to the Γ point [16–21],

but the small momentum transfer from visible light to the material causes

the effect to be extremely weak. Using higher energy photons in one way to

circumvent this problem [22]. Another way to detect chirality of vibrations

that has been long established in spectroscopy of chiral molecules [23–26]

could be Raman optical activity (ROA), which instead of an energy split-

ting measures the difference in scattering intensity for incident left- or right

circularly polarized light (LCP/RCP). This effect, first described by Barron

and Buckingham in 1971 [23], originates from the finite influence of mag-

netic dipole- and electric quadrupole transition moments in chiral systems,

besides the conventionally considered interaction in Raman scattering, which

assumes electric dipole transitions for both the absorption and emission part

of the scattering process. This creates additional, chiral scattering terms in
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the Raman intensity:

IRaman ∝ Ipp + Ipm + IpΘ + higher orders, (4.1)

where Ipp is the usual achiral contribution due to purely electric dipole pro-

cesses, while Ipm and IpΘ are the chiral electric dipole - magnetic dipole and

electric dipole - electric quadrupole contributions. Although ROA has been

established first and foremost as a technique for identifying chiral molecules,

the principle can be applied just as well to crystals. Nevertheless, only few re-

sults for ROA on crystalline materials have been reported, and those mostly

show weak effects [28], or aquire chirality only through external influences

like magnetic field [29] or chiral charge-density waves [30]. More recently, a

ROA-like signature in Raman spectra of NiCo2TeO6 was attributed to fer-

roaxial phonons [31].

Ni3TeO6 crystallizes in the chiral and pyroelectric R3 structure [32–35], with

planes of edge-sharing NiO6 and TeO6 octahedra that are stacked in a spiral

pattern along the c axis. Below TN = 52 K [35, 36], collinear antiferromag-

netic order emerges and is accompanied by a spin-induced electric polariza-

tion change. Here, we show that in this crystal, some phonons display a

ROA that is orders of magnitude higher than what has been reported for

naturally chiral solid state systems. Additionally, selection rules for the chi-

ral and achiral scattering contributions allow for complete separation of the

two components in the Raman spectrum for one phonon type by controlling

the polarization of incident and scattered light.

From the modeling perspective, although tools to compute ROA for molecules

exist [37–40], the situation is fundamentally different for a periodic solid:

Optical responses are intimately connected to the quantum geometry and

topology of the band structure. Transition dipoles are directly related to

the components of the quantum geometric tensor, while the magnetic dipole

and electric quadrupole are directly related to the interband Berry curvature.

So far, only static quantum geometry has been considered, but phonons dy-

namically split the bands and give rise to time-dependent quantum geometry,

which has not been considered before. Here we show that the ROA of phonon
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Figure 4.1: Raman spectra of Ni3TeO6 at T = 5 K in (LL) (black) and (RR)
(blue) circular polarization configurations. Labels A/E refer to phonon type.

modes is directly related to how they modify quantum geometry.

Concerning the topic of chiral phonons, we show their existence in Ni3TeO6,

but their chirality does not contribute to ROA for light propagating along c.

4.2 Raman- and Raman optical activity spec-

tra

Selection rules for electric dipole - electric dipole transitions to excited phonon

states are tabulated [43]. For this system, they predict 27 Raman-active

phonons; 9 of these are vibrations with the normal coordinate along the c

axis of the crystal (A modes). The remaining 18 have their normal coordinate

in the ab plane and can be grouped into 9 pairs of energetically degenerate

phonons (E modes). Assignment of this symmetry to the measured Raman

peaks is done using measurements with linearly polarised light (see Appendix

and ref. [44]). In a measurement with circularly polarized light, the electric

dipole - electric dipole signatures of the A modes are detectable exclusively

in cross-circular (LR and RL) geometries, while those of the E modes are
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Figure 4.2: ROA spectrum obtained from the spectra in fig. 4.1 through eq.
4.2. Inset: Schematic depiction of co-circular LL/RR geometries.

detectable exclusively in co-circular (LL and RR) geometries.

The difference in scattering intensity for LCP and RCP is visualised by cal-

culating the Raman optical activity

∆ =
IR − IL
IR + IL

, (4.2)

where the index R/L refers to the right- or left circular polarization of in-

cident light. The helicity of analyzed light can be the same as that of the

incident light (co-circular ROA) or opposite (cross-circular ROA).

Theoretical considerations [46] predict that a difference in scattering inten-

sity for incident LCP/RCP, and thus finite ROA, can only occur for mea-

surements in co-circular geometries. For cross-circular geometries, all chiral

contributions to the scattering intensity should disappear, and thus the spec-

tra measured in RL and LR configuration should be identical.

Fig. 4.1 shows the Raman spectra in co-circular LL (black line) and RR

(blue line) configurations. The 8 peaks at energies 243 cm−1, 291 cm−1, 313

cm−1, 362 cm−1, 464 cm−1, 521 cm−1, 606 cm−1, and 674 cm−1 are 8 of the
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9 E modes expected for this crystal, the 9th mode likely being too weak to

be observed. Surprisingly, most of the A modes (cf. Appendix and [44]) are

also detectable here, albeit with significantly reduced intensity. Notably, the

peak intensity of most phonons is different in RR and LL geometry. This is

most visible for the strongest A modes at 385 cm−1, 694 cm−1 and 715 cm−1

. Fig. 4.2 shows the ROA spectrum calculated from the above spectra with

eq. 4.2. It shows that phonons of both A and E symmetry contribute. The A

modes always show positive ROA, while the E modes, show negative ROA.

The highest values are observed in the energy region between 680 cm−1 and

720 cm−1, peaking around 17%. This exceeds the magnitude of typically re-

ported ROA values by a factor of 100 at least. The broadness of the peak in

the ROA spectrum around 690 cm−1 suggests the presence of an additional

A mode at 691 cm−1, which would complete the set of A modes expected for

this space group. The phonons at lower energies show smaller ROA values

between 1 and 5%.

Since the Raman selection rules forbid an appearance of achiral electric dipole

- electric dipole scattering Ipp for the A modes in LL and RR spectra, their sig-

natures in fig. 4.1 can be interpreted as stemming exclusively from the chiral

Ipm and IpΘ scattering contributions. The fact that a simple polarization-

selective measurement allows for complete separation of pure electric transi-

tion dipole- and higher order multipole scattering for the A modes provides

an easy way to analyse the latter without an influence of the achiral scatter-

ing. Integrating the spectral peaks from the A modes in co- and cross-circular

polarisation measurements tells us that the chiral scattering is approximately

80 times weaker than its achiral counterpart.

To illustrate the temperature dependence of the effect, the development of

ROA with increasing temperature is plotted in fig. 4.3 (see Methods section

for details). Within the magnetically ordered phase, the ROA magnitude

stays approximately the same, slightly increasing from 22% at 5 K to 24%

at 40 K. Around the transition to the paramagnetic state at TN = 52 K,

it shows a sharp jump up to 30%. This corresponds to an increase by a

factor 1.25. Above that temperature, the integrated ROA is constant within

error bars. For higher temperatures (T > 100 K), determination becomes
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Figure 4.3: Temperature dependence of ROA for the strongest feature in the
Raman spectrum around 695 cm−1.

more difficult and the error of the process increases because of the declining

intensity of the spectral features.

4.3 Modelling

Calculations of ROA are implemented for molecules in quantum chemistry

codes [47], although, to the best of our knowledge, no implementation for

periodic crystals exists at the moment. We develop a computational approach

in the spirit of frozen phonon framework.

The Hamiltonian for an electron interacting with the electromagnetic field

of light is:

H =
1

2m

[
p̂− e

c
A(r)

]2

− eE · r. (4.3)

Taylor expanding for small E,A and using the symmetric gauge A = 1
2
[B×

r], we obtain for the interaction with light:

V = −Eiri −
eεijkBirjpk

mc
− e∂Ei

∂rj
rirj, (4.4)
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Figure 4.4: Dominant processes leading to non-resonant Raman optical activ-
ity. Contribution from (a) magneto-electric susceptibility χME with electric
dipole-magnetic dipole vertices and (b) quadrupolar susceptibility χq with
electric dipole-electric quadrupole vertices.

where Einstein summation over repeated indices i, j, k is assumed and the

three terms represent the electric dipole (E1), magnetic-dipole (M1) and

electric-quadrupole (E2) contributions. Defining the polarization vectors of

incoming and outgoing circularly polarized electromagnetic waves as ER
i =

EL
o ∝ (1, i, 0), ER

o = EL
i ∝ (1,−i, 0), with the time evolution Ei,o ∝ e−iωi,ot,

the optical absorption is proportional to ∂R
∂uν

uνe
−iΩt with the scattering op-

erator

R ∝ |〈v|V |c〉|2/(ωi − ωf ± Ω), (4.5)

containing E1×E1, E1×E2, E1×M1 contributions. The photon absorption

rate in the latter two processes corresponds to the imaginary part of the

photon self-energy, Fig. 4.4: The photon, indicated by a wavy line, creates

an electron-hole pair (solid lines), one of which emits or absorbs a phonon

(dashed line) before they recombine.

From the Maxwell equation −∂B
dt

= ∇ × E, assuming for a plane wave

E,B ∝ e−iωt, we find B = k × E/ω. Since each term in V is linear in

E, the resulting absorption intensity is I ∝ |EiEo|2, therefore, we can write

I = |Eo
iRijE

i
j|2. Each term under the absolute value comes from a product of

two matrix elements from V , thus leading to E1×E1, E1×E2, E1×M1 terms.

The E1×E1 term results in a symmetric Rij, while the ROA is proportional

to the imaginary part of the antisymmetric matrix elements:

∆ ∝ Im
R12

R11 +R22

Terms with E2 and M1 are proportional to the photon wave vector k, i.e.

62



represent spatial dispersion. In nonresonant Raman spectra, the Stokes peak

intensities can be computed within the Placzek approximation, which con-

siders only the terms in the polarizability, linear in phonon amplitudes:

Iν ∝ |ei ·Rν · es|2
nν + 1

ων
, (4.6)

Rν
lm =

∑
k,γ

∂3εel

∂El∂Em∂ukγ

wνkγ√
Mγ

, (4.7)

where Rν is the Raman tensor, ei and es are the polarization vectors of in-

coming and scattered photons, parallel to the electric field of light, and nν

and ων are the Bose-Einstein occupation and the frequency of the phonon

state ν. The Raman tensor Rν
lm for the phonon mode ν is expressed through

the derivative of the total energy with respect to the photon fields Ei,Eo

and a phonon amplitude ukν , equal to the projection of the ionic displace-

ments on the mode polarization vector wνkγ/
√
Mγ. The triple derivative here

is essentially the derivative of the polarizability χlm = ∂2εel/∂El∂Em with

respect to the phonon mode amplitude.

Using ε = 1 + 4πχ = 1 + 4πiσ/ω and substituting (4.6) in (4.2), we find

that the ROA is proportional to the antisymmetric component of the optical

conductivity (see appendix for details)

∆ν = −i d
duν

(
σxy − σyx
σxx + σyy

)
. (4.8)

Hence, we expressed the ROA in terms of derivatives of the off-diagonal

matrix element of optical conductivity with respect to the phonon amplitudes

and approximate it by freezing finite displacements of individual phonon

modes. In Cartesian coordinates with the z axis along the C3 rotational axis

we have σxx = σyy and σxy = −σyx, therefore ∆ = −4iσxy/σxx.

The off-diagonal component of the optical conductivity σxy at non-absorbing

frequencies in an antiferromagnet has contributions from the electric dipole-

magnetic dipole and electric dipole-electric quadrupole processes, illustrated

in Fig. 4.4. These contributions arise from first order spatial dispersion in
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Figure 4.5: Phonon dispersion in the Brillouin zone, with the color encoding
phonon angular momentum.

the conductivity tensor,

σab(q, ω) = σ0
a,b(ω) + iσabc(ω)qc, (4.9)

with σabc expressed in terms of the Berry connection and curvature [48].

The doubled magnetic unit cell has AFM ordering ↑↓↓↓↑↑ of magnetic Ni

ions positioned along the three-fold rotation axis. The phonon dispersion for

Ni3TeO6 was computed using DFPT as implemented in VASP code and is

shown in Fig. 4.5. The color of phonon branches encodes the phonon angular

momentum Lz = [e × ė]. Chiral phonons, representing circular rotations of

ions within xy plane, clockwise and counterclockwise, are highlighted in red

and blue.

The thermal amplitudes of individual phonon modes are

mνω
2
νu

2
ν = ~ων

(
nBE(~ων/T ) +

1

2

)
,
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Figure 4.6: Raman optical activity (total, red line) and electric quadrupole
contribution (blue line). The irreducible representations of the phonon modes
A and E are indicated. The subscripts z and Γ denotes whether the mode
belongs to magnetic unit cell or non-magnetic cell.

resulting in uν,T = [(2nν,T + 1)`2
ν ]

1
2 , where nBE is the Bose-Einstein occupa-

tion of the ν-th mode and `ν = (~/(2Mpων))
1/2 is the corresponding zero-

point vibrational amplitude, with Mp denoting the proton mass.

4.3.1 Electronic band structure calculations

The above explained multipole degrees of freedom are closely related to the

electronic band structure in periodic solids. The E modes contribute to ROA

in the E1 −M1 channel when the magnetic field of light is in-plane, while

the A modes contribute in E1−E2 channel. The highest-frequency phonon

modes correspond to displacements of light oxygen atoms, whose p-orbitals

have large polarizability, thus delivering the largest ROA contribution. We

computed the M1 and E2 contributions separately. Fig. 4.6 shows the total

conductivity calculations and E2 contributions. The highest energy modes

are found to contribute the most and we analyze them through electronic

band structure topology. The experiment is performed across TN , where a
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Figure 4.7: (a) The A8 mode with displacements shown in red arrows. (b-c)
Electronic band structure with and without A8 mode frozen. (d) A7 mode
and (e-f) electronic band structure with and without A7 mode frozen.

pronounced jump in ROA signal is observed. This necessitates consideration

of the magnetically ordered unit cell. In the AFM phase, the unit cell doubles

along the polar axis compared to the nonmagnetic case . In our analysis we

therefore include phonons modes at both the Γ and Z points. The band

structure analysis reveals that the dominant ROA contributions arise near

the ”Γ” point. Consequently, we focus on the zone center to uncover the

underlying microscopic mechanism.

Our calculations show that the A7 phonon mode induces a splitting of

the top valence bands by approximately 0.1 meV (fig. 4.7) – a remarkable

observation, since this mode exhibits the largest ROA response. Importantly,

this splitting is related to the phonon mode in presence of magnetic ordering.

Thus, in the magnetically ordered state, the contributions from the Γ and Z

phonon modes compete, whereas above TN this competition is absent. The

jump in ROA across TN is therefore fully consistent with the calculated re-

sponse. Furthermore, the bands at the Γ point exhibit a Rashba-like crossing.

A detailed analysis of this crossing reveals a sharp change in orbital char-

acter at the intersection, giving rise to a pronounced orbital magnetization

contribution.
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4.4 Conclusion

We employed circularly polarized Raman spectroscopy in backscattering ge-

ometry to measure the Raman optical activity of Ni3TeO6 above and below

the magnetic ordering temperature TN = 52 K. Both types of phonon modes

show huge intensity differences for incident left- and right circularly polar-

ized light, leading to peak ROA values of ≈ 17%. The origin of ROA are

strong, chiral magnetic dipole- and electric quadrupole transition moments.

A new computational approach shows that these contributions are induced

by a modification of the quantum topology of the system, i.e., the Berry

curvature of the electronic band structure. This previously unrecognized

connection between band topology and chiral scattering contributions estab-

lishes ROA, which is primarily used as a technique to research the chirality

of molecules, is a suitable probe for solid samples as well.

The detection of a ROA signal in a material with a magnetic phase transi-

tion also made it possible for the first time to analyze the influence of such a

transition on the chiral scattering contributions. We showed that the ROA

magnitude of the phonon that contributes the most changes significantly at

TN because the doubling of the unit cell adds a competing contribution from

another phonon mode.

Calculations of phonon angular momentum additionally enabled the identi-

fication of chiral phonons in the system, and establishes that the chirality of

a phonon is not intrinsically connected to its ROA.
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4.5 Methods

Samples

High-quality single crystal samples of Ni3TeO6 were grown as described in [49]

using the chemical transport reaction method and subsequently characterized

by x-ray diffraction and polarisation microscopy. The crystals are green,

transparent, hexagonal plates with a diameter of ≈ 1 mm.

Raman measurements

The sample was mounted in a liquid helium flow cryostat. Measurements

were performed on a polished (ab) surface in backscattering geometry us-

ing a 532 nm solid state laser with a power of 1 mW at the sample and

a spot size of 30 µm. The wavelength lies within a small energy window

where the absorption of the sample is minimal [41]. The linearly polarized

light from the laser is converted to circular polarisation by a quarter-wave

plate in front of the sample, and the backscattered light is converted back

to linearly polarised light by the same optics. A linear polariser is then used

to select the polarisation to be analysed. This allows for measurement of

all 4 dual circular polarisation configurations LL, RR, LR and RL, where

the first and second letter denote the helicity of the incident and analysed

light, respectively. This setup corresponds to the backscattering dual circular

polarisation geometry that has been shown to detect ROA most efficiently

and with the least experimental artifacts [42]. Spectra were recorded using

a Jobin Yvon T64000 triple grating Raman spectrometer equipped with a

liquid nitrogen cooled CCD yielding a total energy resolution well below 1

meV. Since there are no phonons at energies below 170 cm−1, we restrict

ourselves to the energy range between 160 cm−1 and 750 cm−1, thereby

covering the entire phonon energy range of this material. Measurements in

RR and LL geometry were done at various temperatures between 5 K and

200 K, with 10 K steps between 10 and 100 K and 20 K steps above. The

integration time per spectrum was 10 minutes. Additionally, measurements
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with exposure times of 30 minutes were done in LR and RL geometry at

room temperature.
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4.6 Appendix / Supplemental Information

Raman spectra in linear polarization geometry

In order to be able to differentiate between A and E modes, a Raman mea-

surement with linearly polarized incoming and analyzed light has been car-

ried out. The irreducible representation for R3 space group is ΓRaman =

9 A + 9 E(x) + 9 E(y). According to the selection rules, the 9 A modes

should only be detectable in z(xx)z̄ geometry, while the 9 degenerate pairs of

E modes should be active in both z(xx)z̄ and z(xy)z̄ geometries. The result

of these measurements at room temperature is shown in fig. 4.8. The inci-

dent laser power was 1 mW, and the measurement time was 30 minutes for

z(xx)z̄ and 75 minutes for z(xy)z̄ geometries. The observed phonon energies

are listed in table 4.1.

Figure 4.8: Raman spectra of Ni3TeO6 measured in linear z(xx)z̄ and z(xy)z̄
geometries. Labels indicate phonon representation. Inset: Ten times magni-
fied depiction of the low energy region.
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Energy (cm−1) Symmetry Energy (cm−1) Symmetry

175 A 455 E
223 A 493 A
232 E 513 E
280 E 576 A
313 E 599 E
316 A 665 E
362 E 692 A
387 A 717 A

Table 4.1: Phonon mode energies and symmetry assignment at T = 293 K.

Raman spectra in cross-circular geometries

In cross-circular geometries, i.e., RL and LR configuration, all 9 A modes

should be active, while the 9 pairs of degenerate E modes are forbidden.

Additionally, there should be no Raman optical activity. The Raman spectra

in RL and LR configuration are shown in fig. 4.9. As expected, they show

the 8 A modes known from fig. 4.8, with no intensity differences between LR

and RL, and accordingly no ROA.

Figure 4.9: Left: Raman spectra of Ni3TeO6 in RL and LR configurations.
The A modes known from fig. 4.8 are visible, and there is no intensity
difference for LR/RL. Inset: Magnified version of the low energy region.
Right: The ROA spectrum obtained for this geometry is flat.
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Sign change in ROA for different domains

The sample of Ni3TeO6 used for the measurements in this work shows well

separated domains of the L- and R-variant of the crystal structure. While

all measurements shown in the main part of this article were measured on

the same domain, measurements on the other domain were also done and are

shown in fig. 4.10. As expected, the sign of ROA is opposite for the other

domain type in the sample.

Figure 4.10: ROA spectra of Ni3TeO6 measured in the L- and R chiral do-
mains. The spectra show the same features, but with opposite sign.

Proof of equation 7 in main text

In non-resonant Stokes Raman spectra of harmonic solids, under Placzek

approximation the peak intensities are computed as:

Iν ∝ |ei · Aν · es|2 nν+1
ων

(4.10)

Aνlm =
∑

k,γ
∂3εel

∂El∂Em∂ukγ

wν√
Mγ

(4.11)
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∆ =
IRR − ILL
IRR + ILL

(4.12)

Defining circularly polarized incoming and outgoing light polarization:

ER
i = E0

1

i

0

 = EL
o , E

R
o = EL

i = ER∗
i (4.13)

Substituting (4.10) and (4.13) in (4.12),

∆ =
|ER

o · A · ER
i |2 − |EL

o · A · EL
i |2

|ER
o · A · ER

i |2 + |EL
o · A · EL

i |2
(4.14)

Aνlm = Im ∂χlm/∂uν

Polarizability is χ = iσ/ω with χ+ = χ, σ+ = −σ.

The ROA contributions are specific to first order spatial dispersion in the

conductivity tensor,

σab(q, ω) = σ0
a,b(ω) + iσabc(ω)qc, (4.15)

Hence,

σ†abc = σabc, σabc = σ′abc + iσ′′abc, σ
†
abc = σ′abc − iσ′′abc,

therefore, substituting, σabc = σ′bac and σ′′abc = −σ′′bac, we obtain

∆ =
−4(σ′′xy)(σ

′
xx + σ′yy)

(σ′xx + σ′yy)
2 + (σ′′xx + σ′′yy)

2 + 4(σ′′xy)
2

(4.16)

The factor σxy+σyx
σxx+σyy

is negligible as σxx � σxy and the denominator ≈ 1.

Hence,

∆ =
−4i(σxy − σyx)

(σxx + σyy)
(4.17)

Reducing by taking into account C3 rotational symmetry specific toNi3TeO6,

σxy = −σyx
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Raman interaction operators in ab initio and Bloch for-

malism

To accurately describe ROA, it is essential to account for electronic multi-

pole contributions, which capture the spatial anisotropy of material response

functions. In classical electromagnetism, electric (E) multipoles arise from

the expansion of the scalar potential and correspond to polar tensors that

are even under time reversal, while magnetic (M) multipoles originate from

the expansion of the vector potential and correspond to axial tensors that

are odd under time reversal. In the independent particle approximation,

the multipole expansion terms are explained to arise from matrix generaliza-

tions of the intrinsic magnetic moment and quantum metric [1]. The Bloch

wavefunctions are defined as:

ψnk(r) = eik·runk(r)

Here n is the band index, k is the crystal momentum, and unk(r) is a lattice-

periodic function.

E1∗E1 =M(dd)
fi ∝

∑
n

〈f |r̂|n〉〈n|r̂|i〉
Ei + ~ωi − En + iη

E1∗M1 =M(dm)
fi ∝

∑
n

〈f |r̂|n〉〈n|m̂|i〉
Ei + ~ωi − En + iη

E1∗E2 =M(dq)
fi ∝

∑
n

〈f |r̂|n〉〈n|Q̂αβ|i〉
Ei + ~ωi − En + iη

With Bloch matrix elements:

〈lkα |̂rα|nkα〉 = i〈ulkα |∇kαunkα〉 = Aα,ln

〈lk|m̂αβ|nk〉 = i〈∇ulkα| × Ĥ − ε̄
∣∣∇kβunkβ

〉
− gs

2me

εαβγSγ,ln
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Table of calculated phonon energies

Magnetic Unit Cell Non-Magnetic Unit Cell
Energy (cm−1) Symmetry Energy (cm−1) Symmetry

666.5 Az 633.2 A
626.0 Az 605.6 E
588.6 Ez 584.0 A
566.0 Ez 544.3 E
525.9 Az 498.9 A
475.2 Az 469.8 E
465.5 Ez 421.1 A
421.0 Ez 419.8 E
339.0 Ez 397.5 A
312.3 Ez 390.0 A
266.1 Ez 354.3 A
227.0 Ez 350.1 A
188.7 Az 336.5 E
173.0 Az 294.0 E
162.5 Az 265.5 E
142.0 Ez 260.7 A

249.9 A
211.4 E
200.7 E
200.5 A
161.7 A
101.9 E

Table 4.2: Vibrational modes of Ni3TeO6, separated into magnetic unit cell
modes and non-magnetic unit cell modes.
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CHAPTER 5

Local symmetry breaking and

low-energy continuum in K2ReCl6

Using polarization selective spontaneous Raman scattering, we have investi-

gated the 5d transition metal compound K2ReCl6 which displays a series of

structural phase transitions. We observe a violation of the Raman selection

rules in the cubic high temperature phase as well as a low-energy scattering

continuum persistent throughout the investigated temperature range from

300 down to 5 K. The continuum couples to one of the phonon modes at tem-

peratures above the lowest structural phase transition at 76 K. We propose

a common origin of these observations caused by disorder in the orientation

of the ReCl6 octahedra which locally breaks the long-range cubic symme-

try. Consistent results from the related non-magnetic compound K2SnCl6

support this interpretation.

This chapter has been published as a peer-reviewed article in Physical Review B [1].
The following is a reformatted version of the original paper as published. Reprinted with
permission from Phys. Rev. B 107, 214301 (2023). Copyright 2023 American Physical
Society. In accordance with the stylistic requirements of the journal, this chapter uses
American English spelling. Reference [15] was updated to reflect its changed publication
status.
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5.1 Introduction

The material class of composition A2M(Cl,Br)6 where A is typically an al-

kaline metal and M a tetravalent main group element or transition metal,

features a significant variety of structural and magnetic properties [2]. The

parent compound K2PtCl6 has a stable cubic antifluorite structure (Fm3̄m),

with PtCl6 octahedra on a face centered cubic (fcc) lattice and potassium ions

occupying the tetrahedral voids, see Fig. 5.1. Many members of the family

display a series of crystallographic phase transitions as a function of tem-

perature [3–7]. A prime example of this class is K2ReCl6, which in its high

temperature phase has the cubic structure of its parent compound. K2ReCl6

shows three structural phase transitions at Tc3 = 111 K, Tc2 = 103 K and

Tc1 = 76 K, all of which are easily observable in thermodynamic measure-

ments [8, 9], along with a long-range ordered antiferromagnetic phase below

TN = 12 K [10, 11]. Early reports have claimed that all structural phase

transitions are driven by soft modes corresponding to consecutive rotations

of the octahedra around different axes [12–14]. Upon cooling below Tc3, the

structure becomes tetragonal with minimal deviations from the cubic phase.

The low-temperature phases below Tc2 possess monoclinic symmetry. Re-

markably, the correct crystallographic structure of the tetragonal phase and

the nature of the octahedral rotations have been determined only very re-

cently [15]. Lately, the strong interest in unconventional phenomena driven

by spin-orbit interactions has spawned renewed attention for this material

class, in part motivated by recent theoretical studies which have proposed

a spin-orbit assisted Jahn-Teller activity for certain materials of this fam-

ily [16]. In particular, the t32g configuration of K2ReCl6 (Re: 5d3) was sug-

gested to be a potential realization.

Previous Raman measurements on this compound at ambient and liquid he-

lium temperatures have identified the Raman active phonon modes [12]. The

appearance of additional modes at the phase transitions reflects the lowering

of the symmetry, and soft rotary modes have been identified [12, 13] as the

driving force behind these transitions. In this work, we investigate K2ReCl6

using temperature dependent Raman spectroscopy in two orthogonal polar-
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Figure 5.1: Left: Schematic illustration of the room temperature structure
with space group Fm3̄m. Blue, grey and green spheres represent K+, Re4+

and Cl− ions, respectively. Right: The (001) surface used for these mea-
surements. The orientation of the cubic a and b axes is indicated. Bottom:
The different crystallographic phases and transition temperatures of K2ReCl6
within the temperature range covered.

ization configurations extending to lower energies than previously reported.

We observe that the cubic symmetry is already broken locally in the high

temperature phase. Furthermore, we reveal a low-energy excitation contin-

uum and discuss its relationship to the local symmetry breaking observed at

high temperature.

5.2 Experimental

High-quality transparent single crystal samples of K2ReCl6 were grown from

HCl solution by controlled slow evaporation of the solvent and subsequently

characterized by x-ray diffraction, specific heat and susceptibility measure-

ments [15]. A picture of the sample can be seen in Fig. 5.1. The sample was

mounted in a liquid helium flow cryostat. Measurements were performed on

a polished (001) surface in backscattering geometry with the polarization of
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incoming light parallel to the cubic a axis using a 532 nm solid state laser

with a power of 0.5 mW at the sample and a spot size of 30 µm. The total

integration time was eight minutes per temperature step in the range from 5

K up to room temperature.

Spectra were recorded using a triple grating spectrometer equipped with

a liquid nitrogen cooled CCD camera yielding a total energy resolution well

below 1 meV. The phonon energies were determined by applying a multi-peak

fit using Lorentzian and Fano line shapes, where appropriate.

Crystal growth and Raman measurements of K2SnCl6 were done analo-

gously with a slightly lower laser power due to stronger scattering as com-

pared to K2ReCl6.

5.3 Results

The vibrational spectrum of K2ReCl6 is split into two regions. The inter-

nal vibrations of the octahedra sit in the higher energy part of the spec-

trum above 15 meV, while the external lattice modes have energies below

12 meV. The irreducible representation of the Raman active modes in the

high-temperature cubic phase is Γ′ = 1A1g + 1Eg + 2T2g, where one of the

T2g modes is the external potassium mode and the remaining three modes

are internal vibrations of the octahedra. By symmetry, the selection rules

predict that in our experimental geometry, the A1g and Eg modes are de-

tectable exclusively in the (xx) polarization configuration, where only the

component of scattered light with the polarization vector parallel to that of

the incoming light is analyzed, while the two T2g modes only appear in the

(xy) polarization configuration, where the polarization vectors of incoming

and analyzed light are perpendicular. The Raman spectrum of the room

temperature phase in these two configurations is shown in Fig. 5.2. The four

Raman active modes can be seen at the energies of 10 meV, 22 meV, 37 meV

and 44 meV, respectively, in agreement with the values reported in previous

Raman scattering experiments [12] and density of states calculations [17].

The comparably weak external phonon mode at ≈10 meV is shown 10

times expanded in the inset of Fig. 5.2. It has a strongly asymmetric Fano
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Figure 5.2: Raman spectra of K2ReCl6 at T = 293 K in (xx) (black) and
(xy) (red) polarization configurations. Yellow areas indicate the violation of
cubic selection rules. The inset shows a blow-up of the low-energy region
containing the lattice phonon.

line shape, which indicates an interaction of the vibrational excitation with a

scattering continuum [18]. Indeed, such a continuum is present in our data at

energies reaching up to at least 12 meV. We note that previous reports have

failed to resolve this low-energy continuum due to less efficient suppression

of elastic scattering from the excitation light source.

As marked by the yellow areas in Fig. 5.2, the cubic selection rules are not

perfectly fulfilled in this crystal. The spectrum taken in (xy) configuration

contains both the A1g and Eg modes with about 5% of their intensity in the

(xx) configuration. Similarly, the T2g modes appear in the (xx) spectrum

with 10% of their intensity from the (xy) polarization. Since the sample has

been oriented using Laue diffraction, and both the experimental alignment

and polarization of the light have been carefully verified, so-called leakage of

a scattering signal into the wrong polarization channel due to misalignment

or insufficient polarization can be ruled out. Moreover, the Raman tensor

87



Figure 5.3: Room temperature Raman spectra of K2SnCl6 in (xx) (black)
and (xy) (red) polarization configuration, cf. fig. 5.2.

of the A1g mode is rotationally invariant, therefore it is excluded to observe

this mode in (xy) configuration for cubic symmetry.

In order to test whether or not the experimental observations might be

related to the electronic or magnetic properties of the material, we have inves-

tigated the related non-magnetic compound K2SnCl6, where Sn has a filled

shell 4d10 configuration. The room temperature Raman spectra for both the

(xx) and (xy) configurations shown in fig. 5.3 reveal a violation of the cubic

selection rules as well as a low-energy scattering continuum, consistent with

the results of K2ReCl6. We thus conclude that the origin of these observa-

tions must be related to the properties of the lattice structure rather than

its electronic or magnetic nature. The same features can also be observed

in a spectrum of K2ReCl6 measured with an excitation wavelength of 488

nm (not shown), which excludes that these features are caused by resonance

scattering effects.

We now turn to the temperature dependence of the Raman spectra of K2ReCl6.

We focus on the low energy region below 13 meV shown in fig. 5.4 for both
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Figure 5.4: Bose-factor corrected Raman spectra of K2ReCl6 in the energy
region below 13 meV at temperatures between 5 and 200 K; Left: (xx) polar-
ization configuration; Right: (xy) polarization configuration. The different
colors represent the four distinct crystallographic phases.

(xx) (left) and (xy) (right) polarization configurations. To extract the bare

scattering strength, a constant offset has been subtracted from the raw data,

and the prefactor (n + 1) of the scattering cross section, with the energy-

and temperature-dependent Bose occupation n, has been corrected for. De-

spite the lowering of the symmetry at the transition from the cubic (shown

in red) to the tetragonal (blue) phase, no additional phonons are detected

below Tc3 = 111 K, in agreement with previous reports on several materials

in this family [19–24]. We infer that the small degree of deformations in

the tetragonal phase results in a minute energy splitting of modes which is

insignificant in comparison to the lifetime and therefore not observed.

The transition from tetragonal to the monoclinic C2/c structure at Tc2 =

103 K is clearly marked by two additional modes in the spectra (green). At

7.6 meV a reasonably strong mode emerges below Tc2 in both polarization

configurations, though more pronounced in (xy). Around 3 meV, another

mode grows out of the low energy continuum in (xx) configuration. Right

below the transition, the 3 meV mode is rather weak and thus difficult to

distinguish from the strong scattering continuum, but it gains weight and

definition towards lower temperatures. Below Tc1 = 76 K, the mode also

appears in (xy) configuration, cf. black spectra in fig. 5.4 (right). As can be

seen in Fig. 5.5 (a), its excitation energy shows a weak anomaly at Tc1, and
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Figure 5.5: Temperature dependence of phonon energies: (a) The low-energy
rotary mode; (b) The monoclinic modes near 8 meV; (c) The octahedral T2g

mode; (d) The octahedral A1g mode. Vertical bars indicate phase transition
temperatures.

it softens substantially as the temperature approaches Tc2 from below. It is

thus identified as the rotary mode previously proposed to drive the phase

transition [12,13,15].

In the low-temperature monoclinic P21/n phase below Tc1 = 76 K (shown

in black in Fig. 5.4), a distinct mode appears at 12 meV, and yet another

one splits off of the phonon at 7.6 meV. The latter one again gains weight

towards lower temperatures and shows significant softening towards Tc1, see

Fig. 5.5 (b). It is worth mentioning that the low-temperature spectrum agrees

with previous reports [12], with the notable exception of the aforementioned

scattering continuum observed at low energies.

The temperature dependence of the energies of the octahedral T2g and A1g

phonons, shown in Figs. 5.5 (c) and (d), respectively, reveals anomalies at
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Figure 5.6: Temperature dependence of the external lattice mode: (a) Raman
spectra from 50 to 175 K; (b) The coupling strength between phonon and
continuum represented by 1/q2; (c) Reduced energy ε. Vertical bars indicate
phase transition temperatures.

the phase transitions. However, a splitting of the octahedral modes is not

observed (not shown), indicating the absence of a sizable deformation of the

octahedra down to the lowest temperatures.

We now take a closer look at the cubic lattice mode at 10 meV which

involves vibrations of the potassium ions, cf. fig. 5.6. The asymmetric line

shape hints at a coupling of the mode with a continuous excitation band,

and can be described by the Fano model [18],

I = I0
(q + ε)2

1 + ε2

with the Fano parameter q and the reduced energy ε. The coupling strength

between the phonon and the continuum, which can be quantified by 1/q2, is

substantial and essentially constant above Tc2, but drops rapidly below 100

91



K and vanishes below Tc1 = 76 K, see Fig. 5.6 (b). This is directly visible

in the Raman spectra as the mode gets more and more symmetric when

the temperature is lowered [Fig. 5.6 (a)]. The temperature dependence of the

model parameter ε corresponding to the bare phonon energy is depicted in

Fig. 5.6 (c). It shows anomalies at the same temperatures: the mode hardens

down to approximately Tc2, then its energy decreases, before it begins to rise

again below Tc1.

5.4 Discussion

Our main experimental results are threefold:

(i) The Raman selection rules in the high-temperature cubic phase are vio-

lated;

(ii) Below 12 meV, we observe a wide scattering continuum that shows an

unusual temperature dependence and persists up to 300 K;

(iii) The vibrational mode of the cubic phase involving motions of the K+

ions strongly couples to this continuum.

As we will discuss in the following, all three observations are consistently ex-

plained by a local breaking of the cubic symmetry due to randomly rotating

ReCl6 octahedra.

The cubic crystal structure in the high-temperature phase of this material, as

well as many other members of the K2PtCl6 family, has been well established

experimentally using x-ray and neutron diffraction techniques [13, 15, 25].

Anomalously high values of the atomic displacement parameters and finite

librational angles of the octahedra have been reported previously for sev-

eral members of this material class, including K2ReCl6 [26–28]. Correspond-

ing disorder was recently found for the isostructural compounds K2IrBr6

and K2IrCl6 [27–29]. This leads us to the conclusion that the local symme-

try of the octahedra deviates from the average symmetry which is retained

on large length scales. The origin of this disorder may be dynamic fluc-

tuations, static displacements, chlorine isotope disorder (natural abundance

75.8% 35Cl, 24.2% 37Cl), or a combination of these. Being sensitive to the

local symmetry, Raman scattering will reveal such local deviations from the
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global symmetry through apparently modified selection rules.

Here, it is instructive to recall a peculiarity of the crystal structure of

the K2PtCl6 family. The lattice can be imagined to be derived from the per-

ovskite structure ABO3 with half of the B sites not occupied. The stability

and stiffness of the perovskite structure originates to a large part from the

interlocking of corner-sharing octahedra which requires any local deforma-

tion to propagate throughout the lattice, as is commonly observed in many

perovskite materials [30]. However, with half of the B site ions missing in

the lattice of the K2PtCl6 family, the octahedra disconnect and the structure

loses much of its rigidity. In fact, the filled octahedra are even substantially

compressed [26] and can thus be considered as only weakly interacting ob-

jects placed on the face-centered cubic positions of the antifluorite lattice.

Therefore, the energy potential for rotations of the octahedra must be un-

usually flat and strongly anharmonic. Such an anharmonic potential shape

gives rise to low-lying excitations connected to fluctuations in both the tilt

angles and axes, resulting in a low-energy scattering continuum, as observed

in Raman scattering.

As shown in fig. 5.4, the scattering strength of the continuum decreases con-

tinuously with increasing temperature, which is unexpected. The presence

of several phonon modes overlapping with the continuum prevents a quanti-

tative determination of the continuum spectral weight. Note that such local

fluctuations of the octahedral orientation would not show up in the previ-

ously mentioned phonon density-of-states calculation [17]. We conclude that

the continuum spectral weight must be determined by the density of states

of the low energy excitations which itself depends on the details of the po-

tential landscape in which they exist. This requires a detailed analysis of the

potential and its temperature dependence, which is beyond the scope of this

study.

A similar low-energy continuum caused by fluctuations in the octahedral

orientations has recently been observed in Raman scattering of perovskite-

derived metal-organic hybrid materials [31, 32]. Interestingly, the observed

fluctuations have been related to structural phase transitions in the material.

It is important to note that the continuum in the case of K2ReCl6 is at best
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moderately affected by the structural phase transitions. The preferred av-

erage orientation of the octahedra changes across the structural phase tran-

sitions, but the fluctuations persist in a very similar way around the new

average orientation. This is consistent with previous claims that the struc-

tural phase transitions in this material class are purely displacive in nature

and do not feature ordering of any kind, as an order-disorder transition would

require a much higher entropy than that obtained in thermodynamic mea-

surements [2,8]. Together with the fact that the continuum persists through-

out the temperature range of our measurements, these observations indicate

that the arrangement of the octahedra remains in a disordered state down

to at least 5 K. This agrees with the idea of a very weak interaction between

the octahedra, resulting in liquidlike properties. Future investigations of this

phenomenon at the lowest experimentally accessible temperatures are highly

desired.

In a recent publication [29], a similar low-energy scattering feature that also

shows increasing intensity towards lower temperatures was reported for the

isostructural K2IrCl6 and identified as a central peak. As central peaks are

a byproduct of second-order structural phase transitions [33–36], this was

seen as an indication for the existence of such a phase transition at very low

temperatures. In our case, the continuous increase in continuum weight to-

wards lower temperatures even across the two second-order structural phase

transitions at Tc2 and Tc3 indicates that the continuum is unrelated to the

possible spectral signatures of a central peak.

The asymmetric line shape of the cubic potassium mode at 10 meV above

76 K results from the significant coupling to the continuum. This indicates

a strongly anharmonic decay of the phonon, as has previously been reported

for perovskite metal-organic hybrid materials [31,32].

Remarkably, this coupling nearly vanishes in the low-temperature monoclinic

phase, while the scattering continuum persists, cf. Figs. 5.4, 5.6. As has been

discovered very recently, the phase transitions at Tc2 and Tc3 are character-

ized by in-phase and out-of-phase rotations of the octahedra, respectively,

while the phase transition at Tc1 is accompanied by a discontinuous change

in the tilt axis of the octahedra [15]. We infer that this is responsible for the
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observed suppression of the coupling between the potassium phonon mode

and the continuum.

Finally, we address another experimental observation which is considered to

be unrelated to the main observations and their interpretation, yet worth

mentioning. In contrast to previous reports that the octahedral phonon

modes do not reflect the structural changes related to the crystallographic

phase transitions [12, 19, 21, 24], our spectra do reveal such signatures, al-

though comparatively moderate, see Figs. 5.5(c) and (d). The failure to

detect these has previously been taken as a proof that the ReCl6 octahe-

dra remain undistorted through all of the phase transitions. We believe

that this conclusion still holds, despite the weak sensitivity of the octahe-

dral modes. In particular, we observe no indication for substantial spin-orbit

related Jahn-Teller distortions of the octahedra [16], which are expected to

lead to a splitting of the degenerate octahedral phonons.

Our interpretation is further supported by the observation that our three

main results are also present in Raman spectra of K2SnCl6, see fig. 5.3. In

this material, Sn has a 4d10 electronic configuration where both spin-orbital

effects and Jahn-Teller interaction are absent.

5.5 Conclusion

Polarization-selective Raman spectroscopy was performed on a (001) surface

of K2ReCl6 in the temperature range between 5 K and room temperature.

We observe a violation of the selections rules in the cubic high-temperature

phase, together with a low-energy scattering continuum which shows unusual

temperature dependence. We propose that both observations originate from

disordered local tilts and rotations of the ReCl6 octahedra. Thus the cubic

symmetry is broken locally but remains intact on average over large length

scales. Although this global structure changes at the phase transitions, the

disorder survives down to temperatures of at least 5 K due to the very weak

interaction between neighboring ReCl6 octahedra. The sharp signatures of

the octahedral phonon modes in the Raman spectrum, the significant size

of the thermal displacement ellipsoids [37], and the increase of continuum
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weight for lower temperatures point to dynamic disorder as the origin of

these phenomena, although a possible role of static disorder, e.g., caused by

the different isotopes of Cl, cannot be fully excluded with our experimental

methods. The coupling between the potassium phonon mode and the low-

energy scattering continuum results in anharmonic decay and gets suppressed

at the transition to the low-temperature phase at Tc1. The persistence of the

octahedral tilting down to low temperatures could be of great relevance to

the magnetic interactions in the material, especially of the kind proposed for

the sister compounds K2IrCl6 and K2IrBr6 [27, 28].

Lastly, we did not detect any spectral features indicative of a sizable Jahn-

Teller distortion that was suggested for this compound based on the large

spin-orbit coupling in 5d transition materials.
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CHAPTER 6

Raman Scattering on Phonons and

Electronic States in Ruthenium Dimers

6.1 Cluster Mott insulators

Mott insulators are materials that are electrically insulating although conven-

tional band theory predicts that they should be conductive. This generally

happens in cases where electron-electron interaction is strong enough to pre-

vent charge transfer between neighbouring ions. Mott insulators are most

easily described by the Mott-Hubbard model [1–3], which introduces the on-

site Coulomb repulsion parameter U between electrons occupying the same

site and the hopping parameter t, which is the energy required for an electron

to hop to an adjacent site. If U > t, the material is insulating. Changes in

the charge carrier density, e.g. through doping, can cause a phase transition

between conducting and Mott insulating state, which is called a Mott tran-

sition.

In some materials, metal ions and their surrounding ligands may form struc-

tural clusters of two or more sites. In this case, the hopping parameter is dif-

ferent for electron transfer between ions within the same cluster (intra-cluster

hopping, tintra) on the one side, and transfer to another cluster (inter-cluster

hopping, tinter) on the other side. If both hopping parameters are small com-

pared to U, the material is still a Mott insulator. Materials with tinter < U,
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but tintra >> U are called cluster Mott insulators. Hopping between clusters

is strongly suppressed, but within any given cluster, the energy required for

an electron to transfer to a different site is very low. In the limiting case, it

can even be assumed that tintra
U

is infinite, and thus the electrons are com-

pletely delocalised over the entire cluster. The materials discussed in this

chapter house clusters consisting of two transition metal ions (dimers), but

compounds with larger clusters, like trimers, tetramers, and so on, exist as

well.

Cluster Mott insulating states are well known to occur in 5d transition

metal compounds, chiefly those with IrO6 octahedra, like Ba3CeIr2O9 [4],

Ba3InIr2O9 [5], Ba3Ti3−xIrxO9 [6] (all dimers), and the trimer compound

Ba4NbIr3O9 [7], but also Ta-based systems, e.g. GaTa4Se8 [8]. The situa-

tion is different for 3d transition metals, as in most of these compounds, the

picture of localised single-site moments is more appropriate. The different

behaviour of 3d and 5d compounds in this regard originates in the larger

values of U for 3d transition metals [9], as well as the larger spatial extent of

the 5d orbitals. For 4d elements, the situation is as-of-yet unclear, although

there are reports on successful observation of 4d cluster-Mott systems based

on Molybdenum [10,11] and Niobium [11].

This chapter presents Raman spectroscopic measurements of electronic tran-

sitions in two ruthenium-based dimer systems: Ba3CeRu2O9 and Ba3EuRu2O9.

Single crystals were grown by H. Schilling and P. Becker at the University

of Cologne. They crystallise in the hexagonal space group P63/mmc [12–14].

A schematic picture of the crystal structure, as well as pictures of the two

samples used for the measurements in this chapter, can be seen in fig. 6.1.

The RuO6 octahedra form face-sharing dimers along the c axis with the Ba

and Ce ions providing the trigonal structure that hosts them. The Ru-Ru

distance of ≈ 2.5 Å [12,14] is smaller than e.g. in bulk ruthenium (2.7 Å) [15].

This has been suggested [5] to facilitate the formation of quasi-molecular or-

bitals. The ions occupy the Wyckoff positions 2a (Ce), 2b (Ba1), 4f (Ba2

& Ru), 6h (O1) and 12k (O2). The samples also macroscopically grow in a

near-hexagonal shape, with diameters of around 350 µm (Ba3CeRu2O9) and

250 µm (Ba3EuRu2O9). The surfaces are flat, with small crystallites growing
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Figure 6.1: Left: Crystal Structure of Ba3CeRu2O9 and Ba3EuRu2O9.
Green, blue, grey and red spheres represent barium, cerium/europium, ruthe-
nium and oxygen ions, respectively. Right: Pictures of the measured (001)
surfaces of Ba3CeRu2O9 (top) and Ba3EuRu2O9 (bottom). Arrows and labels
indicate measured distances on the sample surface.

in some places and large, homogeneous areas in between.

6.2 Phonon spectra

The irreducible representation of Raman active phonons is ΓRaman = 5 A1g

+ 8 E2g + 6 E1g [16]. The corresponding Raman tensors are

A1g =

a 0 0

0 a 0

0 0 b

 (6.1)
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Figure 6.2: Raman spectra of Ba3CeRu2O9 at T = 5 K in parallel (black) and
crossed (blue) polarisation, measured in two separate energy windows. Labels
indicate the phonon representation. The spectrum in crossed polarisation is
multiplied with a factor 2 for better comparability.

E1g =

0 0 0

0 0 c

0 c 0

 ,

 0 0 −c
0 0 0

−c 0 0

 (6.2)

E2g =

d 0 0

0 −d 0

0 0 0

 ,

 0 −d 0

−d 0 0

0 0 0

 (6.3)

Raman measurements were done in c(aa)c̄ (”parallel”) and c(ab)c̄ (”crossed”)

polarisation geometries on a (001) surface. From the tensors, the A1g phonons

should be active in parallel polarisation only, the E2g phonons should be ac-

tive in both geometries with equal magnitude, and the E1g phonons should

be completely inactive.

Fig. 6.2 shows the Raman spectra of Ba3CeRu2O9 at room temperature,

measured with the Jobin Yvon spectrometer. The five A1g phonons yield

the most intense peaks in the parallel polarisation spectrum at 10, 36, 49,

74 and 96 meV. As expected, they are not visible in the crossed polarisation

spectrum. The energies of the four lowest ones correspond very well to those
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Figure 6.3: Raman spectra of Ba3CeRu2O9 (black) and Ba3EuRu2O9 (red)
at T = 293 K in parallel polarisation, measured in two separate energy
windows. The BERO spectrum has been multiplied by 1.3 for better com-
parison. Black/red labels indicate phonon types for the Ba3CeRu2O9 and
Ba3EuRu2O9 spectrum, respectively.

of A1g modes reported in the parent compound Ca2RuO4 [17–21], and all 5

A1g modes are similar to those reported for isostructural Ba3ZnSb2O9 [22].

The E2g phonon peaks are generally a bit weaker, but six of them can

be tentatively identified at 8, 14, 15, 19, 32 and 42 meV. The magnon-

and two-magnon peaks that have been seen in Ca2RuO4 at low tempera-

tures [17–19, 21] don’t show up here, because of the absence of magnetic

order. Additional peaks in the spectrum at 85 and 89 meV can be attributed

to two-phonon scattering processes. The feature around 65 meV will be ad-

dressed together with the higher energy excitations in chapter 6.4.3.

The Raman spectrum of Ba3EuRu2O9 is plotted in fig. 6.3. Since the

crystals are very small, this sample had to be measured in a slightly differ-

ent setup, using a microscope to focus the light. This results in a visible

signature of the Raman spectrum of air in the energy region below 12 meV.

The spectrum features only three recognisable phonons, all of A1g symme-

try, at energies 31, 46 and 98 meV, all of them slightly shifted with respect

to their counterparts in Ba3CeRu2O9, and with ≈ 5 times lower intensity.
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Interestingly enough, the 10 meV and 75 meV peaks that are reported in

most RuO6-based compounds [17–23] are completely absent here. There are

also no detectable signatures of any of the E2g modes. This is confirmed by

a cross-polarised measurement on Ba3EuRu2O9, in which, according to the

selection rules, only the E2g modes are allowed. The corresponding spectrum

does not show any recognisable features within 60 minutes of integration

time, apart from the previously mentioned peaks below 12 meV originating

from air.

6.3 Electronic structure

When searching for eletronic transitions, the starting point has to be the

electronic configuration of the magnetic ions. In both Ba3CeRu2O9 and

Ba3EuRu2O9, the oxidation states of the barium and oxygen ions are 2+

and 2-, respectively. Cerium has an electronic configuration of [Xe]6s25d14f1,

where the 6s, 5d and 4f orbitals are very close in energy, and one electron

occupies the d shell because of the strong electron-electron repulsion within

the 4f orbital [24]. Like all lanthanides, cerium ions can take the 3+ oxida-

tion state resulting in a [Xe]4f1 configuration. It is unique among this group

in that it can also exist in a 4+ oxidation state [24], resulting in a noble gas

configuration. This is the case e.g. in the popular polishing agent CeO2 [25].

For Ba3CeRu2O9, this means that the valence of ruthenium must be 4+ as

well, resulting in a 4d4 configuration.

In the case of europium, things are more complicated. The configuration of

elemental europium is [Xe]4f76s2. Besides taking the typical 3+ state with

configuration [Xe]4f6, it can also form divalent compounds like EuO, Eu2SiO4

or EuTiO3 [26], where the oxidation state of Eu is 2+. This is because the

resulting 4f7 configuration with an exactly half-filled 4f shell provides addi-

tional stability [24]. In Ba3EuRu2O9, the 3+ state is favoured, which results

in a mixed 4+/5+ valence for ruthenium, and accordingly a mixed electronic

configuration 5d3 / 5d4.

As illustrated in chapter 2.5, the 4d orbitals can be described by the cubic

harmonics. Their degeneracy is lifted by the octahedral crystal field, which

106



Figure 6.4: Electronic Structure of ruthenium dimers. Left and right side
show the 4d states of the free Ru ion, which are split by the presence of
octahedral (Oh) and trigonal crystal field, and spin-orbit coupling. The cen-
ter shows the formation of quasimolecular bonding (red) and anti-bonding
(blue) states.

splits them into a lower energy t2g triplet and a higher energy eg doublet.

These states are further influenced by the trigonal crystal field that is pro-

vided by the barium and cerium ions, and by spin-orbit coupling, which

cause the t2g orbital to split into three non-degenerate states. This is il-

lustrated in the left- and right side part of fig. 6.4. If the intra-cluster

hopping is large enough and the d-electrons are completely delocalised over

a dimer, the single-site orbitals of the two ruthenium ions can combine and

form quasi-molecular cluster orbitals [4, 14, 27]. This process, thought to be

similar to the formation of molecular orbitals in e.g. H2, leads to the creating

of bonding- and anti-bonding states. This is depicted in the central part of

fig. 6.4. RIXS measurements on dimer [4] and trimer [7] systems show a

number of peaks that can be interpreted as crystal field transitions. Excit-

ing these at different points in reciprocal space reveals a periodic intensity

modulation reminiscent of Young’s double slit experiment that has been es-

tablished as a signature of quasi-molecular states. As a counter-example, the

same measurement on Ba2CeIrO6, which is a Mott insulator without clusters,

shows the single-ion electronic states, and no periodic modulation [28]. In

the two compounds discussed in this chapter, the short Ru-Ru distance and

preliminary RIXS results [29] suggest that the formation of dimers is indeed

a relevant process in the system. Magnetic susceptibility measurements [14]

also concluded that the magnetic ground state can’t be properly described
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in a single-ion picture, and that the assumption of a dimer ground state in a

molecular orbital picture is required.

Properly taking into account all interactions in the system that can change

the electronic states, including especially the influence of intra-cluster hop-

ping, leads to a significant increase in the number of excited states expected.

Since the energy differences between these states are typically very small,

Raman spectroscopy should be a good way to resolve them.

6.4 High energy Raman measurements

Raman spectroscopic measurements on the Ba3CeRu2O9 and Ba3EuRu2O9

samples shown above were done with the Princeton HRS-300 spectrometer at

T = 5 K and 293 K in parallel and crossed polarisation geometries. Since the

focus is on excitations in the energy range between 150 and 800 meV, a green

laser with a wavelength of 532 nm was used to ensure optimised detection

efficiency. The power density was ≈ 250 W/cm2 for the measurements on

Ba3CeRu2O9 and 100 W/cm2 for the measurements on Ba3EuRu2O9, with a

spot size of ≈ 10 µm.

The spectrum of Ba3EuRu2O9 recorded at T = 5 K is displayed in fig. 6.5

for parallel (black curve) and crossed (blue curve) polarisations. The two

strongest phonons at 45 meV and 96 meV known from the measurements

with the Jobin Yvon spectrometer shown in fig. 6.3 can be seen in the en-

ergy region below 100 meV that is marked in grey. Their strong polarisation

dependence confirms that these are the high-intensity A1g phonons. The

lowest energy excitation that was not seen in the phonon spectrum is a sin-

gle peak at 181 meV. Since this is approximately twice the energy of the

strongest phonon, it is tempting to identify it as a two-phonon excitation.

However, such an excitation would typically be expected to be much weaker

in comparison to the one-phonon peak. A similar peak has been reported in

Raman measurements of the parent compound Ca2RuO4 [20,21] at a slightly

lower energy of 168 meV. Contrary to the phonons, this peak also doesn’t

disappear in a crossed polarisation measurement. All peaks above 100 meV

can be tentatively identified as crystal field excitations. They can be sepa-

108



Figure 6.5: High energy Raman spectra of Ba3EuRu2O9 measured at T = 5
K in parallel (black) and crossed (blue) polarisation. The grey area marks the
phononic energy range that was covered with the Jobin Yvon spectrometer.

rated into four ”groups” around 220 meV, 310 meV, 420 meV and 550 meV

that each consist of multiple excitations. A multi-peak fit of the spectrum in

parallel polarisation can be found in the appendix. It shows that the highest

intensity peak groups at 310 meV can be fitted with three peaks, while the

other three peak groups only require two. It should be noted that the width

of the fitted peaks is typically between 10 and 20 meV, which is significantly

higher than the calculated spectral resolution of 2-3 meV. This can also be

seen when comparing the crystal field excitations with the phonon peak at

90 meV, which is narrower (≈ 7 meV, with a calculated spectral resolution

of 4 meV at that energy). The spectrum measured in crossed polarisation

shows the same features, with the intensity reduced by a factor 3 - 4. This

applies to all crystal field excitations, and also to the feature at 181 meV,

further discouraging an explanation based on two-phonon scattering. The

reduced intensity can at least partially be traced back to the transmission of

the beam splitter, which is ≈ 1.6 times higher for the scattered light com-
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Figure 6.6: Raman spectrum of Ba3CeRu2O9 measured with the Princeton
setup at T = 5 K (blue curve), and of Silicon (001) (yellow curve). The grey
area shows the phononic energy range.

ponent parallel to the incident light. Above 600 meV, the spectra show no

discernible features.

The low temperature Raman spectrum of Ba3CeRu2O9 can be seen in

fig. 6.6 (blue curve). Again, the spectral region below 100 meV shows the

strongest phonon peaks known from the previous sub-chapter, in this case

at 74 and 96 meV. The phonons in Ba3CeRu2O9 have an almost 10 times

higher count rate than those in Ba3EuRu2O9, which is also reminiscent of

the previous measurement. Like Ba3EuRu2O9, this sample shows a peak

at ≈ 180 meV. This is no surprise if indeed it is the same peak that was

observed in the parent compound Ca2RuO4. At higher energies, a multi-

tude of further peaks are recognisable. However, not all of them seem to be

excitations of Ba3CeRu2O9. The yellow curve in fig. 6.6 shows a Raman

spectrum of Silicon, measured under the same conditions as Ba3CeRu2O9.

Since Silicon has no excitations in the covered energy range except for one

phonon at 65 meV and its multi-phonon equivalents, the spectrum should
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be completely flat above 150 meV in an ideal measurement. However, some

of the features seen in the spectrum of Ba3CeRu2O9 can also be seen here,

indicating that these are likely artefacts from other sources, like the spec-

trometer, laser or external light. Comparing these, only the four peaks at

282 meV, 360 meV, 379 meV and 471 meV can be safely identified as crystal

field excitations of Ba3CeRu2O9. The crossed polarisation spectrum can be

found in the appendix and is very comparable to that of Ba3EuRu2O9. Most

of the excitations seen in fig. 6.6 are active here as well, albeit with much

lower intensity, and no new peaks arise. The signatures that were attributed

to external sources do not show polarisation dependence.

6.4.1 Temperature dependence

Fig. 6.7 shows the temperature dependence for the high energy Raman

spectrum of both compounds. There are no crystallographic phase transitions

and no magnetic ordering expected for this material class [12,13]. Indeed, the

spectra show the same peaks for both T = 5 K and room temperature. For

Ba3CeRu2O9, there are no discernible energy shifts or intensity differences

over the entire spectral range. The only exceptions are the weak feature at

120 meV, which disappears at room temperature, and the sharp feature at

390 meV, which can be attributed to instrumental response (see previous

section). The phonon at 92 meV is cut off for T = 293 K due to saturation

of the CCD camera.

For Ba3EuRu2O9, the crystal field excitations also don’t show any changes

with temperature. Notably, the phonons are ≈ 5 times stronger than at

low temperature. The 181 meV peak was, as mentioned before, seen in

Ca2RuO4 [20, 21], where it was reported to disappear for T > 200 K. Since

this corresponds to the temperature of orbital ordering in that compound,

the excitation was interpreted as an orbiton, similar to the one observed in

LaMnO4 [30], but this interpretation is still under debate today. Since there is

no orbital ordering expected in Ba3EuRu2O9, and the peak is not influenced

by temperature changes at all, such an interpretation for this measurement
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Figure 6.7: Temperature dependence of the high energy Raman spectrum
for Ba3EuRu2O9 (top panel) and Ba3CeRu2O9 (bottom panel, logarithmic
scale) in parallel polarisation.

is unlikely.

6.4.2 Influence of f-levels

As discussed in section 6.3, the lanthanides cerium and europium have par-

tially filled f orbitals. For both of them, the electronic configuration, and thus

the transitions, depend strongly on the valence. If, as assumed, the oxidation

state of cerium is 4+, this would leave it with the closed shell configuration

of Xenon, and no transitions would be possible. If, on the other hand, the

oxidation state is 3+, and accordingly the electronic configuration is [Xe]4f1,

the ground state splits into a lower energy 2F5/2 and a higher energy 2F7/2

state. The transition between these is forbidden for free Ce3+ according to

the Laporte selection rule, but can become symmetry-allowed in a crystal

environment [32]. Its energy gap has been reported as 273 meV [32] or 281

meV [33], depending on the lattice symmetry. This is well in line with the
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strong peak in the Raman spectrum at ≈ 280 meV. Although the 4+ valence

of cerium for this sample has been confirmed experimentally, the presence of

oxygen vacancies, which are thought to be the most common defect in this

structure, could indeed locally alter the valence of the cerium ions to Ce3+.

Eu3+ with configuration [Xe]4f6 has a 7F0 ground state, and 6 low-lying ex-

cited states 7FJ , J = 1,...,6 in the energy range up to 650 meV [32, 34, 35].

In a crystal field, these may further split into a multitude of possible excited

states, although it should be noted that the influence of crystal fields on f

orbitals is much less significant than for d orbitals [24]. The lowest of these

states have energies of only around 45 - 50 meV [32,34], which puts them in

the phononic energy range. However, the spectrum in fig. 6.3 shows no peaks

at this energy that can’t be identified as phonons, making it unlikely that

there are indeed crystal field transitions in this range. Comparing the calcu-

lated values for Eu3+ f transitions to the peaks in the Raman spectrum in fig.

6.5 (see Appendix) yields no obvious agreement. Only the 7F0 → 7F3 tran-

sitions around 250 meV and the group of Raman peaks around 200-280 meV

roughly coincide. Another interesting transition to look at is that from the

lowest lying excited state 7F1 to the 5D1 state. This transition has an energy

of 2.339 eV, which is remarkably close to the excitation energy of the laser

used for the measurements presented here (2.331 eV). The low energy of the
7F1 state (45 meV) should allow it to be weakly thermally populated at room

temperature, which could potentially lead to resonance effects. If this was

the case, there should be a large difference between the room temperature

spectrum and that at low temperature, where the 7F1 state is depopulated.

As discussed above, at room temperature, the scattering intensity of the

phonons is ≈ 5 times stronger than at 5 K, while the crystal field transitions

do not change. However, without a more detailed temperature dependence

or measurements with different incident wavelengths, it is difficult to conclu-

sively argue that resonance plays a big role in the material. So in total, it is

likely that there is little to no influence of the Eu3+ crystal field transitions

on the spectra presented in this chapter.
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6.4.3 Identification of ruthenium d → d transitions

The remaining peaks in the spectrum can thus be identified as transition

between the electronic states of the ruthenium ion, split by spin-orbit cou-

pling and intra-cluster hopping. The multitude of interactions in the dimers

leads to an enormously high number of electronic states that can be scattered

from [29]. This be shown in the following through comparison of the Raman

data to RIXS measurements and calculations.

Fig. 6.11 shows a comparison of the Raman data with measurement data

from resonant inelastic x-ray scattering (RIXS) experiments [29]. The RIXS

spectrum can be divided into three energy regions: Below 0.4 eV; between

0.4 and 1.4 eV; and above 1.4 eV. The Raman data only covers the first

region and a small part of the second. The phonons and the lowest crystal

field excitations from the Raman spectrum lie within in the first section of

the RIXS spectrum, indicating that these signatures have a similar origin. In

Figure 6.8: RIXS spectra of Ba3CeRu2O9 measured for different scattering
angles at T = 20 K. The lower, red line is the parallel polarisation Raman
spectrum at T = 5 K. The intensity of the Raman spectrum is arbitrarily
scaled for best comparison. Inset: The scattering angles Θ can be translated
into points in k-space.
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Figure 6.9: Calculation of energy states for a four-hole dimer, considering
Hund’s coupling JH , trigonal crystal field ∆trig, intra-cluster hopping t, and
spin-orbit coupling λ.

the energy region above 400 meV, RIXS shows another group of excitations,

while in the Raman spectrum, only very weak signatures are recognisable.

An interesting observation is that the highest energy Raman active excita-

tions lie exactly in the intensity minimum of the RIXS graph between the

first and second group of excitations. The same thing can also be observed

when comparing the Ba3EuRu2O9 spectra (see fig. 6.11 in the appendix):

Even though the energy scale of excitations in that material is different, the

highest energy Raman peaks are again in the minimum of the RIXS curve.

This could be an indicator that these peaks belong to excitations that the

RIXS incident energy is not resonant with.

Fig. 6.9 shows a calculation of t2g energy states for two-site system with

four holes, i.e., a cluster consisting of two Ru4+ ions with eight electrons oc-

cupying the t2g orbitals. This corresponds to the electronic configuration of

Ba3CeRu2O9. The model considers on-site Coulomb repulsion, Hund’s cou-

pling, trigonal crystal field, spin-orbit coupling and intra-cluster hopping,
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parametrised by the corresponding parameters U, JH , ∆trig, λ and t. Start-

ing values were taken from comparable cluster systems, and the parameters

were optimised for best agreement with the measured RIXS spectra. The

best set of parameter values was found to be

U = 2.5 eV

JH = 250 meV

∆ = 400 meV

λ = 120 meV

t = 600 meV

In each section of the plot, the parameter mentioned on top is increased

from 0 to this optimised value, with the final set of states emerging on the

very right side. It should be noted that transitions to these states are not

necessarily Raman active. For example, all excitations to the second branch

emerging from finite Hund’s coupling change the spin multiplicity, and are

thus Raman-forbidden.

The simulation coincides quite well with the measured spectrum for BCRO.

The lowest branch at around 80 meV could potentially be responsible for

the unidentified peak in the phonon region around 65 meV (fig. 6.2). The

isolated Raman peak at 180 meV fits nicely to the isolated branch in the

calculation, and the double peak at 360 and 380 meV corresponds well to

the two calculated states at exactly that energy. For higher energies, the

extremely high density of energy levels makes an exact identification impos-

sible. An overview of the detected peaks and their tentative interpretation

can be found in table 6.1 for Ba3CeRu2O9. For Ba3EuRu2O9, no calculations

of electronic states exist yet. The peaks found in its Raman spectrum are

listed in table 6.2.

An additional benefit of Raman spectroscopy that can yield information

about the relative strengths of interactions in the system is the possibility to

filter different polarisations of the scattered light. For a purely cubic crystal

field with no additional interactions, a strong polarisation dependence with
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Energy (meV) Interpretation

1 181 Suggested: Orbiton, 2-Phonon, CF,
corresponds to branch in calculations

2 282 Potentially Ce3+: Jeff = 1/2 → 3/2,
but also coincides with calculated energy level

3 360 CF doublet, not present in RIXS, coincides
4 379 well with calculated energy levels

5 471 CF

Table 6.1: Energies (T = 5 K) of crystal field excitations and their interpre-
tation in the Raman spectrum of Ba3CeRu2O9.

peaks mostly appearing either in parallel or crossed polarisation measure-

ments would be expected. As discussed in chapter 2.5, a trigonal crystal

field will a leakage of the formerly cross polarised excitations to the paral-

lel polarisation geometry. The additional presence of SOC causes further

weakening of the selection rules, but will also, if dominant, create additional

transitions of predominantly T2g character. RIXS results and simulations, as

shown above, suggest that both interactions are present, but that
∆trig

λ
≈ 4.

The completely lack of polarisation contrast and the high number of ob-

servable states for both Ba3EuRu2O9 and Ba3CeRu2O9 can thus be seen as

further indication that a single-site picture is not sufficient to describe the

excitation spectrum. The inclusion of intra-cluster hopping leads to an enor-

mous increase in the number of energy states that can be scattered from. In

fact, the emerging states are so density packed in most energy regions that a

proper separation likely becomes impossible even with high resolution tech-

niques like Raman scattering. If the spectral signatures observed are indeed

mixtures of many different states with different polarisation dependence, it

is conceivable that for their combined spectral signature, the polarisation

dependence is on average the same in the entire covered energy range.
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Energy (meV) Interpretation

1 181 Suggested: Orbiton, 2-Phonon, CF
same energy as peak 1 in BCRO

2 216 CF doublet
3 236

4 300 CF triplet, strongest peaks in the
5 313 spectrum, energies corresponds roughly
6 318 to intensity maximum in RIXS spectra

7 414 CF doublet
8 429

9 533 CF doublet, not present in RIXS,
10 557 similar to peak 5 & 6 in BCRO

Table 6.2: Energies (T = 5 K) of high energy excitations in Ba3EuRu2O9

and their suggested interpretation.

6.5 Conclusion

The successful construction of a new Raman setup centred around a single

grating with low groove density now enables measurements in the energy

range up to ≈ 1 eV. Ruthenium dimer systems provide an optimal opportu-

nity for a first study, as they are interesting, yet mostly unexplored, and the

strengths of the setup can play out nicely.

The dimer materials Ba3CeRu2O9 and Ba3EuRu2O9 were characterised by

low energy Raman scattering and their phonon spectra were measured for

the first time. For Ba3CeRu2O9, the number of observed modes and their

polarisation dependence is in agreement with the claimed P63/mmc space

group. For Ba3EuRu2O9, only one type of phonons was observable, and

the scattering intensities were significantly weaker, indicating a lower sample

quality.

High energy Raman spectra of Ba3EuRu2O9 show a multitude of peaks in the

energy range between 100 and 600 meV that can be associated with crystal

field transitions. They lie mostly with the energy range for spin-conserving

excitations predicted by calculations and RIXS measurements, but due to
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lack of computational results, an exact comparison is not possible. How-

ever, the Raman measurement constitute a significant improvement towards

the resolution of individual excitations. The highest energy group of Ra-

man peaks does not seem to correspond to any feature that were previously

measured. The high number of peaks in combination with the results of a

polarisation dependent measurement suggest that intra-cluster hopping is a

strongly contributing interaction in the system.

For Ba3CeRu2O9, a slightly lower number of crystal field peaks can be recog-

nised. The detection of an isolated peak at 281 meV may suggests at least

a local presence of Ce3+ ions and accordingly a mixed d4 / d5 valence for

ruthenium. This could be caused by local oxygen deficiency in the material.

Comparison to a plot of simulated energy states for a four-hole dimer shows

good agreement between calculated energy states and Raman peaks. This

suggests that the set of parameters used for this is accurate. As expected,

neither Ba3EuRu2O9 nor Ba3CeRu2O9 show a temperature dependence in

their spectra.

6.6 Potential future research topics in high

energy Raman spectroscopy

The successful construction and functionality of the new high energy Ra-

man setup demonstrated in this chapter now opens a wide field of potential

research topics that could make good use of it. If the required additional

equipment can be obtained, the accessible energy range could potentially

even be extended up to ≈ 1.6 eV through the use of shorter-wavelength

lasers.

Of course, the most obvious path would be to extend the research on cluster-

Mott systems with quasi-molecular orbitals. Besides the two dimer materials

presented in this thesis, it would be interesting to get comparative Raman

spectra of the purely Mott insulating Ba2CeIrO6, and the trimer compound

Ba3CeRu3O12.

The comparatively high resolution of this setup can be utilised to resolve
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energy splittings of excitations such as crystal field transitions or spin-orbit

excitons that have been suggested, but not successfully resolved by other

experimental techniques like RIXS, e.g. the sidebands of the 600 meV spin-

orbit exciton in Ba2PrIrO6.

In systems that are proposed to host Kitaev spin-liquids, one of the decisive

questions is often how well they realise the effective jeff = 1
2

moments. Their

existence relies on spin-orbit coupling splitting the t2g orbitals in transition

metals. If such a state indeed exists, there should be excitations from the

ground state to the Jeff = 3
2

and the Jeff = 5
2

state. Typical values for

the spin-orbit coupling constant in Kitaev candidate systems are between

160 meV for RuCl3 [36] and 700 meV for Na2IrO3 [37]. In materials where

the jeff = 1
2

character is not clearly established, like BaCo2(PO4)2 [38] and

BaCo2(AsO4)2 [39, 40], high energy Raman spectroscopy should be able to

provide further insight.

Detection of crystal field transitions by Raman spectroscopy could also be

a good way to directly visualise Jahn-Teller effects [41], particularly when

they are involved in a phase transition. One of the conclusions of the Raman

measurements on K2ReCl6 presented in chapter 5 was that the octahedral

tilting prevents the appearance of Jahn-Teller distortions in the material.

However, the tilting angles are predicted to significantly reduce when potas-

sium is replaced by larger ions, like rubidium or caesium [42]. Accordingly,

in Rb2ReCl6 and Cs2ReCl6, a splitting could potentially be observed for

the electronic transitions to the 2Eg(Γ8) and 2T2g(Γ8) states around 9000

cm−1 [43].

Contributions

Samples for this study were grown by Henrik Schilling and Petra Becker (Uni-
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were done by me. The RIXS data shown was measured by Lara Pätzold,

Enrico Bergamasco and Markus Grüninger at DESY in Hamburg, Germany.

The calculation of energy states for Ba3CeRu2O9 was done by Lara Pätzold.
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6.7 Appendix / Supplemental Information

Multi-peak fit of high energy Ba3EuRu2O9 Raman spec-

trum

The easiest way to determine the minimum amount of excitations that are

present in the high energy Raman spectrum of Ba3EuRu2O9 is attempting to

fit the spectrum with the lowest number of peaks possible. This fit, together

with the measured data, is shown in fig. 6.10. It turns out that the spectrum

can be desribed sufficiently well with ten Gaussian peaks at energies 181, 216,

236, 300, 313, 318, 413, 430, 533 and 557 meV.

Figure 6.10: Multi-Peak fit of the Ba3EuRu2O9 large-shift Raman spectrum
at T = 5 K in parallel polarisation.
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Comparison between RIXS and Raman spectra of BERO

Fig. 6.11 shows a comparison of the low temperature Raman spectrum of

Ba3EuRu2O9 (red line) with RIXS spectra taken at different points in re-

ciprocal space (blue lines). Similar to Ba3CeRu2O9, the RIXS spectra show

three groups of excitations in different energy regions (0 – 0.55 eV, 0.55 – 1.1

eV and 1.1 – 1.7 eV), but the energy scale is slightly different. The peak in

the Raman spectrum around 280 meV coincides well with the RIXS intensity

maximum. Similar to Ba3CeRu2O9, the highest energy Raman excitations

lie in the region where the RIXS intensity is minimised. The group of ex-

citations above 550 meV can be interpreted as spin-flip excitations and are

not expected to be Raman active.

Figure 6.11: RIXS spectra of Ba3EuRu2O9 measured at different points in
reciprocal space at T = 5 K (blue lines). The red line an extended version
of the parallel polarisation Raman spectrum at T = 5 K that was shown in
fig. 6.5.
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Polarisation dependence of Ba3CeRu2O9 high energy spec-

tra

Fig. 6.12 shows the high energy Raman spectra of Ba3CeRu2O9 and silicon

in parallel and crossed polarisation geometry. The measurement artefacts

from the spectrometer don’t show significant polarisation dependence and

are present in all four spectra, although they are difficult to recognise in the

cross polarised silicon spectrum due to generally reduced scattering inten-

sity. The crystal field excitations of Ba3CeRu2O9 below 500 meV are sig-

nificantly weakened in crossed polarisation, and the scattering background

is also weaker by a factor of ≈ 1.6, which is consistent with the relative

transmission intensities of the beam splitter for horizontally and vertically

polarised light.

Figure 6.12: Raman spectra of Ba3CeRu2O9 and Si at T = 5 K in parallel
and crossed polarisation.

129



Comparison of the Raman spectrum of Ba3EuRu2O9

with calculated f-f transition energies for the Eu3+ ion

Fig. 6.13 shows the Raman spectra of Ba3EuRu2O9 at low temperature in

parallel and crossed polarisation (top), and a calculated line spectrum of

electronic f-level transitions for the Eu3+ ion. The only energy region with

at least tentative agreement between the spectral peaks and the calculated

lines is that between ≈ 1800 – 2100 meV (7F0 → 7F3 transitions).

Figure 6.13: Comparison of the Ba3EuRu2O9 large-shift Raman spectrum at
T = 5 K with calculated transition spectrum for Eu3+. Lower part of the
figure adapted from [C. Cascales, J. Fernández, and R. Balda, Opt. Express
13, 2141 (2005)]
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CHAPTER 7

Summary

This thesis aims to demonstrate different application possibilities for Raman

spectroscopy in solid state physics and develop and showcase some rarely

used extensions of the method.

Measurements on Ni3TeO6 show that the scattering intensity of some phonons

is different for left- and right circularly polarised light. This is quantified by

calculating the Raman optical activity (ROA), which for most phonons yields

values between 0.01 and 0.2. These values are giant compared to commonly

reported values of 10−3 - 10−4 for chiral molecules. More generally, these

results are among the very few cases where the method was successfully ap-

plied to crystals. A comparison with calculated ROA spectra shows good

agreement in general, but deviations in some aspects, e.g. the exact energies

and the sign of ROA. Calculations show that the strong chiral scattering

contributions in this material originates from dynamic modification of the

Berry curvature of the electronic band structure through phonon excitation.

The phonon band structure and the associated phonon chiralities show that

chiral phonons exist in this material, but their existence is not intrinsically

connected to ROA. This study should thus establish ROA as a viable spec-

troscopic method for chiral solids, and Ni3TeO6 as one of the most promising

chiral materials.

In K2ReCl6, polarisation selective Raman spectroscopy is performed in the

temperature range between 5 K and room temperature. Besides showing the
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effect of the crystallographic phase transitions on the Raman active phonons,

results also establish that the global cubic Fm3̄m symmetry is locally bro-

ken by disordered tilting of the ReCl6 octahedra. Although differentiation be-

tween static and dynamic tilting is not possible, a dynamic process is deemed

more likely. Contrary to expectations, there was no detectable Jahn-Teller

distortion of the ReO6 octahedra.

High energy Raman spectroscopy on Ruthenium dimer systems

is successfully demonstrated, following construction of a new Raman setup.

In Ba3EuRu2O9 and Ba3CeRu2O9, a number of crystal field excitations are

observed in the energy range between 100 and 600 meV. The competition be-

tween crystal fields, spin-orbit coupling and intra-cluster hopping leads to a

large number of states that can be scattered from, which impedes exact iden-

tification of the observed peaks. Nevertheless, comparison with a calculated

energy level diagram shows some agreement for Ba3CeRu2O9. Polarisation

dependent measurements suggest that neither trigonal crystal field nor spin-

orbit coupling are dominating, and that intra-cluster hopping plays a large

role. The results show the advantages of the superior energy resolution of

Raman spectroscopy, even in the energy regime up to 1 eV. To reduce the

spectral artefacts, better filtering of the incident light is required. For the

scattered light, the dielectric notch filters show used so far show a huge drop

in transmission for higher wavelengths. This makes a measurement of excita-

tions above 1 eV very difficult. Installation of holographic notch filters could

make the setup much more effective for this energy range. Additionally, the

significant difference in transmission of horizontally and vertically polarised

light through the beam splitter causes a huge corresponding intensity differ-

ence in the measured spectra for different analysed polarisations. This could

be prevented by using a polarisation independent beam splitter, or by circu-

larly polarising the light before transmission. Finally, the spectral coverage

could be significantly enhanced by using an incident laser with lower wave-

length, e.g. 405 nm. Since the measurable energy range is mainly limited by

the cut-off in detection efficiency of the CCD camera around 1000 nm (cf.

chapter 3.3), this would increase the spectral coverage from ≈ 470 nm to ≈
600 nm.
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