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Abstract

The Advanced GAmma Tracking Array (AGATA) is a position sensitive γ-ray spectrometer, consisting
of highly segmented High Purity Germanium (HPGe) detectors. It relies on the Gamma-Ray Tracking
(GRT), which reconstructs the path of the individual γ rays through the array. The GRT enables
the detection of γ rays with highest efficiency and provides γ-ray spectra with a Peak-to-Total ratio
P/T which is comparable to Compton suppressed spectra. The tracking requires information on the
deposited energies and interaction positions of the γ rays. The interaction positions are derived via
Pulse-Shape Analysis (PSA).
The PSA utilizes the measured pre-amplified signals of the 36 segments and of the core electrode.
These signals are characteristic for each interaction position. The comparison of the measured pulse
shapes with reference signals provides the interaction positions of the γ rays. The reference signals
are simulated with the AGATA Detector Library (ADL) and the measured and simulated signals are
compared with the AGATA adaptive grid search.
In this thesis the distributions of hits, which are obtained by employing ADL and the adaptive grid
search, were investigated. An unexpected clustering of hits and a surplus of hits at certain single
interaction positions, which can not be explained by statistical fluctuation, were observed. In the
frame of this work quantities were introduced which describe the homogeneity of the hit distributions
as well as the correlation of the number of hits of neighboring grid points. The obtained results
confirm that the hit distributions are less homogeneous than expected and that the number of hits in
neighboring grid points are correlated. These observations motivated an in-depth study of the PSA
and its results.
The pulse shapes simulated with ADL were analyzed in detail and compared with the corresponding
measured signals. Systematic deviations of measured and simulated signals were determined and
possible solutions are discussed. In particular, the T10−90 rise times of the pulse shapes and the
evolution of the difference of measured and simulated signals during the process of charge collection
were inspected.
The adaptive grid search determines the best fitting reference signal by minimizing a figure of merit.
The working principle of the adaptive grid search and its results were investigated in detail. The
impact of employing different figures of merit on the PSA is discussed. Results regarding the position
sensitivity, which were extracted from an inspection of the figure of merit landscape, are presented.
The strong position dependence of the pulse shapes affects the determination of the starting time
T0, when using leading edge or Constant-Fraction Discriminator (CFD) algorithms. An energy and
position independent T0-determination method is discussed and compared to the CFD timing.

In the second part of this thesis the β+ decay of 22Na was utilized to determine the PSA performance.
The emitted positron annihilates with an electron at the source position and the two created 511 keV
γ rays were detected with the AGATA spectrometer. The agreement of the measured interaction
positions with the expected 180◦ correlation was used to assess the PSA performance and to estimate
the position resolution.
Parameters which are relevant for the shape of the reference signals or the working principle of the
grid-search algorithm were investigated and optimized in a systematic study. These parameters were
optimized by maximizing the agreement of the determined interaction positions of the 511 keV γ rays
with the expectation. In particular the distance of the lines, which connect the 511 keV coincidences,
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to the source position was minimized.
The important input quantities for the pulse shapes are the transfer function of the preamplifiers, the
hole mobility and the electron mobility. The working principle of the grid search was improved by
determining the optimal distance metric and introducing weighting coefficients which increase the
contribution of the transient signals in the figure of merit calculation.
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Zusammenfassung

Das Advanced GAmma Tracking Array (AGATA) ist ein ortsauflösendes Spektrometer für Gammaquan-
ten, welches aus hochsegmentierten, hochreinen Germaniumdetektoren besteht. Es basiert auf dem
Gamma-Ray-Tracking (GRT), welches den Pfad der einzelnen Gammaquanten durch das Array re-
konstruiert. Das GRT ermöglicht die Detektion von Gammaquanten mit höchster Effizienz und
bietet Gammaspektren mit einem Peak-to-Total-Verhältnis P/T, welches vergleichbar mit Compton
unterdrückten Spektren ist. Das Tracking benötigt Informationen über die Wechselwirkungsorte der
Gammaquanten und die Höhe der dort deponierten Energien. Die Wechselwirkungsorte werden mit
Hilfe von Pulse-Shape-Analyse (PSA) bestimmt.
Die PSA verwendet die gemessenen Vorverstärker-Signale der 36 Segmente und der Core-Elektrode.
Diese Signale sind charakteristisch für jeden Wechselwirkungsort. Der Vergleich der gemessenen
Impulsformen mit Referenzsignalen liefert die Wechselwirkungsorte der Gammaquanten. Die Refe-
renzsignale werden mit der AGATA-Detector-Library simuliert und die gemessenen und simulierten
Signale werden mit dem AGATA Adaptive-Grid-Search verglichen.
In dieser Dissertation wurden die Verteilungen der Wechselwirkungsorte, welche mit ADL und dem
Adaptive-Grid-Search erzeugt wurden, untersucht. Eine nicht erwartete Anhäufung von Wechselwir-
kungen und ein Überschuss an Treffern an bestimmten einzelnen Wechselwirkungsorten, welcher
nicht durch statistische Fluktuation erklärt werden kann, wurden beobachtet. Im Rahmen dieser
Arbeit wurden Größen eingeführt, welche sowohl die Homogenität der Verteilungen der Wechselwir-
kungsorte als auch die Korrelation der Anzahl der Treffer von benachbarten Wechselwirkungsorten
beschreiben. Die Ergebnisse bestätigen, dass die Verteilungen der Wechselwirkungsorte weniger
homogen sind als erwartet und dass eine Korrelation zwischen der Anzahl der Wechselwirkungen
von benachbarten Wechselwirkungsorten besteht. Diese Beobachtungen motivierten eine detaillierte
Studie der PSA und ihrer Ergebnisse.
Die mit ADL simulierten Impulsformen wurden im Detail analysiert und mit den entsprechenden
gemessenen Signalen verglichen. Systematische Abweichungen zwischen gemessenen und simulierten
Signalen wurden bestimmt und mögliche Lösungen werden diskutiert. Insbesondere wurden die
T10−90 Anstiegszeiten der Impulsformen und die Evolution der Differenz zwischen gemessenen und
simulierten Signalen während der Ladungssammlung untersucht.
Der Adaptive-Grid-Search bestimmt die beste Übereinstimmung zwischen Referenz- und Messsi-
gnal, indem für jeden Wechselwirkungsort eine Gütezahl berechnet und diese dann minimiert wird.
Die Funktionsweise des Adaptive-Grid-Search und seine Ergebnisse wurden im Detail untersucht.
Die Auswirkung der Verwendung von verschiedenen Methoden zur Berechnung der Gütezahl wird
diskutiert. Ergebnisse bezüglich der Ortssensitivität, welche anhand einer Untersuchung der Gü-
tezahlen für verschiedene Wechselwirkungsorte bestimmt wurde, werden präsentiert. Die starke
Ortsabhängikeit der Impulsformen beeinflusst die Bestimmung der Startzeit T0 eines Signals, wenn
Leading-Edge- oder Constant-Fraction-Discriminator-Algorithmen (CFD) verwendet werden. Ein
energie- und positionsunabhängiges Verfahren zur T0-Bestimmung wird diskutiert und mit einem
CFD-Timing verglichen.

Im zweiten Teil dieser Dissertation wurde der β+-Zerfall von 22Na genutzt, um die Leistungsfähigkeit
der PSA zu bestimmen. Das emittierte Positron annihiliert mit einem Elektron nahe der Quellposition
und die erzeugten 511 keV Gammaquanten wurden mit dem AGATA Spektrometer detektiert. Die
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Übereinstimmung der gemessenen Interaktionspunkte mit der erwarteten 180◦ -Korrelation wurde
genutzt, um die Leistungsfähigkeit der PSA zu evaluieren und die Ortsauflösung zu bestimmen.
Parameter, welche relevant für die Form der Referenzsignale oder für die Funktionsweise des Adaptive-
Grid-Search sind, wurden in einer systematischen Studie untersucht und optimiert. Diese Parameter
wurden optimiert, indem die Übereinstimmung der Wechselwirkungsorte der 511 keV Gammaquanten
mit der Erwartung maximiert wurde. Im Speziellen wurde der Abstand der Linien, welche die 511 keV
Koinzidenzen verbinden, zur Quellposition minimiert.
Die wichtigen Größen, welche in die Impulsformen eingehen, sind die Transferfunktion der Vorverstär-
ker, die Löchermobilität und die Elektronenmobilität. Die Funktionsweise des Adaptive-Grid-Search
wurde verbessert, indem die optimale Abstandsmetrik bestimmt und Gewichtungskoeffizienten einge-
führt wurden, welche den Beitrag der transienten Signale in der Berechnung der Gütezahl erhöhen.
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1 Introduction

1.1 Motivation

Current nuclear physics research is concerned with understanding the structure and dynamics of

nuclei. For this, the nuclear many-body system is investigated, especially the underlying fundamental

forces, symmetries and effective interactions. For the understanding of these properties, the study of

nuclei under extreme conditions is needed. These investigations concern nuclei far from stability, at

highest spins and temperatures.

Currently, a new generation of radioactive ion beam (RIB) facilities is being build, which will provide a

wide range of exotic nuclei. Among others, these are FAIR [1], HIE-ISOLDE [2], SPES [3] and SPIRAL2

[4]. The γ-ray spectroscopy of the produced exotic nuclei is key for understanding their underlying

fundamental properties. The experimental conditions for γ-ray spectroscopy at these facilities are

very challenging. The demands for a γ-ray spectrometer are highest efficiency, best peak-to-total ratio

(P/T), high count-rate capabilities, a wide energy range and excellent energy resolution. Different

detector systems excel at certain aspects of these specifications, e.g. NaI scintillators provide high

efficiency but lack a good energy resolution. When combining the different experimental requirements

High-Purity Germanium (HPGe) detectors emerge as the most promising solution.

In the past, the powerful and outstanding HPGe-detector arrays were GAMMASPHERE [5] and

EUROBALL [6], which are 4π Compton-suppressed spectrometers. The usage of germanium causes

a very good energy resolution, while the Compton suppression ensures a good P/T ratio. The 4π

design leads to a decent overall efficiency, although the actual solid angle coverage is limited by

the Compton-suppression detectors (BGO scintillators). The angular resolution, given by the size

of the crystals, allows for a Doppler correction, limited by the detector opening angle. Since future

experiments at the newly constructed facilities will typically provide nuclei with a high recoil velocity

β , an excellent angular resolution is needed to overcome Doppler effects and to maintain the good

energy resolution of the system.

The next step in the evolution of γ-ray spectrometers was the introduction of electronically segmented

HPGe detectors, first MINIBALL [7] and EXOGAM [8] and then the current state-of-the-art 4π tracking

arrays GRETINA [9] and AGATA [10]. The electronic segmentation of HPGe detectors allows to

determine the interaction position of γ rays by measuring the signals induced on the electrodes of the

segments. This method, called Pulse-Shape Analysis (PSA), enables the Gamma-Ray Tracking (GRT)

which reconstructs the path of a γ ray through the array.

The reconstruction is based on the determined interaction positions and the deposited energies. In

combination with the scattering angles calculated from the Compton-scattering formula the most
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probable γ-ray path is assessed. The tracking also takes the energy dependent interaction cross

sections and the penetration depth into account. This method allows to reject γ rays which did not

deposit their full energy in the array, which would otherwise cause background in the γ-ray spectra.

In addition, γ rays which interact in different crystals of the array can be reconstructed, increasing

the efficiency of the system ("add back"). The first interaction position of the γ ray is determined by

the tracking, which enables a precise Doppler correction. The knowledge of the interaction positions

also allows for a correction of neutron damage by calculating drift path and drift velocity of charge

carriers for a given interaction position and estimating the loss due to trapping of charge carriers and

thereby retaining the good energy resolution of the HPGe detector [11]. Neutron damage affects

the measured pulse shapes, but simulations suggest that the impact on the position resolution is

negligible [12]. This work is concerned with the position determination of γ-ray interactions with the

γ-ray spectrometer AGATA, which will be introduced briefly in the next section.

1.2 AGATA

The Advanced GAmma Tracking Array (AGATA) is designed as 4π γ-ray spectrometer. In its final

configuration the array consists of 180 individual highly segmented HPGe detectors. Three different

types of asymmetric, hexagonal crystals (A, B and C type) are mounted into triple cryostats [13],

forming nearly a full shell with an inner radius of 22.5 cm. The n-type HPGe crystals are encapsulated

and the central electrode (core) extends from 13 mm to the back of the crystal. More details on the

shape of the crystal and the tapering can be taken from Ref. [10] Fig. 4 and 5. Each crystal is 36 fold

electrically segmented and the charges induced on the individual electrodes are pre-amplified and

digitized with a 100 MHz sampling rate. More details on the data acquisition are given in section 2.2.

Simulations for the full 4π array predict a photopeak efficiency of 43% and a P/T ratio of 59% for

single 1 MeV interactions, as well as 28% photopeak efficiency and a 43% P/T ratio at a multiplicity

of 30 [14].

The measurement of the 37 preamplifier signals enables the determination of the individual interaction

positions of the γ ray. The working principle of the most commonly used PSA algorithms is discussed

in detail in section 2.1. Several tracking algorithms have been developed, the most commonly used

algorithms, the Orsay Forward Tracking (OFT) [15] and the Mars Gamma-Ray Tracking (MGT) [16],

are so called forward-tracking algorithms. Here, the individual interactions are grouped into clusters

by setting multiplicity dependent gates on the φ and θ angles (spherical coordinates). Within these

clusters different hypotheses regarding the number of γ rays and the interaction sequence are tested,

taking deposited energies, scattering angles and cross sections into account. For the testing and

validation of these hypotheses (synonymous to the rejection of some measured γ-ray interactions) an

optimum between achieved efficiency and desired P/T has to be found.
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2 Pulse-Shape Analysis

2.1 Working principle of the PSA

The Pulse-Shape Analysis relies on the fact that the shape of the signals, which are induced on the

segment and core electrodes, depends strongly on the interaction position of the γ ray. The measured

signals therefore constitute a characteristic signature which can be used to determine the interaction

position. For this, a link between measured pulse shapes and interaction position is needed. The

most common approach is to simulate the electrical fields and the movement of the charges within

the crystal. The obtained pulse shapes are stored in references bases. Within this section an overview

of different reference bases and different search algorithms, which compare measured and simulated

pulses, are presented. The ones used in this work (the AGATA Detector Library ADL [17] and the

adaptive grid search [18]) are introduced in more detail. Other approaches, e.g. creating references

bases with scanning tables, are also discussed.

2.1.1 Reference data bases

For a precise reconstruction of the interaction position of a γ ray, the measured preamplifier signals

have to be compared to reference signals, which are related to the position where charges are created

by the γ-ray interaction. Several different approaches were made to create position dependent

reference signals, for example characterizing the crystals via simulations with the Multi-Geometry

Simulation (MGS) [19] code or with the Java AGATA Signal Simulation (JASS) [20]. There, the

weighting potentials and the electrical field are obtained by solving the Poisson equation numerically.

Within the GRETINA collaboration the software packages "fieldgen" and "siggen" for the calculation

of the fields and of the pulse shapes were developed [21] [22]. The general approach for all these

simulations is similar. A detailed explanation of the simulations, based on the example of the AGATA

Detector Library [17] is given in section 2.1.1.1.

Within the AGATA collaboration several scanning tables, which can provide measured signals with a

known interaction position, were constructed and are operating. Some of the scanning tables rely on

collimated γ-ray sources and the coincident detection of Compton scattered γ rays with an ancillary

detector to fix the interaction position [23] [24]. The precise knowledge of the interaction position

comes with the cost of very long measurement times. Therefore, a full characterization of a crystal

with these scanning tables is not realistically possible. The SAlamanca Lyso-based Scanning Array

(SALSA) is in developement and will provide information on the interaction position by using a source

9



which decays by β+ emission and a position sensitive pixel detector [25]. Another approach is the

so called Pulse Shape Comparison Scan (PSCS) [26]. When employing this technique, the crystal is

scanned with simple collimated γ-ray sources from two perpendicular sides. The interaction position

is then restricted to a single point by comparing the pulse shapes of two crossing collimated beams via

χ2 minimization. The advantage of this procedure is the strongly reduced measurement duration. In

contrast to the scanning methods, which are based on collimated sources and the coincident detection

of 90◦ Compton scattered γ rays, a full characterization of single crystals is feasible.

An additional approach, complementing the simulation and measurement of the pulse shapes, is the

so called in-situ method [27]. This method is based on determining estimators for the coordinates (for

example for the depth z of the interaction) using simple properties of the pulse shapes (for example

the amplitude of the signals in the neighboring segments). These estimators are combined with the

expected distribution of interactions from a source measurement, obtained from simulations. In this

way a relationship between estimator and most likely coordinate is available. The relationship is used

to assign interaction positions to measured pulse shapes. The pulse shapes for a given interaction

position are averaged, resulting in a set of reference signals to be used for PSA. The advantage of

this technique is the full characterization of all crystals mounted in the frame via a single source

measurement. The obtained pulse shapes combine all relevant individual properties of the crystal

and the electronics, like the transfer function, impurity concentration and so on. The drawback of

this technique is that it has (apart from the simulated hit distribution) no physics input, it is a purely

mathematical approach. Certain characteristics of the obtained pulse shapes cannot be traced back to

individual physical properties of the crystal or the electronics. In addition, the obtained pulse shapes

may have contributions from multiple interactions per segment, as these cannot be resolved by the

simple estimators [28].

Since the scanning of all crystals is impracticable and the in-situ bases have not proven to be superior

[28], simulated reference bases are up to now the solution of choice. Within the AGATA collaboration

the AGATA Detector Library is the most commonly used one and will be introduced in the next section.

2.1.1.1 The AGATA detector library

Within this work the AGATA Data Library was employed. It is described in detail in reference [17].

The basic concepts and the inputs of the simulation will be treated here, as some of these aspects will

be investigated later in this thesis. Limitations and applied approximations will also be discussed in

this section.

The procedure to obtain simulated pulse shapes, which are suited to be compared to measured traces

(pulse shapes), can be divided in the following steps (which are subsequently treated in detail):

1. Calculation of the electrical field by solving the Poisson equation

2. Calculation of the charge-carrier trajectories

3. Calculation of the weighting potentials

4. Calculation of the induced charges on each electrode caused by the charge carriers in the crystal
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Figure 1: The segmentation simulated with ADL of crystal A001 is shown for a) a fixed z of 40 mm
to 42 mm and b) a fixed y of -2 mm to 0 mm. The color code represents the respective
segment id (1-36, not all segments visible). Especially in the xz depiction the bending of
the segments at small radii becomes apparent. This is caused by the position of the central
contact which ends at z ≈ 13 mm. At the back of the crystal the approximation of a true
coaxial detector is applicable.

5. Convolution of the obtained pulses with an electronic response function

1.) The electrical field E is obtained by solving the Poisson equation:

∆φ = −
ρ

ε
(2.1)

With ρ being the charge density originating from the space charges, which come from the impurities

in the high-purity germanium (HPGe). The density of impurities is in the order of 1010

cm3 . The equation

is solved with the boundary condition that the difference of the potential at the inner electrode (core)

and the segment electrode corresponds to the applied high voltage V .

The actual impurity distribution in the detection material is not known, only two values for the

front- and for the backside of the crystal are provided by the manufacturer. The impurity profile in

the crystal is modeled by a linear gradient between the front and back of the crystal, assuming a

radial independence of the profile. Results of capacitance-voltage measurements indicate that these

assumptions are valid [29] [30]. The form of the electrical field lines also determine the hit segment

for a given interaction position. The shape of the segments is illustrated in Fig. 1. Note that all

distributions referring to single crystals are plotted in the coordinate system of the individual crystal.

Here the origin is centered at the front of the crystal and the z coordinate is in parallel to the central

contact, see Fig. 2.

2.) The charge carriers move along the electrical field lines. The full time dependent trajectory ~r(t) is

crucial for the shape of the pulses. For this, the drift velocity vD, which depends on the charge-carrier

mobility and the electrical field strength, is needed. The mobility depends on the charge carrier type

(electrons or holes), direction of the drift, temperature and impurity concentration of the crystal. The
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x y

z

r

Figure 2: A sketch of an AGATA crystal is shown. The electronic segmentation divides the crystal in 36
segments, consisting of 6 rings and 6 slices. The segments are labeled by the corresponding
slice A-F and by the ring number 1-6. The coordinate system of the crystal is chosen such
that the origin is centered at the front of the crystal (ring 1). The z axis is in parallel to
the core. The y axis goes along the segmentation border of slices B and C and slices E and
F. Cylindrical coordinates in terms of r, φ and z are useful to describe the (approximate)
cylindrical symmetry of the crystal. Depiction of the crystal adapted from [10].

mobility of holes and electrons is not isotropic due to the non-negligible electrical field of the lattice.

The drift velocity in the 〈1 0 0〉 direction is up to 30% faster than in the 〈1 1 1〉 direction. The models

for the drift velocity and the mobility are discussed and investigated in more detail in section 4.3.6

and 4.3.7. For the simulations a constant temperature and a constant mobility in all parts of the

crystal is assumed.

3.) The weighting potentials ϕi contain the information on the charge Q i which is induced on the

electrode i by a charge q which is located at a position ~r. The induced charge is given by:

Q i(~r) = qϕi(~r) (2.2)

The weighting potentials are obtained under application of the Shockley-Ramo theorem [31] by

solving the Poisson equation in the absence of any charge (i.e. ρ = 0) and by setting the considered

electrode to 1 V, while all other electrodes are grounded. The equation is solved with the boundary

condition ϕi(S j) = δi, j which ensures that a charge q located at the surface S j of electrode j will

either induce the full charge Q i = q if i = j or Q i = 0 if i 6= j. An example for the weighting potential

of the core and of a segment are given in Fig. 3.

For simplification purposes it is assumed that a single point-like charge is created for both electrons

and holes when a γ ray interacts in the germanium. This is a valid approximation for low-energy

interactions of a few hundred keV, which are the most likely ones to occur. For example a photo or
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Figure 3: The ADL weighting potential for the core (left) and for segment A3 of an A-type crystal is
shown at a detector depth z of 23.5 mm. For a given trajectory the charge induced on the
respective electrode is given by the weighting potential. Both the charge of the electrons
and of the holes contribute to the induced charge Q i, but with their respective opposite
signs.

Compton electron with an energy of 100 keV has a range of 44µm [32]. A 1 MeV electron has a

range of 1.2 mm, which is not insignificant, but still smaller than the expected achievable position

resolution. Single 1 MeV interactions are rather unlikely due to the relative larger cross section for

Compton scattering compared to a photo effect. In addition, for high energy γ rays forward scattering

is more probable, leading to typical energy depositions of a few hundred keV. The diffusion of the

charge cloud during the movement to the electrodes is neglected.

4.) The combination of the weighting potentials ϕi and the time dependent trajectories of the charges

~r(t) (using the electrical field E and the drift velocity vD) enables the calculation of the induced

charges Q i(t) on all electrodes i via eq. 2.2 and therefore the calculation of the complete time

dependent pulse shapes.

5.) In order to compare the calculated pulses to the measured signals, the influence of the acquisition

electronics has to be taken into account. Here, two aspects have to be accounted for: the measured

signals are shaped by the preamplifiers. Therefore, the simulated signals have to be convoluted

with the transfer function of the preamplifiers. The transfer function is measured by injecting a

fast rectangular pulser signal into the preamplifier. Due to the high number of channels, the direct

measurement of the transfer function of all channels is not feasible. Instead, the transfer function is

described by an exponential decrease, with a time constant τ as parameter. The transfer function and

the impact of different τ values on the results of the PSA was investigated within this work, more

details are presented in section 4.3.5.

The second aspect is the crosstalk of segments and core. This is caused by the fact that - in contrast

to the assumptions of the Shockley-Ramo theorem - the electrodes are not grounded. The electrodes

are connected to preamplifiers. An adjustment of the Ramo theorem is given in [33]. The capacitive
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coupling of segments and core causes a reduction of the measured energy in segment i if segment

j is hit, depending on the energy of the interaction. This proportional crosstalk is well understood

and described by a linear electronic model in refs. [34] and [35]. Additionally, in segments adjacent

to the hit segment a crosstalk is observed, which is proportional to the derivative of the signal of

the hit segment. It is therefore important for the PSA as the so called "derivative crosstalk" appears

during the charge collection and has to be distinguished from the transient signals, which contain the

information on the interaction position. A model was developed to correct for the derivative crosstalk

based on the measured proportional crosstalk [36] [37]. Also a method was invented to distinguish

derivative crosstalk and transient signals for measurements with a collimated source (see Ref. [38]

section 2.3.2).

After including the complete electronic response, the simulated signals can be compared to the

measurement to extract the interaction positions. The final results depend on the algorithm which

is used for this comparison. An overview of different search algorithms and a discussion of their

respective advantages and limitations is given in the next section. The adaptive grid search, which is

used by the AGATA collaboration and which was also employed in this work, is introduced in more

detail.

2.1.2 Search algorithms

PSA algorithms have to fulfill two main requirements: 1.) A position resolution within the specifica-

tions of ∼ 5 mm Full Width at Half Maximum FWHM. 2.) A fast computing time (less than 1 ms for

one event on a single CPU). Due to the high counting rate, the algorithm has to process events in a

very efficient way while remaining stable and robust. The computing time of the algorithm becomes

especially important in the case of multiple interactions in different segments of the detector and/or

multiple interactions within a segment. For multiple interactions the number of degrees of freedom

grows exponentially.

The position resolution is commonly specified as FWHM of a Gaussian distribution, assuming an

identical resolution in each direction x , y, z. In fact, most PSA algorithms tend to allocate hits in a

non-Gaussian distribution around the physical interaction [39] [20]. In reality the distributions have

left and right tails, distorting the relation between standard deviation and FWHM. Other quantities

to describe the position resolution, such as the median of the distribution, have been suggested [40].

This should be taken into account when comparing different quantities for the position resolution,

e.g. the standard deviation σ and the FWHM, since the relation FWHM ≈ 2.35σ applies only for

Gaussian distributions.

To achieve the needed position resolution, a precise T0 determination is needed (around∆T0 < 10 ns).

Therefore, T0 is typically included in most search algorithms by introducing a variable time shift,

which is determined along with the interaction position. Especially for low-energy interactions the

small signal-to-noise ratio makes a precise T0 determination very challenging.

PSA algorithms can be divided into two groups. The first group compares the measured signals with a

set of reference signals, while the second group extracts the interaction position from properties of the
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pulse shape. An example for the latter one is a simple approach, which was developed and applied for

MINIBALL, where the amplitude of the transient signals of neighboring segments is considered [41].

More elaborate approaches, like the in-situ method discussed in section 2.1.1, extract the interaction

positions using estimators which are calculated from the pulse shape. The achieved position resolution

was below the methods using reference signals [28].

The most commonly used algorithms compare the measured signals with a previously calculated

set of reference signals. For the determination of interaction positions in the γ-ray spectrometer

GRETINA, which has very similar properties as AGATA, a signal decomposition is used on an irregular

grid. Here the density of grid points depends on the relative change of the reference signals. The

density is especially large at positions in the detector where the sensitivity is highest (see reference

[42] on the sensitivity of different interaction positions). This leads to a high density of grid points

for example at segment boundaries. Measured and simulated signals are first compared on a coarse

grid, then on a fine grid. The GRETINA signal decomposition also looks for multiple interactions in

single segments (see reference [43]).

Another approach is the so called Fully-Informed Particle-Swarm (FIPS) algorithm [40]. Here, the

comparison of measurement and simulation is not performed on a fixed grid. Instead, the search

is divided in different iterations. At each iteration certain hypotheses regarding the final result

(i.e. interaction positions, but also number of interactions per segment, energy ratio between those

interactions) are tested. Each hypothesis corresponds to the position of the respective member of the

"swarm". At the next iteration step the new hypotheses to be tested are derived from the previous

iteration by considering the agreement of the different hypotheses with the measurement. In this

way a fast convergence of the algorithm is ensured, which allows to test for more "complex" results,

especially multiple interactions per segment.

2.1.2.1 The adaptive grid search

Within the AGATA collaboration the adaptive grid search is used for the comparison of the ADL

reference signals and the measurement. The comparison is done by minimizing the following figure

of merit:

Figure of Merit=
∑

i

∑

t j

|Ai,s(t j)− Ai,m(t j)|p (2.3)

Here Ai,s(t j) and Ai,m(t j) are simulated s and measured m pulse heights of segment i at time index

t j . For the calculation the first 40 samples after the determined T0 are considered. This corresponds

to 400 ns, which is long enough to ensure that the charge collection is completed.

This search is done on an "adaptive" grid which means that first an interaction position is determined

on a coarse grid of 6 mm and then on a fine grid of 2 mm around the determined interaction position.

This is necessary to reduce the number of operations which have to be computed. Depending on

segment size a segment typically has around 103 grid points using the fine grid.

A precise alignment of simulation and measurement is crucial for achieving a good position resolution.

For the T0 determination the strong dependence of the pulse shapes on the interaction position
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has to be taken into account. Therefore, a T0 determination via leading edge or via a (digital)

Constant-Fraction Discriminator CFD is not sufficient. For a position independent timing the following

characteristics of core and segment signals is exploited: The sum of all segment signals and of the core

signal is in good approximation a linear pulse with a constant slope. This linear pulse is fitted with a

first order polynomial to determine the starting time of the pulse. The differences of T0 determined

via CFD and this method is investigated in more detail in section 3.5.

In addition to the initial T0 determination, the starting time is also included as a variable in the grid

search. This is done by first determining an interaction position with the initial T0 and then shifting

the measured signals by a fixed time ts with respect to the found best fitting simulated signals. The

time shift ts is chosen such that the agreement of measurement and simulation is maximized, by

minimizing this adjusted figure of merit:

FOMT0
=
∑

i

25
∑

t j=0

|Ai,s(t j)− Ai,m(t j + ts)|2 (2.4)

In contrast to the figure of merit in eq. 2.3 only the first 25 samples are used and the exponent is set to

two (while p ≈ 0.3 in eq. 2.3). With the such determined time shift the grid search is performed again,

leading to (possibly) different interaction positions. This procedure is repeated until the algorithms

converges or a maximum number of iterations is reached (typically four due to time constraints).

If multiple interactions occur in different segments of the detector it is a priori not clear, which part

of the measured pulse shapes is caused by each individual interaction, because transient signals from

one interaction can overlap with transient signals or the net charge signal from another interaction. It

is not trivial to disentangle the individual contributions to the final measured signals. To reduce the

needed computing time the following simplifying approach is used: The interaction position of the

interaction with the highest energy deposition is determined by treating it as a single interaction. The

signals from the other hit segments are excluded from the figure of merit calculation. The obtained

best fitting simulation for this single interaction is then subtracted from the initially measured signals.

The procedure is repeated with the 2nd highest energy deposition and so on. This approach simplifies

the handling of multiple interactions drastically, although a systematic error is introduced which

especially takes effect in the case of directly or diagonally neighboring hit segments.

It should be noted that, depending on the number of possible solutions, the problem of assigning an

interaction position is mathematically underdetermined. This means that the parameter space is very

large compared to the available information: A segment has about 1k grid points on a 2 mm grid, the

number of possible combinations of interaction positions for two hits in one segment therefore is in

the order of 106, not taking the unknown ratio of energies into account. The variable T0 (typically ±5

ticks of 10 ns length) and multiple interactions in different segments increase the number of possible

solutions even more. On the other hand there are only 6 · 40 = 240 non-trivial numbers, coming from

the measured 40 samples (corresponding to 400 ns) of the hit segment, the core and the nearest

neighbors. The number of measured samples with usable information is even smaller: Depending on

interaction position the charge collection is finished within 150-350 ns and for interactions in the
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front or back segments the transient signals of only three neighbors can be utilized.

Furthermore it was shown that, at sufficient high sampling rates, the PSA performance does not

depend significantly on the rate of digitization. A down-sampling of 100 MHz to 50 MHz did not

change the position resolution noticeably [44]. This means that the effective number of samples for

fitting is even smaller.

Therefore it is necessary to reduce the complexity of the search algorithm by decreasing the number

of possible solutions. One step in reducing the complexity of the problem is the already mentioned

simplifications in the treatment of multiple interactions in different segments of a detector. A further

simplification is achieved by assuming only single interactions within a segment. This assumption

introduces a systematic error into the final PSA results. Two interactions inside a single segment

are expected to be allocated as single interaction in between the two interactions. Therefore, an

accumulation of hits in the center of the segment is qualitatively expected. Other algorithms, like

the GRETINA signal decomposition and the "swarm search" do not use the assumptiom of single

interactions within a segment, but have to cope with the large number of possible solutions. In the

GRETINA signal decomposition so-called "penalty factors" had to be introduced which allow two-hit

solutions only if a certain improvement in the figure of merit is achieved. Algorithms including

multiple interactions per segment still have to proof their superiority compared with the adaptive

grid search. Nevertheless, the assumption of single interactions per segment has to be kept in mind

and future versions of the grid search should address this problem.

2.2 Data acquisition with AGATA

The process of data taking, starting from a certain number of interactions in one or more crystals and

ending up with tracked γ rays including their respective energies and interaction positions, is best

described via a flowchart, which is depicted in Fig. 4.

The measured signals are amplified by charge sensitive preamplifiers [45] [46] and sent to the front-

end electronics where they are digitized at a rate of 100 MHz using 14 bit ADCs (analog-to-digital

converter). A global clock running at 100 MHz generates a time stamp and distributes it to all

digitizer modules. The pre-processing electronics identify which segments comprise an interaction

and determine the deposited energies using a moving-window-deconvolution (MWD) algorithm

[47] [48]. For more details on the electronics, see reference [10]. The data from the core and from

the hit segments are send to the "PSA farm", which consists of high-performance computers, where

the interaction positions are determined. Optionally the traces are stored for later use. The events

from individual detectors are connected via their time stamps in the event building using a ±2.5µs

(variable) time window. The linked events, consisting of interactions in the complete array, are then

tracked and the information is stored in a ROOT tree for further analysis.
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Figure 4: Flow chart of the AGATA data acquisition. The pre-amplified segment and core signals are
digitized. The digitizer modules trigger on the core signal and determine the segment and
core energies. The event is marked with a time stamp, which is distributed by a global
clock. The digitizers also communicate with the Global-Triggering System (GTS), which
can trigger the data taking of ancillary detectors. The trace data is send to the PSA farm,
where interaction positions and a more accurate T0 are determined. Using the assigned
time stamps, events including multiple crystals are built. The energies and positions of
simultaneous interactions are used to track the γ rays. If ancillary detectors are present,
their data is merged with the information of the tracked γ rays.

2.3 Results of the Pulse-Shape Analysis

The results of the PSA can be studied in several ways. The most obvious and most qualitative way

is the inspection of the distribution of determined interaction positions. For simple geometries -

e.g. when γ rays are emitted from the center of the sphere which is formed by the AGATA crystals
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Figure 5: A schematic drawing of an AGATA crystal is shown. The section of the black circle marks
the points which have the same distance to the source, which is placed at the center of
AGATA. In good approximation grid points with a constant detector depth z have the same
distance to the source (red marked area). The distances DA and D′A - which are relevant
for absorption - are also equal in good approximation for γ rays emitted from the source.
Therefore, within statistical fluctuations the same number of hits is expected for grid points
with identical detector depth z.

- the expected distribution of hits is known. Disagreement of the found hit distributions with the

expectation indicates a deviation of the physical interaction positions and the interaction positions

found by the PSA. A more quantitative value is the achieved position resolution, which is not easy

to extract. Finally, the results of the tracking depend on the PSA results. The quality of the Doppler

correction, the tracking efficiency and the peak-to-total ratio give insight to the achieved performance.

The results obtained with AGATA using ADL and the adaptive grid search will be discussed in the next

sections.

2.3.1 Hit distributions

A source measurement was performed with AGATA at the Grand Accélérateur National d’Ions Lourds

(GANIL) employing 29 AGATA crystals, set up in nine triple cluster and one double cluster detectors.

A 60Co source was placed in the center of the sphere formed by the AGATA crystals, such that the

distance of the source to each crystal is equal and every crystal is facing directly towards the source.

In this way the expected number of hits for a given detector depth z is approximately the same, which

is illustrated and explained in Fig. 5. In this section the interaction positions obtained with ADL and

the adaptive grid search are presented.

Hit distributions of the complete array (lab system) are shown in Fig. 6. Distributions for single

crystals (crystal coordinate system, see Fig. 2), gated on different detector depths z, are shown for
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Figure 6: The a) front view (projection on (xlab, ylab) plane) and b) bottom view (projection on
(xlab, zlab) plane) of the determined interaction positions is shown (no gates). The lab
coordinate system is chosen such that the origin is in the center of the sphere formed by
the AGATA crystals.
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Figure 7: The distribution of hits of the 60Co-source measurement for crystal A001 is shown for a)
z = 2− 4 mm and b) z = 14− 16 mm. No further gates were set. A strong accumulation at
the edge of the detector is observed. Certain grid points (red color) have up to ten times
more statistics than comparable grid points in the center of the segment (see Fig. 1 a) for
the segmentation of the crystal), which cannot be caused by statistical fluctuation. The
distribution in a) has less hits in the segment centers and more at segment borders, while
figure b) shows an accumulation of hits for intermediate radii. Note that there is a segment
border in b) at a radius of r ≈ 20 mm (see also Fig. 1 b) for details).

the front part of a crystal in Fig. 7 and for the back part in Fig. 8. A strong discrepancy between the

expected homogeneous distribution with statistical fluctuation and the obtained hit distributions is

observed.
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Figure 8: The distribution of hits for crystal A001 is shown for a) z = 46− 48 mm and b) z = 86−
88 mm. The distribution in a) corresponds to a part in the crystal, which can approximated
by a cylindrical geometry. Even with the less complex electrical field a surplus of hits
in single grid points at the edge of the detector is observed. In contrast to Fig. 7 a) an
accumulation of hits in the segment centers is seen. The plot in b) corresponds to the
second last plane of grid points, at the very back of the crystal. The number of hits at the
edge of the detector is strongly reduced, but several aggregations in the segment centers
are observed.

The 2D histogram from Fig. 8 a) is plotted with additional gates on energy and multiplicity in Fig. 9:

In picture a), where a gate on one hit segment in the crystal was set, an accumulation of hits in the

lower right corner is observed. In relation to the number of hits in the complete histogram more

hits are found in this lower right corner, compared to the histogram without gates in Fig. 8 a). The

gates on energy depositions above 400 keV in b) and below 100 keV in c) reveal the strong energy

dependence of the PSA performance. In b) still a clustering of hits in the segment centers is observed.

However, only a small surplus of hits is seen in the lower right corner. The opposite is the case for

low energy interactions in c).

The deviation of the obtained distributions from a flat distribution with statistical fluctuations becomes

especially apparent when transforming the found hit distribution into a surface plot, which is shown

in Fig. 10.

An overview of slices with identical z for all crystals reveals a very similar behavior, especially for

identical crystal types A, B and C, see Fig. 11 and 12. The observed distribution of hits and the

deviation from the expectation are generally very similar for all crystals. Most of the plots shown in

this section depict crystal A001 for the easier comparison with the segmentation shown in Fig. 1.
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Figure 9: The distribution of hits for crystal A001 is shown for z = 46− 48 mm (corresponding to
picture a) in Fig. 8). It is plotted with an additional gate on either a) exactly one triggered
segment, b) Eγ > 400 keV and c) Eγ < 100 keV. The original plot consists of 1.87 ·106

individual interactions, the gated spectra comprise of a) 28.7% b) 36.4 % and c) 15.2% of
the statistics. For more details see text.
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Figure 10: A surface plot of crystal A001 at z = 26− 28 mm is shown (no additional gates). The
height corresponds to the number of hits per grid point. The different heights of single
peaks and the rest of the surface illustrates the large deviation of the number of hits
allocated to the individual interaction positions, which differ by up to a factor of 10. The
average number of counts per grid point is 2350 and the standard deviation is 1545
counts.
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Figure 11: An overview of the first 15 crystals is shown. All hits at detector depth z = 20−22 mm are
plotted. The distributions are sorted by their corresponding crystal type (A, B, C). A very
similar behavior in all distributions is observed, which indicates that potential problems
with the PSA are not related to single crystals. One exception is the C type-crystal in the
second row (C012). Here the number of hits in the grid point with highest statistics is
a factor ∼ 7 larger than in the other C type-plots. This crystal had a missing segment,
which might explain the poor performance.
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Figure 12: An overview of crystals 16-29 is shown at a detector depth z = 20− 22 mm (same gate as
Fig. 11). With some fluctuation a similar pattern is observed for all crystals.
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Figure 13: The number of hits in dependence of the detector depth z is shown for a) all hits and
b) for crystal A001. In first approximation an exponential decrease due to absorption
and a∝ 1

z2 dependence (solid angle coverage) is expected. A significant deviation from
this expectation is observed, especially in the first few millimeters of the crystal. The
correlation of the detector depth z and the radius r = x2+ y2 is shown in c). The black line
marks the mean determined radius at the given detector depth. At the front of the crystal
and near segment boundaries an unexpected variation of the mean radius is observed.

The number of hits in dependence of the detector depth z is depicted for a single detector and for

all detectors in Fig. 13. The cylindrical radius r =
p

x2 + y2 in dependence of the detector depth z

reveals an unexpected allocation of hits, see also Fig. 13.

It should be noted that the perceived distribution of hits depends on the choice of the depiction. The

color code assigns a color to a given number of hits of a grid point. This is demonstrated in Fig. 14

and 15. It is necessary to choose an identical color code when comparing hit distributions before and

after a change to the PSA.

An inspection of the distribution of hits yields only a qualitative impression of the PSA performance. A

quantitative analysis of the hit distributions is given in section 4.2. Other quantities which are suited

to describe the PSA performance are discussed in the next sections and in the later parts of this thesis.
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Figure 14: The distribution of hits is shown for z = 18− 20 mm. The identical distributions in a)
and b) use different color codes. The two depictions highlight different aspects of the
distributions. For example, the distribution in b) is seemingly more clustered, while the
distribution in a) seems to be more homogeneous. However, both figures depict the same
measured data set.
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Figure 15: The distribution of hits is shown for z = 24− 26 mm in both distributions a) and b). An
allocation of hits in the upper right corner is observed in a). In b) the same distribution is
shown, but the data was cut off at 8000 hits. This means, the red color in the depiction
corresponds to 8000 or more hits in the respective grid point. A clustering of hits and
the segment structure is visible in b), which is not observed in a). This is caused by the
different color code in a) which includes the outliers and blurs the rest of the image,
which is seemingly homogeneous. This effect has to be accounted for when comparing
distributions with and without outliers.
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2.3.2 Position resolution

The PSA performance and the achieved position resolution was investigated in several works [49]

[50] [51]: One approach is the use of in-beam data, where the energy resolution of a Doppler

corrected peak is considered. Here the γ ray is emitted from a nucleus which is moving at a given

velocity. Depending on the angle between velocity of the nucleus and direction of the emitted γ ray,

the energy of the γ ray is Doppler shifted. The correction of this Doppler shift depends on the

correct measurement of this angle and therefore on the determined interaction positions. GEANT

4 simulations of the in-beam data including an uncertainty of the determined interaction positions

could reproduce the measured Doppler corrected peaks. The position uncertainty was assumed to

be Gaussian. A FWHM of 5.1 mm at 1382 keV (all multiplicities) and 3.8 mm for single interactions

was obtained by Recchia et al. [49]. Another work by Söderström et al. determined the energy

dependence of the position resolution, which ranges from 8.5 mm at 250 keV up to 4 mm at 1.5 MeV

[50].

A different approach by Klupp et. al utilized the 180◦ coincidences from e+e− annihilation of 22Na

[51]. The found coincidences were compared with simulations including a position uncertainty. A

position resolution of 5.4 mm FWHM (σ = 2.3 mm) was obtained. The results of Klupp et al. also

showed that a better fit of measurement and simulation is achieved by assuming a non-Gaussian

smearing of the interaction positions. A Laplace distribution (which has a sharper peak and longer

tails than a Gaussian) with σ = 1.8 mm yielded best agreement of simulation and measurement.

Within this thesis a 22Na measurement was utilized to estimate the position resolution, which is

described in section 4.1.2.
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3 Comparison of Measured and Simulated Pulses

In this chapter a detailed comparison of measured and simulated detector signals will be presented.

In particular, systematic deviations of measurement and best fitting simulation are of interest because

they indicate underlying problems of the PSA and may give hints to a solution. To find the best fit of

measurement and simulation a figure of merit is used. Its impact on the PSA results is investigated.

The charge collection times of measured pulse shapes and best fitting simulations are determined and

compared. Finally, the dependence of the starting time T0 on the interaction position is discussed.

Some of the systematic deviations of measurement and simulation motivated an inspection of specific

input parameters. These investigations are presented in chapter 4.3.

3.1 Super trace, residuals and figure of merit

In this section a comparison of simulated and measured pulse shapes is presented. For a quick

overview of all signals that belong to one event a so called super trace is plotted. In a super trace the

signals of all preamplifiers are plotted consecutively starting with segment A1 up to segment F6. The

last pulse shape belongs to the core. Each of the 37 signals depicts the measured pulse shape in the

first 600 ns after the interaction. Such a super trace is shown in Fig. 16. The corresponding best fitting

simulated super trace and the residuum are plotted as well. The pulse height is proportional to the

energy of the interaction. With a proper energy calibration, the maximum pulse height corresponds

to the energy deposited by the γ ray. Therefore, the pulse height is typically given in keV. The best fit

of simulation and measurement is determined by minimizing the following figure of merit:

Figure of Merit=
∑

i

∑

t j

|Ai,s(t j)− Ai,m(t j)|p (3.1)

With Ai,s/m(t j) being the simulated (s) or measured (m) pulse height of segment i at time index

t j. The different residuals of the squared difference and the figure of merit depicted in Fig. 16

demonstrate how the chosen exponent p in eq. 3.1 affects the result of the fitting procedure. Very

small values of p are not expedient because the difference of measurement and simulation converges

to 1 and the figure of merit becomes constant. Large values of p cause the final figure of merit to be

largely dominated by single large deviations of measurement and simulation. Several investigations

[52] [53] showed that a relative small value of p ≈ 0.3 to 0.4 yields the best PSA performance. The

influence of different exponents p in the figure of merit calculation on the PSA results was investigated

and more details are given in section 4.3.2.
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Figure 16: The super trace (see text) is plotted for one exemplary event. Figure a) shows the measured
preamplifier signals Am and the corresponding best fitting simulation As (using p = 0.4).
The net charge signal in segment 21 (D3), the transient signals of the neighboring segments
and the core signal is used for the comparison. The residual in b) depicts the differences
of measurement and simulation. Figures c) and d) illustrate how the exponent p in the
term |Ai,s(t j)− Ai,m(t j)|p has an impact on the figure of merit calculation. In general,
different simulated pulse shapes minimize the figure of merit when using different values
of p.
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Figure 17: The super trace for a low-energy interaction is shown in a). Even though the signal-to-
noise ratio is small the matching of the simulation is convincing. The zoom in b) shows
how the small transient signals, which have a size in the order of the noise level, are
identified.

The super trace for an interaction with relatively low energy is shown in Fig. 17. The small signal-

to-noise ratio decreases the reliability of the PSA results. Certain details of the pulse shape, which

are characteristic for the interaction position, can not be distinguished from noise. In particular, it is

challenging to identify the small transient signals properly. It was shown that the position resolution

decreases for lower energies [50].

3.2 Figure of merit landscape

A detailed investigation of the results of the grid search was performed on an event-by-event basis

(see section 2.1.2.1 for more details on the working principle of the grid-search algorithm). The

figure of merit was extracted for all interaction positions which were tested by the grid search and

visualized for single events. The extraction of the different figure of merit values is not foreseen in

the adaptive grid search for computational reasons. The code was adapted accordingly: The relevant

information, such as the position of the grid point and the corresponding figure of merit value, were

written to an ASCII file. A C++ sorting tool was written to analyze the produced data.

To get a full picture of the figure of merit landscape the grid search was performed as a full search

on the fine grid, instead of the adaptive version. The results for one exemplary event are shown in

Fig. 18. The hit segment was C6, the energy of the interaction was 744 keV and no other segments

were hit. A strong change of the figure of merit in radial direction is observed. This shows that the

PSA can determine the radial position with high precision. In contrast to that the figure of merit

changes only slightly when moving in angular direction (the terms angle and radius are used as in a

cylindrical coordinate system, see Fig. 2). The change of the figure of merit is also relatively small

along the z axis. For better comparability all plots use the same color code.

The large amplitude pulses of the hit segment and of the core provide a characteristic signal depending

on the radius of the interaction, caused by the different charge collection times of electrons and holes.
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Figure 18: The figure of merit evaluated by the grid search for all possible interaction positions is
shown for one exemplary event (the color code depicts the figure of merit value). The
determined interaction position with the smallest figure of merit at z = 74 − 76 mm
is marked with a circle. The change of the figure of merit in radial direction is larger
compared to the change along the angular position as well as along the z axis.

On the other hand the angular and z position of the interaction is (mostly) determined by the small

amplitude pulses of the neighboring segments. Therefore, the grid search algorithm was adjusted by

implementing a weighting coefficient in the figure of merit calculation to amplify the proportion of

the transient signals compared to the relatively large signals of hit segment and core. The adjusted

figure of merit is:

Figure of Merit=
∑

i

wi

∑

t j

|Ai,s(t j)− Ai,m(t j)|p (3.2)
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Figure 19: The figure of merit landscape is shown after a weighting of the transient signals was
introduced in the grid search. The figure of merit minimum is more distinct, which
indicates a better position resolution.

In contrast to the typically used figure of merit (see eq. 3.1) a weighting coefficient wi was included.

It was set to one if the index i corresponded to the hit segment or the core and to five for the nearest

neighbors. Next nearest neighbors were not considered.

The impact on the grid search is visualized in Fig. 19. The energy of the interaction was 550 keV and

the hit segment was E6. For technical reasons a different event was used. A more distinct minimum

around the interaction position can be found, not only in radial direction but also concerning the

angular position. This implies (in a very qualitative way) that the angular resolution can be improved

by employing a weighted figure of merit. This is partly also true for the z position of the interaction.

The impact of the transient weighting on the PSA performance was investigated in a more quantitative

33



70 72 74 76 78 80 82 84 86 88 90
0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

F
O

M
 [

a.
u.

]

z [mm]
20 22 24 26 28 30 32 34 36 38 40
0

1000

2000

3000

4000

5000
F

O
M

 [
a.

u.
]

r [mm]

FOMmin

FOMmin

FOMmax

FOMmax
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depicted in Fig. 18. A distinct minimum along the radial direction is observed whereas
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Figure 21: The z and r dependence of the figure of merit is shown. The figure of merit values
correspond to the event shown in Fig. 19, for which the weighting was applied. The
minima along the r and z-axes are more pronounced which most likely corresponds to a
better PSA result. The minimal and maximal figure of merit values along the respective
axes are marked.

way and an optimal weighting coefficient was extracted. These results are presented later on in

section 4.3.1.

For a better overview and comparison, the figure of merit values along the r- and z-axis were plotted

for both events in Fig. 20 and 21. For both events a distinct minimum with respect to the radius can

be found. The minimum with respect to the z axis is less pronounced in comparison.

The ratio of the minimal and maximal figure of merit FOMmin/FOMmax along a certain axis can be used

to assess the reliability of the determined interaction position. A large ratio corresponds to a shallow

minimum and a presumably imprecise PSA result and vice versa. This ratio was extracted on a

event-by-event basis for the r and z axis and is plotted for about 10 k events in Fig. 22.

The average ratio FOMmin/FOMmax for the radial direction (Fig. 22 a)) is 0.56. Events with a very similar

minimal and maximal figure of merit (with a ratio near 1) occur only rarely, which shows the high

sensitivity with respect to the radial position of the interaction. The same distribution for the z axis is
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Figure 22: The ratio of minimal and maximal figure of merit is shown either along a) the radial
direction or b) the z axis. Values close to 1 correspond to a very shallow minimum and a
less precise PSA result. The radial position is better resolved than the z coordinate.

shown in the second plot marked as b). The higher mean of 0.71 and the large number of events

with a ratio close to 1 illustrate, that it is more difficult to resolve the z position. The higher ratios of

minimal and maximal figure of merit along the z axis is also caused by the fact that the length of the

segments of 30 to 40 mm is much larger than the depth of the segments of 8, 13, 15 and 3× 18 mm

(from front to back).

The investigation of the position dependency of the figure of merit shows that no local minima are

present and that there is only one global minimum when employing the standard FOM. This finding

excludes choosing the "wrong" minimum as a cause of error.

The ratio of minimal and maximal figure of merit is also correlated with the energy of the interaction.

This is caused by the lower signal-to-noise ratio at small energies and is depicted in Fig. 23 a). The

ratio (which is also an inverse measure for the performance of the PSA) drops with increasing energy.

In a first approximation this can be described by an exponential function of the form a0 + a1 · ea2E .

Fig. 23 b) shows the the mean ratio and its error for a given energy in steps of 1 keV. The fit (red line)

provides the following results:

a0 = 0.437± 0.003, a1 = 0.496± 0.011, a2 = −0.0094± 0.0004 ·
1

keV
(3.3)

The decisive information lies within the parameter a2 or the inverse of this parameter: 1/a2 ≈ −107 keV.

This means that the PSA performance increases for higher energies but after a few hundred keV

the effect saturates. These results coincide with findings from previous investigations, where the

final figure of merit of each event was normalized to the energy and used as a measure for the PSA

performance. It was plotted versus the energy of the interaction as shown in Fig. 24 [53].
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Figure 23: The correlation of the ratio of minimal and maximal figure of merit (with respect to
the radius) with the energy of the interaction is shown. Large ratios close to 1 mostly
correspond to low energy interactions which are more difficult to resolve for the PSA. The
bottom picture shows that this dependence follows an exponential behavior.

Figure 24: The final (minimal) figure of merit of each event was normalized to Ep with p = 0.6 being
the exponent from eq. 3.1. This value describes the matching of measurement and best
fitting simulation and can therefore be used as a measure for the PSA performance. The
result is very similar to the one shown in Fig. 23. Adapted from [53].
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3.3 Time dependent difference of measurement and simulation

In a complementary step the difference of measurement and simulation was investigated in the time

frame. For this, the difference (As(t)− Am(t))/E for t = 0− 400 ns was inspected. The core, the hit

segment and the transient signals were treated separately. Events with only one triggered segment

per crystal were selected and all interactions were restricted to ring three of the detector. In this part

of the germanium crystal the electric field can be assumed to be radial in a first approximation. In

this case the radius r (minus the radius of the core drilling) corresponds to the drift length of the

electrons to the central electrode.

The results are given for seven different radii, starting at 5mm < r < 10mm up to 35mm < r <

40 mm. Events were sorted according to the interaction positions determined by the PSA. The results

are shown for the core in Fig. 25, for the hit segment in Fig. 26 and for the transient signals in Fig. 27.

For the measured and simulated signals of the core and the hit segment systematic deviations are

observed at specific times during the charge collection.

In the first few ticks at t < 50 ns, marked as i), the simulation systematically overestimates the

measurement for interactions at small (core) and large (hit segment) radii. In a subsequent analysis

the time alignment, that is performed by the grid search algorithm, was scrutinized. The mean value

of As(t) − Am(t) for the first 50 ns was plotted versus the time shift that minimized the figure of

merit in Fig. 28 (during the grid search the figure of merit is not only minimized with respect to the

interaction position, but also with respect to a time shift. For more details on T0 determination during

the grid search, see section 2.1.2.1). A small systematic correlation is observed. Negative time shifts,

corresponding to shifting the measured signal to the left, correlate with a small overestimation of the

measurement by the simulation. The systematic deviations observed in region i) therefore might be

caused by the T0 determination.

A second region of interest, marked as ii), shows a systematic deviation of measurement and simulation

at specific times. The time interval at which these deviations appear is clearly correlated with the

radius of the interaction. In Fig. 26 the simulated signals of the hit segment at small radii and large

times, marked as ii a), underestimate the measurement. The overall disagreement of simulation and

measurement in this region is also increased. Subsequently this region of increased disagreement

moves back in time when going to higher radii (ii b-e)). At r < 30 mm it is no longer observed.

This behavior suggests that the observed deviations correlate with the finished charge collection of

the holes and that this point in time is not well reproduced by the simulation. At large radii the holes,

which move to the outer electrode, are collected nearly instantly. There these deviations are not

observed.

A similar observation can be made for the pulse shapes of the core in Fig. 25. Here the opposite

behavior is seen as the simulation overestimates the measurement for large radii and large times (ii

d)). For smaller radii the increased deviation of measurement and simulation is observed at earlier

times (ii a-c)). This suggests that the discrepancy of measurement and simulation is correlated with

the finished charge collection of the electrons.
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Figure 25: The difference of measured Am(t) and simulated As(t) pulses, normalized to the energy
of the interaction, is shown for the core signal for the first 400 ns. The traces are sorted
by the radius of the interaction determined by the PSA, starting at r = 5− 10 mm in the
top left up to r = 35− 40mm in the last picture. To guide the eye a black line marks
the mean value of (As(t)− Am(t))/E at the given time t. Several regions of interest are
marked i), ii a-d), iii). For more details see text.

Another radius/time dependent systematic deviation of measurement and simulation, marked as

region iii), is observed. In contrast to to region i) and ii) the relative difference of measurement and

simulation is rather large but only a small subset of events seems to be affected. Note that the scale
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Figure 26: The difference (As(t)− Am(t))/E (as in Fig. 25) is shown for the hit segment. A mirrored
behavior compared to the core signals is observed. The overestimation of the measurement
by the simulation in the first few ticks i) is observed for large radii. This behavior is seen
for small radii for the core signals from Fig. 25. A similar mirrored behavior is observed
for the region marked as iia-e).

is logarithmic and the bin content is reduced by two to three orders of magnitude compared to the

majority of points around zero.

The 2D histograms shown in Fig. 25, 26, and 27 were projected onto the y axis. From these 1D
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Figure 27: The difference (As(t)− Am(t))/E (as in as in Fig. 25) is shown for the transient signals.
In contrast to the simulated and measured signals of core and hit segment a systematic
deviation in time is not observed. The agreement of measurement and simulation shows
that the transient signals are well described by the simulation.

histograms the mean value and the standard deviation σ were extracted. The results for the different

radii are depicted in Fig. 29. In all cases the mean difference of measurement and simulation is very

close to zero. The standard deviation, which can be used as a measure for the overall matching of
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Figure 28: The time shift, which is applied to the measured trace and determined by the grid search
algorithm, is plotted against the mean difference of measurement and simulation extracted
from the first 50 ns. In an ideal scenario no correlation is expected. Albeit for negative
shifts the simulated signal is slightly larger than the measurement.

measurement and simulation is increased close to the electrodes for very small and very large radii.

The increase is especially large near the core.

One possible explanation for the difficulties to reproduce the measured signals near the core is the

assumption of a point like charge. The simulation assume that charges are point like. However, a

charge cloud of finite size is created by an interaction. For example, the photo electron from a 1 MeV

photo absorption has a range of 1.2 mm [17]. Due to the radial electrical field the effective size of

the hole charge cloud increases during the charge collection, which is discussed later on in section

5.2.1. For interactions close to the central electrode the difference of initial and final charge cloud

size is largest.

As the disagreement of measurement and simulation is also increased (to a lesser extend) at large

radii another explanation is also possible. The time of full charge collection is longest for interactions

close to the electrodes. This is especially true for interactions close to the core because the holes,

that are slower than the electrons, drift through the whole segment. In case the drift velocities are

not correctly reproduced by the simulations, the longer drift times increase the overall deviation of

measured and simulated pulse shapes.
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Figure 29: The mean difference of simulation and measurement (normalized by the energy of the
interaction) and the standard deviation is plotted in dependence of the radius of the
interaction. This was done for the core, the hit segments and the transient signals
independently. For all cases the mean is very close to zero as expected. The mean
values for the core and the hit segments show a mirrored behavior. The difference of
measurement and simulation, summarized by the standard deviation σ is larger close to
the electrodes.

Related to this the T10%−90% rise times were inspected. The results are presented in section 3.4. The

hole mobility and the electron mobility, which are crucial parameters for correct drift velocities, were

also investigated and optimized in sections 4.3.6 and 4.3.7.

For all investigations presented in this section, the interaction positions were determined by the PSA.

Therefore, differences of measurement and simulation originate from two sources: First, simulated

pulses at a given interaction position differ from the measured pulses at this position due to the

imperfect data base. Second, the interaction position determined by the PSA differs from the physical

interaction position, leading to systematic deviations.

Overall the agreement of simulation and measurement is quite good and deviations are relatively

small. Note the logarithmic scale of all shown distributions and that deviations above 10% arise

primarily from low energy interactions as shown in Fig. 30. This is caused by the energy independent

baseline fluctuation and the normalization of the differences As(t) − Am(t) to the energy of the

interaction.
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Figure 30: The difference (As(t)−Am(t))/E is shown for the core signal at a radius of r = 30−35 mm

(corresponding to Fig. 25 bottom right). An additional gate on interaction energies above
300 keV was applied. Systematic deviations at t = 200 − 250 ns are still present, but
outside of this region deviations above 10% are no longer observed.

3.4 T10−90 Rise times of measured and simulated pulses

The process of charge collection takes about 100-350 ns, depending on the interaction position. A

criterion to describe the duration of this process is the T10−90 rise time of the pulses. The T10−90 rise

time is derived by subtraction of the points in time at which the pulse reaches 90% and 10% of the

maximum pulse height. The rise time in large volume HPGe detectors has a strong dependency on

the interaction position. It is either determined by the completed charge collection of the electrons

or of the holes. In this section T10−90 rise times, which were derived from segment signals of

events with only one triggered segment, are shown. Crystal A001 was divided into 45456 individual

2 mm×2mm×2 mm grid points. The T10−90 rise times were evaluated for all of these grid points.

This was done for both measured and simulated pulse shapes, see Fig. 31. The time at which the

pulse reaches either 10% or 90% was extrapolated between the two time ticks at which the threshold

was reached. This way, a timing resolution below the tick length of 10 ns was achieved.

Since the drift velocity of holes is slower than the drift velocity of electrons, the charge collection of

the electrons is finished before the full collection of the holes for most interaction positions. Only

interaction points with a large radius have a rise time that is determined by the charge collection time

of the electrons, because the holes drift towards the segment electrode and the electrons towards the

central contact.

In the following, only interactions from ring three were considered because of the near radial electrical

field. The rise times depend mainly on the radius of the interaction. This radius dependence is shown

in Fig. 32a.

As the drift velocity of the holes is smaller than that of the electrons the largest rise times are observed

for very small radii. In this case electrons are collected almost instantly and the holes drift through
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Figure 31: The a) measured and b) simulated T10−90 rise times are plotted. Crystal A001 is divided
by the adaptive grid search into 45456 grid points and for each grid point the T10−90 rise
time was evaluated. For the measured values the average rise time at the corresponding
grid point was used. The difference of simulated and measured rise times, which was
derived on an event-by-event basis for about 1.9 · 106 events, is shown in c). It has a near
Gaussian shape with some tails (FWHM≈39 ns, FWTM/FWHM≈2.09, mean= −2.3 ns).

the full length of the segment. These rise times are in the range of 300-350 ns. This shows that the

time window of 400 ns, as it is used by the grid search algorithm, is sufficient. The small spread of

the simulated rise times for a given radius is caused by the angle dependence of the T10−90 rise times.

The drift length differs slightly for different angles and a fixed radius. The vast majority of measured

rise times is within the region expected by the simulation.

Deviations of measured and simulated rise times are caused by either a) wrong radius determination

of the PSA, b) baseline fluctuations of the measured pulse or c) an imperfect simulated data base.

For the rise time calculation a simple algorithm was used, that employs a threshold to determine the

points in time when the pulse reaches 10% or 90% of the maximum amplitude. Such an algorithm

is prone to trigger on noise, especially for low energies. This early triggering leads to larger than

expected rise times for some low energy events, which is shown in Fig. 32b.
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(b) The T10−90 rise times of the measured signals is plotted in dependence of the energy of the interaction. As
expected, the mean rise time of the pulses does not change with respect to the energy of the interaction.
Only for very small energies a tendency to large rise times is observed. This is most likely caused by
the small signal-to-noise ratio. For low energy interactions it is more likely to trigger on noise, when
determining the times at which the pulse reaches the 10% and the 90% level. This effect is also the reason
for the T10−90 rise times close to 0 ns.

Figure 32: The a) radius and b) energy dependence of the T10−90 rise times is shown.

For a visual comparison of measured and simulated rise times at different interaction positions,

the mean measured rise times were compared to the simulation in the xz plane in Fig. 33. A good

agreement is observed. Nevertheless, positive and negative differences are not spread randomly, which

would be expected if deviations were only caused by noise. Close to the electrodes the simulated rise

times are larger than the measured ones. There is also a region in the middle between the electrodes

where the opposite is the case (visible in Fig. 33 d)). Due to computational restraints of the trace

analysis only a subset of about 1.9 ·106 events were used. Therefore, some of the grid points are

empty and the calculated mean rise times are subject to statistical fluctuations.

In the back of the detector, close to the core, the simulated rise times show a drop off which is not
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Figure 33: The a) measured average T10−90 rise times and the b) simulated T10−90 rise times are
plotted for different x and z values and a fixed y coordinate of -2 to 0 mm of crystal
A001. The T10−90 rise time is given by the color scale. The difference of simulation and
measurement is shown in c). The last histogram d) also shows the difference but the color
scale was adjusted to be symmetric for increased clarity by omitting some of the large
statistical fluctuations present in the measurement.

observed in the measured pulses. The deviations in the order of 40 to 80 ns are rather large and can

not be explained by statistical fluctuation.

The same comparison was done for the x y plane in Fig. 34. Here, the segment structure is clearly

visible. The measured rise times of segment F1 are systematically larger than in the rest of the detector.

This is not reproduced because no segment specific influence is assumed in the simulations. The same

transfer function is used for all segments. The simulated signals are convoluted with an exponential

decrease to account for the electronic response of the system. The exponent of this exponential

function was set to 40 ns. This exponent was then set to 55 ns for segment F1 and the corresponding

transfer function was convoluted with the simulation. The impact on the simulated T10−90 rise times

is shown in Fig. 35. The new simulations reproduce the measurement much better and the systematic

deviation for this segment is no longer observed.

Similar segment specific deviations in the T10−90 rise times are observed in other segments as well.

These observations show that the transfer function is crucial for a working Pulse-Shape Analysis.
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Figure 34: Measured a) and simulated b) T10−90 rise times are plotted for z=4-6 mm for crystal
A001. A significant increase in the rise time is observed for segment F1 which can not be
reproduced by the simulations. The difference of simulated and measured rise times is
plotted in c). The same transfer function was used for all segments in the simulations.

Therefore, it was investigated and adjusted on a general level in section 4.3.5 and on a segment by

segment level in section 4.3.5.1.

The observed deviations of measured and simulated T10−90 rise times, which are not segment specific,

can be caused by the drift velocity of electrons and holes which are used in the simulations. Results

are described in sections 4.3.6 and 4.3.7.
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Figure 35: Measured a) and simulated b) T10−90 rise times are plotted for z=4-6 mm for crystal A001.
The decay constant of the transfer function of segment F1 (upper right) was adjusted to
55 ns. The agreement of measurement and simulation is increased for this segment.

3.5 T0 Determination

A correct T0 determination is crucial for a proper alignment of the simulated traces with the measured

signals. The T0 determination via a leading-edge algorithm, has the disadvantage to be energy

dependent. Low energy events are shifted to later starting times. The established solution is the

usage of a constant fraction discriminator (CFD) which identifies T0 independent of energy.

However, the CFD timing still depends on the interaction position in large volume HPGe detectors

because of the position dependent pulse shape of the signals. Therefore, a position and energy

independent T0 determination is needed. This is achieved by adding the pulses of the hit segments

and of the core. The result is a straight line, independent of interaction position. Such a trace is

depicted in Fig. 36.

A fit of the pulse yields an energy and position independent T0 value. Threshold values of 10% and

90% of the maximal pulse height were used to determine the fitting region. The fitting region should

be as large as possible to reduce the statistical errors. However, thresholds which are too small may

result in triggering on noise and therefore inaccurate results. In addition, the last part of the signal is

no longer a straight line, which is caused by the impact of the measurement electronics.
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Figure 36: The summed signals of hit segment Aseg and core Acore are plotted for a measured trace
for a single event. Due to the complementary shape of the core and segment signals the
sum is a straight line. The obtained summed trace was fitted by a first order polynomial
(red line). The crossing with the baseline (dotted line) corresponds to the T0 value. The
front-end electronics provide a different timing via a digital CFD TCFD, which is marked
in the plot. The stored trace comprises 8 samples before TCFD, as well as the trace signal.
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Figure 37: The determined T0 values are plotted with respect to TCFD. TB = 80 ns is a constant offset
which corresponds to eight pre-trigger samples, which are used to calculate the baseline.
The second picture b) shows that there is mainly no energy dependence of the timing. At
energies below 150 keV some outliers are observed. These are most likely caused by a
poor choice of the fitting region, due to the lower signal-to-noise ratio.

The error of the baseline crossing in terms of the fitting error is negligible; systematic errors are domi-

nant. Possible causes for systematic errors are the choice of the fitting region and the approximation

of a linear pulse shape.
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Figure 38: The average found T0 values with respect to TCFD are plotted for a) a fixed depth z of
22-24 mm and b) for a fixed y coordinate of 36-38 mm. A distinct dependency on the
interaction position is observed, which is caused by the reference timing TCFD. Largest
values are seen in the middle of the segments where the T10−90 rise times are the smallest.

Events with one hit segment were considered and the added traces of hit segment and core were

fitted as described above. Low energy interactions below 50 keV were excluded. For a T0 value to be

meaningful, it has to be given with respect to a reference timing. The front end electronics provide a

timing via a digital CFD TCFD. The obtained T0 values are given with respect to this timing.

The resulting timing distribution is shown in Fig. 37 a). The peculiar shape is explained by the fact

that the timing provided by the CFD algorithm is position dependent. Fig. 37 b) shows that this

timing is mainly not dependent on energy, except for a very small amount of events below 150 keV

which seem to have arbitrary T0 values.

For each interaction position the found T0 values were averaged. The dependency of the determined

TCFD values on the interaction position is depicted in Fig. 38 for two exemplary slices of the detector.

This figure demonstrates that a CFD timing is not sufficient to determine T0 in large volume HPGe

detectors with the required accuracy.

The same fitting procedure was performed for the simulated signals. The difference of the starting

times of measured T0,m and corresponding simulated T0,s pulse shapes is shown in Fig. 39. The

PSA uses a very similar technique of fitting the added traces of segment and core to determine T0

and to align the simulation to the measurement. Therefore, the difference should be zero or very

close to zero by default. Deviations arise from a different choice of the fitting region and different

fitting algorithms. For the purpose of this work the well established MIGRAD algorithm, which is

implemented in the ROOT framework, was used [54]. The fact that the difference T0,m− T0,s deviates

from zero with a standard deviation of σ = 10 ns demonstrates the difficulty and ambiguity of the T0

determination.
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Figure 39: The difference of the found T0 values is plotted for the measured T0,m and the simulated
T0,s traces in a), as well as the correlation with the interaction energy in b). Most
differences are close to zero as expected. The distribution has a standard deviation of
σ ≈ 10 ns. For very few events at low energy the difference is significantly larger which
indicates a failed T0 determination for these events.

Note that the distribution in Fig. 39 does not show the timing resolution of the detectors. In the

future an external trigger, e.g. from a scintillator, may be utilized to determine the timing resolution

of the HPGe detectors and to further improve the T0 determination.
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4 Determination and Improvement of PSA

performance

4.1 22Na-coincidence method

To improve the results of the PSA, a reliable way to assess the PSA performance is needed. A
22Na source measurement was utilized to achieve this. 22Na decays via β+ emission. The positron

annihilates with an electron close to the source position and two 511 keV γ rays are emitted at an

angle of 180◦. The reconstruction of these two coincident γ rays allows for a direct assessment

of the accuracy of the two interaction positions. In the following the experimental setup and the

reconstruction of the 180◦ coincidences will be presented. These results are used to assess the PSA

performance and to determine optimal input parameters via variation. The input parameters comprise

crystal properties, characteristics of the electronics as well as features of the grid search algorithm.

4.1.1 Experimental setup

The source measurement was performed at GANIL in April 2016 with the AGATA spectrometer

which consisted of 29 individual HPGe detectors based on nine triple and one double cryostat. To

achieve high solid-angle coverage for the 180◦ coincidences the source was placed in one of the

pentagonal holes left open in the germanium shell of AGATA (in the full 4π configuration twelve

of these pentagons will remain). Two measurements with slightly different source positions were

conducted (see Fig. 40 and table 4.1 in section 4.1.3). The first measurement allows the assessment

of the first two rings of the complete array, whereas the second one also copes for the back segments

but mainly for the inner detectors. Fig. 41 and 42 depict which segments and which detectors were

hit by coincident 180◦ 511 keV γ rays using the two different setups for the source position. For the

determination of the source positions (in terms of x , y, z) see section 4.1.3.

The energy calibration was extracted from a 60Co source measurement which was recorded directly

before the 22Na data. The first measurement corresponding to the setup depicted in Fig. 40 a) consists

of 7.22 · 108 individual interactions and the second one - Fig. 40 b) - consists of 6.23 · 108 interactions.

Since the latter one provides a better overview of the PSA performance in the different segments it

was used for the further analysis and all plots refer to this measurement if not mentioned otherwise.
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a) b)

Figure 40: The two source positions for the individual measurements are shown. The first position
in a) allows for coincidences between all detectors, though these are only possible in the
front part of the detector due to the solid angle coverage. For the second source position
in b) the source was moved 2.5 cm into the array and coincidences mainly happen in the
five inner detectors. Coincidences between other crystals are possible but are reduced
due to absorption. The setup in b) has the advantage that coincidences are possible for
all segments of the involved crystals (in contrast to only the first 1-2 rings for the other
setup).
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Figure 41: The a) hit segments and b) hit detectors corresponding to the source position depicted
in Fig. 40 a) is shown. Only events in which both 511 keV γ rays were detected are
considered (the gating procedure is explained in detail in section 4.1.2). In this setup
coincidences are found in all of the 29 detectors. However, the geometry of the setup
allows mainly for coincidences in the front of the crystals (segment ids 0, 1, 6 correspond
to segments A1, A2, B1 and so on. See reference [10] page 6.)
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Figure 42: The a) hit segments and b) hit detectors corresponding to the source position depicted
in Fig. 40 b) is shown. In contrast to the distribution shown in Fig. 41, coincidences
are detected primarily in the five detectors which are closest to the source. In return,
coincidences are found in all segments of these detectors.
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Figure 43: The non tracked γ-ray spectrum is shown in a). In addition to the prominent 1275 keV
line of 22Na and the annihilation line at 511 keV some natural background is observed.
Figure b) shows a zoom on the 511 keV line which was used to reconstruct the coincident
γ rays using a window of 511±3 keV. The figure at the bottom depicts a simplified decay
scheme of 22Na.

The non tracked γ-ray spectrum which comprises the individual interaction energies measured in the

segments is depicted in Fig. 43 and was used to gate on the interaction energy of 511 keV. The highest

observed counting rate was ∼1 k cps for the inner detectors in the second measurement. The low rate

as well as further investigations regarding the timing and the measured angle between the γ rays,

which are shown in the next section, indicate that random coincidences coming from background
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Figure 44: The measured angle between source position and the two interaction points is shown
after multiplicity and energy conditions are applied. Only events with interactions in
different detectors were considered. Most events have an angle which is close to 180◦ .

events can be neglected. Dead time effects can be disregarded in good approximation due to the low

counting rate.

4.1.2 Reconstruction of coincident γ rays after e+/e− annihilation

For the reconstruction of the γγ coincidences associated with an annihilation of a positron several

analysis conditions are applied. First a gate on number of hit segments = 2 (complete array) is set

and an energy of E=511±3 keV for both interactions is required. For matching events the angle

between source position and the two interaction points is calculated. The distribution of these angles

is depicted in Fig. 44 for the second setup (using the source position derived later on in section 4.1.3).

Only events with an angle of 150◦ or more are considered for the further analysis. The distribution

also shows that the background of false coincidences, coming from either a background 511 keV

interaction or from two independent annihilations, is two to three orders of magnitude smaller than

the number of real coincidences.

To study the background of random coincidences the differences of the time stamps for the individual

detectors were considered. This difference shows a distinct peak around zero and a small background

within the used event building window of ± 250 samples (2.5µs), see Fig. 45. After applying the

conditions to multiplicity, energy, angle and distance the background of random coincidences is no

longer observed. This demonstrates that a very clean selection of valid 180◦ coincidences is possible

with the chosen gates. The measured data consists of 6.23 · 108 individual interactions. Out of those

936 k interactions were found to be coincidences from e+e− annihilation, which are 0.15% of all

interactions. The small percentage of reconstructed coincidences arises from the very strict gates that

are applied. Events in which the coincident 1275 keV γ ray interacted in any detector are rejected,

due to the requirement of only two hit segments in the complete array. In addition, it is unlikely
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Figure 45: The difference of the time stamps TSi − TS j for all possible detector combinations i, j is
plotted a) for all events and b) for all reconstructed coincidences. The time stamps are
attributed to each detector via triggering of the core.

that both 511 keV γ rays interact via photo effect because of the higher cross section for Compton

scattering. Nevertheless, it was decided to use these strict gates to achieve a very clean selection of

the 511 keV coincidences.

The interaction positions of the coincidences are shown in Fig. 46. Note that in contrast to the

previous chapters the lab system is used and not the coordinate system of the individual crystals.

For the first 100 coincidences these are visualized by drawing a line between the two corresponding

interaction positions which intersect at the source position. This demonstrates the high but finite

precision of the PSA as the intersections accumulate in a small region around the source position. To

quantify this, the smallest distance of the line connecting the interaction positions to the source was

derived for each event (see Fig. 47 for more details).

The determined distance to the source depends on the position resolution of the PSA and can be used

to assess the PSA performance. The distribution of these distances is depicted in Fig. 48. Distances

above 14 mm were omitted. The mean of the distribution is dmean = 2.73 mm. The "standard" PSA

configuration, that is used to analyze all experiments, was applied. The reduced number of counts

close to 0 mm originates from the volume associated with a distance d: The probability for a line to

cross the source position at a distance d is proportional to the volume of a spherical shell with inner

and outer radii of d and d + B, with the binning factor B. Due to the r3 dependence of the volume, it

is unlikely to obtain very small distances close to d = 0 mm. A distribution, which is corrected for this

geometrical effect, is depicted in Fig. 49.

The point of emission of the two 511 keV γ rays is not point like. This comes from the dispersion of

the radioactive material inside the source on the one hand and the finite range of the positron before

annihilation on the other hand.

The mean energy of the positron from the β+ decay of 22Na is 180 keV while the maximum energy is

540 keV. The range of the positron for a given energy can be derived from the stopping power. For a
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Figure 46: The interaction positions are plotted for a) all individual interactions and b) for all
reconstructed 180◦ coincidences. Figure c) shows a zoom on the source position from b).
In addition, in b) and c) a line was drawn between the interaction positions for the first
100 coincidences.

²²Na Source
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Interaction
Position

PSA Result
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Figure 47: A schematic view for a reconstructed 180◦ coincidence is shown. The PSA results are very
close to the corresponding physical interaction positions but do not match perfectly. The
connecting line does therefore not intersect the source position, which is assumed to be
point like. The distance of the line to the source position depends on the precision of the
two interaction positions allocated by the PSA.
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Figure 48: The distance of the lines connecting the reconstructed coincidences to the source position
is plotted for all valid events. They intersect the source position mostly within a few
millimeters. The mean of the distribution is used later on as a measure for the overall
PSA performance.
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Figure 49: The distance of the lines connecting the reconstructed coincidences to the source position

is plotted. The number of counts for each distance d was divided by the volume V of the
corresponding shell, with V = 4/3π
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. A binning B of 0.1 mm was used.
The plotted value corresponds to the density of lines at distance d.

mean range the possible energies and their probabilities have to be taken into account. The mean

range of the positron from 22Na in polyethylene was measured to 0.24 mm by Dryzek et al. [55].
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4.1.3 Determination of the source position

The precise knowledge of the source position is crucial for a correct reconstruction of the 180◦ γγ

coincidences and therefore for the assessment of the PSA performance. For the first setup (with the

source being located at the opening of the pentagonal hole) the source position was also measured via

laser scanning by an external expert. The result is given in table 4.1. The measurement could provide

the source position only with respect to the position of the "honeycomb" frame, which is the holding

structure of the individual cryostats. The position of the honeycomb frame is only known with an

uncertainty of 1 mm, which is much larger than the precision of the laser scanning measurement. In

addition the laser scanning could only measure the position of the structure, on which the source was

mounted. The actual source position had to be extrapolated.

For this reason and since for the second setup the position measurement via laser was not available,

the average point of emission was determined with a another approach. Different source positions,

which are given as input parameter to the analysis, were tested. For each tested interaction position

the mean distance to the source (which is the mean of the distribution in Fig. 48) was determined.

For the best agreement of tested source position and actual average point of emission of the two

511 keV γ rays, the mean distance is expected to be minimal. The tested interaction positions are

located on a three dimensional grid.

For increased precision and reduced calculation time the variation of the assumed source position was

done first on a coarse grid of 1 mm grid size and in a second step on a fine grid of 0.1 mm size around

the position found on the coarse grid. For the variation in the coarse grid no gate on the angle was

set to not reject any real coincidences. In the fine grid only events with an angle of 170-180◦were

considered to increase the precision. The results of the variation are shown in Fig. 50. The variation

shows a smooth and symmetric increase of the mean distance to the source for source positions

around the global minimum.

Note that systematic errors of the PSA results can bias the result of the variation.

The resolution of 0.1 mm implies a more precise knowledge of the source position than expected as

the points of emission are smeared out due to the dispersion of the radioactive material and the range

of the positron. The determined source position is therefore only the average point of annihilation

and emission of the two 511 keV γ rays. The final results for the determined source positions for the

two different setups are summarized in table 4.1.

The agreement of the laser measurement with the variation result is reasonable. For the determined z

coordinate, the deviation of 2.9 mm is larger than for the x and y positions. Possible sources for this

deviation are the uncertainty of the laser measurement (as the position is only given relative to the

holding structure of the cryostats), the finite PSA position resolution, the distribution of the radioactive

material and the relative position of the source in the holding structure (the laser measurement

assumes the source position to be in the center of the circle in which the source was placed). In

general the result of the variation procedure provides reliable results and was therefore used for the

second setup for the further analysis.
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Figure 50: The source position was varied on a 3D grid and the resulting mean distances (given by
the color code) were derived. These are shown in a), b) and c) for a coarse grid for the
xy, yz, and xz planes that intersect the global minimum. Figures d), e) and f) show the
variation in a fine grid around the minimum found previously. Again for the xy, yz and
xz planes the corresponding z, x and y coordinate was set to the global minimum. The
minima for the source position were used in the analysis.
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first setup laser first setup variation (deviation) second setup variation

x [mm] -8.8 -9.3 (-0.5) -1.1
y [mm] 1.2 0.3 (-0.9) 3.1
z [mm] -231.2 -228.3 (+2.9) -257.8

Table 4.1: The determined source positions for the two individual measurements are shown. For the
first setup two independent results are available, coming from a direct measurement via
laser scanning and from a variation procedure by minimizing the mean distance of the
lines connecting the coincidences to the source. The deviation of these two results is given
in the brackets. The x and y coordinates agree quite well whereas the deviation in z is
slightly larger.

4.1.4 Reconstruction of Compton scattered events

In the previous section the two 511 keV γ rays were only used if both γ rays deposited their full

energy via photo effect. To increase the amount of available coincidences for the analysis the case of

Compton scattering followed by a photo effect was also considered. For simplicity only the case of a

single photo effect for one of the 511 keV γ rays and a single Compton scattering followed by a photo

effect for the other γ ray was considered (see Fig. 51 for a schematic). Note that the PSA cannot

resolve the two cases of a γ ray depositing its full energy via a single photo effect or via multiple

interactions inside a single segment. For simplicity it is assumed, that a measured energy of 511 keV

in a segment originates from a single photo absorption.

Events with three hit segments were selected. Conditions on energy and angle were applied, requiring

E1 = 511± 3 keV and E2 + E3 = 511± 3 keV as well as an angle of ϕ > 150◦ between the Compton

scattering and the 511 keV interaction. Of the two interactions with energy depositions E2 and E3 the

interaction with the angle ϕ closest to 180◦ was assumed to be the Compton scattering.

The scattering angle of the Compton effect given by the energy dependent Compton formula was

compared to the measured angle given by the two interaction positions. The difference of these

two scattering angles is shown in Fig. 52. In addition, the partition of the 511 keV for the Compton

source

Compton
scattering

photo
effect

photo
effect

'

E1

E2

E3

Figure 51: A schematic view of a reconstructed coincidence including a Compton scattering and one
photo absorption is shown. A photo effect for one of the 511 keV γ rays and a single
Compton scattering followed by a photo effect is assumed. For background reduction a
gate on ϕ, which should be close to 180◦, was applied.
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Figure 52: The difference of the measured scattering angle θgeo and the scattering angle given by
the Compton formula θE is shown. The mean of the distribution is -1.5◦ and the standard
deviation is 34◦. The scattering angle θE is in average slightly larger than θgeo. This
is caused by the energy threshold of 10 keV which does not allow very small scattering
angles θE . No such restraint exists for the measured scattering angle θgeo.

scattering and the photo effect is limited due to the maximal scattering angle of 180◦which corresponds

to an energy deposition of 340.7 keV. Therefore, E2 < 340.7 (Compton scattering) and E3 > 170.3

(photo effect) was set as additional condition. The distribution of the energies for the Compton

scattering and the following photo effect are depicted in Fig. 53. The correlation of the energy ratio
E2
E3

and the scattering angle θ is plotted in Fig. 54. The angle ϕ between the Compton scattering and

the 511 keV photo effect and the angle ϕ′ are depicted in Fig. 55.

For events with ϕ ≈ ϕ′ it is not clear which of the two interactions with energy depositions E2 and

E3 is the Compton scattering. In this case an inversion of the interaction sequence (E2↔ E3) was

tested. The original interaction sequence is defined by the angle ϕ where the interaction with ϕ

closest to 180◦was considered as the Compton scattering. For events with ϕ −ϕ′ < 5◦ the difference

|θgeo − θE | was recalculated for in inverted interaction sequence. For a sufficient increase in the

agreement of measured and calculated Compton-scattering angle (5◦were used as threshold) the

inverted interaction sequence was considered to be the actual physical sequence and used in the

further analysis.

The coincidences found including all above mentioned gates are visualized in Fig. 56. The distances

of the lines connecting the 511 keV photo effect and the Compton scattering to the source position are

depicted for different gates of |θgeo − θE | in Fig. 57. The mean values and the standard deviations as

well as the number of counts for these distributions are summarized in table 4.2. Strict gates decrease

the statistics significantly, while including events with a large discrepancy of expected and measured

scattering angle increase the mean distance to the source only slightly. A possible explanation for this

is that the distance to the source is caused by the uncertainty of the PSA, as well as the smearing

of the point of emission of the two 511 keV γ rays. In addition, the uncertainty of the PSA is small

compared to the typical distance of the interaction positions to the source.
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Figure 53: The energy depositions for a) the Compton scattering and b) the photo effect are shown.
The maximum energy deposition of a 511 keV γ ray in a single Compton scattering is
340.7 keV (θ = 180◦ ). Events with E2 > 340.7 keV and E3 < 170.3 keV were therefore
rejected.
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Figure 54: The scattering angles θgeo (measured) and θE (Compton formula) are plotted in depen-
dence of the energy ratio E2/E3. A clear correlation is observed. Deviations of θgeo(E2/E3)
from the expected shape are caused by the finite position resolution of the PSA and by
the ambiguity of the interaction sequence. In comparison, these deviations are very small
for θE(E2/E3) due to the high energy resolution of the HPGe detectors.

X [◦ ] 10 20 30 40 50 no gate photo

mean d [mm] 2.58 2.66 2.70 2.73 2.74 2.76 2.73
σ [mm] 1.72 1.77 1.80 1.82 1.84 1.89 1.85
counts 4.95 · 105 7.50 ·105 8.89 · 105 9.72 ·105 1.03 · 106 1.13 · 106 4.89 ·105

Table 4.2: The mean and standard deviation are shown for different limits X with |θgeo − θE | < X .
The values correspond to the distributions shown in Fig. 57.
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Figure 55: The angles ϕ (Compton scattering) and ϕ′ (photo effect) are plotted for all events
that fulfill the conditions of three hit segments in the array, E1 = 511 ± 3 keV and
E2 + E3 = 511± 3 keV. The interaction with ϕ closest to 180◦was considered as Compton
scattering. For the further analysis a gate on ϕ > 150◦was set. Due to the limited range
of the γ ray after Compton scattering the angle ϕ′ has a high probability to be close to
180◦ as well. In this case the sequence of the interactions is ambiguous.
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Figure 56: The reconstructed coincidences including a Compton scattering are visualized. For 50

events a red line was plotted, connecting the interaction position of the 511 keV photo
effect and the position of the Compton scattering. Black lines connect the interaction
position of the Compton scattering and the following absorption of the γ ray via photo
effect.

65



0 1 2 3 4 5 6 7 8 9 10
0

5000

10000

15000

20000

25000

30000

35000

photo
10°
20°
30°
40°
50°
no gate

distance d [mm]

co
un

ts

Figure 57: The distance to the source for the reconstructed Compton events is depicted for different
gates of |θgeo − θE |< X where X corresponds to the labels given in the figure. The blue
distribution with the label "photo" corresponds to the distribution derived from two single
photo effects (without Compton scattering) from the previous section and is given for
comparison. For larger values of X the statistics increase significantly whereas the man
values of the distributions shift only slightly.
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4.1.5 Estimation of position resolution

In the previous sections a measure for the PSA performance was described by the distance of the

connecting line to the source position. This distance depends mainly on the position resolution of

both interactions (and on the finite range of the positron before annihilation). Since two interactions

and their PSA results have an impact on the final measured distance, it is difficult to disentangle both

contributions and to derive an actual position resolution.

Therefore, events were selected for which one interaction was close to the source and the other one

was far away. In this case the position uncertainty of the interaction that is far away can be neglected.

With this approximation a most likely interaction position for the near interaction was determined

(see Fig. 58). The differences of PSA result and most likely interaction position ~r ′1 − ~r1 were then

used to estimate the actual position resolution. The distances of the interaction points to the source

position are plotted for reconstructed coincidences from two photo effects in Fig. 59. For the used

setup the condition B� A can only be fulfilled to a certain extend. As a compromise between having

a good approximation and sufficient statistics, events were selected with A< 75 mm and B > 200 mm.

From the 489 k reconstructed coincidences 10.8 k fulfill these conditions. For a subset of events the

most likely interaction positions are visualized and compared to the PSA result in Fig. 60. Note that

the depiction corresponds to a projection on the xz plane. This leads to a distortion of the angles

between the black and red lines (corresponding to ~r1 and ~r ′1) which are always 90◦ . The difference
~r ′1 − ~r1 is depicted in Fig. 61.

While the mean difference is close to zero, it is difficult to observe a systematic deviation with the

chosen coordinate system: The used Cartesian coordinate system (referring to the lab system with

the origin being at the center of the AGATA sphere) is not related to the cylindrical symmetry of the

individual crystals. The x and y axes do not have a distinguished direction and are chosen arbitrarily.

Since the individual crystals form a sphere by facing towards a single point, a spherical coordinate

system is the better choice. The spherical radius R is parallel to the detector axis along the core

zcylindrical in good approximation. This approximation is valid since the inner radius of the AGATA shell

of 23.5 cm is large compared to the radius of the individual crystals of no more than 4 cm. Therefore,

this coordinate system is more suitable to search for systematic deviations of most likely interaction

position and PSA result. The spherical coordinate system is defined by:

R=
Ç

x2
lab + y2

lab + z2
lab

ϑ = arccos
�zlab

R

�

ϕ = arctan2(xlab, ylab) +π

Where arctan2(xlab, ylab) is an abbreviation for the case differentiation for the three cases i) xlab > 0,

ii) xlab < 0 ∧ ylab > 0 and iii) xlab < 0 ∧ ylab < 0. A simple sketch which depicts the different

coordinate systems with respect to AGATA is given in Fig. 62. The results for ~r ′1− ~r1 in this coordinate

system are depicted in Fig. 63. Note that the correlation of ∆R and ∆ϑ can be explained by the
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Figure 58: For interactions for which the distance B to the source is large compared to the distance
A to the source (B � A) the position uncertainty of the far away interactions can be
neglected. Using this approximation the close interaction position is restricted to a line
given by the PSA result of the far away interaction ~r2 and the source position. The most
likely interaction position ~r1 is then given by the closest distance to the corresponding
PSA result ~r ′1.
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Figure 59: The length of the line segments A and B, which describe the distance from the source
position to the interaction positions of the 511 keV γ rays, are plotted (see Fig. 47). Most
distances are around 50 mm which corresponds to an interaction in one of the five inner
crystals which are closest to the 22Na source.
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Figure 60: The interaction positions of reconstructed coincidences for two photo effects are shown
in the xz plane for all y values in a). Of those events, all coincidences that meet the
conditions A < 75 mm and B > 200 mm are plotted in b). Only for a small amount of
detector volume of the far outer and most inner detectors these conditions are fulfilled.
In addition, a black line is drawn from the far PSA result to the most likely interaction
position. These all intersect at the source position by construction. A red line is drawn
from the most likely interaction position to the corresponding PSA result. A zoom is
shown in c).

correlation of R and zlab for the interactions that fulfill the condition A< 75 mm. These are close to

the zlab axis and positioned at around zlab = −250 mm to zlab = −300 mm. For these events ~eR ‖ − ~ez

is a good approximation (where ~eR and ~ez are the radial and the zlab unit vectors). Also ϑ can be

rewritten as ϑ = π
2 − arctan

�

zlab
q

x2
lab+y2

lab

�

. It follows that:

R< R′⇒ zlab > z′lab⇒ ϑ < ϑ
′

Which explains the observed correlation.

The results show that the interaction positions assigned by the PSA are within a few millimeters of the

most likely interaction position. In first order no systematic deviation is observed in both coordinate

systems; while the mean values of ∆R,∆ϑ and ∆ϕ are not zero within their respective errors, the

deviation from zero is small compared to grid size of 2 mm. The results are summarized in table 4.3.

Note that the extraction of FWHM and FWTM values for distributions with limited statistics proves

difficult. On the one hand a coarse binning is desirable to extract a good value for the maximum
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Figure 61: The difference of PSA result and corresponding most likely interaction position is plotted
for the coordinates x, y and z of the lab system. The PSA result and the expected interaction
position coincide within a few millimeters and are centered around zero. The distributions
are not completely Gaussian like as left and right tails are observable. The corresponding
values for mean, standard deviation, FWHM and FWTM (full width at tenth maximum)
are summarized in table 4.3.
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Figure 62: The Cartesian and spherical coordinates are shown in a simple sketch. A projection of all
hits on the (xlab, ylab) plane is shown in a) and a projection of all hits on the (xlab, zlab)
plane is shown in b). The angles of the spherical coordinate system ϕ and θ are depicted
for exemplary interaction positions.
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Figure 63: The differences of R,ϑandϕ are plotted and correlated. No correlation is observed between
∆R and ∆ϕ and ∆ϑ and ∆ϕ. The absolute difference ϑ′−ϑ is small because the relevant
interactions have a large radius of R≈ 250− 300 mm. The correlation of ∆R and ∆ϑ is
given by the choice of the coordinate system and the position of the relevant interaction
positions with respect to the origin (see text).

value. On the other hand a fine binning is needed to achieve a precise result for the width at either

the half or the tenth maximum. Due to the limited statistics a binning of 0.3 mm was used as a

compromise for xlab, ylab, zlab and R. The binning for ϑ was 0.06 ◦/bin and 0.6 ◦/bin for ϕ. The

FWHM and FWTM values for R,ϑ and ϕ were extracted from the corresponding projections of Fig. 63.

Due to the relatively large binning that was necessary (and the still remaining statistical fluctuation

in the distribution) the FWHM and FWTM values and the corresponding ratio should be considered

more as a qualitative observation. For a Gaussian distribution the FWHM and FWTM is given by:

FWHM = 2
Æ

2 ln(2)σ (4.1)

FWTM = 2
Æ

2 ln(10)σ (4.2)

⇒
FWHM
FWTM

≈ 1.82 (4.3)

The significant deviation of FWHM/FWTM from 1.82 shows the non-Gaussian shape of the distribu-

tions.

It should be taken into account that the observed difference ~r ′1− ~r1 originates not only from the finite

position resolution of the PSA result at ~r ′1. Additional contributions are the finite position resolution

for the PSA result at ~r2 (since the condition B � A is only satisfied to a certain extend) and the

smeared out point of emission of the two 511 keV γ rays. Therefore, ~r ′1 − ~r1 is only an estimation for

the position resolution and its absolute value is in average larger than the difference of the actual
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interaction position and the PSA result. In section 4.4 the estimated position resolution of the PSA in

standard configuration, that was presented here, will be compared to the resolution achieved with an

optimized PSA.

Table 4.3: The mean difference of PSA result and most likely interaction position is shown for a
Cartesian and spherical coordinate system. The values correspond to the distributions
shown in Figures 61 and 63. The mean values do not coincide with zero within errors,
which is an indication for wrongly assigned PSA results. However, |m| is small compared
to the grid size of 2 mm. The FWHM, FWTM and their ratio show the left and right tails
of the distribution. For a Gaussian distribution a ratio of approximately 1.82 is expected.

∆xlab [mm] ∆ylab [mm] ∆zlab [mm] ∆R [mm] ∆ϑ [◦ ] ∆ϕ [◦ ]

mean m -0.363 0.278 -0.004 0.014 -0.0419 -0.382
∆m 0.026 0.027 0.028 0.025 0.0040 0.040
σ 2.673 2.783 2.888 2.598 0.411 4.198
FWHM 3.3 3.6 4.8 4.2 0.66 6.6
FWTM 8.4 9.3 11.1 10.6 1.56 16.8
FWTM/FWHM 2.5 2.6 2.3 2.5 2.36 2.5

4.2 Estimation of PSA performance via comparison of determined and

expected hit distributions

In addition to the 22Na-coincidence method introduced in the previous section, the PSA performance

was estimated by comparing the hit distributions determined by the PSA with the expected hit

distributions. A 60Co source was placed in the center of the AGATA sphere. This way, all detectors

face directly towards the source and the expected number of hits for a given detector depth z is the

same. For more details on the setup and the expected hit distribution, see section 2.3.1.

Several quantities were developed to describe the agreement or disagreement of the determined

hit distributions with the expectation. These will be introduced in the following sections. A similar

approach was utilized previously in ref. [53] to determine and optimize the PSA performance.

4.2.1 Correlation of neighboring grid points

The performed measurements show that the PSA tends to allocate hits in clusters at certain regions

of the detector (for example in the center of a segment, see section 2.3.1). In this regions the number

of hits per grid point is above the expected number of hits. In the same way there are regions in

which the number of hits is below the expectation. The number of hits of neighboring grid points

are correlated, which is shown in Fig. 64. In an ideal scenario this is not expected. The observed

correlation is a result of a biased PSA result.
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Figure 64: The number of hits for a given position in the detector αx ,y,z normalized to the expectation
< αx ,y,z > is compared with the normalized number of hits of the neighboring grid point
at x ′ = x + 2 mm, αx+2 mm,y,z . A clear correlation is observed: If the number of hits at the
position (x , y, z) is above average, there is a high chance that the number of hits in the
neighboring grid point αx+2 mm,y,z is also above average.

The correlation of two neighboring grid points situated at (x , y, z) and (x + 2 mm,y, z) (using the

coordinate system of the individual crystal, see Fig. 2) is described by the covariance:

cov=< (αx ,y,z−< αx ,y,z >) · (αx+2mm,y,z−< αx+2mm,y,z >)> (4.4)

Where αx ,y,z is the number of hits in the grid point at the position (x , y, z) and the brackets < ..>

denote the expectation. The expectation is approximated by the mean number of hits for a given

detector depth z:

< αx ,y,z >=< αz >=
∑

x ,y∈P

1
N
αx ,y,z (4.5)

With N being the number of grid points in the set P which is given by the grid points in the x y plane

for the detector depth z. The correlation term in eq. 4.4 is positive if the number of hits is either

above or below average for both grid points.

Multiple grid points are considered to evaluate the expectation of the term given in eq. 4.4: A

correlation factor C is introduced, which is the sum of the correlation term in eq. 4.4 for all positions
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(x , y, z). It is given by:

C =
∑

x ,y,z∈D

(αx ,y,z−< αz >) · (αx+2mm,y,z−< αz >)

+(αx ,y,z−< αz >) · (αx ,y+2 mm,z−< αz >)

+(αx ,y,z−< αz >) · (αx ,y,z+2mm−< αz+2mm >)

(4.6)

Here D is the set of grid points in which the detector is divided. The correlation in y and z direction

is also considered (second and third term). A positive value of the correlation factor C corresponds

to a correlation of the number of hits of neighboring grid points. A negative value implies an anti

correlation, while zero corresponds to no correlation. The correlation factor C is a good quantity to

describe the clustering of hits in a detector. It is useful to compare different hit distributions, which

were extracted from the same data set, but using different PSA input parameters. The result is only

meaningful in relation to each other ("more" or "less" clustered distribution of hits). The absolute

value of the correlation factor is arbitrary.

In an ideal scenario no correlation of the number of hits of neighboring grid points is expected.

Therefore, PSA parameters have to be chosen in such a way that the correlation factor is as close to

zero as possible to ensure best agreement of measured and expected hit distributions.

4.2.2 Deviation from the expectation

For each grid point at the position (x , y, z) there is an expected number of hits < αz >, see eq. 4.5.

The number of hits in this grid point αx ,y,z deviates by a certain amount, described be the standard
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Figure 65: The measured hit distribution for crystal B001 is shown for a detector depth of z=30-
32 mm in a). A random allocation of the same number of hits is shown in b). In contrast to
the measurement, this distribution is more homogeneous and shows only some statistical
fluctuation.
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deviation σx ,y,z , which is given by:

σx ,y,z = σz =

√

√

√

∑

x ,y∈P

(αx ,y,z−< αz >)2

N − 1
(4.7)

With P being the set of grid points of the considered crystal with detector depth z and N the number

of grid points ∈ P. A certain deviation from the expectation is present even in an ideal scenario,

due to statistical fluctuation. The measured hit distribution for grid points with a constant detector

depth z is compared to a distribution with random interaction positions (which corresponds to the

expectation in a simple approximation) in Fig. 65. The number of hits per grid point αz of those

distributions are depicted in Fig. 66 and show that the measured standard deviation σz is much larger

than from the expected random distribution.
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Figure 66: The number of hits per grid point is shown for the measured hit distribution of crystal
B001 at z = 30− 32 mm in a) (corresponding to the hit distribution in Fig. 65 a)). In b)
the number of hits per grid point for randomly distributed interaction positions is depicted
(corresponding to Fig. 65 b)). The histogram in b) is in good approximation a Poisson
distribution with a mean of < αz,s >= 452.5 and a standard deviation of σz,s = 20.7
(σz,s ≈

p

< αz,s >). The histogram in a) has a standard deviation of σz = 176.1 and a
mean value of < αz >= 452.5 (σz,s�

p
< αz >)

For the random distribution the Poisson relation σz,s =
p
< αz > applies. The standard deviation of

the measured distribution is proportional to the expectation instead: σz ∝< αz >. This is shown in

Fig. 67, where the average standard deviation σ̄z =
1
N ′
∑

z,i σz,i is compared to the number of events.

Here σz,i is the standard deviation at detector depth z of detector i and N ′ the product of the number

of detectors (29) and the number of different detector depths (45).
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Figure 67: The average standard deviation σ̄z is plotted versus the number of hits which were
measured in all detectors. A clear linear correlation is observed. Since the expectation
< αz > is proportional to the number of hits, it follows that σz ∝< αz >.

The measured hit distribution is more clustered and less homogeneous than the random distribution.

Therefore, to maximize PSA performance, PSA input parameters should be chosen such that the

standard deviation σz is minimized.

For convenience it is useful to have a quantity to describe the PSA performance of a complete detector.

For this, the deviation is introduced:

deviation=
∑

x ,y,z∈D

(αx ,y,z−< αz >)
2 (4.8)

The deviation describes the homogeneity of the hit distribution. It is useful to compare different hit

distributions of the same crystal ("more" or "less" homogeneous), but its absolute value is arbitrary. It

is used as a criterion to describe the PSA performance and is minimized in the variation of PSA input

parameters.

4.2.3 High statistics grid points

In addition to the described clustering of hits, a significant surplus of hits in single high statistics grid

points is observed, see Fig. 7. This is also visible in Fig. 66 where αz ≈ 4 · < αz > is observed for

some grid points. The accumulation of that many hits in a single grid point can not be explained by

statistical fluctuation and is caused by a wrong assignment of the interaction positions by the PSA.

To quantify this, the number of hits in high statistic grid points is compared to the overall number

of hits. A grid point is considered to have "high statistics" if αx ,y,z > 2.25 · < αz >. With this the

following ratio is introduced:

ratio=

∑

x ,y,z∈H αx ,y,z
∑

x ,y,z∈D αx ,y,z
(4.9)

With H being the set of high statistics grid points. This ratio is used to describe the PSA performance

and is minimized in the variation procedure.

76



It should be noted that all introduced quantities, the correlation factor C, the deviation from the

expectation and the ratio of high statistics grid points, are only necessary but not sufficient criteria

for a good PSA performance. This becomes clear when considering the extreme scenario, in which

the PSA assigns interaction positions at random. The distribution of hits would be very homogeneous

in this case, but the position resolution would correspond to the segment size. Therefore, a direct

performance criterion, such as the 22Na-coincidence method, is needed as complementary approach

to verify the results.

4.3 Improvement of PSA performance employing a variation

procedure

In the following sections the 22Na method (and to some extend the quantities introduced in section

4.2) will be employed to determine and optimize the PSA performance. As performance criterion

the mean distance of lines connecting reconstructed coincidences to the source position will be used,

which corresponds to the mean of the distribution shown in Fig. 48. Other performance criteria, like

the standard deviation of this distribution (Fig. 48) or the angle ϕ between the coincidences, are also

viable and will be discussed. The PSA performance will be improved and optimized by varying several

parameters that influence the final assigned interaction position. The impact of different approaches

for the grid search algorithm on the PSA performance will be investigated.

The variation always follows a similar course of action. First, an input parameter is changed and

the complete data set is "replayed". This means that the PSA is performed again using the stored

traces. Due to the changed input parameter, different interaction positions are obtained. Finally, the
22Na-coincidence method is applied to the new set of interaction positions, obtaining a new mean

distance of coincidence lines to the source. This procedure is repeated for several values of the input

parameter and the optimal value is determined.

The replay of the data is very time consuming, which is caused by the large number of calculations

performed by the PSA. On 32 CPU cores the replay takes about one day. Therefore, the number of

different variation steps is limited. A full scan of the N-dimensional landscape is not feasible (with

N being the number of different input parameters). Instead, variations were performed for single

parameters. However, input parameters which show a distinct correlation were studied simultaneously.

The most relevant results, which are obtained in the following sections, are summarized in ref. [56].

4.3.1 Weighting of transient signals

The results presented in section 3.2 and in Fig. 18 revealed that the figure of merit is more sensitive to

a radial change of the interaction position tested by the grid search, than to a change of the angle φ or

the detector depth z (the terms radius, φ and z are used considering the cylindrical coordinate system

of the individual crystals, see Fig. 2). The performed analysis indicated that a stronger weighting of

the transient signals in the figure of merit calculation might yield improved results.
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The importance of the transient signals for a good determination of the interaction position becomes

apparent by considering the simulated pulse shapes for different radii and different angles (see Fig. 68

and 69). The depicted traces illustrate that the information of both the hit segment and the transient

signals are needed for a correct position determination. The transient signals are crucial for extracting

the correct angular position inside the segment. The transient signals are relatively small, the pulse

height is typically in the range of 5% of the height of the hit segment. Therefore, their impact on

the figure of merit is limited. To cope with this, a weighting was implemented in the grid-search

algorithm by using the following adjusted figure of merit:

Figure of Merit=
∑

i

wi

∑

t j

|Ai,s(t j)− Ai,m(t j)|p (4.10)

With Ai,s(t j) and Ai,m(t j) being the simulated and measured signal height of segment i at time step

t j . The contribution of each segment to the figure of merit is weighted by a coefficient wi .

The 22Na data was reanalyzed using different values for the weighting coefficient. The coincidences

were reconstructed as described in the previous sections for the both cases of only two photo effects

and one photo effect in combination with a Compton scattering followed by photo absorption. The

standard deviation and the mean of the distributions shown in Fig. 48 and 57 were evaluated. The

results are shown in Fig. 70 and 71. The smallest mean distance to the source, corresponding to the

best PSA performance, was achieved for a weighting factor of around wi = 2 to wi = 2.75. Note

that the analysis was performed with p = 0.2 (referring to eq. 3.2). This produces slightly worse

results than the standard value of p = 0.3 which was used in the previous section. This results in a

small offset of the found mean distances. Due to the long time needed for the analysis the variation

of the weighting coefficient was performed with this configuration as no (significant) systematic

deviation of the final results is expected. The obtained results show that indeed a stronger weighting

of the transient signals improves the PSA performance. The signals of hit segment and core are still

needed for the best possible position resolution as the mean distance to the source increases for larger

weighting coefficients.

In the case of two photo effects, even for very large values of e.g. wi = 10 the mean distance to the

source is smaller than without any weighting (i.e. wi = 1). For the Compton scattered events this

is not the case. On the one hand this deviation may arise from the different interaction energies,

leading to different signal to noise ratios. On the other hand the reconstructed coincidences including

a Compton scattering have a high chance of having two interactions in one detector. The gates which

were set for the reconstruction of two photo effects allow only for one interaction per crystal. For hits

in directly neighbored segments the transient signal and the net charge signal overlap, which may

cause a different effect of the weighting on the PSA result and explain the different behavior at large

weighting coefficients.

The variation considering the standard deviation and the deviation of the mean angle ϕ̄ from

180◦ (Fig. 71) shows similar, but not identical results compared to the variation considering the mean

distance d (Fig. 70). The smallest standard deviation is found for wi = 1.7 instead of 2.75 for the case

of two photo effects. The minima for the other curves are the same as for the mean distance to the
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Figure 68: Simulated traces are shown for different interaction positions: The detector depth z
and the angle ϕ were kept constant at z = 40 mm and ϕ = 15◦ . The pulse shapes are
plotted for different radii from r = 1.0 cm to r = 3.5 cm. The upper picture a) shows the
signals of the hit segment, while b) shows the transient signals of the left neighbor. Very
characteristic and distinguishable pulse shapes of both the segment and a transient signal
are shown, enabling a precise determination of the interaction radius.

source position. Due to the shallow and not very distinct minimum for the curve of the mean distance

to the source in case of two photo effects, the results of wi = 2.75 and wi ≈ 2 are still consistent.
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Figure 69: Simulated traces are shown for a fixed radius of r = 35 mm and a fixed detector depth
of z = 40 mm, depicting angles from ϕ = −20 ◦ to ϕ = 30 ◦ . The pulse shapes of the
hit segment are shown for different angles in a). The pulse shape changes only slightly,
making it difficult to disentangle the different interaction positions. A distinct change of
the pulse shape of the transient signals is visible.
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Figure 70: The mean distance to the source d as function of the weighting coefficient wi is shown.
The mean distance d, which is a measure for the PSA performance, was evaluated for
reconstructed coincidences including one Compton scattering ("Compton"), two photo
effects ("photo") and the combination of both ("all"). The position of the minimum is
similar for the three cases, though deviations are observed for large weighting coefficients.
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Figure 71: The standard deviation (of the distribution shown in Fig. 48) as function of the weighting
coefficient wi is shown in a). The plot in b) shows the difference of 180◦ and the mean
angle ϕ̄ between the two interactions (which should be close to 180◦ ). The minimum,
corresponding to best PSA performance, is observed for similar weighting coefficients.
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4.3.2 Distance metric

The measured and simulated traces are compared by minimizing the following figure of merit:

Figure of Merit=
∑

i

∑

t j

|Ai,s(t j)− Ai,m(t j)|p (4.11)

The exponent p impacts the final assigned interaction position, which becomes apparent when

considering Fig. 16 in section 3.1. The exponent p defines the metrics that are used to describe the

distance of two super traces in an N-dimensional space, where N is the number of samples in the super

trace. For p = 2 the metric corresponds to a standard Euclidean metric used in a χ2 minimization.

The super trace consists of all measured preamplifier signals of the detector, which are 37 · 40 = 1480

samples (36 segments and the core signal times 40 ticks corresponding to 400 ns). In case only the

nearest neighbors are considered - which is the standard procedure due to the very small signals

induced in the next nearest neighbors - N reduces to N = 6 · 40 = 240 for interactions in ring 2-5 and

N = 5 · 40= 200 for interactions in ring 1 and 6.

In the case that the difference of measured signal and the simulated signal at the physical interaction

position is not Gaussian like, it is possible that best results are obtained using a non Euclidean

metric. This is caused by the fact that single large deviations are strongly emphasized by squaring the

difference. A Gaussian like difference implies that the deviation between measured and simulated

pulses at the interaction position arise solely from the noise of the measured signal. Such distributions

are shown in Fig. 72 and 73. The distributions are non-Gaussian like, but have significant left and

right tails. This can also be seen by considering the ratio FWTM/FWHM which is summarized in table

4.4. In addition, the energy dependence of this difference was investigated which is shown in Fig. 74

and 75.

The observed deviations from a Gaussian distribution show that there are systematic deviations

between measurement and simulation which scale with the energy of the interaction. Possible reasons

for these systematic deviations are: an imperfect data base of simulated signals, the T0 determination,
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Figure 72: The individual differences (As(t j)−Am(t j))/E for the simulated As and measured Am pulse
height at time t j are shown. The traces were normalized to the energy of the interaction
E. For each event the first 40 ticks after T0 (corresponding to 400 ns) were considered. In
total about 1.81 · 106 events are depicted.
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Figure 73: The individual differences (As(t j)− Am(t j)) for the simulated As and measured Am pulse
height at time t j are shown. In an ideal case the residuum of the measured and simulated
traces would be only caused by noise, which is clearly not the case.

Table 4.4: The mean, standard deviation, FWHM and FWTM of the distributions depicted in Fig. 72
and 73 are shown. In Fig. 72 the traces were normalized to the energy. The deviation of
the FWTM/FWHM ratio from 1.82 is caused by the significant tailing of the distributions.

mean σ FWHM FWTHM FWTM/FWHM
hit segment and
core (normalized)

0.0012 0.043 0.0285 0.1025 3.60

transients (normalized) -0.0028 0.024 0.014 0.07 5.0
hit segment and core 0.087 keV 15.88 keV 10.50 keV 31.3 keV 2.98
transients -1.36 keV 7.32 keV 7.0 keV 16.2 keV 2.31

the description of the electronic response of the system, simplified treatment of multiple interactions

in different segments and the assumption of only one interaction per segment.

These considerations regarding the distribution of the differences of measurement and simulation

motivated an investigation of the optimal distance metric for the figure of merit calculation. The

distance metric parameter p was varied in the range from 0.01 to 2 and the mean distance d was

determined for each full set of newly obtained interaction positions. The results are depicted in

Fig. 76 and Fig. 77. The optimal values for p, corresponding to the minimum positions of the

variations, are 0.4 or 0.5. It depends on the considered quantity which is used to determine the PSA

performance (meand distance d, σ and ϕ̄) and on the type of included coincidences. The different

types of coincidences are the same as introduced in the previous sections: Two photo effects, labeled

as "photo" in the figures; one photo effect and one Compton scattering followed by a photo effect,

labeled as "Compton"; and the combination of both, labeled as "all".

The results presented in section 4.3.1 showed that a weighting of the transient signals yields improved

PSA results. Likewise it is not clear that an identical distance metric for hit segment and core on

the one hand and transient signals on the other hand gives best results. A different exponent for

both can also act as a different form of weighting. In addition, all performance criteria show only a

small change in the range from p = 0.3 to p = 0.6. This might originate from two different optimal

distance metrics for hit segment and core and the transient signals. Therefore, a new figure of merit
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Figure 74: The energy dependence of the difference depicted in Fig. 73 is shown. The black line
marks the mean difference of simulation and measurement and is constant at zero (in
good approximation), as expected. The red lines mark the 1 σ interval, which is constant
for low energies and scales nearly linear for energies above ∼ 150 keV. This indicates
systematic deviations between measurement and simulation which could not be resolved
by the reference basis or the grid search. Fluctuations above the 1.17 MeV line from 60Co
arise from the decreased statistic in this energy range.
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Figure 75: A zoom of Fig. 74 on low energies E < 100 keV and small differences is shown. A slight
systematic overestimation of the measured pulses by the simulation in the order of 1-2 keV
is observed (black line), which is not seen for higher energies. A possible reason for this
might be the T0 determination, which is more difficult for low-energy interactions due to
the small signal to noise ratio. However, the observed systematic deviation is too small to
have a significant impact on the final PSA result.

84



2.6

2.8

3

3.2

3.4

3.6

3.8

4

-0.5 0 0.5 1 1.5 2 2.5

all
Compton
photo

2.7

2.75

2.8

2.85

0.1 0.2 0.3 0.4 0.5 0.6 0.7

all
Compton
photo

a) b)

p p

m
ea

n 
d 

[m
m

]

Figure 76: The mean distance d as function of the distance metric parameter p is shown. Best PSA
performance is achieved for p = 0.4 (photo) or p = 0.5 (Compton, all). The change of the
mean distance d between both values of p is small, as seen in the zoom in b). The result
shows that an Euclidean metric with p = 2 is not favorable. For very small values of p
the term |Am(t j)− As(t j)|p converges to one and the figure of merit becomes constant.
Therefore, very small values are not reasonable, which is also reflected in the significant
increase of the mean distance d in that region.
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Figure 77: The standard deviation σ and the deviation of the measured mean angle ϕ̄ from 180◦ is
shown in dependence of the distance metric parameter p. The obtained positions of the
minima at p = 0.4 and p = 0.5 are consistent with the results of the variation considering
the mean distance d.

with different exponents p and q was introduced:

FOM =
∑

i,t j

|Ai,m(t j)− Ai,s(t j)|p

︸ ︷︷ ︸

hit segment and core

+
∑

k,t j

|Ak,m(t j)− Ak,s(t j)|q

︸ ︷︷ ︸

neighboring segments

(4.12)

The exponents p and q were varied in an iterative procedure. Due to the long computing time for

each variation step, only a few iterations were performed. The results are shown in Fig. 78. The final

optimal configuration was found to be p = 0.4 and q = 0.7 considering only two photo effects. The

weighting coefficient was set to one for this investigation. The exponent q for the transient signals
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Figure 78: The variation of the newly introduced distance metric parameters p and q is shown. The
variation was performed iteratively: Picture a) shows the variation of the distance metric
parameter p for the hit segment and core, q was kept constant at q = 0.2. A minimum
is found at p = 0.1 while values above 0.2 are strongly rejected. Picture b) shows the
variation of q with p = 0.1 and a minimum at q = 0.7 is obtained. The depiction in c)
shows the last iterative step with q = 0.7.

is larger than the exponent for the hit segment and core. This amplifies the impact of the transient

signals to the figure of merit, similar to the linear weighting coefficient wi . The overall decrease of the

mean distance is larger than for the linear weighting. The better performance for larger exponents

for the transient signals also arises from the smaller signal to noise ratio for these pulses, making

single large deviations of measurement and simulation less likely.

Similar to the variation of the weighting coefficient, the optimal values obtained differ slightly using

either only photo effects or also considering a Compton scattering. If multiple interactions in a crystal

are also included a smaller weighting (here by choosing a smaller exponent q) of the transients seems

to give better results. This is also seen by considering the last iterative step in Fig. 78 c) where only a

moderate change of the mean distance d is observed for the case of two photo effects while small

values of p are clearly disfavored if one Compton scattering is included. This is probably caused by

the fact that the individual transient signals or transient signals and signals of the hit segment overlap

for multiple interactions in the crystal.
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4.3.3 Weighting of individual segments based on the fluctuation of the baseline

The fluctuation of the baseline of all individual segment signals and its impact on PSA performance

was investigated. Typically, triggerless data, taken for example with an oscilloscope, is used to

determine the baseline fluctuation of a single channel. This is not feasible for the large number of

channels (36 segments · 29 crystals = 1044 segment channels in total), a different approach was

employed: The collected pulse shapes from a source run were analyzed and sorted into segment

traces including an actual signal from an interaction (hit segment, nearest neighbor and possibly

next nearest neighbor) and segment traces without a signal. The latter were then used to estimate

the baseline fluctuation of the segments. For this, the following conditions were applied: A single

hit segment in the crystal, an interaction energy of above 500 keV and an amplitude in the range of

±10 keV in the considered segment. The ±10 keV condition is used to distinguish between actual

pulse shapes and the fluctuation of the baseline. The >500 keV interaction energy gate is to ensure

sufficiently large transient signals to enable a clear discrimination of signal and baseline fluctuation.

The distinction between baseline fluctuation and signal is shown for one exemplary ’super trace’ (as

introduced in section 3.1) in Fig. 79.
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Figure 79: The measured (blue) and simulated (red) super trace for a single interaction in segment
C4 is depicted in a). Only the neighboring segments show a signal that is significantly
above the baseline fluctuation. Picture b) shows the measured trace of segment A1. No
significant signal is expected (red) in this segment and the measured pulse shape consists
mainly of baseline fluctuation.
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Figure 80: The measured amplitude Am is plotted for multiple events for segment A1 (segment id
0), corresponding to the first 560 ns in Fig. 79. The measured trace consists mainly of
baseline fluctuations. The standard deviation of the distribution σ = 3.155 keV gives
an estimation for the general baseline fluctuation of that segment. The mean of the
distribution m = −1.58 keV is slightly below zero. This is caused by the fact that only the
measured signal Am is considered. The expected signal As is not subtracted to not introduce
any bias by wrongly allocated interaction positions. The condition of |Am|< 10 keV causes
a cutoff at ±10 keV.
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Figure 81: The mean and standard deviation of the baseline for all 36 segments of crystal A001 are
drawn. The mean is slightly negative and shows a six fold symmetry, the first row of
segments (corresponding to 0,6,12 and so on) has a mean that is about 0.5 keV larger than
in average. The standard deviation is around 3 keV and shows no systematic dependency
on the segment number.

Fig. 80 shows the obtained baseline fluctuation for a single segment extracted from a large number

of events. Note that for the determination of the baseline fluctuation only the measured signal Am is

considered. The expected signal amplitude As should be zero and is not subtracted to exclude any

possible bias from the allocated interactions position. The remaining offset of about ∼ −1.5 keV is

small and does not affect the determined standard deviations in a first approximation. The obtained

mean values and standard deviations, corresponding to the distribution in Fig. 80 of the respective

segment, are shown for a single crystal in Fig. 81 and for all 1044 segment channels in Fig. 82. The

observed average baseline fluctuations range mainly from 2.5 to 3.5 keV with the exception of a few

single channels at up to 4.5 keV.
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Figure 82: The mean values and standard deviations of the baseline fluctuation are plotted for all
1044 segment channels. The negative mean values of in average -1.36 keV in a) are caused
by the finite expected signal amplitude As, which is not subtracted. The standard deviation
of the distribution in a) is 0.26 keV. The average baseline fluctuation, which is the mean
of distribution in b), is 3.06 keV. A few single channels show a larger standard deviation
of up to 4.5 keV. The standard deviation of the distribution shown in b) is 0.24 keV.

Subsequently the influence of the baseline fluctuations on the PSA performance was investigated.

In a first approach the segment channels with high baseline fluctuation were excluded from the

Pulse-Shape Analysis, using a threshold of 3.7 keV. The 22Na data set was analyzed without considering

these channels in the determination of the figure of merit. The mean distance to the source d, which

is the parameter for the PSA performance, did not change significantly. Excluding these channels

does not improve the PSA performance. This is probably caused by the fact that only 11 of 1044

channels are above this threshold. In a second step the baseline fluctuation of all channels was taken

into account. A new attenuation/weighting factor, that depends on the baseline fluctuation of the

individual segments, was introduced:

wi =
�

σmean

σi
− 1

�

· S + 1 (4.13)

Here σmean = 3.06 keV is the average standard deviation, σi the standard deviation of the considered

segment and S a scaling factor. In this way, channels with an average baseline fluctuation are treated

the same way as before, with a weighting factor wi ≈1. Channels with a high baseline fluctuation

have their impact on the figure of merit reduced, while channels with low baseline fluctuation are

weighted more strongly. The obtained weighting factors and the variation of the scaling factor S is

depicted in Fig. 83. The variation shows that the PSA performance does not increase with a baseline

fluctuation dependent weighting. This is probably caused by the fact that most of the segments have

a very similar baseline fluctuation (within ±0.5 keV) and that the baseline fluctuation only has a

minor impact on the position resolution, which is for example suggested by ref. [57].
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Figure 83: The individual weighting factors for all 1044 segments, which are obtained using eq. 4.13
with S=1, are shown in a). The variation of that weighting factor is shown in b). The best
PSA performance is achieved for S=0, i.e. no weighting based on the baseline fluctuation
of the segments.

4.3.4 Smearing of interaction positions

The online and offline analysis software of AGATA provides the possibility to smooth/smear out the

found interaction positions within the 2× 2× 2 mm voxels of the fine grid search. This is done by

randomizing the interaction position within this volume. In the standard configuration the smearing

of interaction points is enabled. Otherwise, the interaction position is allocated at the center of the

grid point. The impact of this smearing was investigated using the 22Na-coincidence method. The

mean distances to the source were extracted for the standard settings and without smearing. The

results are summarized in table 4.5. The smearing of interaction positions is clearly not favorable. A

randomization of interaction positions obviously reduces the position resolution. A hit in the corner

of the grid point is up to
p

3 mm≈ 1.73 mm away from the center of the grid point. In the future the

interaction position within the 2× 2× 2 mm grid point should be extrapolated using the figure of

merit values of the grid point and its nearest neighbors.

Table 4.5: The mean distance was extracted as a measure for the PSA performance for the standard
configuration with smearing enabled and without. The randomization of interaction points
is clearly declined.

mean distance [mm]

selected coincidences all Compton photo
with smearing (standard) 2.674 2.686 2.648
without smearing 2.619 2.634 2.586

4.3.5 Transfer function

The measured signals are amplified by charge sensitive preamplifiers [45] [46]. The measured signals

are shaped by the preamplifier electronics. A finite T10%−90% rise time is observed as output when

a Heaviside step function from a fast pulser is injected into the preamplifier input. The connection
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Figure 84: A step function from a fast pulser (3-4 ns rise time) was injected into an AGATA segment
preamplifier on a test bench. The resulting pulse was measured with a digital oscilloscope
and averaged over 256 pulses, which is depicted in a). It is also compared to the convolu-
tion of a step function with the exponential response given in eq. 4.15 with two different
τ values. The first one ("same rise time") has the same T10%−90% = 30.5 ns rise time as
the measured signal, by choosing τ= T10%−90%

2.2 ≈ 13.7 ns . The second one ("best fit") is
the result of a least squares fit with τ≈ 18.2 ns. The difference of measured signal and
exponential response is depicted in b).

between input signal and preamplifier output is given by the transfer function. In order to compare

the simulation with the measured signals, the simulated "raw" signals have to be convoluted with

the electronic response of the system. The digitizers [58] also contribute to this electronic response

due to their bandwidth B, which is about 40 MHz. As a rule of thumb the rise time is related to the

bandwidth via [59]:

T10%−90% ≈
0.35

B
(4.14)

Which gives a rise time of 8.75 ns for the digitizer. Since preamplifier and digitizer are independent,

their rise times add quadratically. The T10%−90% rise time of the preamplifier is about 35-40 ns. The

contribution of the digitizers to the final rise time is therefore only in the range of 1-2 ns and can be

neglected in a first approximation. Typically, the electronic response is described as an exponential

one. Convoluting a Heaviside step function with such an exponential response yields an exponential

saturation.

Fig. 84 depicts the measured pulse after injecting a signal from a pulser into the preamplifier input

on a test bench. On the test bench preamplifiers can be investigated outside of the detector system.

The detector is modeled by a capacity for more realistic results. The resulting pulse is compared to

an exponential response with different time constants τ. The time constant τ of the exponential

function can be chosen such that the T10%−90% rise time of the exponential saturation matches the

one of the measured preamplifier signal. This is true for τ≈ T10%−90%
2.2 . An overall agreement of the

measured pulse and the exponential response is observed. However, some deviations, particularly in

the first few ns, can be noticed. When comparing the measured response to the exponential response

with the same rise time, a distinct overestimation is observed.
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Figure 85: Simulated traces without electronic response (blue) and with an exponential response
(eq. 4.15) are shown. The resulting traces for two different τ values are plotted: τ = 18 ns
(red) and τ = 35 ns (green). Figure a) depicts the pulse shapes for an interaction position
of r = 10 mm, ϕ = 30◦ and z = 40 mm. The radius in the second picture b) is r = 35 mm.

The convolution of the "raw" simulated signals A′i,s(t j) with the electronic response is done as follows:

Ai,s(t j) =
�

1− exp(−
∆T
τ
)
�

∑

t ′<t j

exp(−
t j − t ′

τ
) A′i,s(t

′) (4.15)

Here ∆T = 10 ns is the length of a tick, given by the sampling rate of 100 MHz. The impact on

simulated signals employing this response function is illustrated in Fig. 85. Depending on the

interaction position, the difference between simulated and convoluted traces is largest at different

collection times.

In a first approximation the same τ value is used for every core and segment preamplifier. This τ

value was varied in the range from 15-65 ns and the 22Na coincidence analysis was performed for

each variation step. The results depicted in Fig. 86 show a minimum at τ = 45 ns, which is 10 ns

larger than the previously used value of 35 ns.

The typically used value and the newly found optimum correspond to rise times larger than expected

from the pulser measurements. The rise time of the preamplifiers, which are put into operation in the

cryostats, is artificially increased to prevent an oscillation of the system. This is done on case-by-case

basis depending on the performance of the cryostat. However, this can not explain a large optimal

τ value of 45 ns. Another explanation might be the approximation of an exponential response,

which can lead to larger τ values than expected from T10%−90% measurements (as seen in Fig. 84).

Additionally, the result is the outcome of a variation procedure. The τ value that maximizes the PSA

performance is not necessarily the physically correct one. This is possible if other PSA parameters,

which have a similar impact on the pulse shape, are not set to their optimal value. In the case of the

transfer function this is for example the drift velocity of the holes. Therefore, the drift velocity of the

holes and the hole mobility in particular, was investigated (see section 4.3.6).
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Figure 86: The variation of the preamplifier time constant τ, which is used for the convolution of the

simulation with an exponential response, is shown. A minimum at τ= 45 ns is observed,
in comparison to the previously used value of 35 ns.

4.3.5.1 Transfer function with homogeneity criteria

The optimal transfer function was also determined with the homogeneity criteria introduced in section

4.2. The time constant τ was varied in the range from 20-80 ns. The correlation factor C (eq. 4.6)

and the deviation (eq. 4.8) were summed up for all 29 detectors and plotted vs the time constant τ

in Fig. 87. The obtained positions of the minima coincide at τ≈ 45 ns and are consistent with the

results determined with the 22Na-coincidence method.

The graph in c), depicting the ratio of hits in high statistics grid points in dependence of the used τ

value, is less smooth than the other curves. This is caused by the definition of the considered ratio

(see section 4.2.3): A different assignment of interaction positions can cause a grid point to be below

the threshold of αz > 2.25 · < αz > and to be no longer considered to have "high statistics". As a

consequence the ratio of hits in high statistics grid points takes a sudden drop.

The three considered PSA-performance criteria were also evaluated for each detector individually.

The determined minimum positions are summarized in Fig. 88. The difference of the minimum

positions obtained with the three performance criteria is plotted in Fig. 89. The obtained optimal τ

values for the correlation factor C and the deviation from the expectation are consistent. The values

which are obtained by minimizing the ratio of hits in high statistics grid points disagrees with these

optimal τ values for some detectors.

The three PSA-performance criteria were also evaluated on a segment-by-segment level. Each

individual preamplifier has a slightly different rise time. Therefore segment specific transfer functions

are expected to improve the PSA performance. Grid points, which belong to the considered segment,

were used to calculate segment specific values for the correlation factor, the deviation from the

expectation and the ratio of hits in high statistics grid points. For example the segment specific
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Figure 87: The a) sum of the correlation factor C for all detectors, the b) sum of the deviation from
the expectation for all detectors and c) the ratio of hits in high statistics grid points (all
detectors) are plotted versus the time constant τ, which is used to describe the transfer
function. The minimum positions, corresponding to the best PSA performance, are at
47.5 ns in a) and b) and at 45 ns in c).

correlation factor Cseg is given by:

Cseg =
∑

x ,y,z∈S

[(αx ,y,z−< αz >) · (αx+2 mm,y,z−< αz >)

+(αx ,y,z−< αz >) · (αx ,y+2mm,z−< αz >)

+(αx ,y,z−< αz >) · (αx ,y,z+2mm−< αz+2mm >)]

(4.16)

Which is the same definition as for the correlation factor C in eq. 4.6, with the exception that only

grid points within the segment S are considered.

The segment specific performance criteria were used to determine optimal tau values on a segment-

by-segment basis. The results are summarized in Fig. 90. A relatively large spread of optimal τ values

is observed. In addition, for a significant number of segment channels the minimum is found at the

largest applied time constant of τ= 80 ns. The variation of the time constant τ with respect to the

segment specific correlation factor Cseg is shown exemplarily for two segment channels in Fig. 91.

The τ values which were obtained as described above on a detector-by-detector and on a segment-by-

segment level were applied to the 22Na data, using the average of τC and τdev. As PSA-performance

criterion the mean distances d were determined, using the 22Na-coincidence method. The mean

distances are summarized and compared to the previously obtained results in table 4.6. The compari-
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Figure 88: The optimal τ values, which were determined for the 29 individual detectors minimizing
a) the correlation factor C , b) the deviation from the expectation and c) the ratio of hits
in high statistics grid points, are shown. For a few detectors the obtained values deviate
significantly from the previously obtained optimal value of τ= 45 ns.

son shows that the τ values which are obtained on a detector-by-detector level yield similar results.

The PSA yields worse results when using the τ values which were determined for each segment

individually.

As a conclusion, the utilized performance criteria are suited to determine the optimal time constant τ

for the transfer function on a global level, when choosing identical τ values for all channels. The

obtained value is consistent with the result from the 22Na-coincidence method. The evaluation of

segment specific τ values did not improve the PSA results. The used performance criteria are not

suited to be used on a segment-by-segment basis.

Table 4.6: The mean distances d, which were obtained with the 22Na-coincidence method are com-
pared for different applied τ values. The previously determined optimal τ value of
τ = 45 ns (all channels) is compared to choosing the τ value individually for each detector
("detector level") or individually for each segment ("segment level"). Events with two single
511 keV interactions ("photo") or one 511 keV interaction and one Compton scattered
511 keV γ ray ("Compton") were considered.

choice of τ mean d (all) [mm] mean d (Compton) [mm] mean d (photo) [mm]
all channels τ= 45 ns 2.609 2.626 2.570
detector level 2.613 2.631 2.571
segment level 2.661 2.684 2.605
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Figure 89: The differences of the optimal τ values obtained with the different PSA-performance
criteria are shown. The optimal τ values for the correlation factor C , τC, and the deviation
from the expectation, τdev, coincide within a few ns, which is shown in a). The τ values,
which minimize the ratio of hits in high statistics grid points,τratio, are systematically
smaller, which is shown in b) and c). The minimum positions were extrapolated for τC
and τdev, but not for τratio.

This becomes apparent when considering the large number of segment channels for which an optimal

τ value of 80 ns was obtained (see Fig. 90 and 91). Here, the drawback of the used homogeneity

criteria becomes apparent: A homogeneous distribution is only a necessary, but not a sufficient

criterion for a good PSA result.
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Figure 91: The variation of the time constant τ with respect to the segment specific correlation factor
Cseg is shown exemplarily for a) segment B3 and b) segment B4. In a) an optimal τ value
of about 55 ns is obtained. In b) the smallest correlation factor Cseg is observed at the
last data point at τ= 80 ns. In this case no global minimum is found and the obtained τ
value is most likely not reliable.
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4.3.6 Hole mobility

The AGATA Data Library simulates the position dependent pulse shapes employing an empirical model

for the drift velocity of holes (see eq. 4.17). A crucial parameter for the description of the drift velocity

is the hole mobility. The electron and hole mobilities were measured using a 12-fold segmented

MINIBALL detector by Bruyneel et al. in [60] and [38]. Later on, the same method was applied to

the symmetric AGATA prototype S001. Results of these studies are used by ADL [17]. The parameters

are summarized for the hole drift velocity in table 4.7. Note that different values are given along the

different crystallographic axes. The drift velocity is not isotropic, since the electrical field from the

lattice cannot be neglected. The collection times differ up to 30% for the different crystallographic

directions. The drift velocity vD for the holes is given by:

vD =
µhE

(1+ ( E
E0
)β)

1
β

(4.17)

Where µh is the mobility of the holes and E the electrical field strength. E0 and β are empirically

determined parameters. The dependence of the drift velocity on the electrical field strength is depicted

in Fig. 92.

One of the crystallographic 〈1 0 0〉 axes is fixed along the central axis of the germanium crystal parallel

to the core due to the crystal growing process. The orientation of the lattice is given by one of the

other 〈1 00〉 axes. These were measured via rise time measurements along the crystal surface using

the following fit function (see for example [61] and [17]):

T10%−90% = A
�

1+ R4 cos(4(θ − θ4)
�

· (1+ R2 cos(2(θ − θ2))) (4.18)

Where A, R2, R4,θ2,θ4 are fit parameters. Main contributions come from the four-fold symmetry of

the crystal axes (R4,θ4), while some contributions come from the asymmetric shape of the crystal

(R2,θ2).

Due to the cubic structure of germanium two 〈1 0 0〉 axes are sufficient to orient the crystal. The third

〈10 0〉 axis is perpendicular to the other ones. The 〈1 11〉 axes are then obtained via superposition.

The measurement of the hole mobility in n-type HPGe detectors, using the method of Bruyneel et al.,

Table 4.7: The drift velocity parameterization for the holes is given by the hole mobility µh and the
empirical parameters E0 and β , which contain information on both the scaling with the
electrical field strength as well as on the anisotropy of the drift velocity.

〈1 00〉 〈1 11〉

µh[
cm2

mVs] 62.934 62.383
E0[

V
cm] 181.9 143.9

β 0.7353 0.7488
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Figure 92: The hole drift velocity in dependence of the electrical field strength E is plotted for
the 〈100〉 and 〈111〉 directions using eq. 4.17 and the values given in table 4.7. The
drift velocity saturates for large electrical fields and a distinct deviation between both
crystallographic directions is visible.

is challenging. This is caused by the fact that the mobility parameters are extracted from detailed rise

time measurements. For the holes a γ-ray interaction close to the core is needed. This was achieved by

utilizing the 356 keV line of a collimated 133Ba source. In contrast to electron mobility measurements,

where a very precise interaction position close to the surface can be ensured with a low-energy γ-ray

source, this increases the experimental error. The obtained result [38] and literature [62] [63]) show

some deviations. The mobility of the holes was also subject to recent investigations by the GRETINA

collaboration [64]. In addition to the entanglement of drift velocity and transfer function regarding

simulated pulse shapes (see section 4.3.5), this motivated an investigation of the hole mobility and

its impact on the PSA results.

The hole mobility parameter µh was varied in a range from 20-70 cm2

mVs . For each mobility value new

data bases (containing the pulse shapes for all interaction positions) were simulated for all of the

29 crystals. The 22Na data set was analyzed for all different mobilities and the mean distance of

the reconstructed coincidences to the source was extracted. Due to the time consuming manner

of the variation, the same mobility was used for both the 〈100〉 and the 〈111〉 directions. This

approximation is valid because the difference in drift velocity is mainly caused by the empirical

parameter E0 in the parameterization which is used in ADL. The results are depicted in Fig. 93 and

show an optimal hole mobility parameter of µh = 55 cm2

mVs . For this variation the time constant τ of

the transfer function was set to the default value of 35 ns.

Subsequently, the time constant τ of the preamplifier and the hole mobility parameter µh were varied

simultaneously. Due to long computing time of each variation step, a full 2D-scan is not feasible.

Instead τ and µh were varied alternatingly: The time constant τ was varied using the newly obtained

value for the hole mobility µh = 55 cm2

mVs . This yielded a new minimum at τ = 40 ns, compared to

τ= 45 ns using the standard mobility. Finally, the hole mobility was varied again with τ= 40 ns and
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Figure 93: The results of the variation of the hole mobility is shown. A minimum at 55 cm2

mVs is obtained,
which is slightly smaller than the ADL values given in table 4.7.

an optimal value of µh = 57.5 cm2

mVs was obtained. This iterative variation is depicted in Fig. 94.

In comparison to the standard values of τ= 35 ns and µh ≈ 63 cm2

mVs the found optimal configuration

consists of slightly slower preamplifiers and a reduced hole drift velocity. This shows that the simulated

pulse shapes in the standard configuration were too fast. A comparison of simulated pulse shapes for

standard and optimized hole mobility is shown in Fig. 95.

One possible explanation for the deviation between the hole mobility measured by Bruyneel et al. (see

table 4.7) and the value obtained in this work, is the temperature dependence of the hole mobility.

At higher temperatures the mobility decreases (see for example [62]). A temperature dependence

of T−2.3 or T−2.4 is suggested by [65] and [66], respectively. A less effective cooling is observed

if the position of the dewar, which holds the liquid nitrogen, is not vertically on top of the crystal.

Depending on the position, temperatures differ by up to 10 K. The measurements by Bruyneel et al.

were performed in the lab with the dewar on top of crystal, resulting in the best possible cooling and

highest mobility. For the 22Na measurement the crystals were located in different positions, but for

most of the detectors the dewar was located at the same horizontal level as the crystal, causing a less

effective cooling and a decreased mobility. The different positioning of the crystals relative to the

dewar might by the reason for the observed deviations.
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Figure 94: The time constant τ of the preamplifier was varied, while the hole mobility µh was set
to 55 cm2

mVs in picture a). In comparison to the variation in Fig. 86 (with standard ADL
configuration) a reduced value of τ = 40 ns is obtained. Using this slightly larger τ value
(in comparison to Fig. 93) an optimal hole mobility of either µh = 55 cm2

mVs (photo) or

µh = 57.5 cm2

mVs (Compton, all) is determined, see picture b).
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Figure 95: Simulated pulse shapes are compared for different hole mobilities and different radii.
Holes drift towards the outer segment electrodes. Therefore, an increased deviation of
the pulse shapes is observed for smaller radii.
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4.3.7 Electron mobility

The drift velocity of the electrons is calculated using a similar empirical approach as for the holes.

An additional term −µnE is added to describe the scattering of electrons with optical phonons (see

eq. 4.19). For the given electrical field strength, at typical operating bias voltages of 4000-5000 V,

this effect is of minor importance. The drift velocity of the electrons is given by:

vD =
µeE

(1+ ( E
E0
)β)

1
β

−µnE (4.19)

The electron mobility parameters of Bruyneel et al. (see Ref. [38]) are summarized in table 4.8.

To investigate the influence of the electron mobility on the PSA performance, data bases with different

values for the electron mobility µe were simulated. The PSA performance was determined with the
22Na-coincidence method and the results are presented in Fig. 96. An optimal value of µe = 38 cm2

mVs is

obtained for the 〈1 0 0〉 direction, which is very close to the standard ADL mobility. The change of the

mean distance d between both mobility values is negligible small. In contrast to the hole mobility

investigations, the approximation of identical mobility values in both the 〈1 0 0〉 and 〈1 1 1〉 directions

is not necessary. Instead, the drift velocity in any direction is calculated from the 〈10 0〉 values (see

[60] and [63]). For electron mobility values far from the minimum at µe = 38 cm2

mVs the mean distance

to the source increases rapidly. This is probably caused by the fact that the impact of a changed

electron mobility on the pulse shape is more distinct for large radii (see Fig. 97), while the opposite

is true for the hole mobility. More interactions take place at large radii, due to the r2 dependence of

the volume of a cylinder.

The very good agreement of measured and optimal mobility obtained via variation can be explained

by the more precise measurement of the electron mobility. Here, the interaction position for the rise

time measurements is very well known by using a low energy γ-ray source, e.g. the 60 keV line of
241Am. The decreased signal-to-noise ratio is compensated by the ability to create γ-ray interactions

directly at the segment electrode in a very localized volume. For all other investigations the electron

mobility parameterization measured by Bruyneel et al. was used.

Table 4.8: The empirical parameters for the calculation of the electron drift velocity are depicted.
In comparison to the hole mobility parameterization no additional values for the 〈111〉
direction are given. Instead the drift velocity in any given direction is calculated via a
scattering model described in [60] eq. 4-8.

〈1 00〉 inter-valley scattering

µe[
cm2

mVs] 37.165 E0[
V
m] 1200

E0[
V
m] 507.7 ν0 0.459

β 0.804 ν1 0.0294

µn[
cm2

mVs] -145 ν2 0.000054
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Figure 96: The variation of the electron mobility µe is shown. An optimal value is obtained at
µe = 38 cm2

mVs , close to the ADL standard value of µe = 37.165 cm2

mVs . The difference in the
mean distance d is only 0.006 mm (two photo effects).
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Figure 97: A comparison of simulated segment pulse shapes is shown for different radii and different
electron mobilities. To illustrate the impact of the electron mobility on the pulse shape,
the ADL standard value is compared to µe = 32.5 cm2

mVs . Since electrons drift towards the
central electrode, deviations are more notable for large radii, where the holes are collected
quickly and the charge collection process is dominated by the drifting of the electrons.
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4.4 Comparison of results before and after optimization

In this section the PSA results which were obtained using the standard PSA configuration (which is used

in any AGATA experiment) are compared to the results when employing an optimized configuration.

The optimized setup consists of an improved transfer function (section 4.3.5), an adjusted hole

mobility (section 4.3.6), a new distance metric (section 4.3.2), a disabled smearing of interaction

positions (section 4.3.4) and a weighting of transient signals (section 4.3.1). The two configurations

are summarized in table 4.9.

Table 4.9: A summary of the initial and final values of the distance metric parameters p and q, the
weighting coefficient wi, the hole mobility µh and the preamplifier time constant τ is
shown.

parameter initial value
result after
variation

p 0.3 0.4

q 0.3 0.7

wi 1 2.75

µh,〈1 00〉 62.934 cm2

mVs 55 cm2

mVs

µh,〈1 11〉 62.383 cm2

mVs 55 cm2

mVs

τ 35 ns 40 ns

4.4.1 Comparison of 22Na results

The distances d of the lines connecting the 180◦ coincidences to the source position are shown for

the standard and for the optimized configuration in Fig. 98. In the optimized configuration the

measured distances are smaller which corresponds to a better reconstruction of the source position

and therefore improved PSA results. The corresponding mean values and the standard deviations σ

of these distributions are summarized in table 4.10.

Table 4.10: The mean values and standard deviations σ of the distances d to the source are shown
for the standard and for the optimized configuration. The values were extracted from
the distributions depicted in Fig. 98. The decreased values for the mean and for the
standard deviation σ correspond to an improved PSA performance.

mean d [mm] σ [mm]

photo Compton all photo Compton all
standard configuration 2.732 2.758 2.75 1.846 1.854 1.852
optimized configuration 2.544 2.603 2.586 1.801 1.812 1.809
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Figure 98: The distances of the coincidence lines to the source position are shown for the standard
("std") and for the optimized ("opt") configuration. The distributions are plotted for two
single 511 keV interactions ("photo") and for the case that one 511 keV γ ray did a single
Compton scattering ("Compton"). The sum of both distributions ("all") is also shown. In
all cases a shift towards smaller distances for the optimized configuration is observed.

The measured distances d are comprised of different parts which contribute to the final measured

distance. One of these contributions is the difference of the assumed point-like source-position and

the actual point of emission. The point of emission and the assumed source position deviate due to

the spread of the radioactive material, the range of the positron (0.24 mm in average) and due to

the uncertainty in the determination of the source position. The second contribution is the deviation

of interaction positions and corresponding PSA results for the two interactions at 180◦ . Only the

latter changes in the variation process, while the other parts which contribute to the distance d

remain constant. Therefore, only small changes to the distances d are expected even for notable

improvements of the position resolution.

To estimate the position resolution, events were selected for which one of the coincident interactions

was very close to and the other one very far from the source position. The method to estimate the

position resolution (which is described in section 4.1.5) was applied to the interaction positions

obtained with the optimized PSA configuration. The differences of most likely interaction position

and PSA result are compared to the results using the standard configuration in Fig. 99. A zoom on

Fig. 99 b) is shown in Fig. 100. Since the number of events in both distributions (standard 10785 and

optimized 10909) is not identical, a direct comparison is difficult. The different number of events

arises from the different PSA results and the applied gates (see section 4.1.5 for the gates). The

results regarding the difference of most likely interaction position and PSA result are summarized in

table 4.11 for the optimized configuration and compared to the original, not optimized results from

table 4.3 shown in section 4.1.5. The comparison of the results yields an improved PSA performance

for the optimized configuration.

As discussed in section 4.1.5, a precise determination of the FHWM and FWTM values is difficult due
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Figure 99: The differences of most likely interaction positions (x , y, z)lab and PSA results (x ′, y ′, z′)lab
are shown for the standard (blue) and for the optimized (red) configuration. The positions
(x , y, z)lab and (x ′, y ′, z′)lab refer to the lab system. An increased number of events at
small differences close to 0 mm is observed.

to the low statistics. The distributions depicting the difference of most likely interaction position and

PSA result show a significant tailing. Events in the tails correspond to interaction positions which are

not well resolved and they should be reflected in the final result. Therefore, in addition to the FWHM

value, the FWTM value and the standard deviation should be considered when comparing the results

of standard and optimized configuration. Especially for the FWTM and for the standard deviation

improved values are observed in all cases.

The different results which are obtained using the standard or the optimized configuration become

also apparent when considering the Distance D of most likely interaction position and PSA result. It

is given by D =
q

(xlab − x ′lab)
2 + (ylab − y ′lab)

2 + (zlab − z′lab)
2 for a most likely interaction position at

(x , y, z)lab and the corresponding PSA result at (x ′, y ′, z′)lab. The distributions of the distances D for

the standard and for the optimized configuration are depicted in Fig. 101 and show an improved PSA

performance. This becomes also evident when considering the mean and maximum values of the

respective distributions which are summarized in table 4.12.
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Figure 100: The differences of most likely interaction positions and PSA results are shown in a zoom
for the ylab coordinate for the standard (blue) and for the optimized (red) configuration.
A shift towards smaller distances is observed.
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Figure 101: The distances D of most likely interaction positions and PSA results are plotted for the
optimized (red) and for the standard (blue) configuration. A shift to smaller distances
D is observed for the optimized configuration, which corresponds to a better agreement
of PSA result and most likely interaction position. The average, the standard deviation
and the maximum value are given in table 4.12.
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Table 4.11: The mean m, the standard deviation σ, the FWHM and the FWTM are shown for the
difference of most likely interaction position and PSA result for Cartesian and spherical
coordinates (lab system). The values for the Cartesian coordinates correspond to the red
colored distributions depicted in Fig. 99. The values, which were extracted from PSA
results using the optimized configuration, are compared to the values obtained with the
standard configuration (see table 4.3) and the difference of both results (∆ FWHM, ...)
is stated. Negative differences correspond to an improved PSA performance.

∆xlab [mm] ∆ylab [mm] ∆zlab [mm] ∆R [mm] ∆ϑ [◦] ∆ϕ [◦]

mean m -0.473 0.204 -0.138 -0.110 -0.0434 -0.386
σ 2.503 2.577 2.854 2.562 0.413 4.116
∆σ -0.170 -0.206 -0.034 -0.036 0.002 -0.082
FWHM 2.7 3.6 4.5 4.4 0.66 5.9
∆ FWHM -0.6 0 -0.3 0.1 0 -0.7
FWTM 7.5 8.1 10.5 9.2 1.38 17.2
∆ FWTM -0.9 -1.2 -0.6 -1.4 -0.18 0.4
FWTM/FWHM 2.8 2.3 2.2 2.2 2.09 2.9
∆(FWTM/FWHM) 0.3 -0.3 -0.1 -0.3 -0.27 0.4

Table 4.12: The mean, the standard deviation σ and the maximum value M are shown for the
distributions of distances D of most likely interaction position and PSA result for the
standard and for the optimized configuration (corresponding to Fig. 101). The increase
of the maximal value of about 11.7% cannot be explained by the different number of
events N of the distribution, which is only 1.1% larger. Instead, it is caused by smaller
measured distances D, which corresponds to an improved PSA performance.

configuration mean D [mm] σ [mm] maximum M
Mopt−Mstd

Mopt

number of
events N

Nopt−Nstd

Nopt

standard 4.00 2.87 759 - 10785 -
optimized 3.73 2.79 860 11.7 % 10909 1.1 %

4.4.2 Comparison of hit distributions

In this section the hit distributions are compared using either the standard or the optimized configura-

tion. When employing the setup described in section 2.3.1 the expected number of hits for a constant

detector depth z is the same. The length of the detectors of 90 mm is divided into 45 slices of 2 mm

length each. Due to the large number of slices of 29 ·45= 1305 (29 detectors in use at the time of

the measurement and 45 slices per detector) only a selection of hit distributions is shown.

The distribution of hits using the optimized configuration is shown in Fig. 102 for different detector

depths of z = 2−4 mm and z = 14−16 mm. The corresponding distribution of hits using the standard

configuration are given in section 2.3.1 in Fig. 7. In comparison, a reduced number of hits is observed

in the grid points, which have more statistics than expected. A comparison of hit distributions at

z = 40− 42 mm is shown in Fig. 103 for the standard and for the optimized configuration.

In these figures the color code of the optimized distributions was adjusted such that the maximum
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Figure 102: The distribution of hits is shown for a) z = 2−4 mm and b) z = 14−16 mm of crystal A001,
using the optimized PSA configuration. No further gates were used. The corresponding
distributions using the standard configuration are shown in Fig. 7. The same color code
as in Fig. 7 was chosen. In comparison, the number of hits in high statistic grid points
(red circles) is reduced for both cases. In a) the surplus of hits at the segment boundaries
is more spread out, but a clustering of hits is still observed. In b) the clustering of hits at
intermediate radii is significantly reduced.

40− 30− 20− 10− 0 10 20 30 40
40−

30−

20−

10−

0

10

20

30

40

0

2000

4000

6000

8000

10000

12000

14000

40− 30− 20− 10− 0 10 20 30 40
40−

30−

20−

10−

0

10

20

30

40

0

2000

4000

6000

8000

10000

12000

14000

x [mm]

y 
[m

m
]

x [mm]

a) b)

Figure 103: The distribution of hits is shown for z = 40−42 mm of crystal A001 using the a) standard
and b) optimized configuration. In b) the same color code as in a) was used. The surplus
of hits at certain grid points at the edge of the detector (red circles) is reduced. In this
depiction, other details of the hit distribution, such as the clustering of hits in the middle
of the segments, are not visible.

value (depicted by the color red) is equal to the maximum value of the distributions obtained with

the standard configuration. This adjustment is necessary to enable a clear and unbiased comparison

of hit distributions. The maximum value is typically smaller for the optimized configuration, due

to reduced number of hits in high statistics grid points. When increasing the maximum value some

details such as the clustering of hits in certain regions of the detector become less visible.
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Figure 104: The distribution of hits is shown for z = 40−42 mm of crystal A001 using the a) standard
and b) optimized configuration. In contrast to Fig. 103 (which depicts the same detector
depth) the color scale of the distribution obtained with the standard configuration in
a) was adjusted such that the red color corresponds to the maximum value of 8390 of
the distribution in b). This means in a) grid points with a red color have 8390 or more
counts. This "cut off" highlights changes to the distribution, which are not visible in
Fig. 103.

The color code was also adjusted to match the maximum value of the optimized distribution instead,

so that these details can be compared for both configurations, which is shown exemplarily for

z = 40− 42 mm in Fig. 104. In this depiction it becomes visible that the clustering of hits in the

middle of the segments is no longer present.

A logarithmic depiction in Fig. 105 also reveals changes to the clustering of hits.
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Figure 105: The distribution of hits is shown for z = 52 − 54 mm of crystal A001 using the a)
standard and b) optimized configuration. In b) the same color code as in a) was chosen.
A logarithmic scale is used. A reduced reduced clustering of hits in the middle of the
segments is observed for the PSA results obtained with the optimized configuration.
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Figure 106: The number of hits in dependence of the detector depth z is plotted in a) for the optimized
configuration. In an ideal scenario an exponential decrease and a 1/z2 dependence is
expected. Significant deviations from this expectation are observed. In comparison to
the distribution obtained with the standard configuration, which is depicted in Fig. 13
a), the surplus and the lack of hits at certain detector depths z is reduced. In b) the
correlation of radius and z is shown.

The number of hits in dependence of the detector depth z and the correlation of radius and z are

plotted in Fig. 106 for the optimized configuration. The corresponding distributions for the standard

configuration are shown in Fig. 13 in section 2.3.1. In a first approximation an exponential decrease

of the intensity due to absorption and a drop of the intensity proportional to 1/z2 due to solid angle

coverage is expected. The statistical fluctuation can be estimated using the Poisson error. The observed

deviation from this expectation at certain detector depths z is caused by a wrong allocation of hits by

the PSA. Using the optimized configuration a reduced deviation from this expectation is observed,

especially in the front part of the detectors. In Fig. 106 b) a reduced clustering of hits for certain

radius/z combinations is observed in comparison to the results using the standard configuration in

Fig. 13. In addition, the unexpected sudden change of the mean radius (black line) at certain detector

depths z is reduced, especially at z = 0− 2 mm.

The difference of measured and simulated signals during charge collection, which was described

in section 3.3, is compared for the standard and for the optimized configuration in Fig. 107 and

108. Similar results are obtained for both configurations. The observed deviations of simulation and

measurement, which occur at specific times during charge collection for a given radius (correlated

with the completed charge collection of either holes or electrons, for more details see section 3.3),

are not caused by the drift velocities used by the simulations.
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Figure 107: The time dependence of the difference of simulated As and measured Am signals of the
hit segment are shown for a determined radius of r = 35− 40 mm for the a) standard
and b) optimized configuration. Only interactions in ring three were considered. The
average difference of simulation and measurement for a given time t is marked by a
black line. A very similar result is obtained in both cases.
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Figure 108: The time dependence of the difference of simulated As and measured Am signals of the
core are shown for a determined radius of r = 20− 25 mm for the a) standard and b)
optimized configuration. An overestimation of the measurement by the simulation at
t ≈ 150 ns is observed in both cases.

4.4.3 Comparison of homogeneity criteria

The homogeneity criteria, which were introduced in section 4.2, were compared for the standard

and for the optimized configuration. These criteria describe the clustering of hits via the correlation

factor C , the deviation from the expectation and the ratio of hits in high statistics grid points (see

sections 4.2.1, 4.2.2 and 4.2.3, respectively). The observed inhomogeneous hit distributions indicate

falsely allocated interaction positions. A more homogeneous distribution therefore corresponds most

likely to a better PSA performance. The obtained values for the homogeneity criteria are summarized

and compared for both configurations in table 4.13. The values for all criteria are reduced, which

corresponds to more homogeneous hit distributions. For example, the number of hits in high statistics

grid points (positions in the crystal to which more interactions were assigned by the PSA than can

be expected from statistical fluctuation) is reduced by about 23%. These results agree with the

observation from the previous section 4.4.2 where a reduced clustering and a reduced surplus of hits

in single grid points was shown qualitatively.
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Table 4.13: The obtained values for the correlation factor C (eq. 4.6), the deviation from the expecta-
tion (eq. 4.8) and the ratio of hits in high statistics grid points (eq. 4.9) are compared for
the standard and optimized configurations. All 29 crystals were used. Grid points were
only considered to have "high statistics" and contribute to the ratio if the number of hits
was 4 times larger than the expectation. Note that the absolute value of the correlation
factor C and the deviation is arbitrary, the relative change contains the meaningful
information.

C deviation ratio

standard 1.31 · 1012 2.68 · 1012 4.03%
optimized 1.08 · 1012 2.19 · 1012 3.09%
rel. change -17.6% -18.3% -23.3%

4.4.4 Summary of results before and after optimization

Summarizing the results from the previous sections, an improved PSA performance is observed when

comparing the PSA results obtained with the standard and with the optimized configuration. This

becomes evident in the analysis of the 22Na data, as well as in the investigation of the hit distributions

from the 60Co source measurement. The connecting lines of the 180◦ coincidences agree better with

the source position. The mean distance of these lines to the source positions was reduced from

2.73 mm to 2.54 mm in the case of two 511 keV interactions. It has to be taken into account that this

value does not become 0 mm, even in the case of a perfect position resolution, due to the finite range

of the positron, the spreading of the radioactive material and the uncertainty in the knowledge of the

source position.

The 22Na data was utilized to estimate the position resolution with both configurations. For this, the

most likely interaction positions (x,y,z) were compared to the PSA results (x’,y’,z’). An improved

position resolution was obtained with the optimized configuration. For example, the standard

deviation of the difference of most likely interaction position and PSA result in y direction y − y ′ is

reduced from 2.78 mm to 2.58 mm.

It was shown qualitatively and quantitatively that the obtained hit distributions are more homogeneous

and agree better with the expected distributions. The introduced homogeneity criteria are reduced

by about 20%. Especially the allocation of too many hits in single grid points could be reduced

significantly.

When comparing the results of the standard and optimized configurations it should be taken into

account that the standard configuration is based on an extensive research and development period.

In this phase elaborate investigations were performed to improve the understanding of crucial

detector properties and to incorporate them in the simulations. The AGATA PSA in its current state is

well established and successfully used for experiments. Therefore, it was not expected that major

improvements are achieved easily.

This work constitutes a step towards the physical limit of the PSA position resolution. An improved

position resolution of the well established AGATA PSA was achieved.
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5 Summary and Outlook

5.1 Summary

In this thesis a detailed study of the AGATA PSA was performed and an increased position resolution

was obtained by enhancing the grid-search algorithm as well as improving the simulated reference

signals. To achieve this, an in-depth analysis of measured and simulated signals and of the PSA results

was performed. The fidelity of the reference signals was increased by considering all parameters which

have a major impact on the pulse shape. The performance of the grid search algorithm was improved

by investigating and optimizing the way in which simulated and measured signals are compared. In

the following, the individual steps of the analysis and of the optimization are summarized.

A 60Co measurement was performed at GANIL employing 29 HPGe AGATA detectors. The obtained

interaction positions were analyzed and compared to the expectation. A significant deviation from

the determined and expected distribution of hits was ascertained. In particular a clustering of hits in

certain regions of the detectors and the assignment of a significant surplus of hits to single interaction

positions was observed.

An extensive investigation and comparison of measured and best fitting simulated signals was

conducted. In this context several C/C++ programs were written to analyze the trace data. In the

AGATA data flow it is not foreseen to save the traces after the PSA (see Fig. 4). Therefore, it was

necessary to extend the AGATA software. With the created programs a detailed analysis of the PSA

results and of the simulated and measured signals was possible.

The figure of merit for different interaction positions for single events was investigated (section 3.2).

The results showed sharp minima along the radial axis and less pronounced minima along the z and

φ axes (see Fig. 2 regarding the r, φ and z coordinates). This finding indicates an increased accuracy

in the radius determination and a more challenging determination of z and φ coordinates. Since

different φ and z values predominantly change the shape of the transient signals (and only to a lesser

extend the shape of the hit segment and core signals), this motivated the introduction of a weighting

coefficient for the transient signals in the figure of merit.

The difference of measured and simulated signals in dependence of time was examined, taking

the time interval from interaction to completed charge collection into account (section 3.3). The

investigations revealed that the differences of measurement and simulation are not time independent.

Systematic deviations of measurement and simulation were observed at specific times during charge

collection, depending on the interaction position. These deviations are related to the completed

charge collection of either the holes or the electrons. These findings motivated the inspection of the
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drift velocity of electrons and holes, especially of their respective mobility.

The T10%−90% rise times were determined for different interaction positions (section 3.4). A good

agreement of measured and simulated rise times was observed. A slight systematic deviation of

measured and simulated rise times was observed in certain regions of the detector and for certain

segments, which emphasizes the need for a segment specific transfer function. However, the observed

rise time differences are small. The difference of measured and simulated rise times T10%−90%,m −
T10%−90%,s has a standard deviation of σ = 26 ns which is in the order of the length of a tick of 10 ns

(see Fig. 31).

The starting times T0 of the pulses were investigated and compared to the starting times provided by

the digital CFD, revealing the need for a position independent T0 determination. This is achieved

by adding the segment and core signals and fitting them with a first order polynomial. The such

determined T0 values were compared to the T0 values which are provided by the AGATA software

(which uses a very similar approach). The observed differences demonstrate the difficulty and

ambiguity of determining the starting time T0, especially for low energies.

In the second part of this thesis the PSA performance was determined, employing a 22Na and a 60Co

measurement.

A 22Na measurement was performed at GANIL utilizing the measured energies and interaction

positions of 29 detectors (see section 4.1). The annihilation radiation of the emitted positron of the

β+ decay of 22Na was measured in coincidence with the AGATA spectrometer. A C/C++ analysis

code was written to select the coincidences from the annihilation radiation and extract the necessary

information: The coincidences were reconstructed by applying gates to the measured energies, angles

and to the multiplicity. The source position was determined in a self consistent variation procedure

by maximizing the agreement of the measured coincidences with the expected 180◦ correlation (see

section 4.1.3).

Two different kind of coincidences were considered: i) two segments with 511 keV energy deposition

and ii) one segment with 511 keV energy deposition and two segments with a combined energy

deposition of 511 keV (corresponding to a single Compton scattering of the 511 keV γ ray). In the

following, these are labeled as type i) or type ii) coincidences. The source position is expected to lie

on the connecting line of the determined coincidences. The distance of the connecting lines to the

source position was used as a measure for the PSA performance. A mean distance of d = 2.73 mm for

type i) coincidences was determined.

A combination of interaction positions, where one interaction is very near to and one is very far from

the source position was utilized to determine most likely interaction positions. The comparison of

these most likely interaction positions with the PSA results enabled an estimation of the position

resolution (see section 4.1.5). A mean distance of most likely interaction position and PSA result of

4.0 mm was determined.

The distributions of hits from a 60Co measurement were analyzed and compared with the expected

results. The agreement with the expectation was described in a quantitative way, utilizing the

homogeneity of the hit distributions and the correlation of neighboring grid points (see section 4.2).
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The obtained results support the qualitative findings of unexpectedly clustered and inhomogeneous

hit distributions in a quantitative way.

In the third part of the thesis the 22Na-coincidence method was utilized to assess the PSA performance

and improve the position resolution by employing a variation procedure, in which the mean distance

d was minimized.

A weighting coefficient was introduced to increase the impact of the transient signals in the figure of

merit calculation. The adjusted figure of merit is given by (see section 4.3.1 and eq. 4.10):

Figure of Merit=
∑

i

wi

∑

t j

|Ai,s(t j)− Ai,m(t j)|p (5.1)

The best PSA performance was achieved with a weighting coefficient of wi = 2.75 for type i)

coincidences and wi = 2 for type ii) coincidences. The PSA yields better results if a transient

weighting is employed. The differing results for the different types of coincidences indicate that the

optimal weighting coefficient depends on the energy of the interaction and on the number of hit

segments.

The distance metric, which is used for the figure of merit calculation, was investigated (see section

4.3.2). The absolute value of the difference of measured and simulated signals is taken to the power

of an exponent p, which defines the used metric. An optimal value of p = 0.4 was obtained by

employing a variation procedure, minimizing the mean distance d.

The figure of merit was further adjusted by splitting the parts which include the transient signals and

the part which include the signals of hit segment and core. It is given by (see also eq. 4.12):

FOM =
∑

i,t j

|Ai,m(t j)− Ai,s(t j)|p

︸ ︷︷ ︸

hit segment and core

+
∑

k,t j

|Ak,m(t j)− Ak,s(t j)|q

︸ ︷︷ ︸

neighboring segments

(5.2)

Individual optimal values for the exponents p and q were determined in an iterative variation. The

mean distance d was minimized by p = 0.4 (hit segment and core) and q = 0.7 (transient signals).

An increased performance is observed for q > p which corresponds to a stronger weighting of the

transient signals.

The fluctuation of the baseline was estimated for all 1044 channels (29 detectors times 36 segments).

An average fluctuation of σ = 3.06 keV was observed (see section 4.3.3). A linear weighting based on

the determined baseline fluctuations was introduced. It increases the impact which a segment with

small baseline fluctuations has towards the final figure of merit and decreases the impact of segments

with large baseline fluctuations. The weighting based on the baseline fluctuations did not yield an

improved PSA performance.

The random allocation of hits within the 2 mm×2 mm×2 mm volume of a grid point was compared

to assigning the hit to the center of the grid point (see section 4.3.4). It was determined that the

smearing of interaction positions within the volume of a grid point is not favorable.

The electronic response of the preamplifiers was examined (see section 4.3.5). The response was
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measured utilizing a Heaviside step function from a fast pulser. It was compared to the used

approximation of an exponential response which is described by a single parameter τ. Deviations

compared to the measured response were observed. However, the approximation of an exponential

response was determined to be still valid. An optimal value for the time constant τ = 45 ns was

determined via variation, minimizing the mean distance d.

An optimal τ value was also determined considering the homogeneity criteria introduced in section

4.2. Consistent results were obtained with an optimal τ value of ∼45 ns (see section 4.3.5.1). The

criteria were also used to determine optimal values for single detectors and single segments. However,

the application of these detector and segment specific τ values did not improve the 22Na results.

The hole mobility µh, which is used for the simulation of the reference signals, was investigated (see

section 4.3.6). It is needed to calculate the drift velocity of the holes which is a crucial parameter for

the simulation of the pulse shapes. Employing the 22Na-variation procedure an optimal value for the

mobility of µh = 55 cm2

mVs was determined, which is about 10% smaller than the previously used ADL

value. Since an adjusted mobility µh and an adjusted decay constant τ have a similar impact on the

pulse shape, these two parameters were evaluated simultaneously. Optimal values of µh = 55 cm2

mVs

and τ= 40 ns were obtained.

The mobility of the electrons µe was investigated and an optimal value of µe = 38 cm2

mVs was determined,

which coincides in good approximation with the ADL value of µe = 37.165 cm2

mVs .

The results which are obtained when including all previously mentioned optimizations were compared

to the results using the standard AGATA configuration in section 4.4 in a detailed analysis. Both

configuration sets were applied to the 22Na data. The respective interaction positions were extracted

and compared with the 22Na-coincidence analysis. As a measure to describe the PSA performance the

mean distance d was determined for both cases. For type i) coincidences it is given by d = 2.73 mm for

the standard configuration and d = 2.54 mm for the optimized configuration. For type ii) coincidences

a mean distance d = 2.76 mm and d = 2.60 mm was determined for the standard and for the optimized

configuration, respectively. The 22Na data was also employed to estimate the position resolution for

both configurations. The results are summarized in table 4.11 and an improvement of the position

resolution is observed.

The standard and the optimized configuration were applied to the 60Co data and the resulting hit

distributions were compared qualitatively and quantitatively (see sections 4.4.2 and 4.4.3). A reduced

clustering of hits and a reduced surplus of hits in "high statistics grid points" is observed. This is

also reflected in the homogeneity criteria, which are summarized in table 4.13. They are reduced by

about 20%, which corresponds to a more homogeneous distribution and an increased agreement of

measured and expected hit distributions.

In this thesis the pulse shapes simulated with ADL, the properties of the adaptive grid-search algorithm

and the results of the PSA were investigated in detail. A systematic study of all major PSA-input

parameters was performed. Their impact on the PSA results was evaluated and optimized values

were determined, resulting in an improved PSA performance. The distributions of hits which are

obtained with the optimized PSA configuration are more homogeneous, but still deviate from the

expectation. The systematic study of the PSA input parameters did not reveal any major discrepancy
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between determined optimal values and the ones from the standard configuration. The performed

systematic investigation indicates that all detector properties, which have a significant impact on the

PSA performance, are described well by the simulations.

The best PSA performance is achieved in a tedious analysis and optimization of all relevant input

parameters which affect the results of the PSA. This procedure is especially challenging due to the

entanglement of the input parameters, which are not independent of each other. In principle, the

problem is described by an N -dimensional optimization, with N being the number of input parameters.

This optimization problem is quite difficult to solve, since N is very large and a brute-force approach

is not viable due to time constraints. In this work a thorough analysis of all major input parameters

was performed, providing a PSA configuration close to the global optimum and thereby paving the

way towards a maximized position resolution in high-purity germanium detectors.

However, further efforts are needed to achieve this goal. There are ongoing efforts within the

AGATA collaboration and within other groups dedicated to improve the position resolution in highly

segmented HPGe detectors. In the next section possible refinements of the results obtained in this

thesis and future advancements of the PSA are discussed.

5.2 Outlook

A continued effort is made by the AGATA collaboration to improve the performance of the system and

to increase the number of detectors which are operated. Currently, up to 45 crystals are mounted

and take data simultaneously, leading to a solid angle coverage of about 1π [67]. Together with

the growing number of detectors, the corresponding infrastructure needs to be expanded as well.

Among others, this comprises the holding structure, the liquid nitrogen filling, high- and low-voltage

power-supply and the read-out electronics.

For example, an advancement of the existing digitizer modules was developed [68]. A set of these

digitizers has recently been put into operation in Cologne [69] and it is used to operate the symmetric

triple cryostat [70] or any other AGATA detector. In the future, data taking and the PSA can be tested

locally under realistic conditions.

The comparison of simulated and measured signals at given interaction positions, which was presented

in chapter 3, depends on the results of the PSA to fix the interaction position. A bias is introduced,

because it is not clear whether deviations of measurement and simulation originate from the simulated

pulse shapes or from the deviation of PSA result and interaction position. The performed analysis

should be refined by employing for example scanning-table data to fix the interaction positions.

In this thesis the 22Na data was utilized to estimate the position resolution. In the future, these results

should be confirmed with GEANT 4 simulations, which reproduce the results of the 22Na-coincidence

analysis and provide a connection between observed mean distance d and the position resolution of

the PSA.
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Figure 109: A simple sketch of a cylindrical detector is shown. The field lines (blue) go in radial
direction. Two charges q and q′ in close vicinity at distance d move along these field
lines. During the process of charge collection the distance of the charges increases to d ′

because of the radial field lines. This effect is only relevant for interactions very close to
the core.

5.2.1 Further developments and improvements with ADL

ADL is successfully used to simulate pulse shapes and perform PSA for AGATA experiments. In

addition, it is utilized to simulate the pulse shapes for other HPGe detectors. For example, ADL is

used for pulse-shape discrimination at the GERDA experiment [71] [72]. Despite the very successful

application of ADL, the software could be further improved. For example, the impact of the following

applied approximations on the final results could be the subject of future investigations.

5.2.1.1 Point-like charges

When a γ ray interacts in the crystal, for example via photo effect or Compton scattering, energy is

transferred to an electron. The electron is stopped in the material, creating electron-hole pairs on

its way. A charge cloud is created and its size depends on the energy deposited by the γ ray. During

the process of charge collection, the size of the charge cloud increases due to Coulomb repulsion,

diffusion and due to the shape of the electrical field.

The assumption of point-like charges, which is made by ADL, is not expected to impact the final

results significantly [17]. An exception might be interactions close to the central contact. In a simple

approximation the electrical field is radial. Close to the core the initial cloud size of holes becomes

relevant, because the holes drift along the field lines such that charge-cloud size grows during charge

collection. This effect is illustrated in a simplified sketch in Fig. 109. In addition, close to segmentation

borders the finite size of the charge clouds becomes relevant due to charge sharing. The inclusion of

non-point like charges in the simulation and the investigation of its impact on the final results could

be examined.
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5.2.1.2 Hole mobility

The hole mobility and therefore the drift velocity are temperature dependent. As discussed in section

4.3.6, the temperature of the crystal depends on its relative position with respect to the dewar, which

holds the liquid nitrogen. The temperature dependence of the hole mobility should be taken into

account, resulting in individual mobility values for each crystal.

As discussed in section 4.3.6, the measurement of the hole mobility via rise time measurements

is challenging in an n-type HPGe-detector, because interactions close to the central electrode are

required (see for example ref. [38]). This is not the case for p-type detectors, because typically

the electrodes are interchanged, i.e. holes drift towards the central contact. Interactions close to

the segment electrodes can easily be achieved with a low-energy γ-ray source, e.g. 241Am. The

experimental error on the hole mobility could be reduced by utilizing a p-type detector.

5.2.1.3 Geometry of the crystals and dead layers

The geometry of the crystals plays a vital role when calculating the weighting potentials and electrical

fields with ADL. Identical geometries are assumed by the simulations for each respective A-,B- and

C-type crystal. In the crystal growing process and the subsequent cutting of the crystal an uncertainty

is introduced. For example the length L of the crystal is given by the manufacturer as L = 90+0.6
−1.4 mm

and the diameter D of the central drilling for core is given by manufacturer as D = 10+0.5
−0 mm [73]

[74]. In addition, some crystals were reprocessed and cut for repairs. It could be tested whether

adapted geometries have a significant impact on the simulated pulse shapes and on the PSA results.

Dead layers are present in the germanium crystals, for example at the back of the crystal. The SiO2

passivation at the back of the crystal is needed to prevent surface leakage currents. The dead layer

was measured to up to 7 mm close to the core contact for a cylindrical HPGe detector [75]. In addition,

a dead layer of about 0.5 mm exists close to the core contact. The presence of the dead layers change

the shape of the electrical field. Future works could concentrate on analyzing the dead layers and

their influence on the pulse shapes and incorporate the results into the simulations.

5.2.2 Future developments of the search algorithm

5.2.2.1 Improvements to the weighting of transient signals

In this thesis it was shown that in increased weighting of transient signals in the figure of merit

calculation improves the PSA performance. In the future, an energy dependent weighting coefficient

should be considered. For low-energy interactions the signal-to-noise ratio is poor, especially for

the small transient signals. Depending on the interaction energy, the noise is in the same range as

the induced signals. While a correct position determination is very challenging for small energy

depositions in any case, a stronger weighting of the transient signals might not be favorable here

due to the signal-to-noise ratio. This is also indicated by the different results which are obtained for
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Figure 110: The integrated transient signals I of the nearest neighbors are shown for different
interaction positions: a) for a fixed z of 80-82 mm and b) for a fixed y of 14-16 mm.
The simulated signals of crystal A001 were used. A decrease for intermediate radii as
well as for z values in the middle of the segment is observed.

type i) ("photo") and type ii) ("Compton") coincidences in the variation of the weighting coefficient

(see section 4.3.1). The optimal weighting coefficient for type ii) coincidences (less than 340 keV

deposited) is smaller than for type i) coincidences (511 keV energy deposition). An energy dependent

weighting coefficient could have the following form:

wi(E) = w0 +wmax(1− exp(−λE)) (5.3)

With w0, wmax, λ as parameters. Reasonable values could be w0 = 1 and wmax = 1.75. A starting

value for the exponential parameter λ could be derived from the parameter a2 from eq. 3.3 in section

3.2. The parameter describes the saturating increase of the PSA performance for higher energies.

Additionally, the position dependent amplitude of the transient signals should be taken into account.

Especially for intermediate radii, when the sign of the transient signals changes, the signals tend to

vanish (see for example Fig. 68). This holds also partly true for intermediate angles and z values. The

weighting coefficient should be proportional to the integral I of the absolute values of all transient

signals:

I =
∑

i

40
∑

t=0

|Ai(t)|
E

(5.4)

With Ai(t)/E being the normalized pulse height at time t of segment i, which is adjacent to the hit

segment. A distribution of the position dependent integral value I is shown for simulated signals in

Fig. 110.

In a more refined grid search, the weighting coefficient should be proportional to the integrated

transient signal of each individual neighboring segment Ii:

Ii =
40
∑

t=0

|Ai(t)|
E

(5.5)
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Figure 111: The simulated integrated transient signals Ii are shown for the a) left b) right c) upper
and d) lower neighbor of segment A3 of crystal A001. The transient signals are smaller
for intermediate radii and for interaction positions that are far away from the considered
neighboring segment.

The integrated transient signals for the upper, lower, left and right neighbor are shown for a single

segment in Fig. 111. In future investigations, these expected pulse shapes should be taken into

account and a dynamic weighting should be used. A dynamic weighting coefficient could have the

following form:

wi = w0 + c · (Ii − I0) (5.6)

With w0 and c being to be determined parameters and I0 the expected value for summing up noise in

the 400 ns time window.

5.2.2.2 Two hits within a single segment

The adaptive grid search only considers single interactions per segment. For typical γ-ray energies

of a few hundred keV to a few MeV there is non negligible probability that the γ ray interacts twice

within a segment. The mean free path of a γ ray in germanium for different energies is depicted in

Fig. 112.

Two interaction positions in a single segment are difficult to resolve, since the number of possible

solutions grows exponentially with the degrees of freedom. For example, the solution S of the adaptive

grid search consists of the interaction position and the determined starting time T0, which is included
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Figure 112: The mean free path of a γ ray in germanium is plotted in dependence of the γ-ray energy.
There is a non-negligible chance for multiple interactions within a single segment. Values
calculated from [76].

in the grid search: S = (x , y, z, T0). In case two interactions are considered the dimension of S is

much larger: S = (Nint, x1, y1, z1, T0,1, x2, y2, z2, T0,2, E1/E2). The solution S consists of the number of

interactions Nint = 1 or 2, the two interaction positions and their respective starting times T0 and

the unknown energy ratio E1/E2 of the two interactions. As discussed in section 2.1.2.1, the problem

is mathematically underdetermined, i.e. the number of possible solutions is large compared to the

available data.

As a result, the solution with Nint = 2 often improves the χ2 or figure of merit, due to the increased

number of degrees of freedom which can be fitted to the measured data. However, the improved

χ2 is not necessarily connected to an improved position resolution. Algorithms which include

multiple interactions per segment have to cope with this problem. For example, the GRETINA signal

decomposition [77] introduced arbitrary "penalty factors" such that the two-hit result is only used if a

certain improvement of the χ2 is achieved.

In the future two interactions per segment should be included in the adaptive grid search and the

impact on the PSA results investigated.

5.2.2.3 New search algorithms

The improvement of the existing adaptive grid search is an ongoing effort within the AGATA col-

laboration. For example, the sensitivity [42] of the individual interaction positions could be taken

into account. At some positions in the crystal, for example at segment borders, the pulse shapes

change considerably, when comparing neighboring grid points. At other locations, e.g. in the segment

centers, the pulse shapes change only slightly. An irregular grid is utilized by the GRETINA signal

decomposition, which has a high density of grid points at locations where signals change rapidly [43].
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A similar approach could be utilized for the adaptive grid search.

This approach is also of interest, since the size of the grid points can not be reduced without accepting

longer computing times. With the growing number of crystals, the time it takes to calculate the PSA

results becomes more and more relevant. Using the current infrastructure at GANIL and employing

45 crystals, the count rates are already limited by the PSA for some high-intensity experiments.

The research of new approaches, which consider new possibilities beyond the well established grid-

search algorithms, is of high interest. One possibility is a machine-learning approach employing

neural networks. Such a network could be trained to recognize pulse shapes and associate them

with interaction positions. An effort has been made to determine interaction positions in HPGe

detectors utilizing machine-learning techniques, but the development is in an early stage [78]. The

performance of the neural network relies heavily on the training data. In a simple approach the

simulated ADL pulse shapes could be used. Other training parameters, like the agreement with

simulated hit distributions, the correct reconstruction of 22Na 180◦ coincidences or the width of a

Doppler corrected peak could be utilized as well.

The major advantage of a machine-learning approach is that all details of the simulation and of

the grid search, e.g. segment specific transfer functions or optimal weightings, are incorporated

automatically. The drawback of this technique is that it works as a "black box", i.e. it is not known

how the algorithm obtains its results. The results can not be traced back to physical parameters, like

drift velocities.

5.2.3 New developments for position-sensitive HPGe-detectors

New HPGe detector types are under development which are designed to complement the current

state-of-the-art tracking arrays AGATA and GRETINA. A promising candidate is the inverted coaxial

point-contact (ICPC) detector [79]. In comparison to closed-end coaxial detectors, the core electrode

is a point contact at the back of the detector. As a result, the corresponding charge carriers drift

through the complete crystal and drift times are considerably increased. As a consequence, multiple

interactions per segment are easily disentangled and pulse-shape analysis is significantly simplified.

A position resolution below 1 mm is expected [80].

Disadvantages of this technology are the limitation of the counting rate and an increased amount

of trapping. The trapping occurs during the long drift times which reduces the energy resolution.

Correction algorithms were developed to partially retain the good energy resolution of the HPGe

crystal [81]. The low counting rate capability limits the use for in-beam experiments. Applications in

low counting-rate experiments, such as GERDA, are more promising [82]. Up to now, the tracking

arrays, such as AGATA, are the solution of choice for the γ-ray spectroscopy of exotic nuclei.
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