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Abstract

This thesis studies the phase transition associated to the percolation for two
different models: level sets of the Gaussian free field and vacant set of random
interlacements. The Gaussian free field is a classical model of statistical mechan-
ics, and the study of percolation for its level sets has been initiated by Bricmont
and Saleur in [56]. Random interlacements is a model recently introduced by
Sznitman in [93], and the existence of an infinite component for its vacant set is
linked to the existence of a giant component in the vacant set left by a random
walk on a torus or a cylinder.

These two models have long-range correlations, and compared to the usual
independent percolation problem, it is challenging to just prove that the phase
transition is non-trivial, see [81] and [93]. We are interested in the existence
of a coexistence phase, that is a phase on which the sets of open and closed
vertices contain an infinite cluster at the same time. The underlying graph that
we consider can be the integer lattice Zd, d ≥ 3, or a more complicated graph,
such as a Cayley or a fractal graph with some regularity conditions.

One of our main tools is the cable system, a continuous version of the graph,
on which one can derive surprisingly explicit results for the percolation of the
level sets of the Gaussian free field. This was first noticed by Lupu in [57] on Zd,
d ≥ 3. Deep results about the existence of a coexistence phase for the discrete
Gaussian free field follow from this thorough understanding of the percolative
properties on the cable system. A powerful isomorphism between the Gaussian
free field and random interlacements, first introduced by Sznitman in [96], leads,
in turn, to similar results for random interlacements.

In order to understand better the particularities of percolation for the Gaus-
sian free field on the cable system of the integer lattice, we extend and find new
results on the cable system of a very general class of graphs using three new
independent techniques. For instance, there is no coexistence phase for the level
sets of the Gaussian free field on the cable system, and the law of the capacity
of a given cluster can be written explicitly.
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Kurzzusammenfassung

Diese Doktorarbeit studiert die Phasenänderung bezüglich Perkolation für zwei
verschiedene Modelle: Niveaumengen des Gauss’schen freien Feldes und vacant
set von random interlacements. Das Gauss’sche freie Feld ist ein klassisches
Modell in der statistischen Mechanik, und die Untersuchung von Perkolation
seiner Niveaumengen wurde zuerst von Bricmont and Saleur in [56] vorgenom-
men. Random interlacements ist ein kürzlich von Sznitman in [93] eingeführtes
Modell, und die Existenz einer unendlichen Komponente in seinem vacant set
ist eng verknüpft mit der Existenz einer riesigen Komponente in dem vacant set,
welches durch eine Irrfahrt auf einem Torus oder einem Zylinder hinterlassen
wird.

Diese beiden Modelle besitzen eine weitreichende Korrelationsstruktur. Im
Vergleich zur gewöhnlichen unabhängigen Perkolation ist es schon eine Heraus-
forderung zu zeigen, dass der Phasenübergang nicht trivial ist, siehe [81] und
[93]. Wir interessieren uns für die Existenz einer Koexistenzphase, das heißt
eine Phase, auf welcher die Mengen geöffneter und geschlossener Knoten gle-
ichzeitig eine unendliche Komponente enthalten. Der zugrundeliegende Graph
kann das Gitter der ganzen Zahlen Zd, d ≥ 3, oder ein komplizierterer Graph
wie zum Beispiel ein Cayley- oder ein Fraktalgraph mit zusätzlichen Regular-
itätsbedingungen sein.

Eines unserer Hauptwerkzeuge ist das cable system, eine stetige Version des
Graphen, auf welchem man erstaunlich explizite Resultate für die Perkolation der
Niveaumengen des Gauss’schen freien Feldes gewinnen kann. Dies wurde zuerst
von Lupu in [57] auf Zd, d ≥ 3, bemerkt. Weitreichende Ergebnisse über die
Existence einer Koexistenzphase für das Gauss’sche freie Feld resultieren aus dem
tiefen Verständnis des cable systems. Ein starker Isomorphismus zwischen dem
Gauss’schen freien Feld und random interlacements, welcher zuerst von Sznitman
in [96] eingeführt wurde, erlaubt ähnliche Ergebnisse für random interlacements.

Um die Genauigkeit der Perkolation des Gauss’schen freien Feldes auf dem
cable system des Gitters der ganzen Zahlen besser zu verstehen, erweitern wir
bestehende und finden neue Ergebnisse auf dem cable system für eine sehr
generelle Klasse von Graphen. Zum Beispiel gibt es keine Koexistenzphase für
die Niveaumengen des Gauss’schen freien Feldes auf dem cable system und die
Wahrscheinlichkeitsverteilung der Kapazität einer gegebenen Komponente kann
explizit angegeben werden.
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Chapter I

Introduction

I.1 Definitions and known results

In this introduction, we define the objects of interest and present the results
of this thesis in a rather informal way, which should be accessible to a general
mathematical audience. This thesis investigates percolation for a few models
with long-range correlations, namely random interlacements and the Gaussian
free field, and gives new results about their phase transitions and related ques-
tions. Considering for instance the integer lattice Zd, d ≥ 2, as a graph, and
a random set A ⊂ Zd of "open" vertices, percolation theory studies the exis-
tence of infinite clusters in A, that is the existence of connected and infinite
components of open vertices. The law of the random set A usually depends on
some parameter, and, depending on this parameter, A might contain an infi-
nite cluster with probability zero or with positive probability, thus exhibiting a
phenomenon of phase transition. Classical problems include physically relevant
questions on the existence and uniqueness of the infinite cluster, the probability
that two vertices are in the same cluster, and the typical size of a finite cluster.

Arguably the simplest model for percolation is that of Bernoulli, or inde-
pendent, percolation. It has been introduced by Broadbent and Hammersley
[17] at the end of the 1950s in their research on gas masks. Even though the
model is easy to define, Bernoulli percolation has been the subject of intensive
mathematical research during the last couple of decades, and deep results have
been obtained. For each p ∈ [0, 1] attach to each vertex x ∈ Zd, d ≥ 2, (or
sometimes edge e) a Bernoulli random variable Bp

x ∈ {0, 1}, such that, under
some probability PB, the family of random variables (Bp

x)x∈Zd is independent
and PB(Bp

x = 1) = 1 − PB(Bp
x = 0) = p. In other words, each vertex x ∈ Zd

is considered independently open, when Bp
x = 1, or closed, when Bp

x = 0, with
respective probability p and 1 − p. One then wants to investigate the existence
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of an infinite cluster in the set of open vertices Bp def.
= {x ∈ Zd : Bp

x = 1}, that
is the existence of a random infinite and connected set Cp such that Bp

x = 1 for
all x ∈ Cp, and study the properties of this cluster. We then naturally define
the following critical parameter

pc
def.
= sup{p ∈ [0, 1] : PB(Bp contains an infinite cluster) = 0}.

Note that pc depends implicitly on the dimension d. By a simple coupling argu-
ment one can easily show that, PB-a.s, Bp does not contain any infinite cluster
for p < pc, and we call this the subcritical phase, and that Bp contains PB-a.s.
at least one infinite cluster for p > pc, and we call this the supercritical phase.
Moreover in every dimension d ≥ 2, the phase transition is non-trivial, that is
pc ∈ (0, 1), and so both phases exist. In dimension two, duality has proved to
be an essential tool to obtain deep results about percolation, and several tools
have been developed in this case, such as Russo-Seymour-Welsch theory, which
provides the equality pc = 1

2
for bond percolation on Z2 [47, 52].

In dimension d ≥ 3, the situation is more complicated. An interesting ques-
tion is the existence of a coexistence phase, where it is possible to have both
an infinite cluster of open and closed vertices at the same time, that is whether
Bp and its complement can have an infinite cluster at the same time for some
p ∈ [0, 1]. Since (Bp)c has the same law as B1−p, it is thus of interest to know
whether percolation at p = 1

2
occurs or not, which is not the case in dimension

two. This was answered positively by Campanino and Russo in [19], where they
prove that pc < 1

2
for all d ≥ 3. In particular, for all p ∈ (pc, 1− pc)(6= ∅), both

(Bp)c and Bp contain an infinite component, which corresponds to the coexistence
phase. We refer to the monographs [44] and [12] for an extensive presentation
of the main results and ideas regarding Bernoulli percolation.

When it comes to percolation models with strong and long-range correlations,
many of the techniques from Bernoulli percolation either have to be extended,
or do not work anymore. Among them, the study of the percolation for the
(massless) discrete Gaussian free field on Zd, d ≥ 3, was initiated at the end
of 1980s by Bricmont, Lebowitz and Maes in [16]. It is defined as a centered
Gaussian field (ϕx)x∈Zd on Zd with covariance function

EG[ϕxϕy] = g(x, y),

where g(x, y) is the Green function for the simple random walk on Zd; i.e., it
is the average number of time the random walk beginning in x hits the vertex
y before blowing up. In other words, ϕx is a centered Gaussian variable for all
x ∈ Zd, and the covariance of ϕx and ϕy is g(x, y). Once one assumes d ≥ 3,
simple random walk on Zd is transient, and so the Green function is finite, and
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the field is well-defined. Due to the slow decay properties of the Green function,
this field has very strong correlations decaying as |x − y|−d+2 at infinity, which
makes it hard to study. On the other hand, it also exhibits features which help
its investigation, such as the (spatial) Markov property: fixing the value of ϕ on
a finite set K, the field (ϕx)x∈Kc is, after deterministic recentering, a Gaussian
free field on Kc.

The naturally ensuing percolation model for the Gaussian free field is defined
through its excursion / level sets, i.e., we are interested in the study of the
excursion sets above level h ∈ R, defined via

E≥h
def.
= {x ∈ Zd : ϕx ≥ h}.

We then define the critical parameter h∗ for the percolation phase transition of
the level sets of the Gaussian free field by

h∗
def.
= inf{h ∈ R : PG(there exists an infinite cluster in E≥h) = 0}.

Note that E≥h is decreasing in h, whereas Bp was increasing in p. Analogously
to Bernoulli percolation we have that PG-a.s, E≥h does not contain any infinite
cluster for h > h∗, and that E≥h contains PG-a.s. at least one infinite cluster
for h < h∗. It is however less clear than for Bernoulli percolation if the phase
transition is non-trivial, that is if h∗ ∈ (−∞,∞), and we will come back to this
question later.

A more recent percolation problem with long-range correlations concerns
random interlacements, a model introduced by Sznitman in [93] to study the
vacant set left by a random walk on the torus (Z/NZ)d, and which has since
experienced a lot of attention in mathematical research. We denote by Z =

(Zn)n≥0 the simple random walk on Zd, starting at x under P x, and for any
doubly infinite trajectory w : Z → Zd, we call (w(n))n≥0 the forwards part of
w and (w(−n))n≥0 the backwards part of w. The random interlacement process
ωu at level u > 0 under some probability PI consists of an infinite number of
independent doubly infinite trajectories modulo time shift, and the backwards
and forwards part of each trajectory both behave like the random walk Z. In
order to describe it further, let us define for all finite sets A ⊂ Zd the equilibrium
measure and capacity of A by

eA(x)
def.
= P x(H̃A =∞)1A(x) for all x ∈ Zd and cap(A)

def.
=
∑
x∈A

eA(x), (I.1.1)

where H̃A
def.
= inf{n ≥ 1, Zn ∈ A}, with inf ∅ =∞, is the first return time in A

for the simple random walk Z. A possible interpretation for the capacity of A is
to see it as the size of A viewed from the point of view of the random walk on
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Zd at infinity. It is increasing in A, that is cap(A) ≤ cap(B) if A ⊂ B, and the
capacity of a ball of radius N is of order Nd−2.

Let HA
def.
= inf{n ∈ Z : w(n) ∈ A} be the first time a doubly infinite trajec-

tory w on G hits A. For each x ∈ A, the number of trajectories hitting A in x for
the first time in the random interlacements process ωu is a Poisson distributed
random variable with parameter ueA(x), and each of these trajectories behaves
like a simple random walk on Zd after time HA, and like a simple random walk
conditioned on not coming back to A before time HA. Denoting by Iu the ran-
dom interlacement set, i.e. the set of vertices visited at least once by a trajectory
in ωu, we then have

PI(Iu ∩ A = ∅) = exp(−ucap(A)). (I.1.2)

This equation actually entirely characterises the law of Iu. The random inter-
lacement set Iu consists of the trace on Zd of doubly infinite random walks,
and thus always contains at least one infinite cluster. However, an interesting
percolation problems arises when considering its complement Vu def.

= (Iu)c, the
vacant set of random interlacements, which is a set decreasing in u, and which
might contain an infinite cluster with positive probability for some values of the
parameter u > 0. The usual percolation question arises: defining

u∗
def.
= inf{u > 0 : PI(there exists an infinite cluster in Vu) = 0},

does u∗ ∈ (0,∞)? Similarly as for the Gaussian free field, one can prove that
PI-a.s, Vu does not contain any infinite cluster for u > u∗, and that Vu contains
PI-a.s. at least one infinite cluster for u < u∗.

Apart from the discrete graph Zd, this thesis studies extensively percolation
problems on a continuous version of the graph Zd, the cable system, or metric
graph, Z̃d. The cable system Z̃d is obtained by replacing each edge e between
two neighbors of Zd by a continuous interval Ie, e ∈ E, isomorphic to [0, 1

2
], and

by glueing this intervals through their respective endpoints. One can endow Z̃d

with a distance, which corresponds to the length of the shortest path between
two points. The notion of random walk on Zd can be generalized to a continuous
time stochastic process (Xt)t≥0 on Z̃d, which is now also taking values inside the
edges Ie, e ∈ E. This process X is continuous and has the Markov property, its
restriction to Zd, which can be seen as a subset of Z̃d, behaves like the simple
random walk Z, and X behaves like a Brownian motion on each edge Ie, e ∈ E.
The process X is sometimes called the Brownian motion on the cable system
Z̃d.

The definitions of the Gaussian free field and random interlacements were
extended to the cable system by Lupu in [57]: there exists a continuous field
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(ϕ̃x)x∈Z̃d on Z̃d, such that ϕ̃x is a centered Gaussian variable for all x ∈ Z̃d,
and the covariance of ϕ̃x and ϕ̃y corresponds to the average total time spent
in y by the diffusion X beginning in x. The restriction (ϕ̃x)x∈Zd of ϕ̃ to Zd is
then a discrete Gaussian free field on Zd, as defined before. Similarly for each
u > 0, there exists a random interlacement process ω̃u at level u, consisting of
an infinite number of independent doubly infinite trajectories on Z̃d, each with
a forwards and a backwards part both behaving like the process X. Moreover, if
Ĩu denotes the set of points in Z̃d visited by at least one trajectory in the random
interlacement process ω̃u, then Ĩu ∩Zd has the same law as the discrete random
interlacement set Iu. From now on, we will identify (ϕ̃x)x∈Zd and (ϕx)x∈Zd , and
see Iu as subset of Ĩu.

The percolation problem on the cable system corresponds to the existence of
an unbounded connected set, or cluster, where a set Ã ⊂ Z̃d is connected if and
only if there exists a continuous path in Z̃d between every two points x, y ∈ Ã.
We will naturally study the percolation for the level sets of the Gaussian free
field on the cable system, defined by Ẽ≥h def.

= {x ∈ Z̃d : ϕx ≥ h} for all h ∈ R,
and the associated critical parameter is

h̃∗
def.
= inf{h ∈ R; PG(Ẽ≥h contains an unbounded cluster) = 0}. (I.1.3)

If h < h̃∗, then Ẽ≥h contains PG-a.s. at least one unbounded cluster, and so
Ẽ≥h ∩Zd = E≥h also contains an infinite cluster, that is h < h∗. We thus obtain
that h̃∗ ≤ h∗, and one might inquire whether this inequality is strict or not. In
the case of random interlacements, it similarly holds that if Ṽu def.

= (Ĩu)c contains
an infinite cluster, then Vu = Ṽu ∩Zd also contains an infinite cluster. However,
looking at trajectories, since each discrete connected path π ⊂ Vu correspond to
a continuous connected path π̃ ⊂ Ṽu with π̃ ∩ Zd = π, one can easily see that
the reverse implication is true as well. The percolation of Ṽu is thus equivalent
to the percolation of Vu, and we will not investigate it further.

These two models, the Gaussian free field and random interlacements, are
actually linked by an isomorphism, both on discrete graphs and on their cable
system. The study of such isomorphisms has been initiated by Dynkin [31],
and takes its origin from ideas in physic from Symanzik [88]. The isomorphism
between random interlacements and the Gaussian free field was first proved on
discrete graphs by Sznitman in [96], and extended to the cable system Z̃d by
Lupu in [57], and can be seen as an extension of the second Ray-Knight theorem
for Markov processes, see [32]. If we call (˜̀x,u)x∈Z̃d the local times of random
interlacements on the cable system, that is ˜̀x,u is the total time spent in x by
all the trajectories in the random interlacement process ω̃u, then:(1

2
ϕ̃ 2
x + ˜̀x,u)

x∈Z̃d
has the same law as

(1

2
(ϕ̃x +

√
2u)2

)
x∈Z̃d

, (I.1.4)
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where the Gaussian free field and random interlacements on the left-hand side
are taken independent. Let us explain a first consequence of this isomorphism,
which highlights the importance of considering the cable system. Each x ∈ Ĩu is
visited by at least one trajectory in the random interlacement process, that is its
local time ˜̀x,u is strictly positive. Since Ĩu consists of unbounded trajectories,
it is clear that {x ∈ Z̃d : ϕ̃ 2

x + 2˜̀x,u > 0} contains an unbounded cluster.
Therefore, by (I.1.4), {x ∈ Z̃d : (ϕ̃x +

√
2u)2 > 0} also contains an unbounded

cluster, and by continuity of ϕ̃ on Z̃d, either {x ∈ Z̃d : ϕ̃x > −
√

2u} or {x ∈
Z̃d : ϕ̃x < −

√
2u} contains an unbounded connected cluster. By symmetry of

the Gaussian free field, we obtain that, PG-a.s, either Ẽ≥−
√

2u or Ẽ≥
√

2u contains
an unbounded cluster, and in both cases h̃∗ ≥ −

√
2u. This holds for any u ≥ 0,

and in combination with the previously obtained inequality h̃∗ ≤ h∗, we obtain

0 ≤ h̃∗ ≤ h∗. (I.1.5)

One may naturally wonder which of these inequalities are actually strict, which
is one of the main goals of this thesis. Note that the equality h∗ ≥ 0 was first
proved in [16], using only the Markov property of the Gaussian free field. On
Zd, d ≥ 3, it was actually proved by Lupu in [57] that this simple observation
describes the whole supercritical phase of the Gaussian free field on the cable
system, that is h̃∗ = 0. Moreover, at level 0, the level sets Ẽ≥0 also contain
PG-a.s. only bounded clusters, and by symmetry of the Gaussian free field, this
implies that the sign clusters Ẽ|>0| def.

= {x ∈ Z̃d : |ϕx| > 0} contain PG-a.s.
only bounded clusters. In particular, since (Ẽ≥h)c has the same law as Ẽ≥−h,
there is never an unbounded cluster for both E≥h and its complement, and
so no coexistence phase on the cable system, as opposed to discrete Bernoulli
percolation. This result can be surprising since the critical parameter h̃∗ is not
only explicitly known, but it also does not dependent on the dimension, and we
will generalize this fact to a much broader class of graphs later.

Let us now explain a second interesting direct consequence of the isomor-
phism (I.1.4) from [57]. Fixing some u such that

√
2u < h∗, by symmetry of

the Gaussian free field the set {x ∈ Zd : ϕx ≤ −
√

2u} contains PG-a.s. an infi-
nite cluster, that we denote by Cu. Since h̃∗ = 0, by symmetry of the Gaussian
free field, we have that {x ∈ Z̃d : ϕ̃x ≤ −

√
2u} contains PG-a.s. only bounded

clusters, and so by continuity of the Gaussian free field on the cable system, the
cluster of y in {x ∈ Z̃d : (ϕ̃x+

√
2u)2 > 0} is bounded for all y with ϕy ≤ −

√
2u,

and so also for all y ∈ Cu. Using (I.1.4), we obtain that there exists PG-a.s. an
infinite cluster C ′u such that the cluster of y in {x ∈ Z̃d : ϕ̃ 2

y + 2˜̀y,u > 0} is
bounded for all y ∈ C ′u. The random interlacement set only contains unbounded
clusters on which its local times are strictly positive, and so we necessarily have
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y ∈ Vu for all y ∈ C ′u, that is Vu contains PG-a.s. an infinite cluster. We thus
obtain the following inequality

h∗ ≤
√

2u∗.

These two applications of the isomorphism (I.1.4) show its importance, as well
as the interest of considering the cable system, and we will present other ap-
plications in this thesis. In order to prove that the phase transition for the
level sets of the Gaussian free field and for the vacant set of random interlace-
ments is non-trivial, we still need to derive upper-bounds for h∗ and u∗. This
was done by Sznitman for random interlacements in its seminal paper [93] using
a renormalization scheme, and combined with the previous inequalities we have

0 = h̃∗ ≤ h∗ ≤
√

2u∗ <∞ on Zd for all d ≥ 3. (I.1.6)

The inequality h∗ < ∞ was initially proved independently by Rodriguez and
Sznitman in [81], without using the isomorphism (I.1.4) with random interlace-
ments. The proofs of the inequalities u∗ < ∞ and h∗ < ∞ are more involved
than the inequality h∗ ≥ 0, and both use crucially some decoupling inequali-
ties, see [95, 68] for random interlacements and [67] for the Gaussian free field.
Strict inequalities between the critical parameters in (I.1.6) are harder to obtain:
the strict inequality h∗ > 0 was proved in [81] when the dimension d is large
enough, but this question is harder to investigate in lower dimension since the
correlations are stronger, and we will come back to this soon. It is still an open
question to know whether the inequality h∗ ≤

√
2u∗ is strict or not on Zd, d ≥ 3,

but this has already been proved on a large class of trees, see [101, 1].

I.2 Existence of a coexistence phase

We now present the results about the positivity of the critical parameters h∗,
for the discrete level sets of the Gaussian free field, and u∗, for the vacant set
of random interlacements, which imply the existence of a coexistence phase for
these models, as well as some additional results concerning the geometry for the
level sets of the Gaussian free field. The complete statements and proofs are
presented in Chapters II and III, which respectively correspond to the articles
[25] and [26]. The first result, which is proved in Chapter II, is that

h∗ > 0 on Zd for all d ≥ 3. (I.2.1)

This corresponds to the inequality pc < 1
2
for Bernoulli percolation from [19],

and so the discrete Gaussian free field on Zd, d ≥ 3 also exhibits a phenomenon
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of phase coexistence: for all h ∈ (−h∗, h∗)(6= ∅), both the discrete level sets
of the Gaussian free field E≥h and its complement have an infinite cluster at
the same time. In particular, the discrete sign clusters E|>0|, that is the union
of the clusters above and below level 0, of the Gaussian free field percolate,
whereas the continuous sign clusters Ẽ|>0| of the Gaussian free field on the cable
system don’t. The inequality (I.2.1) was already expected to hold in dimension
three since it has been supported by previous numerical evidence in [63]. It
also generalizes the results from [81], where (I.2.1) is shown in high dimensions,
and in fact in high dimensions one can even derive an asymptotic expression
for h∗, see [29]. The proofs of these results in high dimension mostly rely on
methods analogue to Bernoulli percolation, whereas our proof of (I.2.1) is new
and specific to the Gaussian free field, since it relies on the isomorphism (I.1.4)
with random interlacements, and takes advantage of the cable system.

The existence of a coexistence phase is expected to hold in dimension d ≥ 3

for a variety of percolation models of random functions with long range corre-
lation, and the result (I.2.1) for the level sets of the Gaussian free field can be
seen as a milestone in the study of these models. An example is positively cor-
related discrete Gaussian fields on Zd, or continuous Gaussian fields on Rd, with
a covariance function decaying fast enough to infinity. In dimension two, several
articles, see [64, 76, 9] for instance, have recently studied the phase transition for
the level sets of smooth planar Gaussian fields and, using Russo-Seymour-Welsh
theory, have proved in particular that the associated critical parameter is zero.
One would then expect the critical parameter to increase with the dimension,
and the result (I.2.1) would then hold on a large class of discrete or continuous
Gaussian fields, but little is known rigorously about this subject for the moment.
Another example on point is the nodal domain of monochromatic random wave,
which should display a supercritical behavior in dimension d ≥ 3, and we refer
to [84] and the references therein for details.

Let us quickly comment on the proof of (I.2.1). As explained before, the
random interlacement set on the cable system Ĩu has only unbounded clusters,
which correspond by the isomorphism (I.1.4) to unbounded clusters of {x ∈ G̃ :

(ϕ̃x +
√

2u)2 > 0}. Since h̃∗ = 0, by symmetry of the Gaussian free field we have
that {x ∈ G̃ : ϕ̃x < −

√
2u} only contains bounded clusters, and so by continuity

of the Gaussian free field on the cable system, Ĩu corresponds in fact in (I.1.4)
to unbounded clusters of Ẽ≥−

√
2u.

Each unbounded cluster of Ẽ≥−
√

2u for the Gaussian free field on the cable
system contains an infinite cluster Cu ⊂ E≥−

√
2u for the discrete Gaussian free

field such that, for all x ∈ Cu, there exists an edge e = {x, y} with y ∈ Cu and
ϕ̃ ≥ −

√
2u on the whole edge Ie. Conditionally on ϕx and ϕy, one can show that
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the Gaussian free field (ϕ̃z)z∈Ie on the segment Ie is a Brownian bridge of length 1
2

between ϕx and ϕy, which has a certain probability pue (ϕx, ϕy) to stay above level
−
√

2u on the whole edge Ie. For each u > 0, each cluster of Ĩu thus corresponds
to an infinite cluster Cu in E≥−

√
2u, such that, conditionally on (ϕx)x∈Zd , the

Bernoulli percolation with parameter pu on the edges of Cu contains an infinite
cluster. If u is small enough, one can show that the probability that ϕx ≥ −

√
2u

and at least one Bernoulli variable on the edges starting from x with parameter
pu is equal to 1 is strictly smaller than the probability that ϕx ≥

√
2u. Therefore,

Cu corresponds to an infinite component of E≥
√

2u, that is h∗ ≥
√

2u > 0.

In order to dominate the probability that ϕx ≥ −
√

2u plus a small Bernoulli
noise pu by the probability that ϕx ≥

√
2u, one needs in fact to assume that

|ϕx| is small enough. Adapting the stability of Ĩu to small noise from [74], one
can show via a renormalization scheme that an unbounded cluster C̃u in Ẽ≥−

√
2u

exists, such that |ϕ̃| is small enough on C̃u, and this concludes the proof. Most
of the proof of the inequality (I.2.1) consists of proving the existence of such
an unbounded cluster C̃u, but due to its technicality, we refer to Chapter II for
details.

In Chapter III, we improve and generalize the inequality (I.2.1) in various
ways. First we prove the inequality (I.2.1) on a large family of transient graphs,
that we will assume to be unweighted in this introduction for simplicity. The
notion of percolation, that is the existence of an infinite connected cluster, can
naturally be extended from Zd to any discrete graphG, as well as the definition of
the Gaussian free field and random interlacement when the graph G is transient.
In order to prove (I.2.1) on the transient graph G, let us add the following
hypothesis:

there exist parameters α and β with 2 ≤ β < α such

that, |B(x, L)| � Lα and g(x, y) � d(x, y)−(α−β), for x, y ∈ G.
(I.2.2)

Here d is some distance function on the graph G, |B(x, L)| denotes the volume
of the ball centered in x and with radius L for this distance, and g(x, y) is the
Green function for the graph G. These conditions are actually related to some
heat kernel bounds for the random walk on the graph G, see Chapter III for
details, and have been studied extensively, see [42, 43] for instance. We will also
need an isoperimetric inequality for the graph G, which, in essence, says that

for each finite set A ⊂ G, the boundary of A contains an almost

connected path whose length is of the same order as the diameter of A.
(I.2.3)

Under these conditions, we prove that the inequalities (I.1.6) and (I.2.1) still
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hold, that is

0 = h̃∗ < h∗ ≤
√

2u∗ <∞ if (I.2.2) and (I.2.3) are verified. (I.2.4)

Examples of transient graphs verifying (I.2.2) and (I.2.3) include Zd, d ≥ 3, but
also Cayley graphs of suitably growing non-Abelian groups and various fractal
graphs. As a direct consequence of (I.2.4), we obtain that 0 < u∗ < ∞, that is
the phase transition for the vacant set of random interlacements in non-trivial. In
particular for all u ∈ (0, u∗)(6= ∅), since the interlacement set Iu always contains
infinite clusters, both Iu and its complement Vu contain infinite clusters, which
corresponds to the existence of a coexistence phase for random interlacements.

The inequality u∗ > 0 was first proved on Zd, d ≥ 7, in [93], and for any
dimension d ≥ 3 in [87], see also [72] for a short proof of this result. It was
then extended to any product graph G of the form G = G′×Z in [95] under the
condition (I.2.2) when α ≥ 1+β, and one can show that (I.2.3) is in fact verified
on any such product graph. The result (I.2.4) thus generalize the inequality
u∗ > 0 to graphs with α < 1 +β, and a canonical example of such a graph is the
"Toblerone bar" graph, that is the graph G = G′ × Z where G′ is the Sierpin-
ski gasket [50], and also to non-product graphs, such as the three-dimensional
Sierpinksi carpet, see Section 2 of [6]. The inequality u∗ > 0 can also hopefully
lead to a better understanding of the trace of random walks on cylinders, see
[91, 111, 90].

Improving the renormalization technique used to prove (I.2.1), we also obtain
subsequent information on the geometry of the sign clusters for the GFF, which,
under the conditions (I.2.2) and (I.2.3), can be summed up as follows:

there exist exactly two infinite sign clusters of ϕ, one for

each sign, which consume ‘all the ambient space’, up to

(stretched) exponentially small finite islands of +/- signs.

(I.2.5)

Adapting the proof of (I.2.1) to this larger class of graphs required us to
overcome many challenges in order to obtain several intermediate results, by
adapting some proofs from the case Zd, d ≥ 3, and by finding some new ar-
guments: a proof of (I.2.3) on product graphs, heat kernel estimates, strong
connectivity of Ĩu, decoupling inequalities for both the Gaussian free field and
random interlacements, and developing a stronger renormalization scheme to
obtain (I.2.5). We refer to Chapter III for details. In order to adapt the proof
of (I.1.6), the main challenges were to prove the equality h̃∗ = 0 and to obtain a
stronger version of (I.1.4) including the sign of the processes, see [101], and we
will now extend these results to a much larger class of graphs.



11 I.3. Percolation on the cable system

I.3 Percolation on the cable system

We now investigate percolation for the level sets of the Gaussian free field on
the cable system of a general transient graph, which is the content of Chapter
IV. The cable system G̃ of a graph G is obtained similarly as before by replacing
each edge e between two neighbors of G by a continuous interval Ie of length
1
2
. When G is transient, one can then also extend the definition of the Gaussian

free field and random interlacements to the cable system G̃, and we will keep the
same notations as on Zd, d ≥ 3. A natural questions is, to which transient graphs
G does the equality h̃∗ = 0, see (I.1.3), verified on Zd ([57]), can be extended?

As explained above (I.1.5), the inequality h̃∗ ≥ 0 is a direct consequence of the
isomorphism (I.1.4) between random interlacements and the Gaussian free field,
which actually holds on any transient graph, see [96, 57]. However, the proof of
the inequality h̃∗ ≤ 0, that is Ẽ≥0 does not contain an unbounded cluster, from
[57] can only be easily extended to amenable and transitive transient graphs. As
mentioned in (I.2.4), it also holds on transient graphs such that (I.2.2) is verified,
but also on a large class of trees, see [101, 1]. Let us now introduce a condition
on our graph G, which is verified on all the previously mentioned examples:

cap(A) =∞ for all infinite and connected sets A ⊂ G, (I.3.1)

where the capacity of a set was introduced in (I.1.1), and is extended to infinite
sets by approximation. It can actually also be extended to any connected and
closed set Ã ⊂ G̃, and the main result of Chapter IV can then be summed up
as

if G is a transient graph such that (I.3.1) is fulfilled, then h̃∗ = 0, and
for all h ∈ R and x0 ∈ G̃, one can give explicitly the law of cap(Ẽ≥h(x0)).

(I.3.2)
In the particular case h = 0, the law of the capacity of the sign clusters on the
cable system can be described by the following Laplace transform

EG
[
exp

(
−ucap(Ẽ≥0(x0))

)
1ϕx0≥0

]
= PG(ϕx0 ≥

√
2u) for all u ≥ 0, (I.3.3)

where Ẽ≥0(x0) is the set of y ∈ G̃ connected to x0 ∈ G̃ in Ẽ≥0. Note that this
formula is explicit since ϕx0 is just a centered Gaussian variable with variance
g(x0, x0). One can actually prove the formula (I.3.3) on any graph such that Ẽ≥0

contains PG-a.s. only bounded clusters. The result (I.3.2) is thus a generalization
of the equality h̃∗ = 0 to all previously known graphs, and one can actually prove
that condition (I.3.1) also holds on any graph such that the Green function
decays to zero at infinity, or also any transitive graph, and is therefore very
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general. We also provide in Chapter IV an example of a transient graph for
which h̃∗ =∞.

One might be surprised that the critical parameter h̃∗ is almost independent
of the choice of the graph and explicitly known, or that the law of the capacity
of the level sets is also explicitly known, and actually only depends really little
on the nature of the graph that we consider, see (I.3.3). For these questions,
percolation for the Gaussian free field on the cable system is thus better under-
stood than the, a priori simpler, Bernoulli percolation. In fact, one can prove
the inequality pc < 1 for Bernoulli percolation using the Gaussian free field on
the cable system on a large class of graphs, see [30]. In order to hopefully reach
better heuristics on this result, we give three new different proofs of (I.3.2).

The first proof involves a Russo’s formula introduced in [79] for the Gaussian
free field, see also [82] for the initial formula for Bernoulli percolation, which
gives a formula for the derivative in h of the probability of events depending
only on the level sets Ẽ≥h. In some specific cases, this formula can be turned
into an explicit differential equation, from which one can deduce (I.3.2). For the
second proof, one explores the level sets of the Gaussian free field Ẽ≥h from the
point of view of the equilibrium measure to obtain an "exploration martingale",
similar to the one introduced in [24], and (I.3.2) then follows using some usual
martingale theory.

The third proof involving random interlacements is more complicated, but
also implies additional results, and leads to a deeper understanding of the re-
lation between the level sets of the Gaussian free field on the cable system at
different levels. The isomorphism (I.1.4) between random interlacements and
the Gaussian free field can be extended to also include the sign of ϕ̃x +

√
2u on

the right-hand side, rather than its square, which is proved in [101] when Ẽ≥0 is
PG-a.s. bounded and the Green function is bounded. In Chapter IV, we weaken
these conditions under which this "signed" isomorphism holds to include any
graph such that (I.3.3) holds, and let us now describe this result in details. We
define for each u > 0 a process (σux)x∈G̃ ∈ {−1, 1}G̃, such that, conditionally on
(|ϕ̃x|)x∈G̃ and the random interlacement process ω̃u, σu is constant on each of
the clusters of {x ∈ G̃ : 2˜̀x,u + ϕ̃ 2

x > 0}, σux = 1 for all x ∈ Ĩu, and the values
of σu on each other clusters are independent and uniformly distributed. Then if
either (I.3.3) holds or Ẽ≥0 is PG-a.s. bounded,(

σux

√
ϕ̃ 2
x + 2˜̀x,u)

x∈G̃
has the same law as

(
ϕ̃x +

√
2u
)
x∈G̃. (I.3.4)

In particular Ẽ≥−
√

2u has the same law as {x ∈ G̃ : σux = 1}, and, by symmetry
of the Gaussian free field, Ẽ≥

√
2u has the same law as {x ∈ G̃ : σux = −1}. Using

the definition of σu and (I.1.2), and approximating the graph G̃ by finite graphs,
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one can prove that (I.3.2) and (I.3.3) hold. Note that this implies that (I.3.3)
is actually equivalent to (I.3.4). The proof of (I.3.4) relies on an approximation
of the Gaussian free field and random interlacements on G̃ by Gaussian free
fields and random interlacements on finite graphs, and takes advantage of an
isomorphism similar to (I.3.4) between loop soups and the Gaussian free field,
see [54, 57]. This proof also provides us with a version of (I.3.4) on the discrete
graph G similar to the version of the second Ray Knight theorem from [58],
where the signs σu are also only described in terms of the discrete processes
(ϕx)x∈G and ωu, and we refer to Chapter IV for details.

In addition to (I.3.2), the "signed" isomorphism (I.3.4) has several other
applications. Concerning the discrete Gaussian free field, it has already been
used, or more precisely its version from [101], to prove the strict inequality in
(I.2.4) between h∗ and

√
2u∗ on trees in [101, 1], and is expected to also help

on several other graphs including Zd, d ≥ 3. As explained in Chapter III, it is
also useful to prove the statement (I.2.5) about the geometry of the discrete sign
clusters. On the cable system, this isomorphism also implies that clusters of
Ẽ≥h and Ẽ≥−h have the same law when they are bounded, and that the critical
parameter h̃∗ is either equal to zero, as under condition (I.3.1), or to infinity,
that is Ẽ≥h then contains an unbounded cluster with positive probability for all
h ∈ R.

All the results of Chapter IV actually hold on any weighted transient graphs,
that is on graphs on which the random walk on G crosses an edge after an
exponential time whose parameter may depend on the choice of the edge. We
also obtain some partial results when adding the possibility for the random walk
on G to be stopped after a random time, whose law is described by a killing
measure κ : G → [0,∞], κ 6= 0, that is on massive graphs. When the random
walk on G is in x, the probability that it is killed before jumping to a neighbor of
x is then proportional to κx. There is no direct proof of the existence of random
interlacements on massive graphs in the literature, and we give one in Chapter
V, which also include the cable system. On massive graphs, trajectories in the
discrete random interlacements process can have forwards parts, or backwards
parts, which are finite when they are killed by the measure κ before escaping to
infinity.

One can then naturally introduce the notions of killed random interlacements,
which correspond to the doubly finite trajectories in the random interlacements
process, and surviving random interlacements, which correspond to the doubly
infinite trajectories in the random interlacements process. These definitions can
be extended to the cable system, and other characterizations are available. For
instance, killed random interlacements on the discrete graph G can be obtained
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by starting a Poissonian number of independent forwards trajectories in x for
each x ∈ G, each trajectory behaving like a random walk on G until the first
time it is killed.

Contrary to random interlacements on massless graphs, killed random inter-
lacements consist of finite range trajectories, and therefore the killed random
interlacements set do not always contain an infinite connected component. The
existence of an infinite connected component depends both on the parameter
u and on the choice of the killing measure κ, and let us denote by uK,I∗ (κ) the
critical parameter associated with the percolation for the discrete killed random
interlacements set on the graph G with killing measure κ. For u > uI,K∗ (κ), the
killed random interlacements set contains an infinite connected component with
positive probability, and with probability zero for u < uI,K∗ (κ). In Chapter V,
we show that on (0,∞)

the function a 7→ a2uI,K∗ (aκ) is increasing, (I.3.5)

where we write aκ for the killing measure (aκx)x∈G. In particular, if uI,K∗ (κ) > 0,

then uI,K∗ (aκ) > 0 for all a ≥ 1, and, if uI,K∗ (κ) < ∞, then uI,K∗ (aκ) < ∞ for
all a ≤ 1. One can also find results similar to (I.3.5) for the vacant set of killed
random interlacement, instead of the killed random interlacements set, both on
the discrete graph G and the cable system G̃.

Another characterization of killed and surviving random interlacements can
also be given using the notion of h-transform Gh of a graph G, which can for
instance correspond to a modification of the graph G such that the random walk
on Gh is the random walk on G, conditionally on being killed by the measure
κ in finite time. This characterization directly provides us with a version of
the isomorphism (I.1.4), or even (I.3.4), but between the Gaussian free field
and killed, or surviving, random interlacements. Similar isomorphisms also hold
between the trajectories of random interlacements avoiding a given compact K,
and the Gaussian free field conditioned on being equal to zero on K.

One can also define killed level sets of the Gaussian free field, which corre-
spond to the level sets for the Gaussian free field associated to the random walk
conditioned on being killed by the measure κ in finite time. The isomorphism
between killed random interlacements and the Gaussian free field let us write
negative killed level sets of the Gaussian free field as a coupling between killed
random interlacements and sign clusters of the Gaussian free field. Using (I.3.5),
one can prove an identity similar to (I.3.5), but for the critical parameter associ-
ated to the percolation of negative killed level sets of the Gaussian free field on
the cable system. We also give an identity similar to (I.3.5) for positive killed
level sets of the Gaussian free field on the cable system, and it would be inter-
esting to have similar results for the discrete Gaussian free field, since it could
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provide us with a proof of the identity h∗ > 0, see (I.2.1), on a larger class of
graph.

I.4 Outlook

The Gaussian free field on the cable system is an interesting toy model to study
percolation properties of strongly correlated random fields, since despite its ap-
parent complexity, it is integrable enough to answer complex questions about
its phase transition. It has also proved useful to study the more complex dis-
crete Gaussian free field [101, 1, 25], or even other related percolation models
[57, 59, 30], and it could thus be interesting to have an even better understanding
of this model, and in particular its properties near criticality. More generally,
percolation for the level sets of general smooth Gaussian fields in dimension
d ≥ 3, either on Rd, Zd, or even the cable system Z̃d, seems to be a more natural
percolation problem than the Gaussian free field. It is however mathematically
largely unexplored, especially in dimension d ≥ 3, and it would be interesting to
see how the previous results, in particular the existence of a coexistence phase,
can be extended to this more general class of fields.

I.5 Organization of the thesis

Chapter II concerns the result (I.2.1) about the existence of a coexistence phase
for the Gaussian free field on Zd, d ≥ 3, which is then extended in Chapter
III to the more general class of graphs verifying (I.2.2) and (I.2.3). On these
graphs, the set of inequalities (I.2.4) and the strong percolation result (I.2.5)
are also provided in Chapter III. The equality h̃∗ = 0 for the Gaussian free field
on the cable system of transient graphs verifying (I.3.1) is proved in Chapter
IV, as well as the formula (I.3.3) for the law of its level sets. Finally, random
interlacements on massive graphs are studied in Chapter V, as well as killed and
surviving random interlacements. Chapters II and III correspond respectively to
the articles [25] and [26], Chapter IV to an article in preparation, in collaboration
with Alexander Drewitz and Pierre-François Rodriguez, whereas Chapter V is
additional material. Each chapter can be read independently of the others.

I.6 Notation

In order to improve readability, we gave a name to some of the most important
conditions appearing in this thesis, and for the reader’s orientation we indicate
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here the sections in which they can be found. Conditions (p0), (Vα), (Gβ) and
(WSI) are introduced in Section III.2, conditions (Sign), (Lawh) and (Isom) in
Section IV.1, and condition (Isom’) is Section IV.3. Finally, let us mention that
the notation in Chapters IV and V differs slightly from the the rest of the thesis,
since we only study the cable system in these chapters, and we refer to the
discussion at the end of Section IV.1 for details.



Chapter II

Percolation for the sign clusters on
Zd, d ≥ 3

II.1 Introduction

The present work studies the percolation phase transition of Gaussian free field
level sets on Zd, d > 3, which provides a canonical example for a percolation
model with strong, algebraically decaying correlations. It was first proved in [16]
that the corresponding critical level h∗(d), see (II.1.4) below for its definition,
satisfies h∗(d) > 0 for every dimension d > 3 and that h∗(3) < ∞. It was later
shown in [81] that h∗(d) is finite in every dimension d > 3, and strictly positive
when d is large, with leading asymptotics as d → ∞ derived in [29]. We prove
here that this parameter is actually strictly positive in all dimensions d > 3. This
answers a question from [16], see also Remark 3.6 in [81], and fits with numerical
evidence from [63], see Section 4.1.2 and Figure 4.1 therein. A corresponding
classical result for Bernoulli site percolation, psite

c (Zd) < 1
2
for d > 3, has been

known to hold for several decades already [19].
Our construction of infinite clusters (by which, adopting the usual termi-

nology, we mean unbounded connected components) of excursion sets for the
Gaussian free field crucially relies on another object, random interlacements.
The model of random interlacements has originally been introduced in [93] to
study certain geometric properties of random walk trajectories on large, asymp-
totically transient, finite graphs. The Dynkin-type isomorphism theorem relat-
ing interlacements and the Gaussian free field, see [96], has repeatedly proved
a useful tool in their study, see [96], [98], [78], [57], [101] and [1]. In a broader
scheme, the usefulness of similar random walk representations as a tool in field
theory and statistical mechanics has been recognized for a long time, see [88],
[18] and [31].
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The cable system method introduced in [57] provides a continuous version of
this isomorphism theorem, from which some links between the level sets of the
Gaussian free field and the vacant sets Vu, u > 0, of random interlacements can
be derived. This method was used in [101] and [1] to find a suitable coupling
between those two sets, and was applied in the case of transient trees. It was
also proved in these papers that, under certain conditions on the geometry of the
tree T, the critical parameter h∗(T) for level set percolation of the Gaussian free
field on T is strictly positive. As will become apparent below, the isomorphism
theorem on the cable system can be paired with renormalization techniques
from random interlacements, and in particular from [74], which imply a certain
robustness property of Iu = Zd \ Vu with respect to small noise, to yield similar
findings on Zd, for all d > 3.

Let us now describe the results in more details. For d > 3, we consider Zd

as a graph, with undirected edge set E, and take uniform weights equal to 1 on
all edges in E, so that the sum of all weights around a vertex x ∈ Zd is 2d. For
x, y ∈ Zd, we write x ∼ y if and only if {x, y} ∈ E. Noting that Zd, d > 3, is
transient for discrete time simple random walk, we define the symmetric Green
function by

g(x, y) =
1

2d
Ex

[ ∫ ∞
0

1{Xt=y} dt
]
, x, y ∈ Zd, (II.1.1)

where (Xt)t≥0 denotes the canonical continuous time random walk on Zd, with
constant jump rate 1, starting at x under Px. We also set g(x) = g(0, x), for
x ∈ Zd. We define PG, a probability measure on RZd endowed with its canonical
σ-algebra generated by the coordinate maps Φx, x ∈ Zd, such that, under PG,

(Φx)x∈Zd is a centered Gaussian field with

covariance function EG[ΦxΦy] = g(x, y) for all x, y ∈ Zd.
(II.1.2)

(Any random field ϕ = (ϕx)x∈Zd with law PG on RZd will henceforth be called
a Gaussian free field on Zd). We are interested in level sets of Φ, and for every
h ∈ R, denote by {x >h←→∞} the event that x ∈ Zd lies in an infinite connected
component of

E>h = {y ∈ Zd; Φy > h}, (II.1.3)

and by η(h) its probability, which does not depend on the choice of x. The
function η(·) is decreasing, and it is natural to ask whether it is strictly positive
or not. This leads to the definition of the critical point

h∗(d)
def.
= inf {h ∈ R; η(h) = 0} . (II.1.4)

By ergodicity, this definition corresponds to the phase transition for the existence
of an infinite connected component in E>h, see Lemma 1.5 in [81]. It is not a
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priori clear whether |h∗| <∞ or not, and a summary of the status quo was given
in the first paragraph. In summary, it is known that h∗(d) ∈ [0,∞) for all d > 3,
and that h∗(d) ∼ (2g(0) log d)1/2 as d → ∞. Our main result is the following
lower bound in all dimensions.

Theorem II.1.1.
h∗(d) > 0, for all d > 3. (II.1.5)

Moreover, there exists h1 > 0 such that for all h 6 h1, there exists L0 > 0 such
that E>h contains an infinite cluster in the thick slab Z2 × [0, 2L0)d−2.

In fact, one can replace E>h by {y ∈ Zd; K(h) > Φy > h}(⊂ E>h) for
sufficiently large K(h) in the previous statement, see Remark II.5.2, 2) below.
Note that the infinite cluster of E>h cannot be contained in Z2 × {0}d−2 for
0 6 h < h∗(d), as explained in Remark 3.6.1 of [81]. As an immediate corollary
of Theorem II.1.1, we note that there exists an open interval I ⊂ R containing
the origin and such that, for all h ∈ I, the level set E>h and its complement
E<h = Zd \E>h both percolate (with probability one). This follows readily from
(II.1.5) and the fact that E<h law

= E>−h for all h ∈ R, by symmetry of Φ. In
particular, choosing h = 0, this implies that

Φ almost surely contains two infinite sign clusters (one for each sign). (II.1.6)

In Chapter III, we will extend the inequality (II.1.5) to other graphs than Zd, and
also obtain more information on the geometry of the sign clusters, see (III.1.1)
for instance. Put differently, Theorem II.1.1 asserts that the critical density
pGc (d) = PG[Φ0 > h∗(d)] satisfies pGc (d) < 1

2
, for all d ≥ 3, thus mirroring

the result psite
c (Zd) < 1

2
, see [19], for independent Bernoulli site percolation

on Zd, d ≥ 3. However, the elegant geometric arguments developed therein
to “interpolate” between two- and three-dimensional structures do not seem to
transfer to the current situation: the correlations present a serious impediment.
Moreover, there is no obvious monotonicity of pGc (d) (or h∗(d)) as a function
of d. One may also conjecture that pGc (d) < psite

c (Zd), the critical density for
independent site percolation on the lattice, based on the reasonable intuition
that positive correlations “help” in forming clusters of E>h. We do not currently
know a proof of this (nor of the more modest conjecture pGc (d) ≤ psite

c (Zd)).

A key tool in the proof of Theorem II.1.1 is a certain isomorphism, see
Theorem II.2.2 below, which gives a link between random interlacements and
the Gaussian free field. We now explain its benefits in some detail, and refer
to Section II.2 for precise definitions. Suppose that ω denotes the interlacement
point process defined in [93], with law PI , and let ωu be the process consisting of
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the trajectories in the support of ω with label at most u. Somewhat informally,
ωu is a Poisson cloud of bi-infinite nearest neighbor trajectories modulo time-
shift whose forward and backward parts escape all finite sets in finite time. One
naturally associates to ωu, see for instance (1.8) in [96], a field of occupation
times (`x,u)x∈Zd , where `x,u = `x,u(ω

u) collects the total amount of time spent at
x by any of the trajectories in the support of ωu. The interlacement set at level
u is then defined as

Iu = {x ∈ Zd; `x,u > 0}. (II.1.7)

It corresponds to the set of vertices visited by at least one trajectory in the
support of ωu. For any u > 0, the set Iu is almost surely unbounded and
connected [93]. The following isomorphism was proved in Theorem 0.1 of [96],
and has the same spirit as the generalized second Ray-Knight theorem, see for
example [32], [62] or [98]:(

`x,u +
1

2
Φ2
x

)
x∈Zd

under PI ⊗ PG has the same law

as
(

1

2
(Φx +

√
2u)2

)
x∈Zd

under PG.
(II.1.8)

If one attaches to each edge e of Zd a line segment Ie of length 1
2
, the resulting

“graph” Z̃d is continuous and called the cable system, see Section II.2. On this
cable system, one then defines probabilities P̃G and P̃I under which the fields
(Φx)x∈Zd and (`x,u)x∈Zd admit continuous extensions Φ̃ = (Φ̃x)x∈Z̃d and ˜̀ =

(˜̀x,u)x∈Z̃d , and the set Ĩu = {x ∈ Z̃d; ˜̀x,u > 0} is connected. It was proved in
[57] that for each u > 0, a continuous version of the isomorphism (II.1.8) also
holds on Z̃d, see also (II.2.15) below, and in particular (somewhat inaccurately,
but see (II.2.15), (II.2.16) below for precise statements) the sign of Φ̃x +

√
2u is

constant as long as ˜̀x,u > 0, and thus by the continuity of Φ̃ and the connectivity
of Ĩu, either Φ̃x > −

√
2u for all x ∈ Ĩu or Φ̃x < −

√
2u for all x ∈ Ĩu. But Ĩu is

unbounded, hence, taking h =
√

2u, by symmetry of the Gaussian free field and
ergodicity, P̃G-a.s. the set

{x ∈ Z̃d; Φ̃x > −h} contains an unbounded cluster in the cable system Z̃d.
(II.1.9)

This result was already known to hold on Zd without the isomorphism theorem
[16], where it had been derived using a neat contour argument. It is interesting
to note that, on the cable system, (II.1.9) is actually sharp, because P̃G-a.s. the
set

{x ∈ Z̃d; Φ̃x > 0} does not contain unbounded clusters in the cable system Z̃d,
(II.1.10)



21 II.1. Introduction

see Proposition 5.5 in [57], which sharply contrasts with (II.1.6). We will extend
the property (II.1.10) to a large class of graphs in Chapter IV. All in all, the
infinite cluster in E>0 (part of Zd), which exists by Theorem II.1.1, “scatters”
into finite pieces upon adding the field on the edges, but the infinite cluster of
E>−h does not, for ever so small h > 0.

On our way towards proving Theorem II.1.1, we will first show that a trun-
cated version of the level sets in (II.1.9) contains an unbounded cluster on Z̃d.
Indeed, it was proved in [74] that the intersection of the random interlacement
set Iu with a Bernoulli percolation having large success parameter still contains
an infinite cluster in Zd. By showing a similar stability result on the cable system,
see Proposition II.4.1, and using the isomorphism theorem on the cable system,
we will obtain, cf. Theorem II.3.1 below, that the truncated (continuous) level
set

{x ∈ Z̃d; −h 6 Φ̃x 6 K(h)} (II.1.11)

contains an unbounded cluster on Z̃d for all h > 0 and large enough, but finite
K(h) (with hK(h) → 0 as h ↘ 0). Once this has been proved, see Theo-
rem II.3.1 for the precise technical statement, we no longer need to use random
interlacements to prove Theorem II.1.1 (note however that the interlacements
are crucial in generating a suitable percolating cluster to start with, i.e., one
which is already reasonably “close” to being a sign cluster of the free field, see
(II.1.11)).

We now describe the second part of the proof. By construction, one can view
Φ̃, the Gaussian free field on the cable system Z̃d, as a Gaussian free field on
Zd with Brownian bridges of length 1

2
attached on the edges, see (II.2.7) and

thereafter. On an edge contained in the set of (II.1.11), those Brownian bridges
never go below −h, which happens with low probability for small h. We are
going to use this low probability to go from −h 6 Φ̃ 6 K(h) on the edges to
h 6 Φ̃ 6 K(h) on the endpoints of theses edges and for small enough h, see in
particular Lemma II.5.1, which will then imply that the set {x ∈ Zd; Φ̃x > h}
has an infinite cluster on Zd, as asserted.

We now explain the organization of this chapter, and highlight its main
contributions. In Section II.2, we recall the definitions of the Gaussian free
field and random interlacements on the cable system, and the link between the
two via the aforementioned isomorphism theorem. In Section II.3, we collect a
few preparatory tools by showing some strong connectivity properties, a large
deviation inequality as well as a version of the decoupling inequalities for random
interlacements on the cable system. Most of these are well-known in spirit, but
existing results do not entirely fit our needs.

The construction of the infinite cluster comes essentially in three steps,
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Proposition II.4.1, Theorem II.3.1, and Section II.5, which are the main ref-
erence points of this chapter. Proposition II.4.1 is a fairly generic result, which,
roughly speaking, for any coupling of a continuous interlacement and a Gaussian
free field, see (II.4.1), yields a percolating interlacement cluster, with good con-
trol on the free field part, and some room to play with along the edges. Its proof
follows a standard static renormalization scheme from [74], [78], assembling the
results of Section II.3. In Theorem II.3.1, we “translate” Proposition II.4.1, for
a certain choice of the coupling, to show that suitably truncated level sets of
the Gaussian free field on the cable system contain an unbounded connected
component. The reference level for the excursion sets of Theorem II.3.1 is −h,
for (small) positive h. Section II.5 contains the device to “flip the sign” and pass
from −h to h on the vertices, as indicated above. Together with Theorem II.3.1,
this then yields a proof of Theorem II.1.1.

In the rest of this chapter, we denote by c and C positive constants that
may change from place to place. Numbered constants such as C0, c0, C1, C

′
1, . . .

are fixed until the end of the chapter. All constants are allowed to implicitly
depend on the dimension d and a parameter u0 > 0, which will first appear in
Lemma II.3.2 and throughout the remaining sections.

II.2 Notation and useful facts about the cable
system

In this section, we give a definition of the Gaussian free field and random inter-
lacements on the cable system that will be useful later. We also discuss some
aspects of the Markov property for the Gaussian free field and its consequences,
and recall the isomorphism theorem which links random interlacements and the
Gaussian free field.

For later convenience, we endow the graph Zd with a distance function d(·, ·)
which is half of the usual graph distance, i.e., half of the `1-distance | · |1 on
Zd. Recall that we write x ∼ y, for x, y ∈ Zd, if |x − y|1 = 1. We define V 0 =

{2x, x ∼ 0}, so that, for all x, y ∈ Zd with x ∼ y, we can write y = x + 1
2
v(x,y)

for a unique v(x,y) ∈ V 0. Note that d(x, x+ 1
2
v) = 1

2
, for all x ∈ Zd and v ∈ V 0.

We attach to each edge e = {x, y} the following interval of length 1
2
:

Ie
def.
=
{
x+ tv(x,y); t ∈

(
0,

1

2

)}
=
{
y + tv(y,x); t ∈

(
0,

1

2

)}
, (II.2.1)

which is homeomorphic to an open interval of R of length 1
2
, and we write Ie =

Ie∪{x, y}. The cable system Z̃d is then defined by glueing these intervals through
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their endpoints. Z̃d\Zd is now the union of such Ie, one for every edge e ∈ E.We
extend the definition of the distance d to Z̃d by setting d(x+ tv, x+ t′v) = t− t′
for all x ∈ Zd, v ∈ V 0 and 0 6 t′ 6 t 6 1

2
, and for all x1 ∼ x2 and y1 ∼ y2 in Zd,

z ∈ I{x1,x2} and z′ ∈ I{y1,y2},

d(z, z′) = min
i,j∈{1,2}

{
d(z, xi) + d(xi, yj) + d(yj, z

′)
}
.

For all e ∈ E and z1, z2 ∈ Ie we define (z1, z2) ⊂ Z̃d as the open interval in Ie
between z1 and z2. We also define the distance between two subsets A1 and A2

of Z̃d by d(A1, A2) = infx∈A1,y∈A2 d(x, y). For R1 < R2, we introduce the boxes
[R1, R2)d = {z ∈ Z̃d; z ∈ I{x,y}, with xi, yi ∈ [R1, R2) for all i = 1, . . . , d}. The
set Zd will henceforth be considered as a subset of Z̃d and we will call vertices
the elements of Zd.

One can define a continuous diffusion X̃ on the cable system Z̃d, via prob-
abilities P̃z, z ∈ Z̃d, with continuous local times with respect to the Lebesgue
measure on Z̃d. We now describe this construction from a simple random walk
on Zd with the help of the excursion process of Brownian motion as in Section
2 of [57], and refer to [33] or Section 2 of [36] for precise definitions. Let n
be the intensity measure of Brownian excursions, see Chapter XII §2 in [75],
and λ+ be the Lebesgue measure on [0,∞). For all x ∈ Zd, we define under
P̃x a Poisson point process e =

∑
n∈N δ(en,tn) with intensity measure n ⊗ λ+,

(Vn)n∈N an i.i.d. sequence of uniform variables on V 0 independent of e (here and
in the sequel N = {0, 1, 2, . . . }), and (Zn)n∈N an independent simple random
walk on Zd with Z0 = x. For any trajectory e in the space of excursions, let
R(e) = inf{t > 0 : e(t) = 0} be the length of e, and we define for all n ∈ N

τn ≡ τn(e) :=
∑
p∈N
tp6tn

R(ep), τ−n ≡ τ−n (e) :=
∑
p∈N
tp<tn

R(ep), if e =
∑
n∈N

δ(en,tn),

and T ∈ [0,∞) such that there exists N ∈ N with |eN(T − τ−N )| = 1
2
and for all

p ∈ N such that tp < tN , sups>0 ep(s) <
1
2
. In words, T is the first time that the

graph obtained by concatenating the excursions in the support of e according
to their label tn reaches height 1/2 in absolute value. For each x ∈ Zd, we then
define under P̃x for all t < τ−N ,

X̃t = x+ |en(t− τ−n )|Vn whenever τ−n 6 t 6 τn.

and for all t ∈ [τ−N , T ],

X̃t = x+ |eN(t− τ−N )|v(Z0,Z1).
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Note that, under P̃x, (X̃t)t6T is a continuous process on
⋃
y∼x I{x,y}, and that

X̃T = Z1, and we repeat this process after time T starting in Z1 in such a way
that, conditionally on (X̃t)t6T , the law of (X̃t)t>T is P̃x-a.s. the same as the law
of (X̃t)t>0 under P̃Z1 , and that the projection of the trajectory of X̃ on Zd is
(Zn)n∈N. On an edge, the processX behaves like a Brownian motion, see Chapter
XII, Proposition 2.5 in [75] for a similar construction of the Brownian motion on
R from the Poisson point process of excursions. Finally, for all x ∼ y ∈ Zd and
z ∈ I{x,y}, we construct (X̃t)t>0 under P̃z as a Brownian motion beginning in z
on I{x,y} until either x or y is reached, and then we continue with the previous
construction beginning at this vertex.

Under P̃x for x ∈ Zd, the local time in x of X̃ at time T relative to the
Lebesgue measure on Z̃d has the same law upon renormalization as the local
time in 0 of a Brownian motion at the moment it leaves (−1

2
, 1

2
), and is thus

an exponential variable, see for example Chapter VI, Proposition 4.6 in [75]
for a similar result, with parameter 1, see Section 2 of [57] for details. For all
t ∈ [0,∞], let us denote by (Lyt )y∈Z̃d the local times relative to the Lebesgue
measure on Z̃d of X̃ at time t, see Section 2 in [57], then for all x ∈ Zd, (Ly∞)y∈Zd

has the same law under P̃x as the field of occupation times of the jump process X
on Zd under Px (cf. below (II.1.1)). In particular, we can define for all x, y ∈ Z̃d

the Green function
g(x, y) = Ẽx[L

y
∞], (II.2.2)

and its restriction to Zd is the same as the Green function on Zd defined in
(II.1.1), so the identical notation does not bear any risk of confusion.

We endow the canonical space Ω0 := C(Z̃d,R) of continuous real-valued func-
tions on Z̃d with the canonical σ-algebra generated by the coordinate functions
Φ̃x, x ∈ Z̃d, and let P̃G be the probability on Ω0 such that, under P̃G,

(Φ̃x)x∈Z̃d is a centered Gaussian field with

covariance function ẼG[Φ̃xΦ̃y] = g(x, y) for all x, y ∈ Z̃d,
(II.2.3)

with g(·, ·) given by (II.2.2). With a slight abuse of notation, any random variable
ϕ̃ = (ϕ̃x)x∈Z̃d on C(Z̃d,R) with law P̃G under some P̃ will be called a Gaussian
free field on the cable system Z̃d, and it is plain that the restriction of a Gaussian
free field on the cable system to Zd is a Gaussian free field on Zd, so we will
often identify Φ̃x with Φx for x ∈ Zd.

Let us recall the simple Markov property for ϕ̃. Let K ⊂ Z̃d be a compact
subset with finitely many components, and let U = Z̃d \K. For all x ∈ Z̃d, we
define

β̃Ux = Ẽx

[
ϕ̃X̃TU

1{TU<∞}

]
and ϕ̃Ux = ϕ̃x − β̃Ux , (II.2.4)
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where TU := inf{t > 0; X̃t /∈ U}, with the convention inf ∅ = ∞, is the exit
time from U of the diffusion X̃ on Z̃d. Moreover, for all x, y ∈ Z̃d, we define
similarly as in (II.2.2) the Green function gU(x, y) = Ex[LyTU ] of the diffusion X̃
under P̃x killed when exiting U. Then,

(ϕ̃Ux )x∈Z̃d is a centered Gaussian field with

covariance function gU(x, y) for all x, y ∈ Z̃d.
(II.2.5)

Furthermore, this field is continuous, vanishes on K and is independent of
σ(ϕ̃z, z ∈ K). A strong Markov property is also known to hold, but we will
not need it here, see Section 1 of [101] for more details.

Following standard notation, we say that (Bt)t∈[0,l] is a Brownian bridge of
length l > 0 between x and y of a Brownian motion with variance σ2 at time 1

under a probability PB if the process

Wt := Bt −
t

l
y −

(
1− t

l

)
x, t ∈ [0, l], (II.2.6)

is a centered Gaussian field with covariance function

EB [Ws1Ws2 ] =
σ2s1(l − s2)

l
for all s1, s2 ∈ [0, l] with s1 6 s2 (II.2.7)

(the process (Wlt/
√
lσ2)t∈[0,1] is a standard Brownian bridge). Let e ∈ E, z1 6=

z2 ∈ Ie, v ∈ V 0 and t ∈ (0, 1
2
] such that z2 = z1 + tv, and let s1, s2 ∈ [0, t] such

that s1 6 s2. Under P̃z1+s1v, until time T(z1,z2), the diffusion X̃ behaves like a
Brownian motion on Ie beginning at z1 + s1v until the hitting time of (z1, z2)c.

Using Chapter II.11 in [13] with s(x) = x, and noting that the function G0

defined therein is 1
2
g(z1,z2), we have

g(z1,z2)(z1 + s1v, z1 + s2v) =
2s1(t− s2)

t
.

The Markov property for the Gaussian free field implies that, under P̃ (under
which ϕ̃ is a Gaussian free field),(

ϕ̃z1+sv −
t− s
t

ϕ̃z1 −
s

t
ϕ̃z2

)
s∈[0,t]

(II.2.8)

is a centered Gaussian field with covariance function (g(z1,z2)(z1 + s1v, z2 +

s2v))s1,s2∈[0,t], and is independent of σ(ϕ̃z, z ∈ Z̃d \ (z1, z2)). Thus, it is a Brow-
nian bridge of length t between 0 and 0 of a Brownian motion with variance 2

at time 1. In particular, knowing ϕ̃ � Zd, the Gaussian free field on the edges
((ϕ̃z)z∈Ie)e∈E is an independent family of random processes such that, for each
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x ∼ y ∈ Zd, the process (ϕ̃z)z∈I{x,y} has the same law as a Brownian bridge of
length 1

2
between ϕ̃x and ϕ̃y of a Brownian motion with variance 2 at time 1, as

mentioned in Section 2 of [57] or in Section 2.2 of [58]. More precisely, let

Be
t = ϕ̃xe+tv(xe,ye)

− 2tϕ̃ye − (1− 2t)ϕ̃xe , for all t ∈ [0, 1/2] and e ∈ E, (II.2.9)

where we have given an (arbitrary) orientation (xe, ye) for each edge e =

{xe, ye} ∈ E. Then, under P̃, (Be)e∈E is a family of independent Brownian
bridges of length 1

2
between 0 and 0 of a Brownian motion with variance 2

at time 1. Note that this provides an explicit (and simple) construction of a
Gaussian free field on the cable system starting from the Gaussian free field
(ϕx)x∈Zd on Zd: if one links independently each x ∼ y ∈ Zd via a Brownian
bridge on I{x,y} of length 1

2
between ϕx and ϕy of a Brownian motion with

variance 2 at time 1, then the resulting process is a Gaussian free field on the
cable system. In view of this construction, we will later need the following result
on the probability that the maximum of a Brownian bridge exceeds some value
M (see e.g. [13], Chapter IV.26).

Lemma II.2.1. Let x, y be two real numbers, M > max(x, y) and, under PB,
(Bt)t∈[0,l] a Brownian bridge of length l between x and y of a Brownian motion
with variance σ2 at time 1. One has

PB
(

sup
t∈[0,l]

Bt > M
)

= exp

(
−2(M − x)(M − y)

lσ2

)
. (II.2.10)

Let us now turn to the definition of random interlacements on Z̃d, as in [57]
or [101]. The usual definition of random interlacements on Zd, see, for example,
[93] or the monograph [27], can be adapted to define a Poisson point process
ω̃ on W̃ ∗ × [0,∞), where W̃ ∗ is the space of doubly infinite trajectories on
Z̃d modulo time-shift, endowed with its canonical σ-algebra, and where [0,∞)

describes labels of the trajectories. Recall the law (P̃z)z∈Z̃d of the diffusion X̃ on
the cable system, started at z ∈ Z̃d. The intensity measure of ω̃ is characterized
as follows: for some N1, N2 ∈ Z with N1 6 N2, let K̃ := [N1, N2]d ∩ Z̃d, let
K := K̃ ∩ Zd, let ω̃u be the point process which consists of the trajectories in ω̃
with label at most u > 0, and let ω̃u

K̃
be the point process comprising the forward

trajectories of ω̃u hitting K̃ and beginning at the first time K̃ is reached. Then
ω̃u
K̃

is a Poisson point process with intensity measure uP̃eK = u
∑

x∈K eK(x)P̃x,
where eK is the usual equilibrium measure of K on Zd, as mentioned in [101].
One can also construct the random interlacement process ω̃u at level u > 0

on the cable system from the corresponding interlacement process ωu on Zd by
adding independent Brownian excursions on the edges for every trajectory in
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the support of ωu in the same fashion as one can construct the diffusion X̃ from
a simple random walk on Zd.

One then defines

(˜̀z,u)z∈Z̃d the field of local times of random interlacements, for u > 0,
(II.2.11)

as the sum of the local times of each of the trajectories in the support of ω̃u.
The restriction of these local times to Zd has the same law as the occupation
times (`x,u)x∈Zd for random interlacements on Zd alluded to in the introduction,
cf. above (II.1.7). The random interlacement set is defined as

Ĩu = {x ∈ Z̃d; ˜̀x,u > 0}, (II.2.12)

which is an open connected subset of Z̃d. Note that {x ∈ Zd; x ∈ Ĩu} has the
same law as Iu, cf. (II.1.7).

We also recall the following formula for the Laplace transform of (`x,u)x∈Zd ,
see for instance [96], (1.9)–(1.11) or Remark 2.4.4 in [97]: for all V : Zd → R
with finite support K ⊂ Zd and satisfying

‖GV ‖∞ < 1, where (GV )f(x) =
∑
y∈Zd

g(x, y)V (y)f(y) for all f ∈ `∞(Zd),

(II.2.13)
with g(·, ·) as in (II.1.1), and where ‖·‖∞ denotes the operator norm on `∞(Zd)→
`∞(Zd), one has

ẼI
[

exp
{∑
x∈Zd

V (x)˜̀x,u}] = exp{u〈V, (I −GV )−11〉L2(Zd)}(
= exp

{
u
∑
x∈Zd

V (x)
∑
n>0

(GV )n1(x)
})
.

(II.2.14)

Random interlacements are useful in the study of the Gaussian free field on
the cable system Z̃d because of the existence of a Ray-Knight-type isomorphism
theorem proved in Proposition 6.3 of [57], see also (1.30) in [101].

Theorem II.2.2. For each u > 0, there exists a coupling P̃u between two Gaus-
sian free fields ϕ̃ and γ̃ and a random interlacement process ω̃ on the cable system
Z̃d (i.e., under P̃u, the law of ϕ̃ and γ̃ is P̃G each, and the law of ω̃ is the same
as under P̃I) such that γ̃ and ω̃ are independent, and P̃u-a.s.,

1

2

(
ϕ̃x +

√
2u
)2

= ˜̀
x,u +

1

2
γ̃2
x, for all x ∈ Z̃d, (II.2.15)

where (˜̀x,u)x∈Z̃d is the field of local times of the random interlacements process
ω̃ at level u, cf. (II.2.11).
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This coupling will be essential for the proof of Theorem II.1.1. In particular,
we are going to use results from the theory of random interlacements, along
with the coupling (II.2.15), to deduce certain properties of the level sets of the
Gaussian free field. For now, let us note that P̃u-a.s. on Ĩu, cf. (II.2.12), one
has |ϕ̃ +

√
2u| > 0, where ϕ̃ refers to the Gaussian free field from the coupling

in Theorem II.2.2. Since Ĩu is connected (and unbounded, by construction)
and since x ∈ Z̃d 7→ ϕ̃x is continuous, either ϕ̃x > −

√
2u for all x ∈ Ĩu, or

ϕ̃x < −
√

2u for all x ∈ Ĩu. But Proposition 5.5 in [57], cf. also (II.1.10) above,
implies that the set {x ∈ Z̃d; ϕ̃x < 0}, which contains {x ∈ Z̃d; ϕ̃x < −

√
2u},

only has bounded components, hence

P̃u − a.s., ∀x ∈ Ĩu, ϕ̃x > −
√

2u. (II.2.16)

In particular, this means that the negative (upper) level sets percolate on Z̃d,
see (II.1.9).

II.3 Connectivity and a large deviation inequality
for Ĩu

The following result, which is proved over the next two sections, is essentially a
refinement of (II.2.16), which allows us to truncate Φ̃, cf. (II.2.3), at sufficiently
large heights. This important technical step will be helpful in dealing with the
fact that Φ̃ is a priori unbounded on sets of interest.

Theorem II.3.1. For each h0 > 0, there exist positive constants C0 and c0, only
depending on d and h0, with C0h

−c0
0 > 1 such that, for all 0 < h 6 h0, with

K(h) =

√
log

(
C0

hc0

)
, (II.3.1)

there exists L0 = L0(h) > 0 such that P̃G-a.s. the set

Ãh(Φ̃)
def.
=
{
x ∈ Z̃d \ Zd; Φ̃x > −h

}
∪
{
x ∈ Zd; ∀ v ∈ V 0, ∀t ∈

[
0,

1

2

]
, |Φ̃x+tv| 6 K(h)

}
(II.3.2)

contains an unbounded connected component in the thick slab Z̃2 × [0, 2L0)d−2.

Note that, since Φ̃ is continuous, asserting that Ãh(Φ̃) has an unbounded
component is tantamount to saying that there exists an infinite path in the set
{x ∈ Z̃d; Φ̃x > −h}, and that in addition, for every y ∈ Z̃d at distance less
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than 1
2
from a vertex on this path, |Φ̃y| 6 K(h) holds. In particular, the set

{x ∈ Z̃d; −h 6 Φ̃x 6 K(h)} also contains an unbounded connected component
in the thick slab Z̃2 × [0, 2L0)d−2, as stated in (II.1.11). In order to be able to
prove Theorem II.1.1 with the help of Theorem II.3.1 in Section II.5, the key
property of K(h) in (II.3.1) is that

hK(h)→ 0, as h↘ 0, (II.3.3)

see in particular the proof of Lemma II.5.1. The proof of Theorem II.3.1 will
involve an application of the isomorphism (II.2.15), and therefore hinges on a
corresponding statement “in the world of random interlacements,” see Proposi-
tion II.4.1 at the beginning of the next section. The proof of the latter requires
some preliminary results on the geometry of Ĩu, which we gather now. The de-
pendence of these results on u needs to be precise enough to later deduce (II.3.3)
when transferring Proposition II.4.1 back to the Gaussian free field.

In the remainder of this section, we consider, under P̃I , and for each u > 0,
the random interlacement set Ĩu at level u on the cable system, see (II.2.12),
and (˜̀x,u)x∈Z̃d the field of local times of the underlying interlacement process ω̃u,
see (II.2.11). The following lemma asserts that Ĩu is typically well-connected.

Lemma II.3.2. Let d > 3, ε ∈ (0, 1) and u0 > 0. There exist constants c =

c(d, ε, u0) and C = C(d, ε, u0) such that for all u ∈ (0, u0] and R > 1,

P̃I
( ⋂
x,y∈Ĩu∩[0,R)d

{x↔ y in Ĩu ∩ [−εR, (1 + ε)R)d}
)
> 1− C exp

(
−cR1/7u

)
,

(II.3.4)
where, for measurable A ⊂ Z̃d, the event {x↔ y in Ĩu∩A} refers to the existence
of a continuous path in the subset Ĩu ∩ A of the cable system connecting x and
y.

This property is essentially known, see for instance Proposition 1 of [73] or
Lemma 3.1 in [74]. However, we need to keep careful track of the dependence of
error terms on the intensity u. For the reader’s convenience, we have included a
proof of Lemma II.3.2 in the Appendix.

Next, we will need to know how much time the trajectories of random inter-
lacements typically spend in a large box with sufficiently high precision. This
can be conveniently formulated in terms of a large deviation inequality for the
local times.

Lemma II.3.3. Let d > 3 and ε ∈ (0, 1). There exist constants c = c(d, ε) and
C = C(d, ε) such that for all u > 0 and R > 1,

P̃I
( ∣∣∣ 1

Rd

∑
x∈[0,R)d∩Zd

˜̀
x,u − u

∣∣∣ > ε · u
)
6 C exp

(
−cRd−2u

)
. (II.3.5)
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Proof. Abbreviate BR = [0, R)d ∩ Zd and, for λ > 0, let us define V (x) =

(|BR|)−1λ1{x∈BR}. It follows, cf. (II.2.13) for notation, that there exists K1 <∞
such that for all f ∈ `∞(Zd) and x ∈ Zd,

|(GV )f(x)| = λ
∣∣∣ ∑
y∈BR

g(x, y)f(y)

|BR|

∣∣∣ ≤ K1λR
2−d‖f‖`∞(Zd), (II.3.6)

using that g(x, y) ≤ C ′|x − y|2−d, for x, y ∈ Zd. Hence, for λ = λ0R
d−2, with

λ0 < K−1
1 , one obtains that ‖GV ‖∞ < 1, for all R ≥ 1. In view of (II.3.6),

applying Markov’s inequality and using (II.2.14) then yields, for all λ0 < K−1
1

and R ≥ 1,

P̃I
( 1

Rd

∑
x∈[0,R)d∩Zd

˜̀
x,u > (1 + ε)u

)
6 exp

{
− λ0R

d−2u
((

1 + ε
)
−
(
1 +

∑
n>1

(K1λ0)n
))}

.

The right-hand side is bounded from above by C exp
(
−cRd−2u

)
upon choosing

λ0(ε) < K−1
1 small enough such that

∑
n>1(K1λ0)n ≤ ε/2. In a similar fashion

one bounds for V , λ as above,

P̃I
( 1

Rd

∑
x∈[0,R)d∩Zd

˜̀
x,u < (1− ε)u

)
= P̃I

(
exp

{
−
∑
x∈Zd

V (x)˜̀x,u} > e−(1−ε)λu
)

6 exp
{
λ0R

d−2u
((

1− ε
)
−
(
1−

∑
n>1

(K1λ0)n
))}

,

from which (II.3.5) readily follows.

As a direct application of Lemmas II.3.2 and II.3.3, we derive lower bounds
for the probabilities of the following events.

Definition II.3.4. For all u, u′ > 0, and integer R ≥ 1, the events Eu,u′

R and
F u,u′

R are defined as follows:

(a) Eu,u′

R occurs if and only if for each e ∈ {0, 1}d, the set (eR + [0, R)d) ∩ Ĩu
contains a connected component Ae such that∑

y∈Ae∩Zd

˜̀
y,u >

3

4
u′Rd,

and such that the components (Ae)e∈{0,1}d are all connected in Ĩu∩ [0, 2R)d.
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(b) F u,u′

R occurs if and only if for all e ∈ {0, 1}d,

∑
y∈(eR+[0,R)d)∩Zd

˜̀
y,u <

5

4
u′Rd.

Note that for fixed u′ > 0, and positive integer R, the events (Eu,u′

R )u>0 are in-
creasing, i.e., there exists a measurable and increasing function fu′R : [0,∞)Z̃

d →
{0, 1} such that 1

Eu,u
′

R

= fu
′

R (˜̀.,u) for all u > 0, and that the events (F u,u′

R )u>0

are decreasing, i.e., the events ((F u,u′

R )c)u>0 are increasing. The following con-
sequence of Lemmas II.3.2 and II.3.3 is tailored to our purposes in the next
section.

Corollary II.3.5. Let d > 3 and u0 > 0. There exist δ ∈ (0, 1), positive and
finite constants C = C(d, u0) and c = c(d, u0) such that for all u ∈ (0, u0] and
R > 1,

P̃I
(
E
u(1−δ),u
R

)
> 1− C exp

(
−cR1/7u

)
(II.3.7)

and

P̃I
(
F
u(1+δ),u
R

)
> 1− C exp

(
−cRd−2u

)
. (II.3.8)

Proof. Let δ = 1
6
. We begin with (II.3.8). In view of Definition II.3.4, it follows

from Lemma II.3.3 applied with u(1 + δ) instead of u and translation invariance
that for all e ∈ {0, 1}d and u > 0,

P̃I
 ∑

x∈(eR+[0,R)d)∩Zd

˜̀
x,u(1+δ) <

5

4
Rdu


> P̃I

 1

Rd

∑
x∈(eR+[0,R)d)∩Zd

˜̀
x,u(1+δ) <

15

14
u(1 + δ)


(II.3.5)
> 1− C exp(−cRd−2u),

which is (II.3.8).
In order to obtain (II.3.7), fix any two constants ε = ε(d) ∈ (0, 1) and

µ = µ(d) ∈ (0, 1) in such a way that (1 − 8ε)d(1 − µ)(1 − δ) = 3
4
. For all

e ∈ {0, 1}d, we define the inner boxes Be(ε) = eR + [2bεRc, R − 2bεRc)d. It is
sufficient to prove (II.3.7) for R satisfying εR > 1, which we now tacitly assume.
We then have |Be(ε)∩Zd|·(1−µ)(1−δ) > 3

4
Rd, where |A| denotes the cardinality
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of A ⊂ Zd. According to Lemma II.3.3,

P̃I
 ∑
x∈Be(ε)∩Zd

˜̀
x,u(1−δ) >

3

4
Rdu


> P̃I

 1

|Be(ε) ∩ Zd|
∑

x∈Be(ε)∩Zd

˜̀
x,u(1−δ) > (1− µ)u(1− δ)


> 1− C exp

(
−cRd−2u

)
.

We now define A1
e = Be(ε) ∩ Ĩu(1−δ). According to Lemma II.3.2, for every e ∈

{0, 1}d, all the vertices of A1
e are connected in Ĩu(1−δ)∩ (eR+ [bεRc, R−bεRc)d)

with probability at least 1 − C exp(−cR1/7u), and on the corresponding event
we define Ae ⊂ Ĩu(1−δ) ∩ (eR+ [bεRc, R− bεRc)d) such that A1

e ⊂ Ae and Ae is
connected.

Still according to Lemma II.3.2, all the Ae for e ∈ {0, 1}d are connected with
each other in Ĩu(1−δ) ∩ [0, 2R)d with probability at least 1 − C exp(−cR1/7u),

which gives (II.3.7).

Since the events Eu,u′

R and F u,u′

R are defined in terms of local times and not
in terms of the occupation field

(
1{x∈Ĩu}

)
x∈Zd , we now give a slightly different

version of the decoupling inequality presented in [68] valid for the local times on
the cable system. This inequality will later enable us to use Eu,u′

R and F u,u′

R as
seed events of a suitable multi-scale argument. In what follows, let Q̃u, u > 0, be
the law on Ω = [0,∞)Z̃

d of the local times (˜̀x,u)x∈Z̃d of random interlacements on
the cable system Z̃d, and let (px)x∈Z̃d denote the canonical coordinate functions
on Ω, i.e., for all f ∈ Ω and x ∈ Z̃d, px(f) = f(x).

Theorem II.3.6. Let Ã1 and Ã2 be two measurable non-intersecting subsets of
Z̃d. Assume that s := d(Ã1, Ã2) > 1, and that the minimum r of the diameters of
Ã1 and Ã2 is finite. Then there exist κ0(d) and κ1(d) such that for all u > 0 and
ε ∈ (0, 1), for any functions fi : Ω → [0, 1] which are σ(px, x ∈ Ãi) measurable
for each i ∈ {1, 2}, and which are both increasing or both decreasing,

Q̃u[f1f2] 6 Q̃u(1±ε)[f1]Q̃u(1±ε)[f2] + κ0(r + s)d exp(−κ1ε
2usd−2), (II.3.9)

where the plus sign corresponds to the case where the fi’s are increasing and the
minus sign to the case where the fi’s are decreasing.

Proof. Let A1 and A2 be the smallest subsets of Zd such that for all i ∈ {1, 2},
and all x ∈ Ãi, there exist y, z ∈ Ai such that x ∈ I{y,z}. Note that Ãi ∩ Zd ⊂
Ai. Since d(Ã1, Ã2) > 1, the sets A1 and A2 are not intersecting (recall that
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the distance between two neighbors of Zd is 1
2
). For two measures µ1 and µ2,

we say that µ1 6 µ2 if µ2 − µ1 is a non-negative measure. The proof of the
main decoupling result, Theorem 2.1 in [68], see in particular Section 5 therein,
implies that, for each u > 0, there exists a coupling QI

u between the random
interlacement process ω on Zd and two independent Poisson point processes ω1

and ω2 having the same law as ω, such that, for B ⊂ Zd, denoting by (ωu)|B the
point process consisting of the restriction to B of the trajectories in ωu which
hit B,

QI
u

[
(ω

u(1−ε)
i )|Ai 6 (ωu)|Ai 6 (ω

u(1+ε)
i )|Ai , i = 1, 2

]
> 1− κ0(r + s)d exp(−κ1ε

2usd−2).
(II.3.10)

For each u > 0 and i ∈ {1, 2}, under an extended probability Q̃I
u, one then

constructs an interlacement process ω̃u(1−ε)
i at level u(1− ε) on the cable system

by adding independent Brownian excursions on the edges for every trajectory
in the support of the random interlacement process ωu(1−ε)

i on Zd, as in the
construction of the diffusion X̃, see the beginning of Section II.2.

We now construct a random interlacement process ω̃u at level u using ω̃u(1−ε)
i

and ωu. Its trajectories are the trajectories of ω̃u(1−ε)
i which have a projection

on Zd already contained in ωu (i.e., all the trajectories of ω̃u(1−ε)
i on the event

in (II.3.10)) and the trajectories of ωu which are not already in ω
u(1−ε)
i , lifted

to Z̃d using additional independent (of ω̃u(1−ε)
i and ωu) Brownian excursions

on the edges. We repeat this construction to obtain a random interlacement
process ω̃u(1+ε)

i at level u(1 + ε) in a similar way from ω̃u and ωu(1+ε)
i . Then, an

analogue of (II.3.10) holds for these processes ω̃u, ω̃u(1−ε)
i and ω̃u(1+ε)

i under Q̃I
u.

In particular, denoting by ˜̀x,u, ˜̀ix,u(1−ε) and ˜̀ix,u(1+ε) their respective local time
fields on the cable system, see (II.2.11), it follows that

Q̃I
u

[˜̀i
x,u(1−ε) 6 ˜̀x,u 6 ˜̀ix,u(1+ε), x ∈ Ãi, i = 1, 2

]
> 1−κ0(r+s)d exp(−κ1ε

2usd−2)

(II.3.11)
The inequalities in (II.3.9) are a direct consequence of (II.3.11).

II.4 Percolation for the truncated level set

In this section, we prove Theorem II.3.1: for each h > 0, there exists a finite
constant K(h) such that the level set of the Gaussian free field on the cable
system truncated above level −h and below level K(h) contains an unbounded
connected component. We will actually show a similar statement for random in-
terlacements and use the coupling from Theorem II.2.2 to obtain Theorem II.3.1.
The corresponding statement for random interlacement, see Proposition II.4.1,
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essentially asserts that one can intersect the continuous interlacement set Ĩu,
the set {x ∈ Zd; |ϕx| < K} and a Bernoulli family on the edges with parameter
p and still retain an unbounded connected component in Z̃d for sufficiently large
K and p close enough to 1. The proof of this statement bears similarities to the
proof of Theorem 2.1 in [74], where it is shown that the intersection of Iu and a
Bernoulli family with parameter p on Zd, not necessarily independent from Iu,
contains an infinite connected component in Zd for large enough p.

Henceforth, for a given p ∈ (0, 1) (and d > 3), let Q̃p be any coupling between
a Gaussian free field ϕ̃, a random interlacement process ω̃ and a family of inde-
pendent Bernoulli random variables on the edges Bp = (θpe)e∈E with parameter
p, i.e.,

under Q̃p, the law of (ϕ̃x)x∈Z̃d is P̃G, the process ω̃ has the same

law as under P̃I and (θpe)e∈E is an i.i.d. family of {0, 1}-valued

random variables with Q̃p(θpe = 1) = p for each e ∈ E.

(II.4.1)

In particular, ϕ̃, ω̃ and Bp need not be independent, and in fact, we will later use
a coupling such that (II.2.16) holds. For any level u > 0, we define the random
interlacement set Ĩu as in (II.2.12) and the local times (˜̀x,u)x∈Z̃d as in (II.2.11)
in terms of ω̃. We further denote by ϕ the restriction of ϕ̃ to Zd and by Iu the
restriction of Ĩu to Zd.

Proposition II.4.1. (d > 3, u0 > 0, (II.4.1))

There exist positive constants C1, c1, C
′
1 and c′1, only depending on d and u0,

satisfying C1u
−c1
0 > 1 and C ′1u

c′1
0 < 1, such that for all u ∈ (0, u0], with

K̃(u)
def.
=

√
log

(
C1

uc1

)
and p(u)

def.
= 1− C ′1uc

′
1 , (II.4.2)

there exists L0(u) > 0 such that, if p ∈ [p(u), 1], then Q̃p-a.s. the set

Ã′u,p =
(
Ĩu \ Iu

)
∪
{
x ∈ Iu; |ϕx| 6 K̃(u) and ∀ y ∼ x, |ϕy| 6 K̃(u) and θp{x,y} = 1

}
(II.4.3)

contains an unbounded connected component in the thick slab Z̃2×[0, 2L0(u))d−2.

We now comment on (II.4.3). First, note that Iu ⊂ Zd, so saying that Ã′u,p
contains an unbounded connected component implies that Ã′u,p∩Zd contains an
infinite path such that all the edges of this path are in Ĩu, and for all vertices
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x on this path and all y ∼ x, |ϕx| 6 K̃(u) and θp{x,y} = 1. Proposition II.4.1 is
true for any choice of coupling probability Q̃p satisfying (II.4.1). Once its proof
is completed, we will choose the coupling introduced in (II.2.15). This will auto-
matically enforce the lower bound −h required for the proof of Theorem II.3.1,
since Ĩu ⊂ {x ∈ Z̃d; ϕ̃x > −

√
2u}, see (II.2.16). A good choice of θp{x,y}, cf.

Lemma II.4.9 below, will then allow to control the height of the field along the
edges. To this effect, (II.4.3) essentially guarantees that on Ã′u,p we are dealing
with Brownian bridges whose boundary values are uniformly bounded.

The proof of Proposition II.4.1 follows a strategy very similar to the proof
of Theorem 2.1 in [74], but we need to pay diligent attention to the dependence
on u in order to obtain the explicit bounds (II.4.2). We use a renormalization
scheme akin to the one introduced in Section 4 of [74], which uses a sprinkling
technique developed in [93] and later improved in [95] and [68]. For n > 0 and
L0 ≥ 1, we define the geometrically increasing sequence

Ln = ln0L0, where l0 = 4l(d) and l(d) = 4(5 · 4d + 1) (II.4.4)

and the coarse-grained lattice model

GL0
0 = L0Zd and GL0

n = LnZd ⊂ GL0
n−1 for n > 1.

Note that, albeit only implicitly, the sequence Ln depends on the choice of L0,
which is the only parameter in this scheme. For x ∈ GL0

n , we further introduce
the boxes

ΛL0
x,n = GL0

n−1 ∩ (x+ [0, Ln)d), (II.4.5)

and note that {ΛL0
x,n; x ∈ GL0

n } forms a partition of GL0
n−1. For a given collection of

events indexed by GL0
0 , that we denote by A = (Ax)x∈GL0

0
, we define recursively

the events GL0
x,n(A) such that GL0

x,0 = Ax for all x ∈ GL0
0 , and for all n > 1 and

x ∈ GL0
n ,

GL0
x,n(A) =

⋃
x1,x2∈Λ

L0
x,n

|x1−x2|∞> Ln
l(d)

GL0
x1,n−1(A) ∩GL0

x2,n−1(A), (II.4.6)

where | · |∞ stands for the `∞-distance on Zd. For each x ∈ Zd, let Tx be the
translation operator on the space of point measures on W ∗, the space of doubly
infinite trajectories on Z̃d modulo time-shift such that, if µ is such a measure,
then Tx(µ) is the point measure where each trajectory in the support of µ has
been translated by x. Moreover, in a slight abuse of notation, let τx be defined
by

ω̃ ◦ τx = Tx(ω̃). (II.4.7)
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We introduce a family of events on the space Ωcoup on which Q̃p, cf. (II.4.1), is
defined. We say that an event A ∈ σ(ϕ̃z, z ∈ Z̃d) is increasing if there exists
an increasing and measurable function f : Ω0 → {0, 1} such that, Q̃p-a.s., 1A =

f(ϕ̃), and decreasing if Ac is increasing. Recall that the events Eu,u′

L0
and F u,u′

L0

from Definition II.3.4 are respectively increasing and decreasing, and we will
from now on tacitly consider them as subsets of Ωcoup.

Definition II.4.2. For each u > 0, integer L0 ≥ 1, K > 0 and p ∈ [0, 1] let

(a) (EL0,u
x )

x∈GL0
0

be the family of increasing events such that, for all x ∈ GL0
0 ,

the event EL0,u
x = τ−1

x

(
Eu,u
L0

)
occurs,

(b) (FL0,u
x )

x∈GL0
0

be the family of decreasing events such that, for all x ∈ GL0
0 ,

the event FL0,u
x = τ−1

x

(
F u,u
L0

)
occurs,

(c) (CL0,K
x )

x∈GL0
0

be the family of decreasing events such that, for all x ∈ GL0
0 ,

the event CL0,K
x occurs if and only if for all y ∈ (x+ [−1, 2L0 + 1)d) ∩ Zd,

we have ϕy 6 K,

(d) (ĈL0,K
x )

x∈GL0
0

be the family of increasing events such that, for all x ∈ GL0
0 ,

the event ĈL0,K
x occurs if and only if for all y ∈ (x+ [−1, 2L0 + 1)d) ∩ Zd,

we have ϕy > −K,

(e) (DL0,p
x )

x∈GL0
0

be the family of events such that, for all x ∈ GL0
0 , the event

DL0,p
x occurs if and only if for all e ∈ (x+ [−1, 2L0 + 1)d) ∩ E, we have

θpe = 1.

A vertex x ∈ GL0
0 is called a good (L0, u,K, p) vertex if

CL0,K
x ∩ ĈL0,K

x ∩DL0,p
x ∩ EL0,u

x ∩ FL0,u
x (II.4.8)

occurs, and otherwise a bad (L0, u,K, p) vertex.

The reason for the choices in Definition II.3.4 and (II.4.8), with regards to
Proposition II.4.1, comes in the following.

Lemma II.4.3. (u > 0, L0 > 1, p ∈ (0, 1])

If (x0, x1, . . . ) is an unbounded nearest neighbor path of good (L0, u, K̃(u), p)

vertices in GL0
0 , then the set

⋃∞
i=0(xi+[0, 2L0)d) contains an unbounded connected

path in Ã′u,p, cf. (II.4.3).
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Proof. Let x, y be two good (L0, u, K̃(u), p) vertices and neighbours in GL0
0 , and

assume that there exists e ∈ {0, 1}d such that x + eL0 = y. Since EL0,u
x holds,

there exist two random sets Ax,0 ⊂ Ĩu ∩ (x + [0, L0)d) and Ax,e ⊂ Ĩu ∩ (x +

eL0 + [0, L0)d) which are connected in Ĩu ∩ (x + [0, 2L0)d), and such that the
sum of the local times on the vertices of each of those two sets is larger than
3
4
uLd0. Moreover, since FL0,u

y occurs, the sum of the local times on the vertices
of Ax,e ∪ Ay,0 is smaller than 5

4
uLd0 because Ax,e ∪ Ay,0 ⊂ Ĩu ∩ (y + [0, L0)d).

Hence, Ax,e ∩ Ay,0 6= ∅, and this implies that Ax,0 is connected to Ay,0 in
Ĩu ∩ (x+ [0, 2L0)d).

Applying the above to each of the neighbors in our path (x0, x1, . . . ), we get
that for all i ∈ N0, Axi,0 is connected to Axi+1,0 in Ĩu∩ ((xi + [0, 2L0)d)∪ (xi+1 +

[0, 2L0)d)). Thus, one can find an unbounded connected path in Ĩu ∩
⋃∞
i=0(xi +

[0, 2L0)d), and this path is actually in Ã′u,p since |ϕx| 6 K̃(u) and θpe = 1 for all
x, e ∈

⋃∞
i=1(xi + [−1, 2L0 + 1)d) by Definition II.4.2, (c), (d), (e).

To prove that an unbounded nearest neighbor path of good (L0, u, K̃(u), p)

vertices in GL0
0 exists for a suitable choice of the parameters, we pair our good

(seed) events with the renormalization scheme (II.4.6) to show that, if being
a good seed is typical, i.e., if it occurs with probability sufficiently close to 1,

then the probability of being good “at level n” cf. (II.4.6) and (II.4.21) below,
is overwhelming. The respective bounds for all events of interest, cf. Definition
II.4.2, can be found in Lemmas II.4.4, II.4.6 and II.4.7 below. We first consider
the events (EL0,u

x )x∈Zd and (FL0,u
x )x∈Zd , and take advantage of Corollary II.3.5

and Theorem II.3.6 to show the following.

Lemma II.4.4. (u0 > 0)

There exist C2 = C2(d, u0) and C ′2 = C ′2(d, u0) such that for all u ∈ (0, u0] and
L0 ≥ 1 with L1/7

0 u > C2,

Q̃p
[
GL0

0,n

(
(EL0,u)c

)]
6 2−2n , (II.4.9)

and for all u ∈ (0, u0] and L0 ≥ 1 with L1/7
0 u > C ′2,

Q̃p
[
GL0

0,n

(
(FL0,u)c

)]
6 2−2n . (II.4.10)

Proof. We only prove (II.4.9). The proof of (II.4.10) is similar. Fix δ ∈ (0, 1) as
in Corollary II.3.5, and let δ′ ∈ (0, 1) be small enough such that

un :=
u(1− δ)∏n−1
k=1

(
1− δ′

2k

) < u, ∀n > 1 (II.4.11)

(with u1 = u(1 − δ)). For all x ∈ GL0
0 , let EL0,u,u′

x = τ−1
x (Eu,u′

L0
), cf. (II.4.7)

and Definition II.3.4, and note that EL0,u,u
x = EL0,u

x . For all u ∈ (0, u0], L0 > 1,
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positive integer n, i ∈ {1, 2} and xi ∈ GL0
n such that |x1 − x2|∞ > Ln+1

l(d)
= 4Ln,

the events GL0
xi,n−1

(
(EL0,u′,u)c

)
are σ(˜̀z,u, z ∈ xi + [0, Ln + L0)d) measurable for

all u′ > 0, and, defining rn := Ln+L0

2
,

sn := d
(
x1 + [0, 2rn)d, x2 + [0, 2rn)d]

)
> d(x1, x2)− rn > Ln.

By Theorem II.3.6 applied with ε = 1 − un
un+1

= δ′2−n, and since the events
(EL0,u′,u)c are decreasing, there exist two constants C and c independent of u, n
and L0 such that

Q̃p
[
GL0
x1,n−1

(
(EL0,un+1,u)c

)
∩GL0

x2,n−1

(
(EL0,un+1,u)c

)]
6 Q̃p

[
GL0
x1,n−1

(
(EL0,un,u)c

)]
Q̃p
[
GL0
x2,n−1

(
(EL0,un,u)c

)]
+ C(sn + rn)d exp

(
−cusd−2

n 4−n
)
.

(II.4.12)

We have chosen ld−2
0 > 8, see (II.4.4), whence for L1/7

0 u > c(d, u0),

l2d0 C(sn + Ln + L0)d exp
(
−cusd−2

n 4−n
)
6 C ′ exp

(
− cuL1/7

0 2n
)
6

1

(4l2d0 )22n+1 .

(II.4.13)
We now prove by induction over n that for all x ∈ GL0

n , and all u ∈ (0, u0],

Q̃p
[
GL0
x,n

(
(EL0,un+1,u)c

)]
6

1

(2l2d0 )22n
, if L1/7

0 u ≥ c(d, u0). (II.4.14)

For n = 0, the bound on the right-hand side of (II.4.14) is purely numerical.
Thus, it is clear from Corollary II.3.5, and since GL0

x,0

(
(EL0,u1,u)c

)
= (EL0,u1,u

x )c,

see above (II.4.6), that if one takes L1/7
0 u large enough (only depending on u0

and d), then (II.4.14) holds for n = 0 on account of (II.3.7). Suppose now it
holds for n− 1 ≥ 0. Then, according to (II.4.6)

Q̃p
[
GL0
x,n

(
(EL0,un+1,u)c

)]
6

∑
x1,x2∈Λ

L0
x,n

|x1−x2|> Ln
l(d)

Q̃p
[
GL0
x1,n−1

(
(EL0,un+1,u)c

)
∩GL0

x2,n−1

(
(EL0,un+1,u)c

)]

6
1

(2l2d0 )22n
,

where the last equality follows from (II.4.12), (II.4.13), the induction hypothesis
and |ΛL0

x,n| 6 ld0, and (II.4.14) follows. The claim (II.4.9) then follows from
(II.4.11), (II.4.14) and the fact that the

(
EL0,u′,u

)c are decreasing events.

We now turn to the Gaussian free field part CL0,K and ĈL0,K , see (c) and (d)
in Definition II.4.2, of the good events in (II.4.8). Sprinkling techniques have
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been used successfully in investigating level set percolation of the Gaussian free
field, see for example [81], [78] or [29], and also [80] with regard to non-Gaussian
measures. These techniques imply similar results as for random interlacements,
and this is mainly due to the fact that decoupling inequalities as (II.3.9) also
hold for the Gaussian free field. With hopefully obvious notation, in writing
Φ + c below, with Φ as in (II.1.2), we mean the field whose value is shifted by
c ∈ R everywhere.

Theorem II.4.5 ([67, Corollary 1.3] and thereafter). Let A1 and A2 be two non
intersecting subsets of Zd, define s = d(A1, A2) and assume that the minimum r

of their diameters is finite. Then, there exist positive constants κ′0(d) and κ′1(d)

such that, for all ε ∈ (0, 1), and any two functions fi : RZd → [0, 1] which are
σ(Φx, x ∈ Ai) measurable for each i ∈ {1, 2}, and either both increasing or both
decreasing,

EG[f1(Φ)f2(Φ)] 6 EG[f1(Φ± ε)]EG[f2(Φ± ε)] + κ′0(r + s)d exp(−κ′1ε2sd−2),

(II.4.15)
where the plus sign corresponds to the case where the fi’s are increasing and the
minus sign to the case where the fi’s are decreasing.

Theorem 1.2 in [67] gives a slightly better inequality, but (II.4.15) will be suf-
ficient for our purposes, and readily yields the following analogue of Lemma II.4.4
for the events pertaining to the free field.

Lemma II.4.6. There exist constants C3(d) > 1 and C ′3(d) > 0 such that for
all L0 > C3 and K > 0 with

K > C ′3
√

log(L0), (II.4.16)

one has

Q̃p
[
GL0

0,n

(
(CL0,K)c

)]
6 2−2n and Q̃p

[
GL0

0,n

(
(ĈL0,K)c

)]
6 2−2n . (II.4.17)

Proof. One knows from (2.35) and (2.38) in [81] that if K > C
√

log(L0) for
some constant C large enough,

Q̃p
[(

ĈL0,K
0

)c]
= Q̃p

[(
CL0,K

0

)c]
= Q̃p

(
sup

x∈[−1,2L0+1)d
ϕx > K

)
6 e−

(K−C
√

log(L0))
2

2g(0) .

(II.4.18)

The claim (II.4.17) now follows by induction over n from (II.4.18) and Theo-
rem II.4.5 in exactly the same way as Lemma II.4.4 was obtained from Corol-
lary II.3.5 and Theorem II.3.6.
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Finally, we collect a simple estimate for the Bernoulli part of our good events
DL0,p, see part (e) in Definition II.4.2.

Lemma II.4.7 ([74, Lemma 4.7]). There exists C4 = C4(d) such that for all
L0 > 1 and p ∈ (0, 1) satisfying

p > exp

(
−C4

Ld0

)
, (II.4.19)

one has
Q̃p
[
GL0

0,n

(
(DL0,p)c

)]
6 2−2n . (II.4.20)

The bounds of Lemmas II.4.4, II.4.6 and II.4.7 allow for a proof of Proposi-
tion II.4.1 by means of a standard duality argument. In view of Lemma II.4.3,
this requires an estimate on the probability to see certain long (dual) paths. The
relevant events, see (II.4.22), can be suitably expressed in terms of bad vertices
at level n, as Lemma II.4.8 asserts.

Recall the definition of good (L0, u,K, p) vertices in (II.4.8). For n ≥ 0, we
call x ∈ GL0

n a bad n− (L0, u,K, p) vertex if the event

GL0
x,n

(
(CL0,K)c

)
∪GL0

x,n

(
(ĈL0,K)c

)
∪GL0

x,n

(
(DL0,p)c

)
∪GL0

x,n

(
(EL0,u)c

)
∪GL0

x,n

(
(FL0,u)c

)
(II.4.21)

occurs, and a good n − (L0, u,K, p) vertex otherwise. Note that a good
0 − (L0, u,K, p) vertex is simply a good (L0, u,K, p) vertex. We say that
(x0, x1, . . . , xn, . . . ) is a ∗-path in GL0

0 if for all i ∈ {0, 1, . . . }, xi ∈ GL0
0 and

‖xi − xi+1‖∞ = L0. For each u,K > 0, integer L0 ≥ 1, p ∈ (0, 1), 0 < M < N

with M, N multiples of L0, and x ∈ GL0
0 , let

HN
M(x;L0, u,K, p) =

{
(x+ [−M,M ]d) is connected to (x+ ∂[−N,N ]d) by

a ∗-path of bad (L0, u,K, p) vertices in GL0
0

}
.

(II.4.22)

Here, ∂[−N,N ]d denotes the boundary of the set [−N,N ]d, which intersects GL0
0

since N is a multiple of L0. The following lemma asserts that H2Ln
Ln

(x;L0, u,K, p)

can only happen if there is a bad n − (L0, u,K, p) vertex in the box of radius
2Ln around x.

Lemma II.4.8. For all integers n ≥ 0 and L0 ≥ 1, u,K > 0, p ∈ (0, 1), and
x ∈ GL0

n ,

H2Ln
Ln

(x;L0, u,K, p) ⊂
⋃

y∈GL0
n ∩(x+[−2Ln,2Ln)d)

{y is n− (L0, u,K, p) bad}. (II.4.23)
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Proof. This is a consequence of Lemma 4.4 of [78] (with N ≡ 5, r ≡ l(d) and
L0, l0 as in (II.4.4) above). We include the proof for the reader’s convenience.
We proceed by induction over n: it is clear that (II.4.23) is true for n = 0, and we
assume that it holds for any choice of x up to level n− 1. If H2Ln

Ln
(x;L0, u,K, p)

occurs, there exists a ∗-path π of bad (L0, u,K, p) vertices in GL0
0 from (x +

[−Ln, Ln]d) to (x+∂[−2Ln, 2Ln]d). This path intersects the concentric `∞-spheres
(x + ∂[−Ln − 16iLn−1, Ln + 16iLn−1]d) for all i ∈ {0, . . . ,m− 1}, where m =

5 · 4d + 1 (recall that l0 = 16m). In view of (II.4.4), for all i ∈ {0, . . . ,m− 1},
one can thus find yi ∈ GL0

n−1 ∩ (x+ ∂[−Ln − 16iLn−1, Ln + 16iLn−1]d) such that
π ∩ (yi + [−Ln−1, Ln−1]d) 6= ∅.

For each i ∈ {0, . . . ,m− 1}, we clearly have (yi + [−2Ln−1, 2Ln−1]d) ⊂
(x + [−2Ln, 2Ln]d), and so the connected ∗-path π in GL0

0 connects (yi +

[−Ln−1, Ln−1]d) to (yi + ∂[−2Ln−1, 2Ln−1]d), and thus the induction hypoth-
esis implies that there exists zi ∈ (yi + [−2Ln−1, 2Ln−1)d) which is (n − 1) −
(L0, u,K, p) bad, and in particular zi ∈ GL0

n−1. There are m = 5 · 4d + 1

such zi, and since there are only 4d elements in GL0
n ∩

(
x+ [−2Ln, 2Ln)d

)
,

one can find x0 in this set such that ΛL0
x0,n

, cf. (II.4.5), contains at least 6

different zi. By (II.4.21), one can thus find k 6= j in {0, . . . ,m− 1} and
A0 ∈ {(CL0,K)c, (ĈL0,K)c, (DL0,p)c, (EL0,u)c, (FL0,u)c} such that zk and zj are
in ΛL0

x0,n
, and GL0

zk,n−1(A0) and GL0
zj ,n−1(A0) both occur. Moreover,

‖zk − zj‖∞ > ‖yk − yj‖∞ − 4Ln−1 > 12Ln−1 > Ln/l(d),

which, in view of (II.4.6), implies that GL0
x0,n

(A0) occurs, and thus x0 is n −
(L0, u,K, p) bad.

By Lemmas II.4.4, II.4.6 and II.4.7, we know that for all u ∈ (0, u0], and for
a suitable choice of the parameters L0, K and p, the probability that a vertex
is n − (L0, u,K, p) bad is very small. Lemma II.4.8 then yields that a ∗-path
of (L0, u,K, p) bad vertices in GL0

0 exists with very small probability only, and
on account of Lemma II.4.3, we can prove Proposition II.4.1 using a Peierls
argument.

Proof of Proposition II.4.1. Choose a constant C5 = C5(d, u0) large enough such
that, upon defining

L0(u) =
⌈
C5/u

7
⌉
,

one has L0(u)1/7u > max(C2, C
′
2), cf. Lemma II.4.4, and L0(u) > C3, cf.

Lemma II.4.6, for all u ∈ (0, u0]. One can now find constants c1, C1, c
′
1 and C ′1

such that if (II.4.2) holds, then K̃(u) > C ′3
√

log(L0(u)), cf. (II.4.16), and
p(u) > exp(− C4

L0(u)d
), cf. (II.4.19), for all u ∈ (0, u0]. Let us now fix arbitrarily
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some u ∈ (0, u0] and p ∈ [p(u), 1]. Lemma II.4.8, Lemmas II.4.4 and II.4.6 and
Lemma II.4.7 can now be applied with L0 = L0(u), K = K̃(u) and p, to yield

Q̃p
(
H2Ln
Ln

(0;L0(u), u, K̃(u), p)
)

(II.4.23)
6 4dQ̃p

(
0 is n− (L0(u), u, K̃(u), p) bad

)
(II.4.21)
6 4d

{
Q̃p
[
G
L0(u)
0,n

((
CL0(u),K̃(u)

)c)]
+ Q̃p

[
G
L0(u)
0,n

((
ĈL0(u),K̃(u)

)c)]
+ Q̃p

[
G
L0(u)
0,n

((
DL0(u),p

)c)]
+ Q̃p

[
G
L0(u)
0,n

((
EL0(u),u

)c)]
+ Q̃p

[
G
L0(u)
0,n

((
FL0(u),u

)c)]}
6 5 · 4d · 2−2n ,

using (II.4.9), (II.4.10), (II.4.17) and (II.4.20) in the last step. Since this bound
holds for all n > 0, and we have, in view of (II.4.4), HN

0 (0;L0(u), u, K̃(u), p) ⊂
H2Ln
Ln

(0;L0(u), u, K̃(u), p) for any n ∈ N such that 2Ln 6 N, one can find con-
stants c, C > 0 depending only on d, u and u0 such that, for all integers N,

Q̃p
(
HN

0

(
0;L0(u), u, K̃(u), p

))
6 C exp (−cN c) . (II.4.24)

Given (II.4.24), the argument proceeds as follows. For any set A ⊂ Z2×{0}d−2,

define (x0, . . . , xn, . . . ) to be a nearest neighbor path of good (L0(u), u, K̃(u), p)

vertices in GL0(u)
0 ∩ (Z2 × {0}d−2) that connects A to ∞ if all the xi ∈

GL0(u)
0 ∩ (Z2 × {0}d−2) are good (L0(u), u, K̃(u), p) vertices, ‖xi−xi+1‖1 = L0(u)

for all i ∈ {0, 1, . . . }, x0 ∈ A and ‖xi‖∞ → ∞, as i → ∞. Now, assume that
there exists no unbounded nearest neighbor path of good (L0(u), u, K̃(u), p) ver-
tices in GL0(u)

0 ∩ (Z2×{0}d−2), and in particular that for all M ∈ L0(u) · N ≡ Nu

there is no nearest neighbor path of good (L0(u), u, K̃(u), p) vertices that con-
nects [M,M ]2 × {0}d−2 to ∞. Then by planar duality, for all M ∈ Nu, there
exists a ∗-path π around [−M,M ]2 × {0}d−2 in GL0(u)

0 ∩ (Z2 × {0}d−2) of bad
(L0(u), u, K̃(u), p) vertices. If N > M denotes the smallest multiple of L0(u)

such that xN ≡ (N, 0) ∈ Nu × {0}d−1 is in π, then HN
0 (xN ;L0(u), u, K̃(u), p)

occurs. Thus, the probability that there is no infinite nearest neighbor path
of good (L0(u), u, K̃(u), p) vertices in GL0(u)

0 ∩ (Z2 × {0}d−2) that connect
[−M,M ]2 × {0}d−2 to ∞ is bounded by∑

N∈Nu:N>M

Q̃p
(
HN

0 (0;L0(u), u, K̃(u), p
)
6

∑
N∈Nu:N>M

C exp (−cN c).

This is true for allM ∈ Nu, hence the probability of having no unbounded nearest
neighbor path of good (L0(u), u, K̃(u), p) vertices in GL0(u)

0 ∩ (Z2 × {0}d−2) is 0.

Lemma II.4.3 then implies that the set Ã′u,p percolates (almost surely), for any
u ∈ (0, u0] and p ∈ [p(u), 1], and the claim of Proposition II.4.1 follows.
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With Proposition II.4.1 at hand, it is possible to deduce Theorem II.3.1 for
a good choice of coupling Q̃p in (II.4.1). The idea is to use (II.2.15), and to
suitably couple the Bernoulli percolation Bp with {|ϕ̃| 6 K(h)} on the edges.

The key to the proof of Theorem II.3.1 is the following lemma, by which
one can essentially couple a Bernoulli percolation {Bp = 1} on the edges with
sufficiently large success parameter p > 1 − C ′1uc

′
1 , cf. (II.4.2), with {|ϕ̃| 6 K ′}

on the edges for K ′ large enough.

Lemma II.4.9. Let ϕ̃ be a Gaussian free field on the cable system under P̃.
For all u0 > 0, there exist positive constants C0 and c0 such that, for all
u ∈ (0, u0], with K̃(u) and p(u) as defined in (II.4.2), h =

√
2u and K(h)

as defined in (II.3.1), the following holds: under P̃, there exists a family of inde-
pendent Bernoulli variables Bp̃(u) = (θ

p̃(u)
e )e∈E with parameter p̃(u) > p(u), and

the property that

for all e = {x, y} ∈ E, if |ϕx| 6 K̃(u) and |ϕy| 6 K̃(u),

then
{
θp̃(u)
e = 1⇒ ∀ z ∈ Ie, |ϕ̃z| 6 K(h)

}
.

(II.4.25)

Proof. Let u ∈ (0, u0] and h =
√

2u. With C1, c1, C
′
1 and c′1 as given by Propo-

sition II.4.1, fix constants C0 and c0 depending only on u0 and d such that

K(h)
(II.3.1)

=

√
log

(
C0

(2u)c0/2

)
>

√
log

(
C1

uc1

)
+

√
−1

2
log

(
C ′1u

c′1

2

)
(II.4.2)

= K̃(u) +

√
−1

2
log

(
1− p(u)

2

)
.

(II.4.26)

Let (Be)e∈E be defined as in (II.2.9), and recall that (Be)e∈E is an i.i.d. family
of Brownian bridges with length 1

2
of a Brownian motion with variance 2 at time

1. For all e ∈ E, define

θp̃(u)
e =

{
1, if |Be

t | 6 K(h)− K̃(u) for all t ∈
[
0, 1

2

]
,

0, otherwise.
(II.4.27)

Then
(
θ
p̃(u)
e

)
e∈E is an i.i.d. family of Bernoulli variables with parameter

p̃(u)
def.
= P̃

(
∀ t ∈ [0, 1/2], |Be

t | 6 K(h)− K̃(u)
)
.

Moreover, by symmetry (the boundary values ofBe are both 0) and Lemma II.2.1

p̃(u) > 1− 2P̃

(
sup

t∈[0,1/2]

Be
t > K(h)− K̃(u)

)
(II.2.10)
> 1− 2 exp

(
−2(K(h)− K̃(u))2

)
(II.4.26)
> p(u),
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and, using (II.2.9) and (II.4.27), for all e = {x, y} ∈ E such that ϕx 6 K̃(u) and
ϕy 6 K̃(u),

θp̃(u)
e = 1 ⇒ ∀t ∈ [0, 1/2], |ϕ̃x+tv(x,y)

− (1− 2t)ϕx − 2tϕy| 6 K(h)− K̃(u)

⇒ ∀z ∈ Ie, |ϕ̃z| 6 K(h),

whence (II.4.25).

Proof of Theorem II.3.1. Let u0 =
h2

0

2
, and, for any h ∈ (0, h0], define u = h2

2
. Let

P̃u be the coupling from Theorem II.2.2, under which there exist a Gaussian free
field ϕ̃ and a random interlacement process ω̃ such that (II.2.16) holds. For this
ϕ̃, let Bp̃(u) = Bp̃(u)(ϕ̃) be the family of independent Bernoulli variables under P̃u

introduced in Lemma II.4.9. This yields a coupling Q̃p̃(u) satisfying (II.4.1), with
parameter p̃(u) > p(u). One can now apply Proposition II.4.1 to obtain that,
P̃u-a.s, the set Ã′u,p̃(u), cf. (II.4.3), contains an unbounded connected component
in the thick slab Z̃2× [0, L0(u))d−2, and thus (II.4.25) yields that P̃u-a.s. the set(
Ĩu ∩ (Z̃d \ Zd)

)
∪
{
x ∈ Zd; ∀ v ∈ V 0, ∀t ∈ [0, 1/2], |ϕ̃x+tv| 6 K(h)

}
(II.4.28)

contains an unbounded connected component in the thick slab Z̃2×[0, L0(u))d−2.

Now (II.2.16) implies that the set defined in (II.4.28) is included in Ãh(ϕ̃), and
Theorem II.3.1 follows.

II.5 Percolation for positive level set

In this section, we prove our main result, Theorem II.1.1, with the help of
Theorem II.3.1. We consider the Gaussian free field Φ̃ on Z̃d as defined in
(II.2.3), and, with Theorem II.3.1 at hand, we will no longer need random in-
terlacements nor the coupling (II.2.15) to prove Theorem II.1.1. A key ingre-
dient is the following observation: we have shown, see (II.1.11) that the set
{x ∈ Z̃d; −h 6 Φ̃x 6 K(h)} contains an unbounded connected component for
large enough K(h), cf. (II.3.1). Suppose that x ∈ Zd is a vertex inside this un-
bounded component, and that Ie is attached to x (recall that Φ = Φ̃ � Zd). Then,
since Φ̃ behaves like a Brownian bridge on Ie, see (II.2.9), the probability that
Φ̃z > −h for all z ∈ Ie becomes very small as h↘ 0. In fact, since hK(h)→ 0 as
h↘ 0, if e = {x, y}, for sufficiently small h > 0, it is more costly to keep Φ̃ > −h
along the entire cable Ie, than to require Φx > h (at the vertex x only!), knowing
that −h 6 Φx 6 K(h) and |Φy| 6 K(h), see Lemma II.5.1 for the corresponding
statement. Accordingly, the probability that the set {x ∈ Z̃d; −h 6 Φ̃x 6 K(h)}
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contains an unbounded connected component becomes smaller than the proba-
bility that the set {x ∈ Zd; h 6 Φx 6 K(h)} contains an infinite cluster (in Zd)
as h goes to 0, which implies Theorem II.1.1.

Comparing the probability that Φx > h knowing that −h 6 Φx 6 K(h) with
the probability that the Brownian bridge on Ie remains above level −h in a uni-
form way requires some control on the Gaussian free field Φ̃ in the neighborhood
of x, and for this purpose we are actually going to use Theorem II.3.1 and not
only (II.1.11). We define, for x ∈ Zd and v ∈ V 0, the subsets Ux,v and Ux of Z̃d

by

Ux,v = x+
[
0,

1

4
v
)
and Ux =

⋃
v∈V 0

Ux,v = x+
⋃
v∈V 0

[
0,

1

4
v
)
. (II.5.1)

We call Kx ≡ ∂Ux the boundary of Ux, which has exactly 2d elements, and
define K =

⋃
x∈Zd Kx. Henceforth, we set

h0 = 1 (II.5.2)

in all the previous definitions and results, and in particular in Theorem II.3.1
(this value is chosen arbitrarily in (0,∞)). For any h ∈ (0, 1], we define K(h) as
in (II.3.1) (with c0, C0 numerical constants depending only on d by the choice
(II.5.2)). We further define two families of events (Ex,v

h )x∈Zd and (F x,v
h )x∈Zd,v∈V 0

(part of Ω0, cf. above (II.2.3)) by

Ex,v
h =

{
Φ̃x+ 1

4
v > −h

}
∩
{
∀y ∈ Kx; |Φ̃y| 6 K(h)

}
and F x,v

h =
{
∀ z ∈ Ux,v; Φ̃z > −h

}
,

(II.5.3)

as well as
Ex
h = Ex,v

h and Gx
h =

⋃
v∈V 0

(
Ex,v
h ∩ F

x,v
h

)
, (II.5.4)

and the (random) subsets of Zd

Eh = {x ∈ Zd; Ex
h occurs} and Gh = {x ∈ Zd; Gx

h occurs}. (II.5.5)

For all K ⊂ Z̃d, we denote by AK the σ-algebra σ (ϕ̃z, z ∈ K) . We note that
the sets Ux are disjoint when x varies, cf. (II.5.1) and (II.2.1), and that the
events Ex,v

h are AKx-measurable. Theorem II.3.1 implies that Gh contains an
infinite connected component, and the goal is to go from this to the percolation
of Eh ∩ {x ∈ Zd; Φx > h}. The following lemma makes the above observation,
see the discussion at the beginning of this section, precise.
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Lemma II.5.1. There exists h1 ∈ (0, 1] such that for all h ∈ (0, h1] and x ∈ Zd,

P̃G (Gx
h | AKx) 6 P̃G (Ex

h ∩ {Φx > h} |AKx) . (II.5.6)

Proof. Let us fix some x ∈ Zd. It is sufficient to prove that there exists h1 ∈ (0, 1]

such that for all h ∈ (0, h1] and all v ∈ V 0,

1Ex,vh P̃G (F x,v
h ∩ {Φx 6 2h} |AKx) 6

1

2d
1Ex,vh P̃G (h 6 Φx 6 2h | AKx) . (II.5.7)

Indeed, if (II.5.7) holds, then

P̃G (Gx
h | AKx) = P̃G (Gx

h ∩ {Φx > 2h} |AKx) + P̃G (Gx
h ∩ {Φx 6 2h} |AKx)

(II.5.4)
6 P̃G (Gx

h ∩ {Φx > 2h} |AKx)

+
∑
v∈V 0

P̃G (Ex,v
h ∩ F

x,v
h ∩ {Φx 6 2h} |AKx)

(II.5.7)
6 P̃G (Gx

h ∩ {Φx > 2h} |AKx)

+
1

2d

∑
v∈V 0

P̃G (Ex,v
h ∩ {h 6 Φx 6 2h} |AKx)

6 P̃G (Ex
h ∩ {Φx > h} |AKx) ,

noting that Gx
h, E

x,v
h ⊂ Ex

h in the last inequality, and (II.5.6) follows. We now
show (II.5.7). Let us fix some v ∈ V 0. We begin with the study of Φx, by
decomposing it suitably. It follows from the Markov property, cf. (II.2.4), that
Φ̃Ux

x = Φx − β̃U
x

x is a centered Gaussian variable with variance gUx(x, x). The
value of the variance gUx(x, x) ≡ σ2

0 does not depend on x ∈ Zd (it actually
follows from Section 2 of [57] that σ2

0 = 1
4d
). Moreover, on the event Ex,v

h , it is
clear that |β̃Uxx | 6 K(h). Thus, on the event Ex,v

h , since the harmonic average
β̃U

x

x is AKx-measurable, we obtain, for all h > 0,

P̃G (−h 6 Φx 6 2h | AKx)

= P̃G
(
−h 6 Φ̃Ux

x + β̃U
x

x 6 2h
∣∣∣AKx)

=
1√

2πσ2
0

∫ 2h

−h
exp

(
−
(
y − β̃Uxx

)2

2σ2
0

)
dy

=
1√

2πσ2
0

exp

(
−
(
β̃U

x

x

)2

2σ2
0

)∫ 2h

−h
exp

(
− y2

2σ2
0

)
exp

(
yβ̃U

x

x

σ2
0

)
dy

6
1√

2πσ2
0

exp

(
−
(
β̃U

x

x

)2

2σ2
0

)
× 3h exp

(
2hK(h)

σ2
0

)
. (II.5.8)
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A similar calculation shows that on the event Ex,v
h , for h > 0,

P̃G (h 6 Φx 6 2h | AKx) >
1√

2πσ2
0

exp

(
−
(
β̃U

x

x

)2

2σ2
0

)
×h exp

(
−2h(K(h) + h)

σ2
0

)
.

(II.5.9)
Define

C6(d) = sup
h∈(0,1]

{
3 exp

(
2hK(h)

σ2
0

)
× exp

(
2h(K(h) + h)

σ2
0

)}
,

and note that C6 <∞ since hK(h)→ 0 as h↘ 0, cf. (II.3.1). Hence, by (II.5.8)
and (II.5.9),

1Ex,vh P̃G (−h 6 Φx 6 2h | AKx) 6 C61Ex,vh P̃G (h 6 Φx 6 2h | AKx) , for h ∈ (0, 1].

(II.5.10)
Let us now turn to the events F x,v

h . It follows again from the Markov property
for the Gaussian free field, see in particular the discussion below (II.2.8), that,
knowing AKx∪{x}, the process (Φ̃z)z∈Ux,v is a Brownian bridge of length 1

4
be-

tween Φx and Φ̃x+ 1
4
v of a Brownian motion with variance 2 at time 1. Using

Lemma II.2.1, one can then find h1 ∈ (0, 1] such that, for all h ∈ (0, h1], on the
AKx∪{x} measurable event Ex,v

h ∩ {−h 6 Φx 6 2h},

P̃G
(
F x,v
h

∣∣AKx∪{x}) = P̃G
(

min
z∈Ux,v

Φ̃z > −h
∣∣∣∣AKx∪{x})

= 1− exp
(
−4(h+ Φx)(h+ Φ̃x+ 1

4
v)
)

6 1− exp (−12h(K(h) + h))

6
1

2dC6

. (II.5.11)

We now conclude using (II.5.10) and (II.5.11): for all h ∈ (0, h1],

1Ex,vh P̃G (F x,v
h ∩ {Φx 6 2h} |AKx)

(II.5.3)
= E

[
1Ex,vh ∩{−h6Φx62h}P̃G

(
F x,v
h

∣∣AKx∪{x}) ∣∣∣AKx]
(II.5.11)
6

1

2dC6

1Ex,vh P̃G (−h 6 Φx 6 2h | AKx)

(II.5.10)
6

1

2d
1Ex,vh P̃G (h 6 Φx 6 2h | AKx) ,

which is (II.5.7).

Lemma II.5.1 roughly asserts that it is more likely to have {Φx > h} than
to have Gx

h (on Ex
h) for small h > 0 and we know by Theorem II.3.1 that Gh



Chapter II. Percolation for the sign clusters on Zd 48

has an infinite connected component in a thick slab. Using the Markov property
for the Gaussian free field we will show that this implies that E>h, see (II.1.3),
percolates in a sufficiently thick slab for any such value of h, thus obtaining
Theorem II.1.1.

Proof of Theorem II.1.1. Let us fix some h ∈ (0, h1], with h1 as in Lemma II.5.1.
The Markov property for the Gaussian free field, see (II.2.5), (II.5.1) and (II.2.1),
implies that the family (Φ̃Ux

· )x∈Zd is i.i.d. and independent of AK, and that for
all x ∈ Zd and z ∈ Ux,

Φ̃z = β̃U
x

z + Φ̃Ux

z

where β̃Ux is AKx-measurable for all x ∈ Zd. For each x ∈ Zd, there exists
fx : C(Z̃d,R)× RKx → {0, 1} and gx : C(Z̃d,R)× RKx → {0, 1} such that

1Gxh = fx(Φ̃
Ux , Φ̃|Kx) and 1Exh∩{Φx>h} = gx(Φ̃

Ux , Φ̃|Kx). (II.5.12)

For each measurable subset A of Z̃d, let us denote by P̃G,A the law of Φ̃|A under
P̃G. Lemma II.5.1 now gives that for all x ∈ Zd and for P̃G,Kx-a.s. all βx ∈ RKx ,

P̃G
(
fx(Φ̃

Ux , βx) = 1
)
6 P̃G

(
gx(Φ̃

Ux , βx) = 1
)
. (II.5.13)

For each x ∈ Zd and βx ∈ RKx such that (II.5.13) holds, abbreviating the left
and right-hand sides of (II.5.13) by pf (β

x) and pg(β
x), respectively, so that

pf (β
x) 6 pg(β

x), we can now define a probability νβx on {0, 1}2 such that,
with π1 and π2 respectively denoting the projections onto the first and second
coordinate of {0, 1}2, we have

π1 6 π2, νβx(π1 = 1) = pf (β
x) and νβx(π2 = 1) = pg(β

x). (II.5.14)

The measure νβx can for instance be constructed from a uniform random variable
Y on [0, 1] as the law of (1{Y 6pf (βx)}, 1{Y 6pg(βx)}) on {0, 1}2. For each β ∈ RK

and x ∈ Zd, let βx = (βz)z∈Kx ∈ RKx , and finally define, for P̃G,K-a.s. all β ∈ RK

the following probabilities on ({0, 1}Zd)2

νβ =
⊗
x∈Zd

νβx and ν = ẼG
[
νΦ̃|K

]
. (II.5.15)

Note that for all B ⊂ {0, 1}2, βx 7→ νβx(B) is measurable, and thus ν is well-
defined. Let π′1 and π′2 be the projections on the first and second coordinate
of ({0, 1}Zd)2. Then π′1 6 π′2 ν-a.s by (II.5.14), (II.5.15), and on account of
(II.5.12) π′1 has the same law under ν as (1Gxh)x∈Zd under P̃G and π′2 has the
same law under ν as (1Exh∩{Φx>h})x∈Zd under P̃G. Moreover, by Theorem II.3.1,
there exists L0 = L0(h) > 0 such that the set Ãh(Φ̃), cf. (II.3.2), contains P̃G-a.s.
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an unbounded connected component M in the thick slab Z̃2 × [0, 2L0)d−2. By
definition, see (II.5.5), M ∩ Zd ⊂ Gh, and thus {x ∈ Zd : π′1(x) = 1} contains
ν-a.s. an unbounded component in Z̃2 × [0, 2L0)d−2. Since π′1 6 π′2, this implies
that Eh ∩ {x ∈ Zd : Φ̃x > h} also contains an infinite connected component in
Z̃2 × [0, 2L0)d−2, as desired.

Remark II.5.2. 1) The result of [81] is actually slightly better than Theorem II.1.1
in high dimensions: if d is large enough, there exist h2 = h2(d) > 0 and L0 =

L0(d) > 1 such that the level set {x ∈ Zd; Φx > h2} percolates in the slab
Z2×[0, 2L0)×{0}d−3. However, in all dimensions d > 3, the set {x ∈ Zd; Φx > h}
never percolates for h > 0 in Z2×{0}d−2, as explained in Remark 3.6.1 of [81].

2) It is possible to get a result similar to (II.1.11) for the positive level set of
the Gaussian free field Φ on Zd just constructed, thus obtaining the following
strengthening of Theorem II.1.1. For all h 6 h1, let K(h) be as in (II.3.1) for
h0 = 1, then the set {x ∈ Zd; h 6 Φx 6 K(h)} contains a.s. an infinite con-
nected component. Indeed, using an argument similar to that of Lemma II.5.1,
one can prove that, conditionally on AKx , the probability of Gx

h ∩ {Φx 6 K(h)}
is smaller than the probability of Ex

h ∩ {h 6 Φx 6 K(h)} and the result follows.

3) Theorem 2.2 in [74] can also easily be extended to the Gaussian free field: for
each h 6 h1, the set {x ∈ Zd; Φx > h} contains an almost surely transient com-
ponent. Indeed, looking at the proof of Theorem 2.2 in [74], see also Theorem 1
in [73], we can use (II.4.24) instead of (5.1) in [74] to obtain that the set Ã′u,p
defined in (II.4.3) contains an unbounded connected and transient component
for p ∈ [p(u), 1]. Using the same coupling as in Lemma II.4.9, we get that this is
also true for the set Ãh(ϕ̃) defined in (II.3.2), and the same proof as the proof of
Theorem II.1.1 tells us that {x ∈ Zd; Φx > h} also contains an infinite connected
and transient component for h 6 h1.

4) Another parameter h 6 h∗ has been introduced in [28], and a similar one
has been used in [100]. This parameter describes a strong percolative regime
for E>h, when h < h, i.e., all connected components of E>h in [−R,R]d with
diameter at least R

10
are connected in [−2R, 2R]d with large enough probability

when R goes to ∞. It has been proved that h > −∞ and it is believed that
actually h = h∗, but it is still unknown whether h > 0 or not. Our methods may
perhaps help in that regard.
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II.A Appendix: Proof of Lemma II.3.2

The proof of Lemma II.3.2 is very close to the proof of Proposition 1 in [73],
but we need to remove the dependence on u of the constants, and make the
dependence on u of the error term explicit instead. We will henceforth refer to
[73] whenever possible, and in particular, Lemmas 3 to 6 and 11 in [73] do not
involve u at all, so we will use them without proof. Recall ωu, the interlacement
process at level u on Zd, and ω̃u, the interlacement process at level u on the cable
system, obtained from ωu by adding independent Brownian excursions on the
edges, as in the construction of the diffusion X̃ from a simple random walk on Zd

in the beginning of section II.2. We denote by Îu the set of edges traversed by at
least one of the trajectories in supp(ωu). Now observe that the event that every
x and y in Ĩu∩ [0, R)d be connected in Ĩu∩ [−εR, (1 + ε)R)d, which is the event
of interest in (II.3.4), is more likely than every x and y in Îu∩ [−1, R+1)d being
connected in Îu ∩ [−εR, (1 + ε)R)d. Thus, we only need to show the respective
statement of Lemma II.3.2 for Îu instead of Ĩu, cf. Lemma II.A.5 below.

The idea of the proof is to show that there exists C > 1 such that for every
integer R > 1 and every x, y ∈ Iu ∩ [−R,R)d, the vertices x and y are connected
through edges in Îu ∩ [−CR,CR)d with high enough probability. It is quite
hard to directly link x and y, especially if R is large. Therefore, let us define,
under some probability P, ωu/3i,3 for i ∈ {1, 2, 3}, three independent Poisson point
process with the same law as ωu/3 under PI , such that ωu =

∑3
i=1 ω

u/3
i,3 . Let

us call Iu/3i,3 the set of vertices visited by at least one of the trajectories from
supp(ω

u/3
i,3 ), denote by Îu/3i,3 the set of edges traversed by at least one of the

trajectories from supp(ω
u/3
i,3 ), and let Cu/3

i (x,R) be the set of vertices connected
to x by edges in Îu/3i,3 ∩ [−R,R)d for i ∈ {1, 2, 3} and x ∈ Zd. We are going to
prove that, if x ∈ Iu/31,3 and y ∈ Iu/32,3 , then C

u/3
1 (x,R) and C

u/3
2 (y,R) are big

enough, and that one can connect these two sets by edges in Îu/33,3 ∩ [−CR,CR)d

with high probability. In particular, this will imply that x and y are connected
through edges in Îu ∩ [−CR,CR)d with high probability.

We first recall a property of the Poisson distribution (see for example (2.11) in
[73]): let N be a random variable which has Poisson distribution with parameter
λ, then there exist constants c < 1 and C > 1 independent of λ such that

P (cλ 6 N 6 Cλ) > 1− C exp (−cλ) .

For A ⊂ Zd finite and ω an interlacement process, we call for all u > 0 Nu
A the the

number of trajectories in supp(ωu) which enter A, and write Z1, . . . , ZNu
A
for the

corresponding trajectories, parametrized such that Zi(0) ∈ A and Zi(−n) /∈ A
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for all n > 0. Note that Z1, . . . , ZNu
A
depend on ω, u and A even if this is only

implicit in the notation. Then Nu
A is a Poisson variable with parameter ucap(A)

and

PI (cucap(A) 6 Nu
A 6 Cucap(A)) > 1− C exp (−cucap(A)) . (II.A.1)

Here, cap(A) is the capacity of the set A, i.e., the total mass of the equilibrium
measure of A. The following standard bounds will soon prove to be useful: For
any A ⊂ [−R,R)d ∩ Zd and R > 1,

cap(A) 6 cap([−R,R)d) 6 CRd−2 and cap([−R,R)d) > cRd−2. (II.A.2)

The next lemma gives a bound on the probability to connect the two sets
C
u/3
1 (x,R) and Cu/3

2 (y,R) in Îu/33 ∩ [−CR,CR)d in terms of capacity.

Lemma II.A.1. There exist constants c = c(d) > 0 and C = C(d) < ∞ such
that for all R > 0 and u > 0, for all subsets U and V of [−R,R)d,

PI
(
U
Îu∩[−CR,CR)d←→ V

)
> 1− C exp

(
−cR2−ducap(U)cap(V )

)
.

Proof. If there is a trajectory among (Z1, . . . , ZNu
U

), which hits V after 0 and
before leaving [−CR,CR)d, then U is connected to V through edges of Îu ∩
[−CR,CR)d. We can use Lemma 11 in [73] to lower bound the probability of a
trajectory to behave accordingly by cR2−dcap(V ), and thus we infer

PI
(
U
Îu∩[−CR,CR)d←→ V

)
> 1− PI(Nu

U < cucap(U))−
(
1− cR2−dcap(V )

)cucap(U)

(II.A.1), (II.A.2)

> 1− C exp
(
−cR2−ducap(U)cap(V )

)
.

We are now going to prove that cap
(
C
u/3
1 (x,R)

)
and cap

(
C
u/3
2 (y,R)

)
are

large enough with high probability, and in particular that they grow faster in R
than R

d−2
2 . From now on we fix some u0 > 0, and for all u > 0, A ⊂ Zd finite

and T a positive integer, we define the set Ψ(u,A, T ) by

Ψ(u,A, T ) = A ∪
Nu
A⋃

i=1

{Zi(n), 0 6 n 6 T}. (II.A.3)

Lemma II.A.2. For all ε ∈ (0, 1), k > 1 and δ > ε, there exist constants c > 0

and C < ∞ such that for every u ∈ (0, u0], A ⊂ Zd finite and T a positive
integer,

PI
(

cap (Ψ (u,A, T )) > c min
(
ucap(A)T

1−ε
2 , T

(d−2)(1−ε)
2

))
> 1− C exp

(
−cmin

(
T ε/2, ucap(A)

))
,

(II.A.4)
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and, if A ⊂ B = [−kT δ, kT δ)d,

PI
(

Ψ(u,A, T ) ⊂ B + [−T
1+ε

2 , T
1+ε

2 )d
)
> 1− C exp (−cT εu) . (II.A.5)

Proof. (II.A.4) is a simple consequence of Lemma 6 in [73] and (II.A.1). In order
to prove (II.A.5), let us first define h(T, ε), the probability that the simple ran-
dom walk on Zd beginning in 0 leaves [−T 1+ε

2 , T
1+ε

2 )d before time T . Hoeffding’s
inequality yields that h(T, ε) 6 C exp(−cT ε). Now, taking B = [−kT δ, kT δ)d
and assuming A ⊂ B, observing that, in order for Ψ(u,A, T ) not to be con-
tained in B+ [−T 1+ε

2 , T
1+ε

2 )d, at least one of the walks Zi in (II.A.3) must reach
distance T

1+ε
2 before time T , and noting that Nu

A ≤ Nu
B, we get

PI
(

Ψ(u,A, T ) ⊂ B + [−T
1+ε

2 , T
1+ε

2 )d
)

> 1− PI (Nu
B > Cucap(B))− Cucap(B)h(T, ε)

(II.A.1), (II.A.2)

> 1− C exp
(
−cuT (d−2)δ

)
− CuT (d−2)δ exp (−cT ε)

> 1− C exp (−cT εu) ,

which concludes the proof.

We now iterate this process to find the desired bound on cap (Cu(x,R)) .

Consider, under some probability Q, a sequence of independent random inter-
lacement processes (ωk)k>1 which define an independent sequence (Ψk)k>2 such
that for all k > 2, Ψk has the same law as Ψ (see (II.A.3) for notation), and let
Iv1 be the random interlacement set associated with ωv1 . For each x ∈ Zd, let Zx

be the trajectory with the smallest label v contained in ω1 such that Zx(0) = x,

which exists since x ∈ Iv1 for v ∈ (0,∞) large enough. For all x ∈ Zd, u > 0 and
T positive integer, we recursively define a sequence of subsets (U

(k)
u (x, T ))k>1 of

Zd by
U (1)
u (x, T ) = {Zx(n), 0 6 n 6 T},

and, for all k > 2,

U (k)
u (x, T ) = Ψk

(
u, U (k−1)

u (x, T ), T
)
.

Note that U (k)
u (x, T ) depends on u only for k > 2. In the next lemma, we iterate

the results of Lemma II.A.2 to find lower bounds on the capacity of U (d−2)
u (x, T )

and upper bounds on the diameter of U (d−2)
u (x, T ).

Lemma II.A.3. For all ε ∈ (0, 1
3
], there exist constants c > 0 and C <∞ such

that for every u ∈ (0, u0], x ∈ Zd, positive integer T and k ∈ {1, . . . , d− 2},

Q
(

cap
(
U (k)
u (x, T )

)
> uk−1

(
cT

1−ε
2

)k)
> 1− C exp

(
−cT ε/2u

)
(II.A.6)
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and

Q
(
U (k)
u (x, T ) ⊆ x+ [−kT

1+ε
2 , kT

1+ε
2 )d

)
> 1− C exp (−cT εu) . (II.A.7)

Proof. Let us introduce the shorthand U (k)
u = U

(k)
u (x, T ), and note that, albeit

only implicitly, U (k)
u depends on x and T . We first prove (II.A.6) by induction

on k ∈ {1, . . . , d− 2}. For k = 1, (II.A.6) follows directly from Lemma 6 in [73].
Let us assume that (II.A.6) holds true at level k−1 for some k ∈ {2, . . . , d− 2},
and that c is small enough so that u0c 6 1. The event in (II.A.6) is implied by
the event {

cap
(
U (k−1)
u

)
> uk−2

(
cT

1−ε
2

)k−1
}

∩
{

cap
(
U (k)
u

)
> cmin

(
ucap

(
U (k−1)
u

)
T

1−ε
2 , T

(d−2)(1−ε)
2

)}
since k 6 d−2.We only need to prove (II.A.6) if cT ε/2u > 1, and then cT

1−ε
2 u >

T ε/2 and (II.A.4) gives that, on the event cap
(
U

(k−1)
u

)
> uk−2

(
cT

1−ε
2

)k−1

,

Q
(

cap
(
U (k)
u

)
> cmin

(
ucap

(
U (k−1)
u

)
T

1−ε
2 , T

(d−2)(1−ε)
2

) ∣∣∣U (k−1)
u

)
>1− C exp

(
−cmin

(
T ε/2,

(
cT

1−ε
2 u
)k−1

))
> 1− C exp

(
−cT ε/2u

)
,

and (II.A.6) follows by the induction hypothesis. The proof of (II.A.7) is similar:
one needs to use the fact that h(T, ε) 6 C exp(−cT ε) for k = 1 (see the proof of
Lemma II.A.2 for the definition of h(T, ε)), and then proceed by induction with
(II.A.5) for k > 2.

Corollary II.A.4. For all ε ∈ (0, 1
2
], there exist constants c > 0 and C < ∞

such that for every u ∈ (0, u0], x ∈ Zd and R > 0,

PI
(
x ∈ Iu, cap(Cu(x,R)) < cR(1−ε)(d−2)ud−3

)
6 C exp

(
−cRε/2u

)
,

where Cu(x,R) is the set of vertices connected to x by edges in Îu ∩ [−R,R)d.

Proof. For all v ∈ (0, u0

d−2
], let ω(d−2)v :=

∑d−2
i=1 ω

v
i , where (ωvi )i>1 are the in-

dependent random interlacement processes at level v used in the definition of(
U

(k)
v (. , .)

)
k>1

, see above Lemma II.A.3, and let I(d−2)v be the random interlace-
ment set associated with ω(d−2)v. By definition, ω(d−2)v has the same law under Q
as a random interlacement process at level (d−2)v, and if x ∈ Iv1 then U (k)

v (x, T )

is a connected subset of I(d−2)v for all k ∈ {1, . . . , d− 2}, x ∈ Zd and positive
integer T. In particular, if x ∈ Iv1 and if the event in (II.A.7) occurs with ε in
that formula taking the value of some δ ∈ (0, 1

3
), then

U (d−2)
v (x, T ) ⊂ C(d−2)v

(
x, (d− 2)T

1+δ
2

)
.
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Using Lemma II.A.3 with k = d − 2 we obtain, for all δ ∈ (0, 1
3
), v ∈ (0, u0],

x ∈ Zd and positive integer T ,

Q
(
x ∈ Iv1 , cap

(
C(d−2)v(x, (d− 2)T

1+δ
2 )
)
< cT

(1−δ)(d−2)
2 vd−3

)
6 C exp

(
−cT δ/2v

)
.

The result follows by taking v = u
d−2

, T =
⌊(

R
d−2

)2−ε
⌋
and δ = ε

2−ε .

We now have all the tools required to connect x, y ∈ Iu ∩ [−R,R)d through
edges in Îu ∩ [−CR,CR)d, as mentioned at the beginning of the Appendix.

Lemma II.A.5. There exist constants c > 0 and C < ∞ such that for every
u ∈ (0, u0], R > 0 and x, y ∈ [−R,R)d,

PI
(
x, y ∈ Iu,

{
x
Îu∩[−CR,CR)d←→ y

}c)
6 C exp

(
−cR1/6u

)
.

Proof. Using the notation introduced at the beginning of the Appendix, we have

PI
(
x, y ∈ Iu,

{
x
Îu∩[−CR,CR)d←→ y

}c)
6

3∑
i,j=1

P

(
x ∈ Iu/3i,3 , y ∈ I

u/3
j,3 ,

{
x
Îu∩[−CR,CR)d←→ y

}c)
.

Let us now fix i, j ∈ {1, 2, 3} and let k ∈ {1, 2, 3} be different from i and j. We
define the events

E1 =
{

cap
(
C
u/3
i (x,R)

)
> CR

2(d−2)
3 ud−3

}
,

E2 =
{

cap
(
C
u/3
j (y,R)

)
> CR

2(d−2)
3 ud−3

}
,

and note that E1 ⊂ {x ∈ Iu/3i,3 } and E2 ⊂ {y ∈ Iu/3j,3 }. Thus,

P

(
x ∈ Iu/3i,3 , y ∈ I

u/3
j,3 ,

{
x
Îu∩[−CR,CR)d←→ y

}c)
6 P

(
(E1 ∩ E2) \

{
Cu
i (x,R)

Îu/3k,3 ∩[−CR,CR)d

←→ Cu
j (y,R)

})
+ P

(
{x ∈ Iu/3i,3 } \ E1

)
+ P

(
{y ∈ Iu/3j,3 } \ E2

)
.

(II.A.8)
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For uR1/6 > 1, we can now use Lemma II.A.1 to bound the first summand of
(II.A.8) as

P

(
(E1 ∩ E2) \

{
Cu
i (x,R)

Îu/3k,3 ∩[−CR,CR)d

←→ Cu
j (y,R)

})
6 C exp

(
−cR2−du×R

4(d−2)
3 u2(d−3)

)
6 C exp

(
−cR1/6u

)
.

The second summand of (II.A.8) can also be bounded using Corollary II.A.4
with ε = 1

3
, and the result follows.

We now come to the

Proof of Lemma II.3.2. Lemma II.3.2 is a simple consequence of Lemma II.A.5.
Indeed, let us define R′ = bεR/2Cc with C as in Lemma II.A.5, and we can
assume without loss of generality that εR > 2C. We define for each x ∈ Zd the
events

A(1)
x =

{
Iu ∩

(
x+ [−R′, R′)d

)
6= ∅

}
and

A(2)
x =

⋂
x,y∈Iu∩(x+[−2R′,2R′)d)

{
x
Îu∩x+[−εR,εR)d←→ y

}
.

Note that these events depend on our choice of u and R even if it does not
appear in the notation. It follows from the definition of random interlacements,
(II.A.2) and Lemma II.A.5 that

PI
(
A(1)
x

)
> 1− exp

(
−cRd−2u

)
and PI

(
A(2)
x

)
> 1− CR2d exp

(
−cR1/6u

)
.

In particular, we get that

PI
( ⋂
x∈[0,R)d∩Zd

A(1)
x ∩ A(2)

x

)
> 1− CR3d exp

(
−cR1/6u

)
> 1− C exp

(
−cR1/7u

)
.

Let us call A the event on the left-hand side in the previous line, and suppose
that A occurs. Then, for all x, y ∈ Iu ∩ [0, R)d, one can find a path of nearest
neighbors between x and y in [0, R)d. Moreover, if x and x′ are two neighbors
in [0, R)d, then (x+ [−R′, R′)d) ∪ (x′ + [−R′, R′)d) ⊂ x+ [−2R′, 2R′)d, so every
vertex in

Iu ∩ (x+ [−R′, R′)d) is connected to every vertex in Iu ∩ (x′ + [−R′, R′)d)
(II.A.9)

by a path of edges in Îu ∩ (x + [−εR, εR)d) ⊂ Îu ∩ [−εR, (1 + ε)R)d, and
the sets in (II.A.9) are not empty. This tells us that if A occurs, then every
x, y ∈ Iu ∩ [0, R)d can be connected by edges in Îu ∩ [−εR, (1 + ε)R)d, and thus
A implies the event on the left-hand side of (II.3.2).





Chapter III

Geometry of the sign clusters and
random interlacements on transient
graphs

III.1 Introduction

This chapter rigorously investigates the phenomenon of phase coexistence which
is associated to the geometry of certain random fields in their supercritical phase,
characterized by the presence of strong, slowly decaying correlations. Our aim
is to prove the existence of such a regime, and to describe the random geometry
arising from the competing influences between two supercritical phases. The
leitmotiv of this work is to study the sign clusters of the Gaussian free field in
“high dimensions” (transient for the random walk), which offer a framework that
is analytically tractable and has a rich algebraic structure, but questions of this
flavor have emerged in various contexts, involving fields with similar large-scale
behavior. One such instance is the model of random interlacements, introduced
in [93] and also studied in this chapter, which relates to the broad question
of how random walks tend to create interfaces in high dimension, see e.g. [91],
[92], and also [106], [20]. Another case in point (not studied in this chapter) is
the nodal domain of a monochromatic random wave, e.g. a randomized Laplace
eigenfunction on the n-sphere Sn, at high frequency, which appears to display
supercritical behavior when n ≥ 3, see [84] and references therein.

As a snapshot of the first of our main results, Theorem III.1.1 below gives an
essentially complete picture of the sign cluster geometry of the Gaussian free field
Φ (see (III.1.5) for its definition) on a large class of transient graphs G. It can
be informally summarized as follows. Under suitable assumptions on G, which
hold e.g. when G = Zd, d ≥ 3 –but see (III.1.4) below for further examples,
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which hopefully convey the breadth of our setup–,

there exist exactly two infinite sign clusters of Φ, one for

each sign, which “consume all the ambient space,” up to

(stretched) exponentially small finite islands of +/− signs;

(III.1.1)

see Theorem III.1.1 for the corresponding precise statement. In fact, we will show
that this regime of phase coexistence persists for level sets above small enough
height h = ε > 0. It is worth emphasizing that (III.1.1) really comprises two
distinct features, namely (i) the presence of unbounded sign clusters, which is an
existence result, and (ii) their ubiquity, which is structural and forces bounded
connected components to be very small. Our results further indicate a certain
universality of this phenomenon, as the class of transient graphs G for which
we can establish (III.1.1) includes possibly fractal geometries, see the examples
(III.1.4) below, where random walks typically experience slowdown due to the
presence of “traps at every scale,” see e.g. [6], [42], [43] and the monograph [4].

As it turns out, the phase coexistence regime for sign(Φ) described by (III.1.1)
is also related to the existence of a supercritical phase for the vacant set of ran-
dom interlacements; cf. [93] and below (III.1.15) for a precise definition. This is
due to a certain algebraic relation linking Φ and the interlacements, see [96], [57],
[101], whose origins can be traced back to early work in constructive field theory,
see [88], and also [18], [31], and which will be a recurrent theme throughout this
work. Interestingly, the arguments leading to the phase described in (III.1.1),
paired with the symmetry of Φ, allow us to embed (in distribution) a large part
of the interlacement set inside its complement, the vacant set, at small levels.
As a consequence, we deduce the existence of a supercritical regime of the latter
by appealing to the good connectivity properties of the former, for all graphs G
belonging to our class. We will soon return to these matters and explain them
in due detail. For the time being, we note that these insights yield the answer to
an important open question from [95], see the final Remark 5.6(2) therein and
our second main result, Theorem III.1.2 below.

We now describe our results more precisely, and refer to Section III.2 for
the details of our setup. We consider an infinite, connected, locally finite graph
G endowed with a positive and symmetric weight function λ on the edges. To
the data (G, λ), we associate a canonical discrete-time random walk, which is
the Markov chain with transition probabilities given by px,y = λx,y/λx, where
λx =

∑
y∈G λx,y. It is characterized by the generator

Lf(x) =
1

λx

∑
y∈G

λx,y(f(y)− f(x)), for x ∈ G, (III.1.2)
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for f : G → R with finite support. We assume that the transition probabilities
of this walk are uniformly bounded from below, see (p0) in Section III.2, and
writing g(x, y), x, y ∈ G, for the corresponding Green density, see (III.2.3) below,
that

there exist parameters α and β with 2 ≤ β < α

such that, for some distance function d(·, ·) on G,

λ(B(x, L)) � Lα and g(x, y) � d(x, y)−(α−β), for x, y ∈ G,
(III.1.3)

where � means that the quotient is uniformly bounded from above and below
by positive constants, B(x, L) is the ball of radius L in the metric d(·, ·) and
λ(A) =

∑
x∈A λx is the measure of A ⊂ G, see (Vα) and (Gβ) in Section III.2

for the precise formulation of (III.1.3). The exponent β in (III.1.3) reflects the
diffusive (when β = 2) or sub-diffusive (when β > 2) behavior of the walk on
G, cf. Proposition III.3.3 below. Note that the condition on g(·, ·) in (III.1.3)
implies in particular that G is transient for the walk. For more background on
why condition (III.1.3) is natural, we refer to [42], [43] as well as Theorem III.2.2
and Remark III.3.4 below regarding its relation to heat kernel estimates. As will
further become apparent in Section III.3, see in particular Proposition III.3.5 and
Corollary III.3.9, choosing d to be the graph distance on G is not necessarily a
canonical choice, for instance when G has a product structure.

Apart from (p0), (Vα) and (Gβ), we will often make one additional geometric
assumption (WSI) on G, introduced in Section III.2. Roughly speaking, this
hypothesis ensures a (weak) sectional isoperimetry of various large subsets of
G, which allows for certain contour arguments. Rather than explaining this
in more detail, we single out the following representative examples of graphs,
which satisfy all four aforementioned assumptions (p0), (Vα), (Gβ) and (WSI),
cf. Corollary III.3.9 below:

G1 = Zd, with d ≥ 3,

G2 = G′ × Z, with G′ the discrete skeleton of the Sierpinski gasket,

G3 = the standard d-dimensional graphical Sierpinski carpet for d ≥ 3,

G4 =
a Cayley graph of a finitely generated group Γ = 〈S〉 with S = S−1

having polynomial volume growth of order α > 2

(III.1.4)

(see e.g. [6], pp.6–7 for definitions of G′ and G3, the latter corresponds to V (d)

in the notation of [6]), all endowed with unit weights and a suitable distance
function d (see Remark III.2.1 and Section III.3). The graph G2 is a benchmark
case for various aspects of [95], to which we will return in Theorem III.1.2 be-
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low. The case G3 underlines the fact that even in the fractal context a product
structure is not necessarily required.

The fact that (WSI) holds in cases G2, G3 and G4 is not evident, and will
follow by expanding on results of [108], see Section III.3. In the case of G4,
(WSI) crucially relies on Gromov’s deep structural result [45]. The reader may
choose to focus on (III.1.4), or even G1, for the purpose of this introduction.

Our first main result deals with the Gaussian free field Φ on the weighted
graph (G, λ). Its canonical law PG is the unique probability measure on RG such
that (Φx)x∈G is a mean zero Gaussian field with covariance function

EG[ΦxΦy] = g(x, y), for any x, y ∈ G. (III.1.5)

On account of (III.1.3), Φ exhibits (strong) algebraically decaying correlations
with respect to the distance d, captured by the exponent

ν
def.
= α− β (> 0). (III.1.6)

We study the geometry of Φ in terms of its level sets

E≥h
def.
= {y ∈ G; Φx ≥ h}, h ∈ R. (III.1.7)

The random set E≥h decomposes into connected components, also referred to as
clusters : two points belong to the same cluster of E≥h if they can be joined by a
path of edges whose endpoints all lie inside E≥h. Finite clusters are sometimes
called islands.

As h varies, the onset of a supercritical phase in E≥h is characterized by a
critical parameter h∗ = h∗(G), which records the emergence of infinite clusters,

h∗
def.
= inf

{
h ∈ R; PG

(
there exists an infinite cluster in E≥h

)
= 0
}

(III.1.8)

(with the convention inf ∅ =∞). The existence of a nontrivial phase transition,
i.e., the statement −∞ < h∗ <∞, was initially investigated in [16], and even in
the case G = G1 = Zd with d ≥ 3, has only been completely resolved recently
in [81]. It was further shown in Corollary 2 of [16] that h∗ ≥ 0 on Zd, and this
proof can actually be adapted to any locally finite transient weighted graph, see
the Appendix of [1], or [57] for a different proof.

Of particular interest are the connected components of E≥0. The symmetry
of Φ implies that E≥0 and its complement in G have the same distribution.
The connected components of E≥0 and its complement are referred to as the
positive and negative sign clusters of Φ, respectively. It is an important problem
to understand if these sign clusters fall into a supercritical regime (below h∗),
and, if so, what the resulting sign cluster geometry of Φ looks like. In order to
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formulate our results precisely, we introduce a critical parameter h characterizing
a regime of local uniqueness for E>h, whose distinctive features (III.1.10) and
(III.1.11) below reflect (i) and (ii) in the discussion following (III.1.1). Namely,

h = sup{h ∈ R; Φ strongly percolates above level h′ for all h′ < h}, (III.1.9)

where the Gaussian free field Φ is said to strongly percolate above level h if there
exist constants c(h) > 0 and C(h) <∞ such that for all x ∈ G and L > 1,

PG
(

E>h ∩B(x, L) has no connected
component with diameter at least L

5

)
≤ Ce−L

c

(III.1.10)

and

PG
 there exist connected components of E>h ∩B(x, L)

with diameter at least L
10

which are not connected
in E>h ∩B(x, 2C10L)

 ≤ Ce−L
c

(III.1.11)
(the constant C10 is defined in (III.3.4) below). With the help of (III.1.10),
(III.1.11) and a Borel-Cantelli argument, one can easily patch up large clusters
in E≥h ∩B(x, 2k) for k ≥ 0 when h < h to deduce that h ≤ h∗. One also readily
argues that for all h < h, there is a unique infinite cluster in E≥h, as explained
in (III.2.12) below.

We will prove the following result, which makes (III.1.1) precise. For refer-
ence, conditions (p0), (Vα), (Gβ) and (WSI) appearing in (III.1.13) are defined
in Section III.2. All but (p0) depend on the choice of metric d on G. Following
(III.1.3), in assuming that conditions (Vα), (Gβ) and (WSI) are met in various
statements below, we understand that

(Vα), (Gβ) and (WSI) hold with respect to some distance function

d(·, ·) on G, for some values of α and β satisfying α > 2 and β ∈ [2, α).

(III.1.12)

Theorem III.1.1.

If (p0), (Vα), (Gβ) and (WSI) hold, then h > 0. (III.1.13)

The proof of Theorem III.1.1 is given in Section III.9. For a list of pertinent
examples, see (III.1.4) and Section III.3, notably Corollary III.3.9 below, which
implies that all conditions appearing in (III.1.13) hold true for the graphs listed
in (III.1.4), and in particular for Zd, d ≥ 3. Some progress in the direction of
Theorem III.1.1 was obtained in Chapter II, where it was shown that h∗(Zd) >
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0. The sole existence of an infinite sign cluster without proof of (III.1.11) at
small enough h ≥ 0 can be obtained under slightly weaker assumptions, see
condition (W̃SI) in Remark III.8.5 and Theorem III.9.3 below. As an immediate
consequence of (III.1.10), (III.1.11) and (III.1.13), we note that for all h < h̄,
and in particular when h = 0, denoting by C h(x) the cluster of x in E≥h,

PG
(
L ≤ diam

(
C h(x)

)
<∞

)
≤ Ce−L

c

. (III.1.14)

The parameter h, or a slight modification of it, see Remark III.9.4, 1) below,
has already appeared when G = Zd in [28], [100], [70], [83], [11] and [21] to
test various geometric properties of the percolation cluster in E>h in the regime
h < h; note that h > −∞ is known to hold on Zd as a consequence of Theorem 2.7
in [28], thus making these results not vacuously true, but little is known about
h otherwise. These findings can now be combined with Theorem III.1.1. For
instance, as a consequence of (III.1.13) and Theorem 1.1 in [70], when G = Zd,
denoting by C +

∞ the infinite +-sign cluster,

PG-a.s., conditionally on starting in C +
∞, the random walk on C +

∞

(see below (1.2) in [70] for its definition) converges weakly to a

non-degenerate Brownian motion under diffusive rescaling of space and time.
(III.1.15)

We refer to the above references for further results exhibiting, akin to (III.1.15),
the “well-behavedness” of the phase h < h, to which the sign clusters belong.

We now introduce and state our results regarding random interlacements,
leading to Theorem III.1.2 below, and explain their significance. As alluded to
above, cf. also the discussion following Theorem III.1.2 for further details, the
interlacements, which constitute a Poisson cloud ωu of bi-infinite random walk
trajectories as in (III.1.2) modulo time-shift, were introduced on Zd in [93], see
also [103] and Section III.2, and naturally emerge due to their deep ties to Φ.
The parameter u > 0 appears multiplicatively in the intensity measure of ωu and
hence governs how many trajectories enter the picture – the larger u, the more
trajectories. The law of the interlacement process (ωu)u>0 is denoted by PI and
the random set Iu ⊂ G, the interlacement set at level u, is the subset of vertices
of G visited by at least one trajectory in the support of ωu. Its complement
Vu = G \ Iu is called the vacant set (at level u). The process ωu is also related
to the loop-soup construction of [53], if one “closes the bi-infinite trajectories at
infinity,” as in [98].

Originally, ωu was introduced in order to investigate the local limit of the
trace left by simple random walk on large, locally transient graphs {GN ; N ≥ 1}
with GN ↗ G as N → ∞, when run up to suitable timescales of the form
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u tN with u > 0 and tN = tN(GN), see [10], [89], [91], [92], [106], as well as
[110] and [20]. The trajectories in the support of ωu can roughly be thought
of as corresponding to successive excursions of the random walk in suitably
chosen sets, and the timescale tN defines a Poissonian limiting regime for the
occurrence of these excursions (note that this limit is hard to establish due to
the long-range dependence between the excursions of the walk). Of particular
interest in this context are the percolative properties of Vu, as described by the
critical parameter (note that Vu is decreasing in u)

u∗
def.
= inf

{
u ≥ 0; PI(there exists an infinite connected component in Vu) = 0

}
.

(III.1.16)
This corresponds to a drastic change in the behavior of the complement of the
trace of the walk on GN , as the parameter u appearing multiplicatively in front
of tN varies across u∗, provided this threshold is non-trivial; see for instance
[106] for simulations when GN = (Z/NZ)d with tN = Nd. The finiteness of u∗,
i.e. the existence of a subcritical phase for Vu, and even a phase of stretched
exponential decay for the connectivity function of Vu at large values of u, can be
obtained by adapting classical techniques, once certain decoupling inequalities
are available. As a consequence of Theorem III.2.4 below, see Remark III.7.2, 1)
and Corollary III.7.3, such a phase is exhibited for any graph G satisfying (p0),
(Vα) and (Gβ) as in (III.1.12).

On the contrary, the existence of a supercritical phase is much less clear in
general. It was proved in [95] that u∗ > 0 for graphs of the type G = G′ × Z,
endowed with some distance d such that (III.1.3) holds, see (1.8) and (1.11) in
[95]. However, in this source the condition ν ≥ 1 was required, cf. (III.1.6),
excluding for instance the case G = G2 in which ν = log 9−log 5

log 4
< 1, see [50]

and [2]. As a consequence of the following result, we settle the question about
positivity of u∗ affirmatively under our assumptions. This solves a principal
open problem from [95], see Remark 5.6(2) therein, and implies the existence of a
phase transition for the percolation of the vacant set Vu of random interlacements
on such graphs. We remind the reader of the convention (III.1.12) regarding
conditions (Vα), (Gβ) and (WSI), which is in force in the following:

Theorem III.1.2. Suppose G satisfies (p0), (Vα), (Gβ) and (WSI). Then there
exists ũ > 0 and for every u ∈ (0, ũ], a probability space (Ωu,Fu, Qu) governing
three random subsets I, V and K of G with the following properties:

i) I, resp. V, have the law of Iu, resp. Vu, under PI .
ii) K is independent of I.
iii) Qu-a.s., I ∩ K contains an infinite cluster, and (I ∩ K) ⊂ V.

(III.1.17)



Chapter III. Geometry of the sign clusters and random interlacements 64

A fortiori, u∗ ≥ ũ(> 0).

Thus, our construction of an infinite cluster of Vu for small u > 0, and hence
our resolution of the conjecture in [95], proceeds by stochastically embedding a
large part of its complement, Iu ∩ K inside Vu. The law of the set K can be
given explicitly, see Remark III.9.4, 2), and K could also be chosen independent
of V instead of I, see Remark III.9.4, 3).

While we will in fact deal more generally with product graphs in Section III.3,
let us elaborate shortly on the important case G = G′ × Z considered in [95].
In this setting, the conclusions of Theorem III.1.2 hold under the mere assump-
tions that (p0) holds and G′ satisfies the upper and lower heat kernel estimates
(UHK(α, β)) and (LHK(α, β)), see Remark III.2.2, with respect to d = dG′ , the
graph distance on G′, for some α > 1 and β ∈ [2, 1 + α); for instance, if G = G2

from (III.1.4), then α = log 3
log 2

and β = log 5
log 2

, see [7, 50]. This (and more) will
follow from Proposition s III.3.5 and III.3.7 below; see also Remark III.3.10 for
further examples. Incidentally, let us note that Theorem III.1.2 is also expected
to provide further insights into the disconnection of cylinders GN×Z by a simple
random walk trace, for GN a large finite graph, for instance when GN is a ball
of radius N in the discrete skeleton of the Sierpinski gasket (corresponding to
G2 of (III.1.4)), cf. Remark 5.1 in [89].

Since Theorem III.1.2 builds on the arguments leading to Theorem III.1.1,
we delay further remarks concerning (III.1.17) for a few lines, and first provide
an overview of the proof of Theorem III.1.1.

As hinted at above, a key ingredient and the starting point of the proof
of Theorem III.1.1 is a certain isomorphism theorem, see [96], [57], [101] and
(III.5.2) and Corollary III.5.3 below, which links the free field Φ to the interlace-
ment ωu. The argument unfolds by first studying the random set Iu, which has
remarkable connectivity properties: even though its density tends to 0 as u ↓ 0,
Iu is an unbounded connected set for every u > 0. Much more is in fact true,
see Section III.4, in particular Proposition III.4.1 below, the set Iu is actually
locally well-connected. These features of Iu, especially for u close to 0, will
figure prominently in our construction of various large random sets, and ulti-
mately serve as an indispensable tool to build percolating sign clusters. Indeed,
as a consequence of the aforementioned correspondence between Φ and ωu, see
also (III.5.4) below, one can use Iu in a first step as a system of “highways” to
produce connections inside E≥−h, for ever so small h =

√
2u > 0.

A substantial part of these connections persists to exist in Ẽ≥−h (h > 0),
the level sets of the free field ϕ̃ on a continuous extension G̃ of the graph, the
associated cable system. This object, to which all above processes can naturally
be extended, goes back at least to [8] and is obtained by replacing the edges
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between vertices by one-dimensional cables. This result, which quantifies and
strengthens the early insight h∗(Zd) ≥ 0 of [16] – deduced therein by a soft but
indirect and general argument – is in fact sharp on the cables, see Theorem III.9.5
below. Importantly, the recent result of [101], which can be applied in our
framework, see Corollary III.5.3, further allows to formulate a condition in terms
of an (auxiliary) Gaussian free field γ̃ appearing in the isomorphism and Ĩu, the
continuous interlacement, for points in Ẽ≥−h to “rapidly” (i.e. at scale L0 in
the renormalization argument detailed in the next paragraph) connect to the
interlacement Ĩu=h2/2. Following ideas from Chapter II, we can then rely on
a certain robustness property exhibited on the cables to pass from Ẽ≥−h to
E≥+h by means of a suitable coupling, which operates independently at any
given vertex when certain favorable conditions are met. These conditions in
turn become typical as u→ 0+, see Lemma III.5.5 and Proposition III.5.6.

The previous observations can be combined into a set of good features, assem-
bled in Definition III.7.4 below, which are both increasingly likely as L0 → ∞
and entirely local, in that all properties constituting a good vertex x ∈ G are
phrased in terms of the various fields inside balls of radius ≈ L0 in the distance
d around x. This notion can then be used as the starting point of a renormaliza-
tion argument, presented in Sections III.7 and III.8, to show that good regions
form large connected connected components. Importantly, with a view towards
(III.1.10) and (III.1.11), good regions need not only to form but do so every-
where inside of G. This comes under the proviso of (WSI) as a feature of the
renormalization scheme, which ensures that subsets of G having large diameter
are typically connected by paths of good vertices, see Lemmas III.8.6 and III.8.7
below. Using additional randomness, the connection by paths of good vertices
is turned into a connection by paths in E≥h, and this completes the proof of
Theorem III.1.1, see Section III.9.

A renormalization of the parameters involved in the scheme is necessary due
to the presence of the strong correlations, and it relies on suitable decoupling
inequalities, see Theorem III.2.4 below. At the level of generality considered
here, namely assuming only (p0), (Vα), (Gβ), and particularly in the case of Iu,
see (III.2.21), these inequalities generalize results of [95] and are interesting in
their own right. At the technical level, they are eventually obtained from the
soft local time technique introduced in [68] and developed therein on Zd. The
difficulty stems from having to control the resulting error term, which is key in
obtaining (III.2.21). This control ultimately rests on chaining arguments and a
suitable elliptic Harnack inequality, see in particular Lemmas III.6.5 and III.6.7,
which provides good bounds if certain sets of interest do not get too close (note
that, due to their Euclidean nature, the arguments leading to the precise controls
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of [68] valid even at short distances seem out of reach within the current setup).
Fortunately, this is good enough for the purposes we have in mind.

The proof of Theorem III.1.2 then proceeds by using the results leading to
Theorem III.1.1 and adding one more application of the coupling provided in
Corollary III.5.3. Indeed, the above steps essentially allow to roughly translate
the probabilities in (III.1.10) and (III.1.11) regarding E≥h, for h > 0 in terms
of the interlacement Iu, for u = h2/2 and some “noise”, see Lemma III.8.4 and
(the proof of) Lemma III.8.7, but E≥h is in turn naturally embedded into Vu,
see (III.5.4). Following how the percolative regime for Vu is obtained, one thus
starts with its complement Iu, first passes to Φ and proves the phase coexistence
regime around h = 0 asserted in Theorem III.1.1, and then translates back to Vu.
The existence of the phase coexistence regime along with the symmetry of Φ is
then ultimately responsible for producing the inclusion iii) in (III.1.17). The set
K appearing there morally corresponds to all the undesired noise produced by
bad regions in the argument leading to Theorem III.1.1. It would be interesting
to devise a direct argument for u∗ > 0 which by-passes the use of Φ. We are
currently unable to do so, except when ν > 1, in which case the reasoning of
[95] can be adapted, see Remark III.7.2, 2). We refer to Remark III.9.4, 5)–8)
for further open questions.

We now describe how this chapter is organized. Section III.2 introduces the
precise framework, the processes of interest and, importantly, the conditions
(p0), (Vα), (Gβ) and (WSI) appearing in our main results. We then collect some
first consequences of this setup. The decoupling inequalities mentioned above
are stated in Theorem III.2.4 at the end of that section.

Section III.3 has two main purposes. After gathering some preliminary tools
from harmonic analysis (for L in (III.1.2)), which are used throughout, we first
discuss in Proposition III.3.5 how (Vα), (Gβ) are obtained for product graphs of
the form G = G′ × G′′, when the factors satisfy suitable heat kernel estimates.
This has important applications, notably to the graph G = G2 in (III.1.4), and
requires that we work with general distances d in conditions (Vα), (Gβ). For
this reason, we have also included a proof of the classical (in case d = dG, the
graph distance) estimates of Proposition III.3.3 in the appendix. The second
main result of Section III.3 is to deduce in Corollary III.3.9 that the relevant
conditions (p0), (Vα), (Gβ) and (WSI) appearing in Theorems III.1.1 and III.1.2
apply in all cases of (III.1.4). In addition to Proposition III.3.5, this requires
proving (WSI) and dealing with boundary connectivity properties of connected
sets, which is the object of Proposition III.3.7.

Section III.4 collects the local connectivity properties of the continuous in-
terlacement set Ĩu, see Proposition III.4.1 and Corollary III.4.2. The overall
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strategy is similar to what was done in [73] on Zd, see also Chapter II, to which
we frequently refer. The proof of Proposition III.4.1 could be omitted on first
reading.

Section III.5 is centered around the isomorphism on the cables. The main
takeaway for later purposes is Corollary III.5.3, see also Remark III.5.4, which
asserts that the coupling of Theorem 2.4 in [101] can be constructed in our
framework. This requires that certain conditions be met, which are shown in
Lemma III.5.1 and Proposition III.5.2. The latter also yields the desired inclu-
sion (III.5.4). The generic absence of ergodicity makes the verification of these
properties somewhat cumbersome. Lemma III.5.5 contains the adaptation of the
sign-flipping argument from Chapter II, from which certain desirable couplings
needed later on in the renormalization are derived in Proposition III.5.6. Section
III.5 closes with a more detailed overview over the last four sections, leading to
the proofs of our main results.

Section III.6 is devoted to the proof of Theorem III.2.4, which contains the
decoupling inequalities. While the free field can readily be dispensed with by
adapting results of [67], the interlacements are more difficult to deal with. We
apply the soft local times technique from [68]. All the work lies in controlling
a corresponding error term, see Lemma III.6.6. The regularity estimates for
hitting probabilities needed in this context, see the proof of Lemma III.6.7, rely
on Harnack’s inequality, see Lemma III.6.5 for a tailored version.

Section III.7 introduces the renormalization scheme needed to put together
the ingredients of the proof, which uses the decoupling inequalities of Theo-
rem III.2.4. The important Definition III.7.4 of good vertices appears at the
end of that section, and Lemma III.7.6 collects the features of good long paths,
which are later relied upon. The good properties appearing in this context are
expressed in terms of (an extension of) the coupling from Corollary III.5.3.

Section III.8 takes advantage of the renormalization scheme introduced in
Section III.7 to create a giant and ubiquitous cluster of good vertices, and of
random interlacements with suitable properties. Proposition III.8.3 first yields
the desired estimate that long paths of bad vertices are very unlikely, for suit-
able choices of the parameters. Lemmas III.8.4 and III.8.7 provide precursor
estimates to (III.1.10) and (III.1.11), which are naturally associated to our no-
tion of goodness. In particular, Lemma III.8.7 directly implies that h ≥ 0 as a
first step toward Theorem III.1.1, see Corollary III.8.8. An important technical
step with regards to Lemma III.8.7 is Lemma III.8.6, which asserts that large
sets in diameter are typically connected by a path of good vertices.

The pieces are put together in Section III.9, and the proofs of Theorems
III.1.1 and III.1.2 appear towards the end of this last section. Proposition III.5.6
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exhibits the coupling transforming (for instance) giant good regions from
Lemma III.8.7 into giant subsets of E≥h, h > 0, see Lemma III.9.2, from
which (III.1.10) and (III.1.11) are eventually inferred. Finally, Section III.9
also contains the simpler existence result, Theorem III.9.3, alluded to above,
which can be obtained under a slightly weaker condition (W̃SI), introduced in
Remark III.8.5.

We conclude this introduction with our convention regarding constants. In
the rest of this chapter, we denote by c, c′, . . . and C,C ′, . . . positive constants
changing from place to place. Numbered constants c0, C0, c1, C1, . . . are fixed
when they first appear and do so in increasing numerical order. All constants
may depend implicitly “on the graph G” through conditions (p0), (Vα) and (Gβ)
below, in particular they may depend on α and β. Their dependence on any
other quantity will be made explicit.

For the reader’s orientation, we emphasize that the conditions (p0), (Vα),
(Gβ) and (WSI), which will be frequently referred to, are all introduced in Section
III.2. We seize this opportunity to highlight the set of assumptions (III.3.1) on
(G, λ) appearing at the beginning of Section III.3, which will be in force from
then on until the end.

III.2 Basic setup and first properties

In this section, we introduce the precise framework alluded to in the introduction,
formulate the assumptions appearing in Theorems III.1.1 and III.1.2, and collect
some of the basic geometric features of our setup. We also recall the definitions
and several useful facts concerning the two protagonists, random interlacements
and the Gaussian free field on G, as well as their counterparts on the cable
system. We then state in Theorem III.2.4 the relevant decoupling inequalities
for both interlacements and the free field, which will be proved in Section III.6.

Let (G,E) be a countably infinite and connected graph with vertex set G
and (unoriented) edge set E ⊂ G × G. We will often tacitly identify the graph
(G,E) with its vertex set G. We write x ∼ y, or y ∼ x, if {x, y} ∈ E, i.e., if
x and y are connected by an edge in G. Such vertices x and y will be called
neighbors. We also say that two edges in E are neighbors if they have a common
vertex. A path is a sequence of neighboring vertices in G, finite or infinite. For
A ⊂ G, we set Ac = G \A, we write ∂A = {y ∈ A; ∃ z ∈ Ac, z ∼ y} for its inner
boundary, and define the external boundary of A by

∂extA
def.
=

{
y ∈ Ac; ∃ an unbounded path in Ac

beginning in y and ∃ z ∈ A, z ∼ y

}
(III.2.1)
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We write x ↔ y in A (or x A←→ y in short) if there exists a nearest-neighbor
path in A containing x and y, and we say that A is connected if x A←→ y for
any x, y ∈ A. For all A1 ⊂ A2 ⊂ G, we write A1 ⊂⊂ A2 to express that A1 is
a finite subset of A2. We endow G with a non-negative and symmetric weight
function λ = (λx,y)x,y∈G, such that λx,y ≥ 0 for all x, y ∈ G and λx,y > 0 if and
only if {x, y} ∈ E. We define the weight of a vertex x ∈ G and of a set A ⊂ G

by λx =
∑

y∼x λx,y and λ(A) =
∑

x∈A λx. We often regard {λx : x ∈ G} as a
positive measure on G endowed with its power set σ-algebra in the sequel.

To the weighted graph (G, λ), we associate the discrete-time Markov chain
with transition probabilities

px,y
def.
=

λx,y
λx

, for x, y ∈ G. (III.2.2)

We write Px, x ∈ G, for the canonical law of this chain started at x, and
Z = (Zn)n≥0 for the corresponding canonical coordinates. For a finite measure
µ on G, we also set

Pµ
def.
=
∑
x∈G

µ(x)Px. (III.2.3)

Our assumptions, see in particular (Gβ) below, will ensure that Z is in fact
transient. We assume that G has controlled weights, i.e., there exists a constant
c0 such that

px,y ≥ c0 for all x ∼ y ∈ G. (p0)

Note that (p0) implies that each x ∈ G has at most b1/c0c neighbors, so G has
uniformly bounded degree.

We introduce the symmetric Green function associated to Z,

g(x, y)
def.
=

1

λy
Ex

[ ∞∑
k=0

1{Zk=y}

]
for all x, y ∈ G. (III.2.4)

For A ⊂ G, we let TA
def.
= inf{k ≥ 0; Zk /∈ A}, the first exit time of A and

HA
def.
= TAc = inf{k ≥ 0; Zk ∈ A} the first entrance time in A, and introduce

the killed Green function

gA(x, y)
def.
=

1

λy
Ex

[ TA∑
k=0

1{Zk=y}

]
for all x, y ∈ A. (III.2.5)

Applying the strong Markov property at time TA for A ⊂⊂ G, we obtain the
relation

Ex[g(ZTA , y)] + gA(x, y) = g(x, y), for all x, y ∈ A,. (III.2.6)
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Finally, the heat kernel of Z is defined as

pn(x, y) = λ−1
y Px(Zn = y) for all x, y ∈ G and n ∈ N. (III.2.7)

We further assume that G is endowed with a distance function d.

Remark III.2.1. A natural choice is d = dG, the graph distance on G, but this
does not always fit our needs. We will return to this point in the next section.
Roughly speaking, some care is needed due to our interest in product graphs such
as G1 in (III.1.4), and more generally graphs of the type G = G′ × Z as in [95].
This is related to the way by which conditions (Vα) and (Gβ) below propagate
to a product graph, especially in cases where the factors have different diffusive
scalings, see Proposition III.3.5 and in particular (III.3.22) below. �

We denote by B(x, L)={y ∈ G : d(x, y) ≤ L} the closed ball of center x
and radius L for the distance d and by BE(x, L) the set of edges for which both
endpoints are in B(x, L). For all A ⊂ G, we write d(A, x) = infy∈A d(y, x) for the
distance between A ⊂ G and x ∈ G, B(A,L)

def.
= {y ∈ G : d(A, y) ≤ L} is the

closed L-neighborhood ofA and δ(A)
def.
= supx,y∈A d(x, y) ∈ [0,∞] the diameter of

A. Note that unless d = dG, balls in the distance d are not necessarily connected
in the sense defined below (III.2.1).

We now introduce two – natural, see Theorem III.2.2 below – assumptions
on (G, λ), one geometric and the other analytic. We suppose that G has regular
volume growth of degree α with respect to d, that is, there exists α > 2 and
constants 0 < c1 ≤ C1 <∞ such that

c1L
α ≤ λ

(
B(x, L)

)
≤ C1L

α, for all x ∈ G and L ≥ 1. (Vα)

We also assume that the Green function g has the following decay: there exist
constants 0 < c2 ≤ C2 <∞ such that, with α as in (Vα), for some β ∈ [2, α), g
satisfies

c2 ≤ g(x, x) ≤ C2 for all x ∈ G and

c2d(x, y)−ν ≤ g(x, y) ≤ C2d(x, y)−ν for all x 6= y ∈ G,
(Gβ)

where we recall that ν = α− β from (III.1.6). The parameter β ≥ 2 in (III.1.6)
can be thought of as characterizing the order of the mean exit time from balls
(of radius L), which grows like Lβ as L→∞, see Lemma III.A.1.

Remark III.2.2 (Equivalence to heat kernel bounds). The above assumptions are
very natural. Indeed, in case d(·, ·) is the graph distance – but see Remark III.2.1
above – the results of [42], see in particular Theorem 2.1 therein, assert that,
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assuming (p0), the conditions (Vα) and (Gβ) are equivalent to the following sub-
Gaussian estimates on the heat kernel: for all x, y ∈ G and n ≥ 0,

pn(x, y) ≤ Cn−
α
β exp

{
−
(
d(x, y)β

Cn

) 1
β−1
}

(UHK(α, β))

and, if n ≥ dG(x, y),

pn(x, y) + pn+1(x, y) ≥ cn−
α
β exp

{
−
(
d(x, y)β

cn

) 1
β−1
}
. (LHK(α, β))

Many examples of graphs G for which (UHK(α, β)) and (LHK(α, β)) hold for
the graph distance are given in [50], [5] and [46], and further characterizations
of these estimates can be found in [43], [3], [7] and [4]. We will return to the
consequences of (Vα), (Gβ), and their relation to estimates of the above kind
within our framework, i.e., for general distance function d, in Section III.3, cf.
Proposition III.3.3 and Remark III.3.4 below. �

We now collect some simple geometric consequences of the above setup. We
seize the opportunity to recall our convention regarding constants at the end of
Section III.1.

Lemma III.2.3. Assume (p0), (Vα), and (Gβ) to be fulfilled. Then:

d(x, y) ≤ C3dG(x, y) for all x, y ∈ G, (III.2.8)

d(x, y) ≥ c3 for all x 6= y ∈ G, (III.2.9)

c4 ≤ λx,y ≤ λx ≤ C4 for all x ∼ y ∈ G. (III.2.10)

Proof. We first show (III.2.8). Using (p0), (Gβ), and the strong Markov property
at time Hy, there exists c > 0 such that for all x ∼ y ∈ G,

g(x, y) = Px(Hy <∞)g(y, y) ≥ px,yg(y, y) ≥ c0c2,

where px,y is the transition probability between x and y for the random walk Z,
see (III.2.2). Thus, one can find C3 such that

d(x, y)
(Gβ)
≤
(
g(x, y)

C2

)−ν
≤ C3 for all x ∼ y ∈ G. (III.2.11)

For arbitrary x and y in G, we then consider a geodesic for the graph distance be-
tween x and y, apply the triangle inequality (for d) and use (III.2.11) repeatedly
to deduce (III.2.8). Similarly, for all x 6= y ∈ G,

d(x, y)
(Gβ)
≥
(
g(x, y)

c2

)−ν (Gβ)
≥
(
C2

c2

)−ν
def.
= c3.
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We now turn to (III.2.10). For x ∼ y ∈ G, we have x ∈ B(x, 1) and thus, by
(Vα), λx,y ≤ λx ≤ C1

def.
= C4. Moreover, g(x, x) ≥ λ−1

x by definition, and thus by
(p0) and (Gβ),

λx,y ≥ c0λx ≥
c0

g(x, x)
≥ c0

C2

def.
= c4.

We now define the weak sectional isoperimetric condition alluded to in Sec-
tion III.1. This is an additional condition on the geometry of G that will enter in
Section III.8 to guarantee that certain “bad” regions are sizeable and thus costly
in terms of probability, cf. the proofs of Lemma III.8.4 and Lemma III.8.6. We
say that (x1, . . . , xn) is an R-path from x to B(x,N)c if x1 = x, xn ∈ B(x,N)c,

and d(xi, xi+1) ≤ R for all i ∈ {1, . . . , n− 1}, with the additional convention
that (x1) is an R-path from x to B(x,N)c if N 6 R. The weak sectional isoperi-
metric condition is a condition on the existence of long R-path in the boundary
of sets, and similar conditions have already been used to study Bernoulli perco-
lation, see [69]. More precisely, this weak sectional isoperimetric condition states
that there exists R0 ≥ 1 and c5 ∈ (0, 1] such that

for each finite connected subset A of G and all x ∈ ∂extA,
there exists an R0-path from x to B(x, c5δ(A))c in ∂extA.

(WSI)

We now introduce the processes of interest. For each x ∈ G, we denote by Φx

the coordinate map on RG endowed with its canonical σ-algebra, Φx(ω) = ωx
for all ω ∈ RG, and PG is the probability measure defined in (III.1.5). Any
process (ϕx)x∈G with law PG will be called a Gaussian free field on G; see [86]
as well as the references therein for a rigorous introduction to the relevance of
this process. Recalling the definition of the level sets E≥h of Φ in (III.1.7) and
of the parameter h from (III.1.9), we now provide a simple argument that

for each h < h, PG-a.s., E≥h contains a unique infinite cluster. (III.2.12)

Indeed, if L is large enough, on the event AhL = {B(x, L/2) intersects at least
two infinite clusters of E≥h}, there is at least two clusters of E≥h∩B(x, L) with
diameter at least L/10 which are not connected in G, and thus the event in
(III.1.11) occurs. The events AhL are increasing toward {E≥h has at least two
infinite clusters} as L goes to infinity, and thus by (III.1.11) E≥h contains PG-
a.s. at most one infinite cluster for all h < h, and (III.2.12) follows since h 6 h∗
as explained below (III.1.11).

On the other hand, random interlacements on a graph G as above are defined
under a probability measure PI as a Poisson point process ω on the product
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space of doubly infinite trajectories on G modulo time-shift, whose forward and
backward parts escape all compact sets in finite time, times the label space
[0,∞), see [103]. For u > 0, we denote by ωu the random interlacement process
at level u, which consists of all the trajectories in ω with label at most u. By
Iu we denote the random interlacement set associated to ωu, which is the set of
vertices visited by at least one trajectory in the support of ωu, by Vu def.

= G \ Iu
the vacant set of random interlacements, and by (`x,u)x∈G the field of occupation
times associated to ωu, see (1.8) in [96], which collects the total time spent in each
vertex of G by the trajectories in the support of ωu. As stated in Corollary III.4.2
below, if (p0), (Vα) and (Gβ) hold,

for all u > 0, Iu is PI-a.s. an infinite connected subset of G. (III.2.13)

For vertex-transitiveG, (III.2.13) is in fact a consequence of Theorem 3.3 of [105],
since all graphs considered in the present chapter are amenable on account of
(III.3.16) below as well as display (14) and thereafter in [105] (their spectral
radius is equal to one).

Recall the definitions of the critical parameters h∗ and u∗ from (III.1.8) and
(III.1.16), which describe the phase transition of E≥h, the level sets of Φ (as
h varies), and that of Vu (as u varies). Note that (III.2.13) indicates a very
different geometry of Iu and Vu as u → 0 in comparison with independent
Bernoulli percolation on G. Indeed, it is proved in [104] that for all the graphs
from (III.1.4), both the set of open vertices and its complement undergo a non-
trivial phase transition.

In order to derive an alternative representation of the critical parameters
u∗ and h∗, we recall that the FKG inequality was proved in Theorem 3.1 of
[103] for random interlacements, and that it also holds for the Gaussian free
field on G. Indeed, it is shown in [65] for any centered Gaussian field with non-
negative covariance function on a finite space, and by conditioning on a finite
set and using a martingale convergence theorem this result can be extended
to an infinite space, see for instance the proof of Theorem 2.8 in [44]. As a
consequence, for any x ∈ G, we have that

u∗ = inf
{
u ≥ 0; PI

( the connected component of
Vu containing x is infinite

)
= 0
}
, (III.2.14)

and similarly for h∗.

The proofs of Theorems III.1.1 and III.1.2 involve a continuous version of the
graph G, its cable system G̃, and of the various processes associated to it. We
attach to each edge e = {x, y} of G a segment Ie of length ρx,y = 1/(2λx,y), and
G̃ is obtained by glueing these intervals to G through their respective endpoints.
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In other words, G̃ is the metric graph where every edge e has been replaced by
an interval of length ρe. We regard G as a subset of G̃, and the elements of
G will still be called vertices. One can define on G̃ a continuous diffusion X̃,

via probabilities P̃z, z ∈ G̃, such that for all x ∈ G, the projection on G of the
trajectory of X̃ under P̃x has the same law as the discrete random walk Z on
the weighted graph G under Px. This diffusion can be defined from its Dirichlet
form or directly constructed from the random walk Z by adding independent
Brownian excursions on the edges beginning at a vertex. We refer to Section 2
of [57] or Section 2 of [36] for a precise definition and construction of the cable
system G̃ and the diffusion X̃; see also Section II.2 for a detailed description in
the case G = Zd. For all x, y ∈ G̃ we denote by g̃(x, y), x, y ∈ G̃, the Green
function associated to X̃, i.e., the density relative to the Lebesgue measure on
G̃ of the 0-potential of X̃, which agrees with g on G, as well as g̃U for U ⊂ G̃

the Green function associated to the process X̃ killed on exiting U.
We define for Ã ⊂ G̃ the set Ã∗ ⊂ G as the smallest set such that Ã∗ ⊃ G∩Ã,

and such that for all z ∈ Ã \ G, there exist x, y ∈ Ã∗ such that z ∈ I{x,y}. For
all x ∈ G and L > 0, we write B̃(x, L) for the largest subset B̃ of G̃ such that
B̃∗ = B(x, L), and for all Ã ⊂ G̃ and L > 0, we let B̃(Ã, L) denote the largest
subset B̃ of G̃ such that B̃∗ = B(Ã∗, L). Moreover, for Ã ⊂ G̃, we write

z
∼←→ z′ in Ã, (III.2.15)

if there exists a continuous path between z and z′ in Ã. We say that Ã is
connected in G̃ if z ∼←→ z′ in Ã for all z, z′ ∈ Ã. Similarly, for Ã1 ⊂ Ã and
Ã2 ⊂ Ã, we write Ã1

∼←→ Ã2 in Ã if there exists a continuous path between Ã1

and Ã2 in Ã.
The Gaussian free field naturally extends to the metric graph G̃: Let Φ̃z, z ∈

G̃, be the coordinate functions on the space of continuous real-valued functions
C(G̃,R), the latter endowed with the σ-algebra generated by the maps Φ̃z, z ∈ G̃.
Let P̃G be the probability measure on C(G̃,R) such that, under P̃G, (Φ̃z)z∈G̃ is
a centered Gaussian field with covariance function

ẼG
[
Φ̃z1Φ̃z2

]
= g̃(z1, z2) for all z1, z2 ∈ G̃. (III.2.16)

The existence of such a continuous process was shown in [57]. Any random
variable ϕ̃ on C(G̃,R) with law P̃G will be called a Gaussian free field on G̃.

Moreover, if ϕ̃ is a Gaussian free field on G̃, then it is plain that (ϕ̃x)x∈G is a
Gaussian free field on G. With a slight abuse of notation, we will henceforth
write ϕx instead of ϕ̃x when x ∈ G for emphasis. We now recall the spatial
Markov property for the Gaussian free field on G̃, see Section 1 of [101]. Let
K ⊂ G̃ be a compact subset with finitely many connected components, and let
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U = G̃ \K be its complement. We can decompose any Gaussian free field ϕ̃ on
G̃ as

ϕ̃ = ϕ̃U + β̃U with β̃Uz = Ẽz
[
ϕ̃X̃TU

1{TU<∞}
]
for all z ∈ G̃, (III.2.17)

ϕ̃U is a Gaussian free field independent of σ(ϕ̃z, z ∈ K) and with covariance
function g̃U , and in particular ϕ̃U vanishes on K.

One can also adapt the usual definition of random interlacements on G, see
[103], to the cable system G̃ as in [57], [101] and Chapter II. For each u > 0,

one thus introduces under a probability measure P̃I the random interlacement
process ω̃u on G̃ at level u, whose restriction to the trajectories hitting K ⊂⊂ G

can be described by a Poisson point process with intensity uP̃eK where eK is the
usual equilibrium measure of K ⊂⊂ G, see (III.3.6) below. One then defines
a continuous field of local times (˜̀z,u)z∈G̃ relative to the Lebesgue measure on
G̃ associated to the random interlacement process on G̃ at level u, i.e., ˜̀z,u
corresponds for all z ∈ G̃ to the density with respect to the Lebesgue measure
on G̃ of the total time spent by the random interlacement process around z. For
all u > 0, the restriction (˜̀x,u)x∈G of the local times to G coincides with the field
of occupation times (`x,u)x∈G associated with the discrete random interlacement
process ωu defined above (III.2.13), and just like for the free field, we will write
`x,u instead of ˜̀x,u when x ∈ G. We also define for each measurable subset B̃ of
G̃ and u > 0 the family

˜̀
B̃,u

def.
= (˜̀z,u)z∈B̃ ∈ C(B̃,R), (III.2.18)

and the random interlacement set at level u by

Ĩu = {z ∈ G̃; ˜̀z,u > 0}. (III.2.19)

The connectivity properties of Ĩu will be studied in Section III.4. In particular,
as stated in Corollary III.4.2, Ĩu is P̃I-a.s. an unbounded and connected subset
of G̃, and the same is true of Iu (as a subset of G). We will elaborate on an
important link between the fields ˜̀G̃,u and ϕ̃ from (III.2.16) and (III.2.18) in
Section III.5.

Finally, one of the main tools in the study of the percolative properties of
the vacant set of random interlacements and of the level sets of the Gaussian
free field, and the driving force behind the renormalization arguments of Section
III.8 are a certain family of correlation inequalities on G̃, which we now state.
Their common feature is a small sprinkling for the parameters u and h, respec-
tively, which partially compensates the absence of a BK-inequality (after van
den Berg and Kesten, see for instance [44]) caused by the presence of long-range
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correlations in these models. The results below, in particular (III.2.21) below,
are of independent interest. We recall the notation from the paragraph preced-
ing (III.2.16) and (III.2.18) and use C(A,R) to denote the space of continuous
functions from A to the reals, where the topology on A is generally clear from
the context.

Theorem III.2.4. Suppose G is infinite, connected and (G, λ) such that (p0),
(Vα), (Gβ) hold. Let Ã1 and Ã2 be two Borel-measurable subsets of G̃, at least
one of which is bounded. Let s = d(Ã∗1, Ã

∗
2) and r = δ(Ã∗1) ∧ δ(Ã∗2) (note that

r < ∞). There exist C6 and c6 such that for all ε ∈ (0, 1), and all measurable
functions fi : C(Ãi,R)→ [0, 1], i = 1, 2, which are either both increasing or both
decreasing, if s > 0,

ẼG
[
f1

(
Φ̃|Ã1

)
f2

(
Φ̃|Ã2

)]
≤ ẼG

[
f1

(
Φ̃|Ã1

± ε
)]

ẼG
[
f2

(
Φ̃|Ã2

± ε
)]

+ C6(r + s)α exp
{
−c6ε

2sν
}
,

(III.2.20)

and there exist C7, C8 and c8 such that for all u > 0, ε ∈ (0, 1) and fi as above,
if s ≥ C7(r ∨ 1),

ẼI
[
f1

(˜̀
Ã1,u

)
f2

(˜̀
Ã2,u

)]
≤ ẼI

[
f1

(˜̀
Ã1,u(1±ε)

)]
ẼI
[
f2

(˜̀
Ã2,u(1±ε)

)]
+ C8(r + s)α exp

{
−c8ε

2usν
}
,

(III.2.21)

where the plus sign corresponds in both equations to the case where the func-
tions fi are increasing and the minus sign to the case where the functions fi are
decreasing.

The proof of Theorem III.2.4 is deferred to Section III.6. While (III.2.20)
follows rather straightforwardly from the decoupling inequality from [67] for the
Gaussian free field (see also Theorem III.6.2 for a strengthening of (III.2.20)),
the proof of (III.2.21) is considerably more involved. It uses the soft local times
technique introduced in [68] on Zd for random interlacements, but a generaliza-
tion to the present setup requires some effort (note also that for graphs of the
type G = G′ × Z, one could also use the inequalities of [95], which are proved
by different means).

III.3 Preliminaries and examples

We now gather several aspects of potential theory for random walks on the
weighted graphs introduced in the last section. These include estimates on killed
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Green functions, see Lemma III.3.1 below, a resulting (elliptic) Harnack inequal-
ity, bounds on the capacities of various sets, see Lemma III.3.2, and on the heat
kernel, see Proposition III.3.3, which will be used throughout. We then proceed
to discuss product graphs in Proposition III.3.5 and, with a view towards (WSI),
connectivity properties of external boundaries in Proposition III.3.7. These re-
sults are helpful in showing how the examples from (III.1.4), which constitute an
important class, fit within the framework of the previous section. We conclude
this section by deducing in Corollary III.3.9 that our main results, Theorems
III.1.1 and III.1.2, apply in all cases of (III.1.4).

From now on,

we assume that (G, λ) is an infinite, connected, weighted graph endowed with

a distance function d that satisfies (p0), (Vα) and (Gβ)
(III.3.1)

(see Section III.2). Throughout the remainder of this chapter, we always tac-
itly work under the assumptions (III.3.1). Any additional assumption will be
mentioned explicitly.

The following lemma collects an estimate similar to (Gβ) for the stopped
Green function (III.2.5).

Lemma III.3.1. There exists a constant C9 > 1 such that, if U1 ⊂ U2 ⊂⊂ G

with d(U1, U
c
2) ≥ C9(δ(U1) ∨ 1), then

c2

2
d(x, y)−ν ≤ gU2(x, y) ≤ C2d(x, y)−ν for all x 6= y ∈ U1, and

c2

2
≤ gU2(x, x) ≤ C2 for all x ∈ U1.

(III.3.2)

Proof. Let U1 ⊂ U2 ⊂⊂ G. The upper bound in (III.3.2) follows immediately
from (Gβ) since gU2(x, y) ≤ g(x, y) for all x, y ∈ G by definition. For the lower
bound, using (III.2.6) and (Gβ), we obtain that for all x 6= y ∈ U1,

gU2(x, y) ≥ c2d(x, y)−ν − C2Ex
[
d(XTU2

, y)−ν
]
≥ c2d(x, y)−ν − C2d(U1, U

c
2)−ν .

Thus, choosing C9 large enough such that c2
2
≥ C2

Cν9
, it follows that if d(U1, U

c
2) ≥

C9δ(U1) (≥ C9d(x, y)), then

gU2(x, y) ≥ c2

2
d(x, y)−ν for all x 6= y ∈ U1.

The lower bound for gU2(x, x), x ∈ U1, is obtained similarly.
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Using Lemma A.2 in [94], which is an adaptation of Lemma 10.2 in [42], an
important consequence of (III.3.2) is the elliptic Harnack inequality in (III.3.3)
below. For this purpose, recall that a function f defined on U2

def.
= BG(U2, 1),

the closed 1-neighborhood of U2 for the graph distance, is called L-harmonic
(or simply harmonic) in U2 if Ex[f(Z1)] = f(x), or equivalently Lf(x) = 0 (see
(III.1.2)), for all x ∈ U2. The bounds of (III.3.2) imply that there exists a
constant c9 ∈ (0, 1) such that for all U1 ⊂ U2 ⊂⊂ G with δ(U1) ≥ 2C3 and
d(U1, U

c
2) ≥ C9(2δ(U1) ∨ 1), and any non-negative function f on U2 which is

harmonic in U2,

inf
y∈U1

f(y) ≥ c9 sup
y∈U1

f(y). (III.3.3)

Another important consequence of (III.3.2) is that the balls for the distance d
are almost connected in the following sense:

∀x ∈ G, R ≥ 1 and y, y′ ∈ B(x,R), y ↔ y′ in B(x,C10R), with C10 = 2C9 + 1.

(III.3.4)
Indeed, for all U ⊂⊂ G and y, y′ ∈ G, y U←→ y′ is equivalent to gU(y, y′) > 0,

and by definition,

d
(
B(x,R), B(x,C10R)c

)
≥ 2C9R ≥ C9δ

(
B(x,R)

)
. (III.3.5)

As a consequence, (III.3.2) implies that gB(x,C10R)(y, y
′) > 0 for all y, y′ ∈

B(x,R).

We now recall some facts about the equilibrium measure and capacity of
various sets. For A ⊂⊂ U ⊂ G, the equilibrium measure of A relative to U is
defined as

eA,U(x)
def.
= λxPx(H̃A > TU)1A(x) for all x ∈ G, (III.3.6)

where H̃A
def.
= inf{n ≥ 1, Zn ∈ A1} is the first return time in A for the random

walk onG, and the capacity of A relative to U as the total mass of the equilibrium
measure,

capU(A)
def.
=
∑
x∈A

eA,U(x). (III.3.7)

For all A ⊂⊂ U ⊂ G, the following last-exit decomposition relates the entrance
time HA of Z in A, the exit time TU of U, the stopped Green function and the
equilibrium measure:

Px(HA < TU) =
∑
y∈A

gU(x, y)eA,U(y) for all x ∈ U. (III.3.8)
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For A ⊂⊂ G and x ∈ G, we introduce the equilibrium measure, capacity and
harmonic measure as

eA(x)
def.
= eA,G(x), cap(A)

def.
= capG(A) and eA(x)

def.
=

eA(x)

cap(A)
,

(III.3.9)
respectively. The capacity is a central notion for random interlacements, since
we have the following characterization for the random interlacement set Iu

PI(Iu ∩ A = ∅) = exp{−u · cap(A)} for all A ⊂⊂ G; (III.3.10)

see Remark 2.3 in [103]. With these definitions, it then follows using (III.3.8)
and (III.2.8) that for all R ≥ C3 and x0 ∈ G,

c2R
−νcap (B(x0, R)) ≤ 1 =

∑
y∈∂B(x0,R)

g(x0, y)eB(x0,R)(y)

≤ C2(R− C3)−νcap (B(x0, R)) ,

and hence there exist constants 0 < c11 ≤ C11 < ∞ only depending on G such
that for all R ≥ 1 and x ∈ G,

c11R
ν ≤ cap (B(x,R)) ≤ C11R

ν . (III.3.11)

A useful characterization of capacity in terms of a variational problem is given
by

cap(A) =
(

inf
µ

∑
x,y∈A

g(x, y)µ(x)µ(y)
)−1

, for A ⊂⊂ G, (III.3.12)

where the infimum is over probability measures µ on A, see e.g. Proposition 1.9 in
[98] for the case of a finite graph with non-vanishing killing measure (the proof
can be extended to the present setup). In particular, since every probability
measure µ on A is also a probability measure on any set containing A, the
capacity is increasing, so for A,B ⊂ G,

A ⊂ B implies cap(A) 6 cap(B). (III.3.13)

Another consequence of the representation (III.3.12) is the following lower bound
on the capacity of a set.

Lemma III.3.2. There exists a constant c depending only on G such that for
all L > 1 and A ⊂ G connected with diameter at least L,

cap(A) >


cL, if ν > 1,

cL
log(L+1)

, if ν = 1,

cLν , if ν < 1.

(III.3.14)
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Moreover, if A ⊂ G is infinite and connected, then for all x0 ∈ G

cap(A ∩B(x0, L))→∞ as L→∞, (III.3.15)

and thus A ∩ Iu 6= ∅ PI-a.s.

Proof. Let us fix some L > 1, A connected subset of G with diameter at least
L, and x0 ∈ A. We introduce L′ = bL/(2C3)c and for each k ∈ {1, . . . , L′} the
set Ak = A ∩ (B(x0, C3k) \ B(x0, C3(k − 1))), which is non-empty by (III.2.8).
Then

k∑
p=1

sup
y∈Ap

g(x, y) 6 C2

(
2 + C3

k−2∑
p=1

(k − 1− p)−ν
)
6 C2

(
2 + C3

L′∑
p=1

p−ν
)
,

Now let µ be the probability measure on A defined by µ(x) = (L′|Ak|)−1 if
x ∈ Ak for some k ∈ {1, . . . , L′}, and µ(x) = 0 otherwise. For all k ∈ {1, . . . , L′}
and x ∈ Ak, we have by (Gβ) that

∑
x,y∈A

g(x, y)µ(x)µ(y) 6
2C2

L′

(
2 + C3

L′∑
p=1

p−ν
)
.

Combining this bound with (III.3.12), the inequality (III.3.14) follows. If A is
now an infinite and connected subset of G, then for each x0 ∈ G there exists
L0 > 0 such that for all L > L0, the set A∩BG(x0, L/C3) has diameter at least
L

2C3
, and thus by (III.2.8) A∩B(x0, L) contains at least a connected component

of diameter L
2C3

, and (III.3.15) then follows directly from (III.3.14). Finally, by
(III.3.10),

PI(A ∩ Iu = ∅) 6 PI(A ∩ Iu ∩B(x0, L) = ∅)

6 exp
{
− u · cap(A ∩B(x0, L))

}
−→
L→∞

0.

Next, we collect an upper bound on the heat kernel (III.2.7) and an estimate
on the distribution of the exit time of a ball TB(x,R).

Proposition III.3.3.

i) There exists a constant C such that for all x, y ∈ G and n > 0,

pn(x, y) ≤ Cn−
α
β . (III.3.16)
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ii) There exist constants c and C such that for all x ∈ G, R > 0 and positive
integer n,

Px
(
TB(x,R) ≤ n

)
≤ C exp

{
−
(cRβ

n

) 1
β−1
}
. (III.3.17)

Proposition III.3.3 is essentially known, for instance if d is the graph distance
dG then these results (as well as (UHK(α, β)) and (LHK(α, β))) are proved in
[42]. For a general distance d, some estimates similar to (III.3.16) and (III.3.17)
(as well as (UHK(α, β)) and (LHK(α, β))) are also proved in [41] and [40] in the
more general setting of metric spaces, and we could apply them to the variable
rate continuous time Markov chain on G. However, there does not seem to be
any proof in the literature that exactly fits our needs (general distance d, discrete
time random walk Z), and so, for the reader’s convenience, we have included a
proof of Proposition III.3.3 in the Appendix.

Remark III.3.4. 1) With Proposition III.3.3 at our disposal, following up on Re-
mark III.2.2, we briefly discuss the relation of the above assumptions (III.3.1)
to heat kernel bounds within our setup. A consequence of (III.3.16) and
(III.3.17) is that, under condition (p0),

(Vα) + (Gβ)⇒ (UHK(α, β)); (III.3.18)

note that in contrast to the results of Remark 2.2, this holds true even when
d is not the graph distance, where (UHK(α, β)) is defined in Remark III.2.2.
Indeed, for d = dG this implication is part of Proposition 8.1 in [42], but
the proof remains valid for any distance d. However the corresponding lower
bound (LHK(α, β)) on the heat kernel does not always hold. To see this,
take for example G a graph such that (p0), (Vα) and (Gβ) hold when d is the
graph distance, and let d′ = d

1
κ for some κ > 1 (cf. Proposition III.3.5 and

(III.3.22) below for a situation where this is relevant). Then for the graph
G endowed with the distance d′, the conditions (p0), (Vα′) and (Gβ′) hold
with α′ = ακ and β′ = βκ. Moreover, using (UHK(α, β)) for the distance d,

one obtains that pn(x, y) + pn+1(x, y) ≤ 2Cn
−α
′
β′ exp{−(d

′(x,y)β
′

Cn
)

1
β−1}. Taking

n = d′(x, y) for instance, it follows that for any c > 0, since β′ > β,

(
pn(x, y) + pn+1(x, y)

)
n
α′
β′ exp

{(d′(x, y)β
′

cn

) 1
β′−1

}
≤ 2C exp

{
−
(nβ′−1

C

) 1
β−1

+
(nβ′−1

c

) 1
β′−1

}
−→
n→∞

0,

thus (LHK(α′, β′)) cannot hold for G endowed with the distance d′.
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2) Even in cases where (LHK(α, β)) does not hold, it is still possible to obtain
some slightly worse lower bounds for a general distance d. We will not need
these results in the rest of the chapter, and therefore we only sketch the
proofs. We introduce the following near-diagonal lower estimate

pn(x, y) + pn+1(x, y) > cn−
α
β for all x, y ∈ G and n > cd(x, y)β.

(NLHK(α, β))
Let us assume that the condition (p0) is fulfilled, we then have the following
equivalences for all α > 2 and β ∈ [2, α)

(Vα) + (Gβ)⇔ (UHK(α, β)) + (NLHK(α, β)). (III.3.19)

The first implication follows from (13.3) in [42], whose proof remains valid
for a general distance d, given (III.3.18), (III.3.16), (III.A.1) and (III.3.3),
and the proof of its converse is exactly the same as the proof of Proposi-
tion 15.1 in [42] or Lemma 4.22 and Theorem 4.26 in [4]. Estimates similar
to (UHK(α, β)) and (NLHK(α, β)) for the continuous time Markov chain
on G with jump rates (λx)x∈G and transition probabilities (px,y)x,y∈G, see
(III.2.2), are also equivalent to (III.3.19), see Theorem 3.14 in [41]. Let us
now also assume that there exist constants c > 0 and ζ ∈ [1, β) such that

for all r > 0, k ∈ N and x, y ∈ G such that d(x, y) 6 ck
1
ζ r, there exists

a sequence x1 = x, x2, . . . , xk = y with d(xi−1, xi) 6 r for all i ∈ {2, . . . , k},
(Dζ)

then the conditions in (III.3.19) are also equivalent to (UHK(α, β)) plus the
following lower estimate

pn(x, y) + pn+1(x, y) > cn−
α
β exp

{
−
(d(x, y)β

cn

) ζ
β−ζ
}

for all n > dG(x, y).

(LHK(α, β, ζ))
Indeed, under condition (Dζ), the proof that (III.3.19) implies (LHK(α, β, ζ))
is similar to the proof of Proposition 13.2 in [42] or Proposition 4.38 in [4],
modulo some slight modifications when d is a general distance, and its con-
verse is trivial. Note that if d = dG, it is clear that (D1) holds and that
the lower estimate (LHK(α, β, 1)) is the same as (LHK(α, β)), and thus we
recover the results from Remark III.2.2. If d′ = d

1
κ
G for some κ > 1 as in

the counter-example of Remark III.3.4, 1), and (Vα) and (Gβ) hold with the
distance dG, then (Dκ) hold for the distance d′ and thus also (LHK(α′, β′, κ))
for the distance d′, where β′ = βκ and α′ = ακ, which is exactly the same as
(LHK(α, β)) for the distance dG. �
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We now discuss product graphs. Let G1 and G2 be two graphs as in the pre-
vious section (countably infinite, connected and with bounded degree), endowed
with weight functions λ1 and λ2. The graph G = G1 × G2 is defined such that
x = (x1, x2) ∼ y = (y1, y2) if and only there exists i 6= j ∈ {1, 2} such that
xi ∼ yi and xj = yj. One naturally associates with G the weight function λ such
that for all x = (x1, x2) ∼ y = (y1, y2), one has

λx,y = λixi,yi , where i ∈ {1, 2} is such that xi 6= yi. (III.3.20)

Proposition III.3.5. Suppose that (Gi, λ
i), i = 1, 2, satisfy (UHK(αi, βi)) and

(LHK(αi, βi)) with respect to the graph distance dGi, as well as (p0). Assume
that

αi ≥ 1 and 2 ≤ βi ≤ 1 + αi, for i = 1, 2, and ∃j ∈ {1, 2} s.t. αj > 1 or βj > 2.
(III.3.21)

Then, if β1 ≤ β2, the graph G1×G2 endowed with the weights (III.3.20) satisfies
(Vα), (Gβ) with

α = α1
β2

β1

+ α2, β = β2 and d(x, y) = max
(
dG1(x1, y1)

β1
β2 , dG2(x2, y2)

)
.

(III.3.22)

Proof. We first argue that (G, λ) satisfies (Vα). By Remark III.2.2, (Gi, λ
i),

i = 1, 2, satisfy (Vαi). On account of (III.3.20), one readily infers that λ(A ×
B) = λ1(A) · |B| + |A| · λ2(B) for all A ⊂ G1, B ⊂ G2. Applying this to
A = BdG1

(x1, R
β2/β1), B = BdG2

(x2, R), observing that Bd((x1, x2), R) = A× B
by definition of d(·, ·) and noting that c4|A| ≤ λ1(A) ≤ C4|A| (and similarly for
B), see (III.2.10), it follows that uniformly in (x1, x2) ∈ G, λ(Bd((x1, x2), R)) is
of order Rα with α given by (III.3.22), whence (Vα) is fulfilled.

It remains to show that (Gβ) holds. Let (X
i

t)t≥0, i = 1, 2, denote the con-
tinuous time walk on Gi (resp. G) with jump rates λix =

∑
y:dGi (x,y)=1 λ

i
x,y, and

suppose X1

· , X
2

· are independent. Let X · be the corresponding walk on G (with
jump rates λx, cf. (III.3.20)). Then X · has the same law as (X

1

· , X
2

· ) and in view
of (III.2.4),

g(x, y) =

∫ ∞
0

Px(X t = y) dt =

∫ ∞
0

Px1(X
1

t = y1)Px2(X
2

t = y2) dt, (III.3.23)

with x = (x1, x2) and y = (y1, y2). We introduce for i = 1, 2, the additive
functionals

Ait =

∫ t

0

λ
X
i
s
ds, for t ≥ 0, i = 1, 2, (III.3.24)
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along with τ it = inf{s ≥ 0; Ais ≥ t} and the corresponding time-changed pro-
cesses

(Y i
t )t≥0

def.
= (X

i

τ it
)t≥0.

By the above assumptions, the discrete skeletons of Y i
· , i = 1, 2, satisfy the

respective heat kernel bounds HK(αi, βi) in the notation of [4], and thus by
Theorem 5.25 in [4] (the process Y i

· has unit jump rate), for all x = (x1, x2)

and y = (y1, y2) in G, abbreviating di = dGi(xi, yi) and d = d(x, y), so that
dβ2 = dβ1

1 ∨ d
β2

2 ,

ct
−αi
βi exp

{
−
(dβ2

ct

) 1
βi−1
}
≤ Pxi(Y

i
t = yi) ≤ c′t

−αi
βi exp

{
−
(dβii
c′t

) 1
βi−1
}
,

(III.3.25)
where the lower bound holds for all t ≥ di∨1 and the upper bound for all t ≥ di.

Going back to (III.3.23), noting that X i

t = Y i
Ait

and that c4t ≤ Ait ≤ C4t for all
t ≥ 0 by (III.2.10) and (III.3.24), and observe that

inf
i∈{1,2}

sup
t≤C4c

−1
4 (d1∨d2)

Pxi(Y
i
t = yi) ≤ Ce−c(d1∨d2), (III.3.26)

which follows for instance from Theorem 5.17 in [4]. We obtain for all x and y,
with constants possibly depending on αi and βi, keeping in mind that dβ2 = dβii
for some i in the third line below,

g(x, y) ≤
∫ ∞

0

sup
c4t≤s≤C4t

{
Px1(Y 1

s = y1)Px2(Y 2
s = y2)

}
dt

(III.3.25),(III.3.26)
≤ C(d1 ∨ d2)e−c(d1∨d2)

+ C ′
∫ ∞
c−1
4 (d1∨d2)

t
−(

α1
β1

+
α2
β2

)
exp

{
−

2∑
i=1

(dβii
c′′t

) 1
βi−1
}

dt

u=d−β2 t

≤ Ce−cd + C ′
∫ ∞

0

d
−(

β2α1
β1

+α2)
u
−(

α1
β1

+
α2
β2

)
exp

{
− (c′′u)

− 1
βi−1

}
dβ2 du

≤ C ′′d−(α−β),

(III.3.27)

recalling the definition of α and β from (III.3.22) in the last step; we also note
that the integral over u in the last but one line is finite since αi ≥ 1 and
βi 6 1+αi, so that αi

βi
≥ αi

1+αi
≥ 1

2
with strict inequality for at least one of the i’s

due to (III.3.21), whence α1

β1
+ α2

β2
> 1. In view of (III.1.6), (III.3.27) yields the

desired upper bound. For the corresponding lower bound, one proceeds similarly,
starting from (III.3.23), discarding the integral over 0 ≤ t ≤ c−1

4 (d1∨d2∨1), and
applying the lower bound from (III.3.25). Thus, (Gβ) holds, which completes
the proof.
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Remark III.3.6. 1) Proposition III.3.5 is sufficient for our purposes but one
could also extend it to graphs (Gi, λi) which satisfy (p0), (UHK(αi, βi)) and
(NLHK(αi, βi)) under a general distance di for i = 1, 2.

2) Under the hypotheses of Proposition III.3.5, one can show that there exists
constants c > 0 and C < ∞ such that for all n ∈ N, x1 ∈ G1 and x2, y2 ∈
G2, the upper bound (UHK(α, β)) and the lower bound (LHK(α, β)) for
pn((x1, x2), (x1, y2)) hold, and for all n ∈ N, x1, y1 ∈ G1 and x2 ∈ G2, the
upper bound

pn((x1, x2), (y1, x2)) 6 Cn−
α
β exp

{
−
(d(x, y)β

Cn

) 1
β1−1

}
, (III.3.28)

and the similar lower bound (LHK(α, β, β2/β1)) for pn((x1, x2), (y1, x2)) hold.
In particular, the estimates (UHK(α, β)) and (LHK(α, β, β2/β1)) are the
best estimates one can obtain for all x, y ∈ G. We only sketch the proofs
since these results will not be needed in the rest of the chapter. Between
vertices of the type x = (x1, x2) and y = (x1, y2), one can show that the
condition (D1) holds, and (LHK(α, β))=(LHK(α, β, 1)) is then proved as in
Remark III.3.4, 2), and the upper bound (UHK(α, β)) is a consequence of
(III.3.18). Between the vertices x = (x1, x2) and y = (y1, x2), one can prove
a result similar to (III.A.1) but for the expected exit time of the cylinder
B′(x,R) = BG1

(
x1, R

β2
β1

)
× BG2

(
x2, R

β2
β1

)
, and the proof of (III.3.28) is then

similar to the proof of (III.3.18), and (LHK(α, β, β2/β1)) is proved in Re-
mark III.3.4, 2) since (Dβ2

β1

) always holds on G. �

We now turn to the proof of (WSI) for product graphs and the standard
d-dimensional Sierpinski carpet, d > 3. If G = G1×G2, we say that two vertices
x = (x1, x2) and y = (y1, y2) are ∗-neighbors if and only if both, the graph
distance in G1 between x1 and y1 and the graph distance in G2 between x2 and
y2, are at most 1. If G is the standard d-dimensional Sierpinski carpet, we say
that x = (x1, . . . , xd) and y = (y1, . . . , yd) in G are ∗-neighbors if and only if
there exist i, j ∈ {1, . . . , d} such that |xi − yi| 6 1, |xj − yj| 6 1, and xk = yk
for all k 6= i, j. Moreover, we say in both cases that A ⊂ G is ∗-connected if
every two vertices of A are connected by a path of ∗-neighbors vertices. We are
going to prove that in these two examples, the external boundary of any finite
and connected subset A of G is ∗-connected. In order to do this, we are first
going to prove a property which generalizes Lemma 2 in [108], and then apply it
to our graphs. In Proposition III.3.7, we say that C is a cycle of edges if it is a
finite set of edges such that every vertex has even degree in C, that P is a path
of edges between x and y in G if x and y are the only vertices with odd degree
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in P, and we always understand the addition of sets of edges modulo 2. We also
define for all x ∈ G the set ∂xextA = {y ∈ ∂extA; y

Ac

←→ x}.

Proposition III.3.7. Let C be a set of cycles of edges such that for all finite
sets of edges S ⊂ E and all cycles of edges Q,

there exists C0 ⊂ C with S ∩
(
Q+

∑
C∈C0

C
)

= ∅. (III.3.29)

Then for all finite and connected sets A ⊂ G and for all x ∈ Ac, the set ∂xextA is
connected in G+, the graph with the same vertices as G and where {y, z} is an
edge of G+ if and only if y and z are both traversed by some C ∈ C.

In particular, if A is either a finite and connected subset of G1 ×G2 for two
infinite and locally finite graphs G1 and G2, or of the standard d-dimensional
Sierpinski carpet for d > 3, then ∂extA is ∗-connected.

Proof. Let A be a finite and connected subset of G, and let us fix some x0 ∈ A,
x1 ∈ Ac, and S1 and S2 two arbitrary non-empty disjoints subsets of G such that
∂x1
extA = S1 ∪ S2. Define Si = {(x, y) ∈ E; x ∈ A and y ∈ Si} for each i ∈ {1, 2}.

We will prove that there exists C ∈ C which contains at least one edge of S1

and one edge of S2; thus by contraposition ∂x1
extA will be connected in G+ since

S1 and S2 were chosen arbitrary. Since A is finite and connected and S1 and S2

are non-empty, there exist two paths P1 and P2 of edges between x0 and x1 such
that Pi ∩ Si 6= ∅ but Pi ∩ S3−i = ∅ for all i ∈ {1, 2}, and then Q = P1 + P2 is a
cycle of edges. By (III.3.29), there exists C0 ⊂ C such that

Q′ = Q+
∑
C∈C0

C

does not intersect S2. Let us define C1 = {C ∈ C0; C ∩S1 6= ∅} and C2 = C0 \C1,

then
P2 +

∑
C∈C2

C = Q′ + P1 +
∑
C∈C1

C. (III.3.30)

The left-hand side of (III.3.30) is a path of edges between x0 and x1 which does
not intersect S1 by definition, and thus it intersects S2. Therefore, the right-hand
side of (III.3.30) intersects S2 as well, i.e., there exists C ∈ C1 which intersects
S2, and also S1 by definition.

We now prove that ∂extA is ∗-connected when G = G1 ×G2, for G1 and G2

two infinite and locally finite graphs. We start with considering the case that G2

is a tree, i.e., it does not contain any cycle. We define C by saying that C ∈ C
if and only if it contains exactly every edge between (x1, x2), (x1, y2), (y1, y2)

and (y1, x2) for some x1 ∼ y1 ∈ G1 and x2 ∼ y2 ∈ G2. Hence a set is connected
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in G+ if and only if it is ∗-connected. Note that since G1 and G2 are infinite,
∂extA = ∂xextA for all x ∈ Ac, and thus we only need to prove (III.3.29).

Let S be a finite set of edges and Q0 be a cycle of edges. We fix a nearest-
neighbor path of vertices π = (y0, y1, . . . , yp) ⊂ Gp+1

2 such that all the vertices
visited by the edges in Q0 are contained in G1 × {π}, yp /∈ {y0, . . . , yp−1}, and
S ∩ (G1 × {yp}) = ∅. For all n ∈ {0, . . . , p− 1} and all edges e = (e1, yn) ∈
E1 × {yn}, with E1 denoting the edges of G1, we define Cn

e as the unique cycle
in C containing the edges e and (e1, yn+1). Next, we recursively define a sequence
(Qn)n∈{0,...,p} of sets of edges by

Qn+1 = Qn +
∑

e∈Qn∩(G1×{yn})

Cn
e for all n ∈ {0, . . . , p− 1}.

By construction, for all n ∈ {0, . . . , p− 1}, Qp does not contain any edge in
G1 × {yn} and thus if e is an edge in Qp of the form (e1, y) for some e1 ∈ E1

and y ∈ G2, then necessarily y = yp. Since Qp is a cycle of edges and since G2

does not have any cycle, Qp ⊂ G1 × {yp}, and thus Qp ∩ S = ∅, which gives us
(III.3.29).

Let us now assume that G2 contains exactly one cycle of edges, and let
{x2, y2} and {x2, z2} be two different edges of this cycle. Let A be a finite and
connected subset of G, then the exterior boundary of A in G1 × (G2 \ {x2, y2})
and the exterior boundary of A in G1 × (G2 \ {x2, z2}) are ∗-connected in G

since G2 \ {x2, y2} and G2 \ {x2, z2} do not contain any cycle. First assume that
there exists x1 ∈ G1 such that (x1, x2) ∈ A, (x1, y2) ∈ ∂extA and (x1, z2) ∈ ∂extA,
then (x1, z2) is ∗-connected in G to any vertex of the external boundary of A in
G1× (G2 \{x2, y2}) and (x1, y2) is ∗-connected in G to any vertex of the external
boundary of A in G1×(G2\{x2, z2}), that is (x1, y2) and (x1, z2) are ∗-connected
in G. The other cases are similar, and we obtain that the exterior boundary of
A in G is ∗-connected. We can thus prove by induction on the number of cycles
that if G2 has a finite number of cycles of edges, then the external boundary of
any finite and connected subset A of G is ∗-connected. Otherwise, let x and y
be any two vertices in ∂extA, and let πx be an infinite nearest-neighbor path in
Ac, without loops, beginning in x, such that the projection of πx on G1 is a finite
path on G1, i.e. constant after some time, and πy be a finite nearest-neighbor
path in Ac, without loops, beginning in y and ending in πx. Let G′2 be the graph
with vertices the projection on G2 of A ∪ ∂extA ∪ {πx} ∪ {πy}, and with the
same edges between two vertices of G′2 as in G2. By definition G′2 is infinite
and only contains a finite number of cycles of edges, so the exterior boundary
of A in G1×G′2 is ∗-connected in G1×G′2, and thus x and y are ∗-connected in G.
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Let us now take G to be the standard d-dimensional Sierpinski carpet, d > 3,

that we consider as a subset of Nd, and A a finite and connected subset of G.
We define C as the set of cycles with exactly 4 edges, and then a set is connected
in G+ if and only if it is ∗-connected, thus we only need to prove (III.3.29).
Let S be a finite set of edges, Q0 be a cycle of edges, and p ∈ N such that
Q0 ⊂ G∩ ({0, . . . , p−1}×Nd−1) and S ∩ ({p}×Nd−1) = ∅.We also define Vn as
the set of d−1-dimensional squares V = {n2, . . . , n2+m}×· · ·×{nd, . . . , nd+m}
such that {n} × V ⊂ G and ({n + 1} × V ) ∩ G = {n + 1} × (V \ V ), where
V = {n2 − 1, . . . , n2 + m + 1} × · · · × {nd − 1, . . . , nd + m + 1}. Let us now
define recursively two sequences (Qn)n∈{0,...,p} and (Rn)n∈{1,...,p} of cycles of edges
such that Qn ⊂ {n, . . . , p} × Zd−1 for all n ∈ {0, . . . , p}. For each square V ∈
Vn, all the vertices of {n} × V have an even degree in Qn ∩ ({n} × V ) since
Qn ∩ ({n − 1} × V ) = Qn ∩ ({n + 1} × V ) = ∅ and Qn is a cycle of edges.
Moreover, since d > 3, every cycle of edges in {n} × V is a sum of cycles with
exactly 4 edges in {n} × V , and thus one can find a set CV ⊂ C (with CV = ∅ if
({n} × V ) ∩Qn = ∅) of cycle of edges included in {n} × V such that

({n} × V ) ∩
(
Qn +

∑
C∈CV

C
)
⊂ {n} × (V \ V )

We first define Rn+1 by

Rn+1 = Qn +
∑
V ∈Vn

∑
C∈CV

C.

By construction, every edge e = (n, e1) ∈ Rn+1 ∩ ({n} × Zd−1) is such that
(n + 1, e1) ∈ G, and we then define Cn

e as the unique cycle in C containing the
edges e and (n+ 1, e1), and we take

Qn+1 = Rn+1 +
∑

e∈Rn+1∩({n}×Zd−1)

Cn
e .

By construction, Qn+1 ∩ ({0, . . . , n} × Zd−1) = ∅ and since Qn+1 is a cycle of
edges, we have Qn+1 ⊂ {n + 1, . . . , p} × Zd−1. Therefore, we have Qp ∩ S = ∅
by our choice of p, which gives us (III.3.29).

Remark III.3.8. 1) One can extend Proposition III.3.7 similarly to Theorem 3
in [108]. Let us assume that there exists C such that (III.3.29) hold, and that
for each edge e of E+ \ E, where E+ is the set of edges of G+, there exists
a cycle Oe of edges of G+ such that Oe \ {e} ⊂ E. Then for all finite set
A connected in G+ and for all x ∈ Ac, the set ∂xextA is connected in G++,

the graph with the same vertices and edges as G+ plus every edge of the
type {x, y} for x, y both crossed by Oe for some edge e ∈ E+ \ E. Indeed
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let G+
A be the graph with the same vertices as G, and edge set E+

A which
consists of E plus the edges in E+ \ E with both endpoints in A, and let
C+
A = C ∪ {Oe, e edge of E+

A \ E}. For each cycle Q of edges in E+
A we then

have that
Q+

∑
e∈Q\G

Oe

is a cycle of edges in E, and thus by (III.3.29) for G with the set of cycles of
edges C, one can easily show that (III.3.29) also hold for G+

A with the set of
cycles of edges C+

A . Since A is connected in G+
A, by Proposition III.3.7, ∂xextA

is connected in G++.

In particular, if G is either a product of infinite graphs G1 × G2 or the d-
dimensional Sierpinski carpet, d > 3, taking Oe such that Oe \ {e} only
contains two connected edges of E for each e ∈ E+ \ E, we get that the ex-
ternal boundary of every finite and ∗-connected subset A of G is ∗-connected
since G++ = G+.

2) Proposition III.3.7 provides us with a stronger result than Lemma 2 in [108]
even when G = Zd, d > 3. Indeed, Zd = Zd−1 × Z and thus the external
boundary of every finite and connected (or even ∗-connected) subset of Zd

is ∗-connected in the sense of product graphs previously defined, i.e., it is
connected in Zd ∪ {{(x, n), (y, n+ 1)}; n ∈ Z, x ∼ y ∈ Zd−1}.

3) An example of a graph G for which we cannot apply Proposition III.3.7, and
in fact where we can find a finite and connected set whose boundary is not
∗-connected, and where (WSI) does not hold, but where (Gβ) and (Vα) hold,
is the Menger sponge. It is defined as the graph associated to the following
generalized 3-dimensional Sierpinski carpet, see Section 2 of [6]: split [0, 1]3

into 27 cubes of size length 1/3, remove the central cube of each face as well
as the central cube of [0, 1]3, and iterate this process for each remaining cube.
It is easy to show that G endowed with the graph distance verifies (Vα) with
α = log(20)

log(3)
, and (Gβ) follows from Theorem 5.3 in [6] since the random walk

on the Menger sponge is transient, see p.741 of [5]. One can then easily check
that taking An = (3n/2, 5 × 3n/2)3 ∩ G, where we see G as a subset of R3,

then ∂extA is not ∗-connected. In fact for each x ∈ ∂extAn and p < n, there
is no 3p path between x and B(x, 2× 3p)c, and thus (WSI) does not hold. �

We can now conclude that our main results apply to the examples mentioned
in the introduction.

Corollary III.3.9. The graphs in (III.1.4) (endowed with unit weights) satisfy
(p0), (Vα), (Gβ), for some α > 2, β ∈ [2, α) and (WSI), with respect to a suit-
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able distance function d(·, ·). In particular, the conclusions of Theorems III.1.1
and III.1.2 hold for these graphs.

Proof. Condition (p0) holds plainly in all cases since all graphs in (III.1.4) have
unit weights and uniformly bounded degree. For G1, we classically have α =

d, β = 2 and (WSI) follows e.g. from Proposition III.3.7 with d = dG (or
even the `∞-norm) since Zd = Zd−1 × Z. The case of G2 is an application of
Proposition s III.3.5 and III.3.7: it is known [7, 50] that G′, the discrete skeleton
of the Sierpinski gasket, satisfies (Vα2) and (Gβ2) with α2 = log 3

log 2
and β2 = log 5

log 2
,

whence (Vα), (Gβ), hold for G2 with respect to d in (III.3.22), for α = log 45
2 log 2

and β = log 5
log 2

as given by (III.3.22) with α1 = 1, β1 = 2 (note that α2 > 1

so (III.3.21) holds), and it is easy to see that any ∗-connected path is also a
1-path for d in (III.3.22), hence (WSI) holds. Regarding G3, the standard d

dimensional graphical Sierpinski carpet endowed with the graph distance, with
d ≥ 3 (cf. p.6 of [6]), α = log(3d−1)/ log(3) (with d = dG) and (Gβ) then follows
from Theorem 5.3 in [6] since the random walk on G3 is transient for d ≥ 3, see
p.741 of [5]. Moreover, (WSI) on G3 follows from Proposition III.3.7 since any
∗-connected path in G3 is also a 2-path.

Finally, G4 endowed with the graph distance d = dG4 satisfies (Vα) for some
α > 2 by assumption and (Gβ) holds with β = 2 by Theorem 5.1 in [48]. To see
that (WSI) holds, we first observe that the group Γ = 〈S〉 which has G4 as a
Cayley graph is finitely presented. Indeed, by a classical theorem of Gromov [45],
Γ is virtually nilpotent, i.e., it has a a normal subgroup H of finite index which
is nilpotent. Furthermore, H is finitely generated (this is because Γ/H is finite,
so writing gH, g ∈ C with |C| < ∞ and 1 ∈ C for all the cosets, one readily
sees that H = 〈{h ∈ H; h = g−1sg′ for some g, g′ ∈ C and some s ∈ S}〉).

Since H is nilpotent and finitely generated, it is in fact finitely presented, see
for instance 2.2.4 (and thereafter) and 5.2.18 in [77], and so is Γ/H, being finite.
Together with the normality of H one straightforwardly deduces from this that
Γ is finitely presented, see again 2.2.4 in [77]. As a consequence Γ = 〈S|R〉 for a
suitable finite set of relators R. This yields a generating set of cycles for G4 of
maximal cycle length t < ∞, where t is the largest length of any relator in R,
and Theorem 5.1 of [107] (alternatively, one could also apply Proposition III.3.7)
readily yields that, for all x ∈ ∂extA, every two vertices of ∂xextA are linked via
an R0 path in ∂xextA, with R0 = t/2. Moreover, since G has sub-exponential
growth, {∂xextA, x ∈ ∂extA} contains at most two elements, see for instance
Theorem 10.10 and 12.2, (g), in [112] and, since G does not have linear growth,
in fact only 1, see for instance Lemma 5.4, (a), and Theorem 5.12 in [51]. We
also prove this fact for any graph satisfying (III.3.1) in the course of proving
Lemma III.6.5.
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In order to prove (WSI), we thus only need to show that there exists c > 0

such that δ(∂extA) > cδ(A) for all finite and connected subgraphs A of G, and
we are actually going to show this inequality in the general setting of vertex-
transitive graphs G. Write m def.

= δ(∂extA), let us fix some x0 ∈ ∂extA, and let
B(x,m) = {y ∈ G; every unbounded path beginning in y intersects B(x,m)},
for all x ∈ G. Let us assume that there exists x1 ∈ B(x0,m) such that B(x1,m)∩
B(x0,m) = ∅, and then we have B(x1,m) ⊂ B(x0,m) \ B(x0,m). Since G is
vertex-transitive, there exists x2 ∈ B(x1,m) such that B(x2,m) ∩ B(x1,m) =

∅. Moreover, by definition, B(x2,m) ⊂ B(x1,m) \ B(x1,m), and x1 ↔ x2 in
B(x1,m). Iterating this reasoning, we can thus construct recursively a sequence
(xn)n∈N of vertices such that B(xn+1,m) ⊂ B(xn,m)\B(xn,m), and xn ↔ xn+1

in B(xn,m) for all n ∈ N. Therefore, there exists an unbounded path beginning
in x1 in B(x0,m) \B(x0,m), which is a contradiction by definition of B(x0,m).

Hence, δ(B(x0,m)) 6 4m, and so δ(A) 6 4δ(∂extA).

Remark III.3.10. The conclusions of Theorems III.1.1 and III.1.2 do not only
hold for G2 in (III.1.4), but also for any product graphs G1 × G2 under the
same hypotheses as in Proposition III.3.5. Further interesting examples can be
generated involving graphs G endowed with a distance d 6= dG which is not
of the form of a product of graph distances as in (III.3.22). For instance, in
Corollary 4.12 of [46], estimates similar to (UHK(α′, α′ + 1)) and (LHK(α′, α′ +

1, ζ)) for some α′ > 1 and ζ ∈ [1, α′ + 1) are proved for different recurrent fractal
graphs G′ when the distance d′ on G′ is the effective resistance as defined in (2.4)
of [46]. By Lemma 3.2 in [46], (Vα′) hold on G′ endowed with the distance d′,
and thus one can then prove similarly as in the proof of Proposition III.3.5 that
G = G′×Z (or some other product with an infinite graph satisfying (UHK(α, β))
and (NLHK(α, β))) satisfy (Vα) and (Gβ) with α = 3α′+1

2
and β = α′+ 1 for the

distance

d((x′, n), (y′,m)) = d′(x′, y′) ∨ |n−m|
2
β for all x′, y′ ∈ G′ and n,m ∈ Z.

Moreover, (WSI) is also verified on G by Proposition III.3.7, and thus the con-
clusions of Theorems III.1.1 and III.1.2 hold for G. It should be noted that d′

is not always equivalent to the graph distance on G′, see for instance the graph
G′ considered in Corollary 4.16 of [46]. This graph is also another example of a
graph where (Dζ) hold for some ζ > 1 but not ζ = 1, and where the estimates
(UHK(α, β)) and (LHK(α, β, ζ)) are optimal at this level of generality. �
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III.4 Strong connectivity of the interlacement set

We now prove a strong connectivity result for the random interlacement set on
the cable system, Proposition III.4.1 below; see also Proposition 1 in [73] and
Lemma II.3.2 for similar findings in the case G = Zd. We recall our standing
assumption (III.3.1). The availability of controls on the heat kernel and exit
times provided by Proposition III.3.3 will figure prominently in obtaining the
desired estimates; see also Remark III.4.8 below. The connectivity result will
play a crucial role in Section III.9, where Ĩu will be used as a random network
to construct certain continuous level-set paths for the free field. We recall the
notation introduced in (III.2.15) and (III.3.4), and our standing assumptions
(III.3.1).

Proposition III.4.1. For each u0 > 0, there exist constants c12 > 0, c > 0 and
C <∞ all depending on u0 such that, for all x0 ∈ G, u ∈ (0, u0] and L ≥ 1,

P̃I
( ⋂
z,z′∈Ĩu∩B̃(x0,L)

{
z

∼←→ z′ in Ĩu ∩ B̃ (x0, 2C10L)
})
≥ 1− C exp {−cLc12u} .

(III.4.1)

The proof of Proposition III.4.1 requires some auxiliary lemmas and appears
at the end of the section. In the rest of the chapter, we will not use directly
Proposition III.4.1 because the event in (III.4.1) is neither increasing nor de-
creasing, see above (III.7.4), and therefore cannot be used in the decoupling in-
equalities, see Theorem III.2.4. We will however use two auxiliary results which
together readily imply Proposition III.4.1, namely Lemma III.4.3 and Proposi-
tion III.4.7. Another interest of Proposition III.4.1 is the following corollary,
which is a generalization of Corollary 2.3 of [93] from Zd to G as in (III.3.1).

Corollary III.4.2. Let u > 0. Then P̃I-a.s., the subset Ĩu of G̃ is unbounded
and connected. Analogously, PI-a.s., the subset Iu of G is infinite and connected.

Proof of Corollary III.4.2. Fix any vertex x0 ∈ G. Let AL denote the event
appearing on the left-hand side of (III.4.1), and A′L = {Ĩu ∩ B̃ (x0, L) 6= ∅}.
Note that {Ĩu is unbounded, connected} ⊃ (

⋃
LA

′
L) ∩ lim infLAL. The events

A′L are increasing with limL P̃I(A′L) = 1 by (III.3.11), and by (III.4.1) and a
Borel-Cantelli argument, P̃I(lim infLAL) = 1. The same reasoning applies also
to Iu (with (III.4.2) below in place of (III.4.1)).

Let us denote for each u > 0 by Îu the set of edges of G traversed by at
least one of the trajectories in the trace of the random interlacement process ωu.
From the construction of the random interlacement process on the cable system
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G̃ from the corresponding process on G by adding Brownian excursions on the
edges, it follows that the inequality

PI
( ⋂
x,y∈Iu∩B(x0,L)

{
x

∧←→ y in Îu∩BE (x0, 2C10L)
})
≥ 1−C(u0) exp(−Lc(u0)u)

(III.4.2)
for all u ≤ u0, will entail (III.4.1), where for x, y ∈ G and A ⊂ E, {x ∧←→ y in A}
means that there exists a nearest neighbor path from x to y crossing only edges
contained in A. We refer to the discussion at the beginning of the Appendix of
Chapter II for a similar argument on why (III.4.2) implies (III.4.1). In order to
prove (III.4.2), we will apply a strategy inspired by the proof of Proposition 1
in [73] for the case G = Zd.

For U ⊂⊂ G let Nu
U be the number of trajectories in supp(ωu) which enter

U. By definition, Nu
U is a Poisson variable with parameter ucap(U), and thus

there exist constants c, C ∈ (0,∞) such that uniformly in u ∈ (0,∞),

PI (cu · cap(U) ≤ Nu
U ≤ Cu · cap(U)) ≥ 1− C exp {−cu · cap(U)} , (III.4.3)

cf. display (2.11) in [73]. We now state a lemma which gives an estimate in terms
of capacity for the probability to link two subsets of B(x, L) through edges in
Îu ∩B(x,C10L).

Lemma III.4.3. There exist constants c ∈ (0, 1) and C ∈ [1,∞) such that for
all L ≥ 1, u > 0 and all subsets U and V of B(x, L),

PI
(
U

∧←→ V in Îu ∩BE(x,C10L)
)
≥ 1− C exp

{
−cL−νucap(U)cap(V )

}
,

(III.4.4)
with ν as in (III.1.6).

Proof. For U not to be connected to V through edges in Îu∩BE(x,C10L), all of
the Nu

U trajectories hitting U must not hit V after hitting U and before leaving
B(x,C10L), so

PI
(
U

∧←→ V in Îu ∩B(x,C10L)
)

≥ 1− PI(Nu
U < cucap(U))−

(
PeU (HV > TB(x,C10L))

)cucap(U)
(III.4.5)

(recall (III.2.3) and (III.3.9) for notation). For all y ∈ B(x, L), by (III.3.8),
(III.3.5) and (III.3.2),

Py(HV > TB(x,C10L)) ≤ 1−
∑

z∈B(x,L)

gB(x,C10L)(y, z)eV (z) ≤ 1− c2

2
(2L)−νcap(V ),

(III.4.6)
where we also used eV ≤ eV,B(x,C10L) in the first inequality. Since cap(V ) ≤ C11L

ν

by (III.3.11), we can combine (III.4.5), (III.4.3) and (III.4.6) to get (III.4.4).
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For each x ∈ G and L > 1, if x ∈ Iu, we denote by Cu(x, L) the set of vertices
in G connected to x by a path of edges in Îu∩BE(x, L), and we take Cu(x, L) =

∅ otherwise. On our way to establishing (III.4.2) we introduce the following
thinned processes. For each i ∈ {1, . . . , 3}, let ωu/3i be the Poisson point process
which consists of those trajectories in ωu which have label between (i − 1)u/3

and iu/3. I.e., ωu/3i , i ∈ {1, 2, 3}, have the same law as three independent random
interlacement processes at level u/3 on G. For each i ∈ {1, . . . , 3}, let Iu/3i and
Îu/3i , respectively, be the set of vertices and edges, respectively, visited by at
least one trajectory in supp(ωu/3i ), and for each x ∈ G and L > 0, let Cu/3

i (x, L)

be the set of vertices connected to x by a path of edges in Îu/3i ∩BE(x, L). Note
that PI-a.s. we have Iu = ∪3

i=1I
u/3
i and Îu = ∪3

i=1Î
u/3
i . Now fix some x0 ∈ G

and L > 0, and assume there exist x, y ∈ Iu ∩ B (x0, L) such that x is not
connected to y through edges in Îu ∩ BE (x0, C10L) . Let i, j ∈ {1, 2, 3} be such
that x ∈ Iu/3i and y ∈ Iu/3j , and let k = k(i, j) ∈ {1, 2, 3} be different from i

and j. By definition, Cu/3
i (x, L) is not connected to Cu/3

j (y, L) through edges in
Îu/3k ∩BE(x0, 2C10L), and so

PI
(
x, y ∈ Iu,

{
x

∧←→ y in Îu ∩BE(x0, 2C10L)
}c)

≤
3∑

i,j=1

PI
(
x ∈ Iu/3i , y ∈ Iu/3j ,

{
C
u/3
i (x, L)

∧←→ C
u/3
j (y, L)

in Îu/3k ∩BE(x0, 2C10L)

}c)
. (III.4.7)

Since Îu/3k is independent from Îu/3i and Îu/3j and C
u/3
i (x, L) ⊂ B(x0, 2L), we

can use Lemma III.4.3 to upper bound the last probability in (III.4.7). In order
to obtain (III.4.2), we now need a lower bound on the capacity of Cu/3

i (x, L),

and for this purpose we begin with a lower bound on the capacity of the range
of N random walks. For each N ∈ N and SN = (x1, . . . , xN) ∈ GN we define a
sequence (Zi)i∈{1,...,N} of independent random walks on G with fixed initial point
Zi

0 = xi under some probability measure P SN , i.e., for each i ∈ {1, . . . , N}, Zi

has the same law under P SN as Z under Pxi . For all positive integers M and N
we define the trace T (N,M) on G of the N first random walks up to time M by

T (N,M)
def.
=

N⋃
i=1

M⋃
p=0

{Zi
p}.

For ease of notation, we also set

γ =
α

β
> 1 and Fγ(M) =


M2−γ if γ < 2,

log(M) if γ = 2,

1 otherwise,
(III.4.8)



95 III.4. Strong connectivity of the interlacement set

with α and β from (Vα) and (Gβ). The function Fγ reflects the fact that the
“size” of {Zn; n ≥ 0} (as captured by β, see Lemma III.A.1) becomes increasingly
small relative to the overall geometry of G (controlled by α) as γ grows. As
a consequence, intersections between independent walks in Iu are harder to
produce for larger γ. This is implicit in the estimates below.

Lemma III.4.4. There exists C < ∞ such that for all t > 0, positive integers
N and M, and starting points SN ∈ GN ,

P SN

(
cap
(
T (N,M)

)
≤ tmin

(
NM

Fγ(M)
,Mγ−1

))
≤ Ct. (III.4.9)

Proof. Consider positive integers N and M, and SN ∈ GN . By Markov’s in-
equality,

P SN

(
cap
(
T (N,M)

)
≤ tmin

(
NM

Fγ(M)
,Mγ−1

))
≤ tmin

(
NM

Fγ(M)
,Mγ−1

)
ESN

[
cap
(
T (N,M)

)−1
]
.

(III.4.10)

Applying (III.3.12) with the probability µ = 1
(M−dM/2e+1)N

∑N
i=1

∑M
p=dM/2e δZip ,

which has support in T (N,M), yields

ESN
[
cap(T (N,M))−1

]
≤ ESN

[ C

N2M2

N∑
i,j=1

M∑
p,q=dM/2e

g
(
Zi
p, Z

j
q

)]
. (III.4.11)

Moreover, using the heat kernel bound (III.3.16) and the Markov property at
time p, we have uniformly in all p ∈ N and x, y ∈ G,

fxp (y)
def.
= Ex [g(Zp, y)] =

∞∑
n=p

pn(x, y) ≤ C
∞∑
n=p

n−γ ≤ Cp1−γ, (III.4.12)

and, thus, for p < q, with P̃· an independent copy of P· governing the process Z̃,
using symmetry of g(·, ·),

Exi
[
g(Zi

p, Z
i
q)
]

= Exi

[
ẼZip [g(Z̃0, Z̃q−p)

]
= Exi

[
f
Zip
q−p(Z

i
p)
] (III.4.12)
≤ C(q − p)1−γ,

(III.4.13)
and the same upper bound applies to Exi

[
g(Zi

q, Z
i
p)
]
, again by symmetry of g.

Considering the on-diagonal terms in the first sum on the right-hand side of
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(III.4.11), we obtain

ESN

[ N∑
i=1

M∑
p,q=dM/2e

g(Zi
p, Z

i
q)

]
≤ 2N max

i∈{1,...,N}
ESN

[ M∑
p,q=dM/2e
p≤q

g(Zi
p, Z

i
q)

]

(III.4.13)
≤ CNM

(
1 +

dM/2e∑
k=1

k1−γ
)

(III.4.8)
≤ CNMFγ(M).

(III.4.14)

For i 6= j on the other hand, (III.4.12) implies

ESN

[ M∑
p,q=dM/2e

g
(
Zi
p, Z

j
q

) ]
=

M∑
p,q=dM/2e

ESN
[
fxip
(
Zj
q

)]
≤ CM

M∑
p=dM/2e

p1−γ

≤ CM3−γ.

Combining this with (III.4.10), (III.4.11) and (III.4.14) yields (III.4.9).

We now iterate the bound from Lemma III.4.4 over the different parts of the
random walks (Zi)i∈{1,...N} in order to improve it.

Lemma III.4.5. For each ε ∈ (0, 1), there exist constants c(ε) > 0 and C(ε) ∈
[1,∞) such that for all positive integers N and M, and SN ∈ GN ,

P SN
(
cap
(
T (N,M)

)
≤ cκ

)
≤ C exp{−cM ε}, (III.4.15)

where

κ = κ(N,M, γ, ε) = min

(
NM1−ε

Fγ(M1−ε)
,M (γ−1)(1−ε)

)
. (III.4.16)

Proof. For ε ∈ (0, 1), all positive integers N, M and k, we define

Tk(N,M) =
N⋃
i=1

kM−1⋃
p=(k−1)M

{Zi
p}.

By the Markov property and Lemma III.4.4, for all t > 0, ε ∈ (0, 1) and SN ∈
GN , with FN,Mk = σ(Zi

p, 1 ≤ i ≤ N, 1 ≤ p ≤ (k − 1)dM1−εe),

P SN
(

cap
(
Tk(N, dM1−εe)

)
≤ tκ

∣∣∣FN,Mk

)
≤ Ct. (III.4.17)

Moreover,
bMε/2c⋃
k=1

Tk(N, dM1−εe) ⊂ T (N,M),
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whence cap
(
T (N,M)

)
≤ L implies cap

(
Tk(N, dM1−εe)

)
≤ L for all 1 ≤ k ≤

bM ε/2c by the monotonicity property (III.3.13). Thus, applying the Markov
property and using (III.4.17) inductively we obtain,

P SN
(
cap
(
T (N,M)

)
≤ tκ

)
≤ (Ct)bM

ε/2c ≤ exp{−cM ε}

for all t small enough and M ≥ 2. This yields (III.4.15).

The next step is to transfer the bound in Lemma III.4.5 from the trace on G
of N independent random walks to a subset of the random interlacement. For all
u > 0 and A ⊂⊂ G, conditionally on the number Nu

A of trajectories in supp(ωu)
which hit A, let SuA ∈ GNu

A be the family of entrance points in A by trajectories
in the support of the random interlacement process ωu on G.With a slight abuse
of notation, we identify Z1, . . . , ZNu

A under P SuA with the forward (seen from the
first hitting time of A) parts of the trajectories in supp(ωu) which hit A under
PI(· |SuA). We define Ψ(u,A,M) = T (Nu

A,M) for all positive integers M.

Lemma III.4.6. For each u0 > 0 and ε ∈ (0, 1), there exist constants
c′ = c′(ε) > 0 independent of u0, c(u0, ε) > 0 and C(u0, ε) < ∞ such
that for all u ∈ (0, u0], A ⊂⊂ G, x ∈ G, and positive integers M, with
κ̃u,A

def.
= κ(ucap(A),M, γ, ε) (cf. (III.4.16)),

PI
(
cap
(
Ψ(u,A,M)

)
≤ c′κ̃u,A

)
≤ C exp

{
− c (ucap(A) ∧M ε)

}
, (III.4.18)

and for all positive integers k, if A ⊂ B
(
x, kM

1+ε
β
)
(with β as in (Gβ)),

PI
(

Ψ(u,A,M) 6⊂ B
(
x, (k + 1)M

1+ε
β
))
≤ Ckν exp

{
− cM

ε(ν∧1)
β u

}
. (III.4.19)

Proof. Writing, with N = dcucap(A)e,

PI
(
cap
(
Ψ(u,A,M)

)
≤ c′κ̃u,A

)
≤PI

(
Nu
A < N

)
+ sup

SN

P SN
(
cap
(
T (N,M)

)
≤ c′κ̃u,A

)
,

the inequality (III.4.18) easily follows from the Poisson bound (III.4.3) and
Lemma III.4.5. We turn to the proof of (III.4.19), and we fix x ∈ G,

ε ∈ (0, 1 ∧ (γ − 1)) as well as positive integers k and M. Let us write Ak =

B
(
x, kM

1+ε
β
)
to simplify notation. If Ψ(u,Ak,M) 6⊂ Ak+1, then for at least one

trajectory Zi among the forward trajectories Z1, . . . , Z
Nu
Ak in supp(ωu) which

hit Ak, the walk Zi will leave B
(
Zi

0,M
1+ε
β
)
before time M, which is atypically

short on account of Proposition III.3.3 ii). Therefore, since Nu
A 6 Nu

Ak
,

PI (Ψ(u,A,M) 6⊂ Ak+1)

≤ PI
(
Nu
Ak
≥ Cu · cap(Ak)

)
+ Cu · cap(Ak) sup

y∈Ak
Py

(
TB(y,M(1+ε)/β) ≤M

)
.
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Using (III.4.3), (III.3.11) and (III.3.17), we get

PI
(
Ψ(u,A,M) 6⊂ Ak+1

)
≤C exp

{
− cukνM

ν(1+ε)
β
}

+ CukνM
ν(1+ε)
β exp

{
− cM

ε
β−1
}
,

and (III.4.19) follows.

With Lemma III.4.6 at hand, we can finally produce the desired bound on
the capacity of Cu(x, L) (see after Lemma III.4.3 for the definition).

Proposition III.4.7. For each u0 > 0 there exist c13 > 0 and C13 < ∞ in-
dependent of u0, c = c(u0) > 0 and C = C(u0) ∈ [1,∞) such that for every
u ∈ (0, u0], x ∈ G and L ≥ 1,

PI
(
x ∈ Iu, cap(Cu(x, L)) ≤ c13L

3ν/4ubγ−1c) ≤ C exp
{
− cuLC13

}
. (III.4.20)

Proof. We focus on the case γ < 2. Let u0 > 0, x ∈ G, and u ∈ (0, u0) as above
and consider a positive integer M and δ ∈ (0, 1) to be chosen suitably. Since
γ < 2, we have Fγ(M) = M2−γ by (III.4.8). Thus, by Lemma III.4.5,

PI
(
x ∈ Iu, cap

(
Ψ(u, {x},M)

)
≤ c′M (1−δ)(γ−1)

)
= EI

[
1x∈IuPx

(
cap
(
T (1,M)

)
≤ c′M (1−δ)(γ−1)

)]
≤ C exp{−cM δ},

and with (III.4.19),

PI
(

Ψ(u, {x},M) 6⊂ B
(
x, 2M

1+δ
β

))
≤ C exp

{
− cM

δ(ν∧1)
β u

}
.

Note that if Ψ(u, {x},M) ⊂ B
(
x, 2M

1+δ
β
)
, then Ψ(u, {x},M) ⊂ Cu

(
x, 2M

1+δ
β
)

by definition. Thus, combining the previous two estimates,

PI
(
x ∈ Iu, cap

(
Cu
(
x, 2M

1+δ
β
))
≤ c′M (1−δ)(γ−1)

)
≤ C exp

{
− cM

δ
β−1u

}
and (III.4.20) follows by taking M =

⌊
(L/2)

7β
8

⌋
and δ = 1

7
since β(γ − 1) = ν.

For γ ≥ 2, stronger bounds are required to deduce (III.4.20) than the one
provided by Lemma III.4.6. The idea is to apply recursively Lemma III.4.6 to a
sequence of bγc independent random interlacement processes at level u/bγc as
in Lemma 8, 9 and 10 of [73] or Lemma II.A.3 and Corollary II.A.4 for G = Zd.
We refer the reader to these references for details.

We conclude with the proof of Proposition III.4.1.
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Proof of Proposition III.4.1. Fix some u0 > 0. Recall the notation below
Lemma III.4.3, and write for all x0 ∈ G, L ≥ 1, u ∈ (0, u0] and x, y ∈ B(x0, L),

E1 =
{

cap
(
C
u/6
i (x, L)

)
≥ c13L

3ν/4ubγ−1c
}
,

E2 =
{

cap
(
C
u/6
j (y, L)

)
≥ c13L

3ν/4ubγ−1c
}
.

Noting that E1 ⊂ {x ∈ Iu/3i } and E2 ⊂ {y ∈ Iu/3j }, the probability in the second
line of (III.4.7) is upper bounded by

PI
(
E1 ∩ E2 \

{
C
u/3
i (x, L)

∧←→ C
u/3
j (y, L) in Îu/3k ∩BE(x0, 2C10L)

})
+ PI

(
{x ∈ Iu/3i } \ E1

)
+ PI

(
{y ∈ Iu/3j } \ E2

)
.

(III.4.21)

For the first term in (III.4.21), we fix the constant c12 = c12(ε) ∈
(
0, C13/2

]
small enough so that, using Lemma III.4.3 and the capacity estimates on the
event E1 ∩ E2, for all x, y ∈ B(x0, L), whenever uL2c12 ≥ 1,

PI
(
E1 ∩ E2 \

{
C
u/3
i (x, L)

∧←→ C
u/3
j (y, L) in Îu/3k ∩BE(x0, 2C10L)

})
≤ C exp

{
−cL−νu× L3ν/2u2bγ−1c} ≤ C exp

{
− cL2c12u

}
.

(III.4.22)

Note that when uL2c12 ≤ 1, it is easy to see that (III.4.22) still holds upon
increasing the constant C. To bound the probabilities in the second line of
(III.4.21), we apply Proposition III.4.7. Combining the resulting estimate with
(III.4.7), (III.4.21), (III.4.22), we get for all u ≤ u0, L ≥ 1 and x, y ∈ B(x0, L),

PI
(
x, y ∈ Iu,

{
x

∧←→ y in Îu ∩BE(x0, 2C10L)
}c)
≤ C exp{−cL2c12u},

and (III.4.2) follows from a union bound on x, y ∈ B(x, L), (Vα) and (III.2.10).

Remark III.4.8. The resulting connectivity estimate (III.4.1) is not optimal, see
for instance (III.4.22). Notwithstanding, its salient feature for later purposes
(see Section III.8) is that it imposes a polynomial condition on u and L of the
type uaLb ≥ C, for some a, b > 0, in order for the complement of the probability
in (III.4.1) to fall below any given deterministic threshold (later denoted c17l

−4α
0 ,

see Proposition III.7.1). �
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III.5 Isomorphism, cable system and sign flipping

In the first part of this section we explore some connections between the inter-
lacement Ĩu and the (continuous) level sets

Ẽ>h def.
= {z ∈ G̃; Φ̃z > h} (III.5.1)

of the Gaussian free field on the cable system defined in (III.2.16). Among other
things, we aim to eventually apply a recent strengthening of the Ray-Knight
type isomorphism from [96], see Theorem 2.4 in [101] and Corollary III.5.3 below.
This improvement will be crucial in our understanding that certain level sets tend
to locally (i.e. at the smallest scale L0 of our renormalization scheme – see Section
III.7) connect to Ĩu and that the latter can be used to build connections of
desired type, but it requires that certain conditions be met within our framework
(III.3.1). We will in fact prove that the critical parameter for the percolation
of the (continuous) level sets (III.5.1) is zero, and that Ẽ>−h contains P̃G-a.s. a
unique unbounded connected component for all h > 0. In the second part of this
section, we use a “sign-flipping” device which we introduced in Chapter II, see
Lemma III.5.5, but improve it in view of the isomorphism from Corollary III.5.3,
which leads to certain desirable couplings gathered in Proposition III.5.6 as a
first step in proving Theorem III.1.1 and III.1.2.

Our starting point is the following observation from [57], see also (1.27)–
(1.30) in [96] (N.B.: (III.5.2) below is in fact true on any transient weighted
graph (G, λ)). For each u > 0, there exists a coupling P̃u between two Gaussian
free fields ϕ̃ and γ̃ on G̃, and local times ˜̀G̃,u of a random interlacement process
on G̃ at level u such that,

P̃u-a.s., ˜̀G̃,u and γ̃ are independent and
1

2

(
ϕ̃z +

√
2u
)2

= ˜̀
z,u +

1

2
γ̃2
z , for all z ∈ G̃.

(III.5.2)

The isomorphism (III.5.2) has the following immediate consequence: P̃u-a.s.,

Ĩu ⊂ {z ∈ G̃; |ϕ̃z +
√

2u| > 0}. (III.5.3)

In particular, by continuity, Ĩu is either included in {z ∈ G̃; ϕ̃z > −
√

2u} or {z ∈
G̃; ϕ̃z < −

√
2u}. This result will be improved with the help of Corollary III.4.2

in Proposition III.5.2. We begin with the following lemma about the connected
components of {z ∈ G̃; |Φ̃z + h| > 0}.

Lemma III.5.1. For each h 6= 0, P̃G-a.s. the set

{z ∈ G̃; |Φ̃z + h| > 0}

contains a unique unbounded connected component.
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Proof. By symmetry of Φ̃ it is sufficient to consider the case h > 0. For con-
venience, we write h =

√
2u for suitable u > 0 and consider the field ϕ̃ with

law P̃G under P̃u instead of Φ̃. The existence of an unbounded connected com-
ponent of {z ∈ G̃; |ϕ̃z + h| > 0} follows from (III.5.3) in combination with
Corollary III.4.2. Thus, it remains to show uniqueness. Assume on the contrary
that the set {z ∈ G̃; |ϕ̃z+

√
2u| > 0} contains at least two unbounded connected

components. Then by connectivity of Ĩu, see Corollary III.4.2, and by the inclu-
sion (III.5.3), at least one of these unbounded connected components does not
intersect Ĩu. Call it Cu. Since Cu ⊂ Ṽu, the isomorphism (III.5.2) and continuity
imply that Cu is an infinite cluster of {z ∈ G̃; |γ̃z| > 0}. But since γ̃ and Ĩu
are independent, it follows from Lemma III.3.2 that P̃u-a.s. all the unbounded
connected components of {z ∈ G; |γ̃z| > 0}, and thus Cu, intersect Ĩu, which is
a contradiction.

The uniqueness and existence of the unbounded component of {z ∈ G̃; |Φ̃z +

h| > 0} for h > 0 ensured by Lemma III.5.1 implies that P̃G-a.s. either Ẽ>−h

or G̃ \ Ẽ>−h contains an unbounded connected component, and we are about
to show that it is always Ẽ>−h. For graphs G having a suitable action by a
group of translations (for instance graphs of the form G = G′ × Z), this result
is clear by ergodicity and symmetry of the Gaussian free field. Due to the lack
of ergodicity, we use a different argument here. The measure P̃u refers to the
coupling in (III.5.2).

Proposition III.5.2. For all h > 0, P̃G-a.s., the set Ẽ>h only contains bounded
connected components whereas the set Ẽ>−h contains a unique unbounded con-
nected component. Moreover, for all u > 0, P̃u-a.s.,

Ĩu ⊂ {z ∈ G̃; ϕ̃z > −
√

2u}. (III.5.4)

Proof. We only need to show that for all h > 0

P̃u=h2

2

(
{z ∈ G̃; ϕ̃z < −h} contains an unbounded connected component

)
= 0.

(III.5.5)
Indeed, if (III.5.5) holds then by symmetry Ẽ>h only contains bounded con-
nected components, by Lemma III.5.1 Ẽ>−h contains P̃G-a.s. a unique un-
bounded component and (III.5.4) follows from (III.5.3) and Corollary III.4.2.

Assume that (III.5.5) does not hold for some height h > 0, which is henceforth
fixed, and set u = h2

2
. Let C h ⊂ G̃ be the set of points belonging to the infinite

connected component of {z ∈ G̃; ϕ̃z < −h} whenever it exists (C h = ∅ if there
is no such component). By a union bound there exists x0 ∈ G such that

P̃u
(
x0 ∈ C h

)
> 0. (III.5.6)
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For all n ∈ N, we define the random variable

Yn =
|Iu ∩B(x0, n)|
|B(x0, n)|

, (where u = h2/2.) (III.5.7)

All constants from here on until the end of this proof may depend implicitly on
u (or h). By definition of random interlacements, PI(x ∈ Iu) = 1 − e−

u
g(x,x) ,

whence for all x ∈ G, c ≤ PI(x ∈ Iu) ≤ C due to (Gβ) and thus, in view of
(III.5.7),

c ≤ Ẽu[Yn] =
1

|B(x0, n)|
∑

x∈B(x0,n)

P̃u(x ∈ Iu) ≤ C. (III.5.8)

Following the lines of the proof of (1.38) in [95] one finds with the help of (Gβ)
that there exists a constant C such that for all x, x′ ∈ G,

CovP̃u
(
1x∈Iu ,1x′∈Iu

)
= CovPI

(
1x∈Vu ,1x′∈Vu

)
≤ Cg(x, x′). (III.5.9)

Moreover, by (III.2.10) and Lemma III.A.1, there exists a constant C <∞ such
that for all x ∈ G and n ∈ N, ∑

y∈B(x,n)

g(x, y) ≤ Cnβ. (III.5.10)

Combining (III.5.9), (III.5.10), (III.2.10) and (Vα) yields that for all n ∈ N

VarP̃u(Yn) =
1

|B(x0, n)|2
∑

x,x′∈B(x0,n)

CovP̃u
(
1x∈Iu ,1x′∈Iu

)
≤ Cnβ−α = Cn−ν .

(III.5.11)
With (III.5.8), (III.5.11) and Chebyshev’s inequality, one then finds N0 > 0 large
enough such that for all n ≥ N0,

P̃u
(
Yn ≤

Ẽu[Yn]

2

)
≤

4VarP̃u(Yn)

Ẽu[Yn]2
≤ Cn−ν ≤ P̃u(x0 ∈ C h)

2
, (III.5.12)

where the last step follows from the assumption (III.5.6). Using (III.5.12) and
(III.5.8), we get that for all n ≥ N0,

Ẽu[Yn·1x0∈C h ] ≥ Ẽu[Yn]

2
·P̃u
(
Yn ≥

Ẽu[Yn]

2
, x0 ∈ C h

)
≥ cP̃u(x0 ∈ C h). (III.5.13)

If x0 ∈ C h, then C h is the unique connected component of {z ∈ G̃; |ϕ̃z +h| > 0}
by Lemma III.5.1, and thus by (III.5.3), (III.5.13), (Vα) and (III.2.10), for all
n ≥ N0 the lower bound

Ẽu
[∣∣C h ∩B(x0, n)

∣∣ · 1x0∈C h
]
≥ Ẽu

[∣∣Iu ∩B(x0, n)
∣∣ · 1x0∈C h

]
≥ cnαP̃u(x0 ∈ C h)

(III.5.14)
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follows. On the other hand,

Ẽu
[∣∣C h ∩B(x0, n)

∣∣ · 1x0∈C h
]

=
∑

x∈B(x0,n)

P̃u(x ∈ C h, x0 ∈ C h), (III.5.15)

and, according to Proposition 5.2 in [57], for all x ∈ G,

P̃u(x ∈ C h, x0 ∈ C h) ≤ P̃u(x ∼←→ x0 in {z ∈ G̃; |ϕ̃z| > 0})

≤ arcsin
(

g(x0, x)√
g(x0, x0)g(x, x)

)
(Gβ)
≤ Cg(x0, x).

(III.5.16)

Combining (III.5.15), (III.5.16) and (III.5.10) then yields the upper bound

Ẽu
[∣∣C h ∩B(x0, n)

∣∣ · 1x0∈C h
]
≤ Cnβ. (III.5.17)

Finally, by (III.5.14) and (III.5.17) one obtains, for all n ≥ N0, P̃u(x0 ∈ C h) ≤
Cnβ−α ≤ Cn−ν , which contradicts (III.5.6) as n→∞.

Having shown Proposition III.5.2, taking complements in (III.5.4), we know
that for all u > 0,

{z ∈ G̃; ϕ̃z < −
√

2u} ⊂ Ṽu (III.5.18)

(and in particular h∗ ≤
√

2u∗) for all graphs G satisying our assumptions
(III.3.1). Moreover, as will become clear in the proof of Corollary III.5.3 below,
Proposition III.5.2 provides us with a very explicit way to construct a coupling
P̃u as in (III.5.2) with the help of [101]. With a slight abuse of notation (which
will soon be justified), for all u > 0, we consider a (canonical) coupling P̃u be-
tween a Gaussian free field γ̃ on G̃ (with law P̃G) and an independent family
of local times (˜̀z,u)z∈G̃ continuous in z ∈ G̃ of a random interlacement process
with the same law as under P̃I , cf. (III.2.18). Note that this defines the set Ĩu
by means of (III.2.19). We then define

C∞u as the union of the connected components

of {z ∈ G̃; 2˜̀z,u + γ̃2
z > 0} intersecting Ĩu.

(III.5.19)

The following is essentially an application of Theorem 2.4 in [101].

Corollary III.5.3. The process (ϕ̃z)z∈G̃ defined by

ϕ̃z =

{
−
√

2u+ γ̃z if z /∈ C∞u ,

−
√

2u+

√
2˜̀z,u + γ̃2

z if z ∈ C∞u .
(III.5.20)

for all z ∈ G̃, is a Gaussian free field, i.e., its law is P̃G, and the joint field
(γ̃·, ˜̀·,u, ϕ̃·) thereby defined constitutes a coupling such that (III.5.2) holds. More-
over, C∞u is the unique unbounded connected component of {z ∈ G̃; ϕ̃z > −

√
2u}.
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Proof. We aim at invoking Theorem 2.4 in [101] in order to deduce that the field
ϕ̃ defined in (III.5.20) is indeed a Gaussian free field. The conditions to apply
this result are that

P̃G-a.s., {z ∈ G̃; |Φ̃z| > 0} only contains bounded connected components,
(III.5.21)

and g(x, x) is uniformly bounded. The latter is clear by (Gβ), but it is not
obvious that (III.5.21) holds. However, by direct inspection of the proof of
Theorem 2.4 in [101], we see that (III.5.21) is only used to prove (1.33) and
(2.48) in [101], and that it can be replaced by the following (weaker) conditions:

for all u > 0, P̃u-a.s., Ĩu ⊂ {z ∈ G̃; ϕ̃z > −
√

2u} and (III.5.22)

all the unbounded connected components of {z ∈ G̃; |γ̃z| > 0} intersect Ĩu,
(III.5.23)

and the proof of Theorem 2.4 in [101] continues to hold. For the class of graphs
(III.3.1) considered here the condition (III.5.22) have been shown in (III.5.4)
and the condition (III.5.23) follows from Lemma III.3.2 and the independence
of γ̃ and Ĩu. Thus, Theorem 2.4 in [101] applies and yields that ϕ̃ defined in
(III.5.20) has law P̃G.

By (III.5.19), ˜̀z,u = 0 for z /∈ C∞u and it then follows plainly from (III.5.20)
that (III.5.2) holds. Finally, the fact that C∞u is the unique unbounded cluster of
{z ∈ G̃; ϕ̃z > −

√
2u} is a consequence of Proposition III.5.2 and the definitions

of C∞u and ϕ̃, recalling that Ĩu = {z ∈ G̃; ˜̀z,u > 0} is an unbounded connected
set due to Corollary III.4.2 and (III.2.19).

Remark III.5.4. 1) An interesting consequence of Corollary III.5.3 is that for
all graphs satisfying our assumptions (III.3.1), the inclusion (III.5.18) can be
strengthened to

for all A ⊂ (−∞, 0), {z ∈ G̃; ϕ̃z ∈ −
√

2u+ A} ⊂ Ṽu ∩ {z ∈ G̃; γ̃z ∈ A},
(III.5.24)

see Corollary 2.5 in [101].

2) For the remainder of this chapter, with a slight abuse of notation, we will
solely refer to P̃u as the coupling between (γ̃·, ˜̀·,u, ϕ̃·) constructed around
(III.5.19) and (III.5.20). Thus, the conclusions of Corollary III.5.3 hold, and
in particular P̃u satisfies (III.5.2). �

3) In Chapter IV, we will extend the results from Proposition III.5.2 and Corol-
lary III.5.3 to a way more general class of graph than the graphs satisfying
(III.3.1) studied in this chapter, and will in fact show that the isomorphism
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(III.5.20) is equivalent to the condition (III.5.21). In particular, if G is a
graph satisfying (III.5.22) and (III.5.23), then (III.5.21) holds.

We now adapt a result from Section II.5 which roughly shows that, under P̃u,
for each x ∈ G and with u = h2/2 for a suitable h > 0, except on an event with
small probability, a suitable conditional probability that ϕ̃z ≥ −h for all z on
the first half of an edge starting in x is smaller than the respective conditional
probability that ϕx ≥ h at the vertex x whenever h (or u) is small enough.

For each x ∼ y ∈ G, we denote by Ux,y the compact subset of G̃ which consist
of the points on the closed half of the edge I{x,y} beginning in x, and for x ∈ G
let Ux =

⋃
y∼x U

x,y and Kx = ∂Ux, i.e., Kx is the finite set of midpoints on any
edge incident on x. For all U ⊂ G̃, we denote by AU the σ-algebra σ(ϕ̃z, z ∈ U).

For all x ∈ G, u > 0 and K > 0, we also define the events

Rx
u =

{
∃ y ∈ G; y ∼ x and ϕ̃z ≥ −

√
2u for all z ∈ Ux,y

}
,

SxK =
{
ϕ̃z ≥ −K for all z ∈ Kx

}
.

(III.5.25)

For all z ∈ Kx, let yz be the unique y ∼ x such that z ∈ Ux,y. Recall that by the
Markov property (III.2.17) of the free field, one can write, for all x ∈ G,

ϕx = βU
x

x + ϕU
x

x , where βU
x

x =
∑
z∈Kx

Px
(
X̃TUx = z

)
ϕ̃y =

1

λx

∑
z∈Kx

λx,yz ϕ̃z

(III.5.26)
is AKx measurable and ϕUxx is a centered Gaussian variable independent of AKx
and with variance gUx(x, x) = 2∑

y∼x(ρx,y/2)−1 = 1
2λx

, where we recall ρx,y =

1/(2λx,y) and refer to Section 2 of [57] for details on these calculations.

Lemma III.5.5. There exists c14 > 0 such that for all u > 0, x ∈ G and
K >

√
2u satisfying

Kλx
√

2u ≤ c14, (III.5.27)

we have

1SxK
P̃u (Rx

u | AKx) ≤
1

2
P̃u(ϕx ≥

√
2u | AKx) on {βUxx ≤ K}, (III.5.28)

and, denoting by F the cumulative distribution function of a standard normal
variable,

P̃u(ϕx ≥
√

2u | AKx) ≥ F
(√

2λx(K −
√

2u)
)

on {βUxx > K}. (III.5.29)

Proof. We first consider the event {βUxx ≤ K}. For any u > 0 and K >
√

2u, on
the event {βUxx ≤ K} ∩ SxK , we have |βUxx | ≤ K by (III.5.25) and (III.5.26) and
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thus

P̃u
(
−
√

2u ≤ ϕx ≤ 2
√

2u
∣∣AKx)

=

√
λx
π

∫ 2
√

2u

−
√

2u

exp
{
−λx(y − βU

x

x )2
}

dy

≤
√

2uλx
π

exp
{
− λx(βU

x

x )2
}
× 3 exp

{
4
√

2uλxK
}
. (III.5.30)

Similarly, still on the event {βUxx ≤ K} ∩ SxK ,

P̃u
(√

2u ≤ ϕx ≤ 2
√

2u
∣∣AKx) ≥√2uλx

π
exp

{
−λx(βU

x

x )2
}

exp
{
− 8
√

2uλxK
}
.

(III.5.31)
For any x ∈ G and z ∈ Kx, by the Markov property (III.2.17), the law of the
Gaussian free field ϕ̃ on Ux,yz conditionally on AKx∪{x} is that of a Brownian
bridge of length ρx,yz/2 = (4λx,yz)

−1 between ϕx and ϕ̃z of a Brownian motion
with variance 2 at time 1. Furthermore, still conditionally on AKx∪{x}, these
bridges form an independent family in z ∈ Kx. Therefore, on the event {−

√
2u ≤

ϕx ≤ 2
√

2u} ∩ {βUxx ≤ K} ∩ SxK , using an exact formula for the distribution of
the maximum of a Brownian bridge, see for instance [13], Chapter IV.26, we
obtain

P̃u
(
Rx
u | AKx∪{x}

)
= 1−

∏
y∼x

P̃u
(
∃ z ∈ Ux,y; ϕ̃z < −

√
2u
∣∣∣AKx∪{x})

= 1−
∏
z∈Kx

ϕ̃z≥−
√

2u

exp
{
− 4λx,yz(ϕ̃z +

√
2u)(ϕx +

√
2u)
}

≤ 1− exp
{
− 24
√

2uλxK
}
≤ 24

√
2uλxK.

(III.5.32)

Together, (III.5.30), (III.5.31) and (III.5.32) imply that for all u > 0 and K >√
2u, on the event {βUxx ≤ K} ∩ SxK ,

P̃u
(
Rx
u ∩ {ϕx ≤ 2

√
2u}

∣∣AKx)
P̃u
(√

2u ≤ ϕx ≤ 2
√

2u
∣∣AKx) ≤ 72

√
2uλxK exp

{
12
√

2uλxK
}
. (III.5.33)

We now choose the constant c14 such that the right-hand side of (III.5.33) is
smaller than 1/2 if

√
2uλxK ≤ c14, and (III.5.28) then readily follows from

(III.5.33). The inequality (III.5.29) follows simply from (III.5.26): for all u > 0,

K >
√

2u and x ∈ G, on the event {βUxx > K},

P̃u
(
ϕx ≥

√
2u | AKx

)
≥ P̃u

(
ϕU

x

x ≥
√

2u−K | AKx
)

= F
(√

2λx(K −
√

2u)
)
.

This completes the proof of Lemma III.5.5.
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For all parameters u > 0 and p ∈ (0, 1), we consider a probability mea-
sure Q̃u,p, extension of the coupling P̃u introduced above (III.5.19), see also
Remark III.5.4, 2), governing the fields ((γ̃z)z∈G̃, (

˜̀
z,u)z∈G̃, (Bpx)x∈G) such that,

under Q̃u,p,

the fields γ̃·, ˜̀·,u are those from above (III.5.19) (and thus Corollary III.5.3

applies), Bpx, x ∈ G are i.i.d. {0, 1}-valued random variables with

Q̃u,p(Bpx = 1) = p, the three fields Bp· , γ̃·, ˜̀·,u are independent.
(III.5.34)

Let us introduce the following condition on u > 0, K >
√

2u and p ∈ (0, 1)

1

2
≤ p < inf

x∈G
F
(√

2λx(K −
√

2u)
)
. (III.5.35)

Recalling the definition of the σ-algebra AKx , x ∈ G, we consider a family
(Xx

u,K,p)x∈G ∈ {0, 1}G of random variables defined with the same underlying
probability Q̃u,p from (III.5.34) and the property that, for K >

√
2u and all

x ∈ G,
1βUxx ≥K · Q̃

u,p
(
Xx
u,K,p = 1 | AKx

)
≤ p. (III.5.36)

We will consider the following two natural choices for Xu,K,p, either

Xx
u,K,p = Bpx, x ∈ G, (III.5.37)

or
Xx
u,K,p = 1{ϕx≤K}, x ∈ G, (III.5.38)

and we will allow for both. The reason for this twofold choice is explained below
in Remark III.9.4, 2). In case (III.5.37), inequality (III.5.36) follows directly
from the definition (III.5.34), whereas in the case (III.5.38) it is a consequence
of the decomposition (III.5.26) and the fact that p ≥ 1/2 = Q̃u,p(ϕUxx ≤ 0 | AKx).
We introduce the event

SxK
def.
=
{
γ̃y ≥ −K +

√
2u for all y ∈ Kx

}
(III.5.39)

and the following random subsets of G, cf. (III.5.25) for the definitions of Rx
u

and SxK :

Ru
def.
= {x ∈ G; Rx

u occurs},

SK
def.
= {x ∈ G; SxK occurs},

SK
def.
= {x ∈ G; SxK occurs},

Xu,K,p
def.
= {x ∈ G; Xx

u,K,p = 1}, and

(III.5.40)
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By (III.5.20), under Q̃u,p, if ϕ̃z < −K, then γ̃z < −K +
√

2u for all z ∈ G̃, and
thus for all x ∈ G, in view of (III.5.25) and (III.5.39),

(SxK)c ⊂ (SxK)c, and therefore SK ⊂ SK . (III.5.41)

We now take advantage of Lemma III.5.5 to obtain the following coupling.

Proposition III.5.6. For all u > 0, K >
√

2u and p ∈ (0, 1) such that (III.5.27)
and (III.5.35) hold true for all x ∈ G, with (Xx

u,K,p)x∈G as in (III.5.37) or
(III.5.38), one can find an extension (Ωu,K,p,Fu,K,p,Qu,K,p) of the probability
space underlying Q̃u,p on which one can define for each 0 ≤ v ≤ u two random
subsets H = Hu,v,K,p and E≥

√
2v of G such that

E
≥
√

2v has the same law under Qu,K,p as E≥
√

2v under PG, (III.5.42)

the family {x ∈ H}x∈G is i.i.d. and independent of Ĩu, γ̃ and (Bpx)x∈G, {x ∈ H}
is independent of {y ∈ E

≥
√

2v}y∈G\{x}, Qu,K,p(x ∈ H) > 0, and the following
inclusion holds:

(Ru ∪H) ∩ SK ∩Xu,K,p ⊂ E
≥
√

2v
. (III.5.43)

Proof. For fixed values of u, K and p satisfying the above assumptions, we
consider an extension (Ωu,K,p,Fu,K,p,Qu,K,p) of the probability space underlying
Q̃u,p, on which we also have an i.i.d. family (Vx)x∈G of uniform random variable
on [0, 1], independent of Ĩu, γ̃ and (Bpx)x∈G. For each x ∈ G and 0 ≤ v ≤ u,
there exists a measurable function fxu,v : RKx → (−∞, 1] such that, with AK =

σ(ϕ̃x, x ∈ K),

fxu,v(ϕ̃|Kx) =
Q̃u,p(ϕx ≥

√
2v | AK)− Q̃u,p(Rx

u ∩ SxK ∩ {Xx
u,K,p = 1} |AK)

1− Q̃u,p(Rx
u ∩ SxK ∩ {Xx

u,K,p = 1} |AK)
(III.5.44)

(in particular the right-hand side depends on ϕ̃|K only through ϕ̃|Kx). Moreover
for each x ∈ G, by (III.5.26), (III.5.28), (III.5.29), (III.5.36) and since v ≤ u, for
all ψ ∈ RKx with ψy ≥ −K for all y ∈ Kx, we have

fxu,v(ψ) ≥
(
F
(√

2λx(K −
√

2u)
)
− p
)
∧ 1

2
F
(
−
√

2λx(K +
√

2u)
)
.

By (III.2.10) and (III.5.35), we thus have

fmin
def.
= inf

x∈G
inf

ψ∈RKx :
ψy≥−K,y∈Kx

fxu,v(ψ) > 0. (III.5.45)

For all 0 ≤ v ≤ u, let

E
≥
√

2v def.
= {x ∈ G; Vx ≤ fxu,v(ϕ̃|Kx)} ∪

(
Ru ∩ SK ∩Xu,K,p

)
(III.5.46)
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and
H

def.
=
{
x ∈ G; Vx ≤ fmin

}
. (III.5.47)

It is clear that the family {x ∈ H}x∈G is i.i.d. and independent of Ĩu, γ̃ and
(Bpx)x∈G, that {x ∈ H} is independent of {y ∈ E

≥
√

2v}y∈G\{x}, and that Q̃u,p(x ∈
H) > 0 due to (III.5.45). We proceed to verify (III.5.43) with SK replacing SK ,
which is sufficient due to (III.5.41). We have(

H ∩ SK ∩Xu,K,p

)
(III.5.25),(III.5.45)

⊂
(
H ∩ SK ∩ {x ∈ G : fxu,v(ϕ̃|Kx) ≥ fmin}

)
(III.5.47)
⊂ {x ∈ G; Vx ≤ fxu,v(ϕ̃|Kx)}

(III.5.46)
⊂ E

≥
√

2v
,

from which (III.5.43) (with SK in place of SK) immediately follows, since (Ru ∩
SK ∩Xu,K,p) ⊂ E

≥
√

2v.
It remains to check that (III.5.42) holds. By (III.5.46) and by definition of

Rx
u, SxK and Xx

u,K,p see (III.5.25) and (III.5.37) or (III.5.38), conditionally on

AK, the events {x ∈ E≥
√

2v}, x ∈ G, are independent under Qu,K,p. Therefore,
abbreviating q = Qu,K,p

(
x ∈

(
Ru ∩ SK ∩Xu,K,p

) ∣∣AK), we have

Qu,K,p
(
x ∈ E≥

√
2v ∣∣AK)

(III.5.46)
= q +Qu,K,p

(
Vx ≤ fxu,v(ϕ̃|Kx), x ∈

(
Ru ∩ SK ∩Xu,K,p

)c ∣∣AK)
= q + fxu,v(ϕ̃|Kx)(1− q)

(III.5.44)
= Q̃u,p(ϕx ≥

√
2v | AK).

(III.5.48)

Conditionally on AK, the events {x ∈ E
≥
√

2v}, x ∈ G, respectively {ϕx ≥
√

2v},
x ∈ G, are independent and so by (III.5.48) E≥

√
2v and {x ∈ G : ϕ ≥ −

√
2u}

have the same conditional law. Integrating, we obtain (III.5.42).

Remark III.5.7. Lemma III.5.5 is stated in terms of the field ϕ̃ under the mea-
sure P̃u with u > 0, or equivalently under the measure Q̃u,p, to which it will
eventually be applied. Nevertheless, let us note here that it could in fact be
stated for the Gaussian free field Φ̃ under P̃G for any weighted graph (G, λ)

since the assumptions (III.3.1) are not required for its proof. Proposition III.5.6
is valid on any transient weighted graph (G, λ) such that (III.2.10) and Corol-
lary III.5.3 holds, i.e. on any graph such g(x, x) is uniformly bounded and such
that the conditions (III.2.10), (III.5.22) and (III.5.23) hold. In particular, the
assumptions (III.3.1) are not necessarily required.
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We close this section with an outlook of the remaining sections. Under Qu,K,p
from Proposition III.5.6 with Xu,K,p from (III.5.37), we have that SK ∩ Xu,K,p

and Iu are independent, and by (III.5.4) that Iu ∩ SK ∩ Xu,K,p ⊂ Ru ∩ SK ∩
Xu,K,p ⊂ E

≥
√

2u
. Moreover by (III.5.42) and (III.5.24), we have that E≥

√
2u

is stochastically dominated by Vu. In order to prove Theorem III.1.2 (but not
Theorem III.1.1), we thus only need to show that Iu∩SK ∩Xu,K,p percolates for
a suitable choice of u, K and p with Kλx

√
2u ≤ c14 and p < F

(√
2λx(K−

√
2u)
)

for all x ∈ G.A promising strategy to prove that the intersection of Iu and a large
set percolates on G is to apply the decoupling inequalities of Theorem III.2.4 to
a suitable renormalization scheme, similarly to [74] and Chapter II. This requires
roughly the same amount of work as obtaining an estimate like (III.1.10) for small
h > 0 (both are “existence”-type results), and they will follow as a by-product of
the renormalization argument developed in the course of the next three sections.
The actual renormalization scheme will be considerably more involved than the
arguments presented in [74] and Chapter II in order to produce an estimate like
(III.1.11) for small h > 0 and thereby allow us to deduce Theorem III.1.1.

III.6 Proof of decoupling inequalities

The coupling Q̃u,p of (III.5.34) will eventually feature within a certain renormal-
ization scheme that will lead to the proof of our main results, Theorems III.1.1
and III.1.2. This is the content of Sections III.7 and III.8. The successful de-
ployment of these multi-scale techniques hinges on the availability of suitable
decoupling inequalities, which were stated in Theorem III.2.4 and which we now
prove. In essence, both inequalities (III.2.20) (for the free field) and (III.2.21)
(for interlacements) constituting Theorem III.2.4 will follow from two corre-
sponding results in [67] and [68], see also (III.6.4) and (III.6.29) below (these
results are stated in [67], [68], for Zd but can be extended to G̃, the cable sys-
tem of any graph satisfying (III.3.1)), once certain error terms are shown to
be suitably small. In the free field case, see Lemma III.6.4, the respective esti-
mate is straightforward and we give the short argument, along with the proof of
(III.2.20), first.

The issue of controlling the error term is considerably more delicate for the
interlacement. The key control comes in Lemma III.6.6 below. Following ar-
guments in [68], it essentially boils down to estimates on the second moment
and on the tail of the so-called soft local times attached the relevant excursion
process (for one random walk trajectory), see (III.6.25) below, which are given
in Lemma III.6.7. For G = Zd, these bounds follow from the strong estimates of
Proposition 6.1 in [68], but its proof is no longer valid at the level of generality
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considered here (the details of the argument are very Euclidean; see for instance
Section 8 in [68]). We bypass this issue by presenting a way to obtain the desired
bounds in Lemma III.6.7 and along with it, the decoupling inequality (III.2.21),
without relying on (strong) estimates akin to Proposition 6.1 of [68]. This ap-
proach is shorter even when G = Zd but comes at the price of requiring an
additional assumption on the distance between the sets. An essential ingredient
is a certain consequence of the Harnack inequality (III.3.3), see Lemma III.6.5
below.

The following lemma will be useful to find “approximate lattices” at all scales
inside G. It will be applied in the context of certain chaining arguments below.
These lattices will also be essential in setting up an appropriate renormalization
scheme in Section III.7.

Lemma III.6.1. Assume (p0), (Vα), and (Gβ) to be fulfilled. Then there exists
a constant C14 such that for each L ≥ 1, one can find a set of vertices Λ(L) ⊂ G

with ⋃
y∈Λ(L)

B(y, L) = G, (III.6.1)

and for all x ∈ G and N ≥ 1,

|Λ(L) ∩B(x, LN)| ≤ C14N
α. (III.6.2)

Proof. For a given L ≥ 1, let Λ(L) ⊂ G have the following two properties: i) for
all y 6= y′ ∈ Λ(L), d(y, y′) > L, and ii) for all x ∈ G, there exists y ∈ Λ(L) such
that d(x, y) ≤ L. Indeed, one can easily construct such a set Λ(L) = {y0, y1, . . . },
e.g. by labeling all the vertices in G = {x0, x1, . . . } and then “exploring” G,
starting at y0 = x0 ∈ G, then defining y1 as the point with smallest label in the
complement of B(x0, L), idem for y2 in the complement of B(y0, L) ∪ B(y1, L),
etc.

By ii), for each x ∈ G, there exists y ∈ Λ(L) such that d(x, y) ≤ L, and so
in particular

⋃
y∈Λ(L) B(y, L) = G. Moreover, for all x ∈ G and N ≥ 1,⋃

y∈Λ(L)∩B(x,NL)

B
(
y,
L

2

)
⊂ B(x, L(N + 1)),

and the balls B
(
y, L

2

)
, y ∈ Λ(L), are disjoint by i). Combining this with (Vα)

we infer that for L ≥ 2,

|Λ(L) ∩B(x,NL)| ≤ C1(L(N + 1))α

c1(L/2)α
≤ 4αC1

c1

Nα,

and the proof of (III.6.2) for 1 ≤ L < 2 is trivial by (Vα) and (III.2.10) (choose
Λ(L) = G).
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We start with some preparation towards (III.2.20). Let Ã1 and Ã2 be two
disjoints measurable subsets of G̃ such that Ã1 is compact with finitely many
connected components, and let Ũ1 = Ãc

1.We recall the definition of the harmonic
extension β̃Ũ1 of the Gaussian free field Φ̃ from (III.2.17), and for each ε > 0

define the event
Hε =

{
sup
z∈Ã2

∣∣β̃Ũ1
z

∣∣ ≤ ε

2

}
. (III.6.3)

The following result is stated on Zd in [67] but its proof is actually valid on G̃,
for any G as in (III.3.1), using the Markov property of the free field on G̃, cf.
(III.2.17), instead of the Markov property on Zd.

Theorem III.6.2 ([67, Theorem 1.2]). Let Ã1 and Ã2 be two disjoints measur-
able subsets of G̃ such that Ã1 is compact with finitely many connected compo-
nents, and let f2 : C(Ã2,R)→ [0, 1] be a measurable and increasing or decreasing
function. Then for all ε > 0, P̃G-a.s.,{

ẼG
[
f2(Φ̃|Ã2

− σε)
]
− P̃G (Hc

ε)
}
1Hε

≤ ẼG
[
f2(Φ̃|Ã2

)
∣∣ ϕ̃|Ã1

]
1Hε ≤

{
ẼG
[
f2(Φ̃|Ã2

+ σε)
]

+ P̃G (Hc
ε)
}
1Hε

(III.6.4)

where σ = 1 if f2 is increasing and σ = −1 if f2 is decreasing.

Remark III.6.3. We note in passing that conditions (p0), (Vα) and (Gβ) are
not even necessary here: Theorem III.6.2 holds on any locally finite, transient,
connected weighted graph (G, λ). �

Assume now that Ã1 is no longer compact, but only bounded (and measur-
able) and let Ã′1 be the largest subset B̃ of G̃ such that B̃∗ = Ã∗1 (see before
display (III.2.15) for a definition of B̃∗), i.e., Ã′1 is the closure of the set where
one adds to Ã1 all the edges Ie such that Ã1 ∩ Ie 6= ∅, and Ã′∗1 = Ã∗1 ⊂ G is the
“print” of Ã′1 in G. Note that every continuous path started in G̃\ Ã′1 and enter-
ing Ã′1 will do so by traversing one of the vertices in Ã∗1. The set Ã′1 is a compact
subset of G̃ with finitely many connected components. We can thus define H ′ε
as in (III.6.3) but with Ũ ′1

def.
= (Ã′1)c in place of Ũ1, for any bounded measurable

set Ã1 ⊂ G̃. The inequality (III.2.20) will readily follow from Theorem III.6.2
once we have the following lemma, which is similar to Proposition 1.4 in [67].

Lemma III.6.4. Let Ã1 and Ã2 be two Borel-measurable subsets of G̃, s =

d(Ã∗1, Ã
∗
2) and r = δ(Ã∗1). Assume that s > 0 and r <∞. There exist constants

c6 > 0 and C6 <∞ such that for all such Ã1, Ã2 and all ε > 0,

P̃G
(
H ′ε

c) ≤ C6

2
(r + s)α exp

{
−c6ε

2sν
}
. (III.6.5)
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Proof. Let K = ∂B(Ã∗1, s). By assumption, every connected path on G̃ from Ã2

to Ã1 must enter K prior to Ã∗1. By the strong Markov property of X̃, we have
β̃
Ũ ′1
z =

∑
x∈K P̃z(HK <∞, X̃HK = x)β̃

Ũ ′1
x for all z ∈ Ã2 and therefore, in view of

(III.6.3), we obtain the bound

P̃G
(
H ′ε

c) ≤ P̃G
(

sup
x∈K

∣∣β̃Ũ ′1x ∣∣ > ε

2

)
= PG

(
sup
x∈K

∣∣βÃ∗1x ∣∣ > ε

2

)
, (III.6.6)

with β
Ã∗1
x = Ex

[
ΦZH

Ã∗1
1H

Ã∗1
<∞
]
. Here, the equality follows from the fact that

under P̃x for x ∈ K, X̃T
Ũ′1

= X̃H
Ã′1

is always on Ã∗1 (cf. the discussion below

Remark III.6.3), that the law of Φ̃|G under P̃G is PG, and that the law of X̃|G
under P̃x is Px for each x ∈ G. Following the proof of Proposition 1.4 in [67]
(see the computation of Var(hx) therein), if s > 2C3, then for each x ∈ K, βÃ

∗
1

x

is a centered Gaussian variable with variance upper bounded by

sup
y∈Ã∗1

g(x, y)
(Gβ)
≤ C2 sup

y∈Ã∗1

d(x, y)−ν
(III.2.8)
≤ C2(s− C3)−ν ≤ Cs−ν , (III.6.7)

noting that d(K, Ã∗1) ≥ s − C3 by (III.2.8). By possibly adjusting the constant
C, we see that (III.6.7) continues to hold if s ≤ 2C3, for then s−ν ≥ c and
supx∈K,y∈Ã∗1

g(x, y) ≤ supx∈G g(x, x) ≤ C2 by (Gβ) and using that g(x, y) =

Px(Hy < ∞)g(y, y) ≤ g(y, y). By a union bound, using (Vα) and (III.2.10), we
finally get with (III.6.7) and (III.6.6),

P̃G
(
H ′ε

c) ≤ 2C1(r + s)α exp
{
− csνε2

}
,

for all s > 0 and r <∞, which completes the proof.

Proof of (III.2.20). We may assume without loss of generality that Ã1 is
bounded and r = δ(Ã1). Applying Theorem III.6.2 with Ã′1 and Ã2, multi-
plying the upper bound in (III.6.4) by f1(ϕ̃|Ã1

) for some monotone function
f1 : C(Ã1,R)→ [0, 1] and integrating yields

ẼG
[
f1

(
Φ̃|Ã1

)
f2

(
Φ̃|Ã2

)]
≤ ẼG

[
f1

(
Φ̃|Ã1

± ε
)]

ẼG
[
f2

(
Φ̃|Ã2

± ε
)]

+ 2P̃G
(
H ′ε

c)
.

(III.6.8)
The inequality (III.2.20) then follows from (III.6.8) and (III.6.5).

We now turn to (III.2.21), the decoupling inequality for random interlace-
ments. We will eventually use the soft local times technique which has been
introduced in [68] to prove a similar (stronger) inequality on Zd, for d ≥ 3. In
anticipation of arising difficulties when estimating the error term which naturally
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appears within this method, we first show a certain Harnack-type inequality, see
(III.6.11) below, which will be our main tool to deal with this issue. Let

K ≥ 5 ∨ (2C3)2 (III.6.9)

be a parameter to be fixed later (the choice of K will correspond to the constant
C7 appearing above (III.2.21), see (III.6.36) below). We consider Ã1 and Ã2 two
measurable subsets of G̃ and we assume that the diameter r of Ã∗1 is finite and
smaller than the diameter of Ã∗2 (recall the definition of Ã∗ ⊂ G for Ã ⊂ G̃ from
Section III.2), and that s = d(Ã∗1, Ã

∗
2) ≥ K(r ∨ 1) and s > 0. We then define

A1 = Ã∗1, A2 = B
(
A1,

s

2

)c
and V = ∂B

(
A1,

s√
K

)
. (III.6.10)

These assumptions imply that s ≥ K
(III.6.9)
≥ 2C3

√
K, so that by (III.2.8), the

sets A1, A2 and V are disjoints subsets of G, A2 ⊃ Ã∗2 and any nearest neighbor
path from A1 to A2 crosses V. The following lemma will follow from (III.3.3) and
a chaining argument.

Lemma III.6.5. For all K ≥ c, there exists C15 = C15(K) ≥ 1 such that for
any A1, A2, V as above, B ∈ {A1, A2, A1 ∪ A2}, v a non-negative function on
G, L-harmonic on Bc,

sup
y∈V

v(y) ≤ C15 inf
y∈V

v(y). (III.6.11)

Proof. Set ε(K) = 1√
K

and

U0 = B
(
A1, ε

2(2C9 + 1)s
)
, U1 = B

(
A1, εs

)
, U2 = B

(
A2, ε

2(2C9 + 1)s
)c
,

and V ′ the largest component of V (= ∂U1) which is connected in U c
0 ∩U2, where

C9 corresponds to the constant in the elliptic Harnack inequality, see above
(III.3.3) and Lemma III.3.1. We first prove that if K ≥ c (so that ε is small
enough) then V ′ = V , i.e., V is connected in U c

0 ∩ U2. We first assume that
K ≥ c so that U0 ⊂ U1 ⊂ U2. If V ′ 6= V , then there exist y, y′ ∈ V such that
y is not connected to y′ in U c

0 ∩ U2, and in particular using the strong Markov
property of Z at time HU0 ,

Py(Hy′ < TU2) ≤ Py(HU0 < TU2) sup
x∈U0

Px(Hy′ < TU2). (III.6.12)

Recall the relative equilibrium measure eU0,U2(·) and capacity capU2
(U0) from

(III.3.6) and (III.3.7). Using that s ≥ Kr, it follows that for K ≥ c′, d(U1, U
c
2) ≥

C9δ(U1) so that, by (III.3.2) and (III.3.8), one obtains for all x ∈ A1 ⊂ U0,

1 =
∑
x′∈U0

gU2(x, x′)eU0,U2(x′) ≥ c2

2

(
2r + ε2(2C9 + 1)s

)−ν
capU2

(U0)

r≤ε2s
≥ c2

2

(
ε2(2C9 + 3)s

)−ν
capU2

(U0).

(III.6.13)
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We further assume that K ≥ c and ε is small enough so that d(U0, V ) ≥ εs
4
, and

then, using again (III.3.2) and (III.3.8), for all y ∈ V ,

Py(HU0 < TU2) =
∑
x∈U0

gU2(y, x)eU0,U2(x) ≤ C2d(U0, V )−νcapU2
(U0)

(III.6.13)
≤ C×εν .

(III.6.14)
We stress that C is uniform in K (and ε) in (III.6.14). On the other hand,
applying the strong Markov property at time Hy′ and (III.3.2) we find for all
x ∈ U1

c2

2C2

d(x, y′)−ν ≤ Px(Hy′ < TU2) =
gU2(x, y′)

gU2(y′, y′)
≤ 2C2

c2

d(x, y′)−ν . (III.6.15)

Combining (III.6.12) with (III.6.14) and (III.6.15) (recall that U0 ⊂ U1 and
y ∈ U1) we get, for K ≥ c

d(y, y′)−ν ≤ C × εν ×
(εs

4

)−ν
≤ C ′ × s−ν (III.6.16)

(with constants C and C ′ uniform in K and ε). But since y, y′ ∈ V,

d(y, y′) ≤ 2 (r + εs) ≤ 4εs. (III.6.17)

Clearly, upon choosing K large enough, as ε(K)→ 0 as K →∞, (III.6.16) and
(III.6.17) lead to a contradiction. Thus V ′ is connected in U c

0 ∩ U2.

For all x ∈ B(A1, 2ε
2C9s)

c ∩B(A2, 2ε
2C9s)

c, v is harmonic on B(x, 2ε2C9s)

by assumption and thus (III.3.3) gives

inf
z∈B(x,ε2s)

v(z) ≥ c9 sup
z∈B(x,ε2s)

v(z). (III.6.18)

By connectivity of V ′ in U c
0 ∩ U2 and (III.6.1), for all y, y′ ∈ V, one can find

N ∈ N, a sequence z0, . . . , zN in Λ
(
ε2s/2

)
∩B(A1, 2ε

2C9s)
c∩B(A2, 2ε

2C9s)
c, with

Λ
(
ε2s/2

)
as in Lemma III.6.1, such that zi 6= zj for i 6= j, y ∈ B(z0, ε

2s), y′ ∈
B(zN , ε

2s) and for all i ∈ {1, . . . , N}, there exists yi ∈ B(zi−1, ε
2s) ∩B(zi, ε

2s).

Note that with the help of (III.6.2), we can choose N uniformly in s and y, y′ ∈ V
(but still as a function of K). We then apply (III.6.18) recursively on each of
the balls B(zi, ε

2s), i ∈ {0, . . . , N}, to find

v(y) ≥ cN+1
9 v(y′),

and (III.6.11) follows.
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We now recall some facts about soft local times from [68]. We continue
with the setup of (III.6.10) and introduce the excursion process between B ∈
{A1, A2, A1 ∪ A2} and V for the Markov chain Z· on G as follows. Let θn : GN →
GN denote the canonical time shifts on GN, that is for all n, p ∈ N and ω ∈ GN,

(θn(ω))p = ωn+p. The successive return times to B and V are recursively defined
by D0 = 0 and for all k ≥ 1,

Rk = HB ◦ θDk−1
+Dk−1 Dk = HV ◦ θRk +Rk, (III.6.19)

where HB is the first hitting of B by Z·, cf. below (III.2.4). Let NB = inf{k ≥ 0 :

Rk =∞}, and note that NB <∞ a.s. since Z· is transient. For k ∈ {1, . . . , NB−
1}, a trajectory Σk

def.
= (Zn)n∈{Rk,...,Dk} is called an excursion between B and V .

It takes values in ΞB, the set of trajectories starting in ∂B and either ending the
first time V is hit or never visiting V. We add a cemetery point ∆ to ΞB and,
with a slight abuse of notation, introduce a new point ∆′ in G such that for any
random variable H ∈ N∪ {∞}, ZH = ∆′ if H =∞. For each x ∈ ∂B, let ΞB(x)

be the set of trajectories in ΞB \ {∆} starting in x. Set ΞB(∆′) = {∆} and for
all σ ∈ ΞB, let σe ∈ V be the last point visited by σ if σ is a finite trajectory of
ΞB \∆, and σe = ∆′ otherwise. Upon defining Σk = ∆ for k ≥ NB, the sequence
(Σk)k≥1 can be viewed as a Markov process on ΞB, called the excursion process
between B and V.

We now sample the Markov chain (Σk)k≥1 using a Poisson point process as
described in Section 4 of [68]. Let µB be the measure on ΞB given by

µB(S) =
∑
x∈∂B

Px(Σ1 ∈ S) + δ∆(S) (III.6.20)

for all S in the σ-algebra generated by the canonical coordinates, where δ∆

denotes a Dirac mass at ∆, and let pB : ΞB × ΞB → [0,∞) be defined (see also
(5.18) of [68]) by

pB(σ, σ′) = Pσe(HB = x) for all σ ∈ ΞB and σ′ ∈ ΞB(x), x ∈ ∂B ∪ {∆′},
(III.6.21)

with the convention P∆′(HB = ∆′) = 1. Let η be a Poisson random measure on
some probability space (Ω,F ,P) with intensity µB ⊗ λ, where λ is the Lebesgue
measure on [0,∞). Let σ0 be a random variable on ΞB independent of η such
that

P(σe0 = y) = eV (y) for all y ∈ V
(see (III.3.9) for notation). Moreover, set Γ0 : ΞB → R+ with Γ0(σ) = 0 for all
σ ∈ ΞB. We now define recursively the random variables ξn, σn, vn and Γn: for
all n ≥ 1, (σn, vn) is the P-a.s. unique point in ΞB × [0,∞) such that

ξn
def.
= inf

(σ,v)

v − Γn−1(σ)

pB(σn−1, σ)
(III.6.22)
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is reached in (σn, vn), where the infimum is taken among all the possible pairs
(σ, v) in supp(η) \ {(σ1, v1), . . . , (σn−1, vn−1)}, and define

Γn(σ) = Γn−1(σ) + ξnpB(σn−1, σ) for all σ ∈ ΞB. (III.6.23)

Note that, for all n ≥ 1 and (σ, v) ∈ supp(η), as follows from (III.6.22) and
(III.6.23), P-a.s,

v ≤ Γn(σ) =⇒ (σ, v) ∈ {(σ1, v1), . . . , (σn, vn)}. (III.6.24)

According to Proposition 4.3 in [68], (σn)n≥1 has the same law under P as (Σn)n≥1

under PeV (recall the notation from (III.2.3)). By definition, see (III.6.21), for
all σ, σ′ ∈ ΞB, pB(σ, σ′) only depend on the last vertex visited by σ and on the
first vertex visited by σ′ and thus, on account of (III.6.23), for all x ∈ ∂B ∪ {∆′}
and σ, σ′ ∈ ΞB(x), Γn(σ) = Γn(σ′). In particular, we can define the soft local
time up to time TB def.

= inf{n; σn = ∆} of the excursion process between B and
V by

FB
1 (x) = ΓTB(σx) for all x ∈ ∂B ∪ {∆′}, (III.6.25)

where σx is any trajectory in ΞB(x). By definition, see (III.6.23), we can also
write

FB
1 (x) =

TB∑
k=1

ξkpB(σk−1, σx), for all x ∈ ∂B ∪ {∆′}. (III.6.26)

Assume that (Ω,F ,P) is suitably enlarged as to carry a family F = {FB
k ; k =

1, 2, . . . } of i.i.d. random variables with the same law as FB
1 , and, for each

u > 0, a random variable ΘV
u with law Poisson(u · cap(V )) independent of F .

The variables FB
k , 1 ≤ k ≤ ΘV

u correspond to the soft local times attached to
each of the trajectories in the support of ωu, the interlacement point process,
which visit the set V (by (III.6.10) these are the trajectories causing correlations
between ˜̀Ã1,u

and ˜̀Ã2,u
). For all u > 0 and x ∈ ∂B, we then set

GB
u (x) =

ΘVu∑
k=1

FB
k (x), (III.6.27)

which has the same law as the accumulated soft local time of the excursion
process between B and V up to level u defined in (5.22) of [68] (note that
Section 5 in [68] can be adapted, mutatis mutandis, to any transient graph).

The proof of Proposition 5.3 in [68] then asserts that there exists a coupling
Q between three random interlacements processes ω, ω1 and ω2 such that ω1 and
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ω2 are independent and, for all u > 0 and ε ∈ (0, 1),

Q
[
(ω

u(1−ε)
i )|Ai ≤ (ωu)|Ai ≤ (ω

u(1+ε)
i )|Ai , i = 1, 2

]
≥ 1−

∑
(v,B)=(u(1±ε),A1),

(u(1±ε),A2),(u,A1∪A2)

∑
x∈∂B

P
(∣∣GB

v (x)− E[GB
v (x)]

∣∣ ≥ ε

3
E[GB

v (x)]
)
,

(III.6.28)

where (ωu)|Ai is the point process consisting of the restriction to Ai of the trajec-
tories in ωu hitting Ai and we write µ ≤ ν if and only if ν − µ is a non-negative
measure. Adding independent Brownian excursions on the cable system G̃ as in
the proof of Theorem II.3.6, one then easily infers that (III.6.28) can be extended
to the local times on the cable system, and thus, in the framework of (III.6.10),
since A1 = Ã∗1 and Ã∗2 ⊂ A2, that there exists a coupling Q̃ such that

Q̃
[˜̀i
x,u(1−ε) ≤ ˜̀x,u ≤ ˜̀ix,u(1+ε), x ∈ Ãi, i = 1, 2

]
≥ 1−

∑
(v,B)=(u(1±ε),A1),

(u(1±ε),A2),(u,A1∪A2)

∑
x∈∂B

P
(∣∣GB

v (x)− E[GB
v (x)]

∣∣ ≥ ε

3
E[GB

v (x)]
)
,

(III.6.29)

where (˜̀x,u)x∈G̃, (˜̀1
x,u)x∈G̃ and (˜̀2

x,u)x∈G̃ have the law under Q̃ of local times of
random interlacements on the cable system G̃, cf. around (III.2.18), with ˜̀1

independent from ˜̀2. The decoupling inequality (III.2.21) will follow at once
from (III.6.29), see the end of this section, once the following large deviation
inequality on the error term is shown. We continue with the setup leading to
(III.6.10). Recall the multiplicative parameter K in (III.6.9) controlling the
distance d(Ã∗1, Ã

∗
2).

Lemma III.6.6. There exists K0 ≥ 5∨ (2C3)2 such that for all u > 0, ε ∈ (0, 1)

and B ∈ {A1, A2, A1 ∪ A2} as in (III.6.10) with K ≥ K0 and x ∈ ∂B,

P
(∣∣GB

u (x)− E[GB
u (x)]

∣∣ ≥ ε

3
E[GB

u (x)]
)
≤ C(K) exp

{
−c(K)ε2usν

}
.

In order to prove Lemma III.6.6, cf. (III.6.27), we need some estimates on
the law of FB

1 (x), which deals with one excursion process between B and V. Let
us define

πB(y, x) = Ey

[NB−1∑
k=1

δZRk ,x

]
, for x ∈ B and y ∈ V , (III.6.30)
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the average number of times an excursion starts in x for the excursion process
beginning in y (here, δx,y = 1 if x = y and 0 otherwise; recall NB from below
(III.6.19)). It follows from (5.24) in [68] that

πB(x)
def.
= E[FB

1 (x)] =
∑
y∈V

eV (y)πB(y, x). (III.6.31)

The following estimates will be useful to prove Lemma III.6.6.

Lemma III.6.7. For K ≥ K0, there exist c16(K) > 0 and C16(K) < ∞ such
that, for all B ∈ {A1, A2, A1 ∪ A2} as in (III.6.10), all x ∈ ∂B and v ∈ (0,∞),

(i) E
[
FB

1 (x)2
]
≤ 4C15π

B(x)2,

(ii) P
(
FB

1 (x) ≥ πB(x)v
)
≤ C16 exp{−c16v}.

Proof. We tacitly assume throughout the proof thatK ≥ c so that Lemma III.6.5
applies. Theorem 4.8 in [68] asserts that for all x ∈ B

E
[
FB

1 (x)2
]
≤ 4πB(x) sup

y′∈V
πB(y′, x).

The function y′ 7→ πB(y′, x) is L-harmonic on Bc, and (i) follows from (III.6.31)
and Lemma III.6.5. We now turn to the proof of (ii). Using (III.6.26) and
(III.6.21), we have for all x ∈ ∂B and x′ ∈ ∂B ∪ {∆′}, P-a.s.,

FB
1 (x′) =

TB∑
k=1

ξkPσek−1
(ZHB = x′) ≥ inf

y′∈V

{
Py′(ZHB = x′)

Py′(ZHB = x)

} TB∑
k=1

ξkPσek−1
(ZHB = x)

≥ 1

C15

infy′∈V Py′(ZHB = x′)

infy′∈V Py′(ZHB = x)
FB

1 (x), (III.6.32)

where we used the fact that y 7→ Py(ZHB = x) is harmonic on Bc and
Lemma III.6.5 in the last inequality. Slight care is needed above if σeTB−1 = ∆′,
in which case Pσe

TB−1
(ZHB = x′) ≥ Pσe

TB−1
(ZHB = x) = 0 for all x ∈ ∂B and

x′ ∈ ∂B ∪ {∆′} so that (III.6.32) continues to hold. With (III.6.32), we obtain
for all x ∈ ∂B and v ∈ (0,∞),

P
(
FB

1 (x) ≥ πB(x)v
)

≤ P
(
∀x′ ∈ ∂B ∪ {∆′} : FB

1 (x′) ≥ 1

C15

infy′∈V Py′(ZHB = x′)

infy′∈V Py′(ZHB = x)
πB(x)v

)
≤ P

(
∀x′ ∈ ∂B ∪ {∆′} : FB

1 (x′) ≥ 1

C15

inf
y′∈V

Py′(ZHB = x′)v

)
,

(III.6.33)
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since πB(x) ≥ infy′∈V Py′(ZHB = x) by (III.6.30) and (III.6.31). By (III.6.24)
and (III.6.25), if FB

1 (x′) ≥ u for some u > 0 and x′ ∈ ∂B ∪ {∆′}, then
for every σ ∈ ΞB(x′) and v′ ∈ [0, u] such that (σ, v′) ∈ supp(η), (σ, v′) ∈
{(σ1, v1), . . . , (σTB , vTB)}, and thus by (III.6.33), for all x ∈ ∂B and v ∈ (0,∞),

P
(
FB

1 (x) ≥ πB(x)v
)

≤ P
[
η

( ⋃
x′∈∂B∪{∆′}

{ΞB(x′)} ×
[
0,

1

C15

inf
y′∈V

Py′(ZHB = x′)v
])
≤ TB

]
≤ a1 + a2,

where

a1 = P
[
η

( ⋃
x′∈∂B∪{∆′}

{ΞB(x′)} ×
[
0,

1

C15

inf
y′∈V

Py′(ZHB = x′)v
])
≤ v

2C2
15

]
,

(III.6.34)

a2 = P
(
TB ≥ v

2C2
15

)
. (III.6.35)

We bound a1 and a2 separately. For all x′ ∈ ∂B ∪ {∆′}, µB(ΞB(x′)) = 1, see
(III.6.20), so the parameter of the Poisson variable in (III.6.34) is

1

C15

∑
x′∈∂B∪{∆′}

inf
y′∈V

Py′(ZHB = x′)v ≥ v

C2
15

by Lemma III.6.5, and thus a1 in (III.6.34) is bounded by C(K) exp{−c′(K)v}
by a standard concentration estimate for the Poisson distribution (recall that
C15 = C15(K)). We now seek an upper bound for a2. Assume for now that
B = A1, whence {Σ1 = ∆} = {HA1 =∞} Py-a.s. for all y ∈ V, and thus TB(=

inf{n; Σn = ∆}) is dominated by a geometric random variable with parameter
infy∈V Py(HA1 =∞) = 1− supy∈V Py(HA1 <∞). By (III.3.8) and (III.6.10), for
all y ∈ V,

Py(HA1 <∞) =
∑
x∈A1

g(y, x)eA1(x)
(Gβ)
≤ C2

( s√
K
− C3

)−ν
cap(A1)

(III.3.11)
≤ 2νC2C11K

−ν/2,

(III.6.36)

for all y ∈ V , where we used s ≥ (2C3

√
K) ∨ (Kr) in the last inequality (this is

guaranteed, cf. around (III.6.10)). By choosing K0 large enough, we can ensure
that the last constant in (III.6.36) is, say, at most 1/2 for all K ≥ K0, so that TB

is dominated by a geometric random variable with positive parameter and then
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a2 in (III.6.35) is bounded by C(K) exp{−c(K)v}, for all K ≥ 0 and v ∈ (0,∞).
The proof is essentially the same if B = A2 or B = A1 ∪A2; the only point that
requires slight care is that TB ≥ 2 on account of (III.6.10), and thus we use
instead that TB − 1 is bounded by a suitable geometric random variable.

With Lemma III.6.7 at hand, we are now able to prove Lemma III.6.6 using
arguments similar to those appearing in the proof of Theorem 2.1 in [68].

Proof of Lemma III.6.6. By (III.6.27), (III.6.31) and Markov’s inequality, we
can write for all a > 0, x ∈ ∂B and ε ∈ (0, 1), recalling that ΘV

u and the family
F are independent,

P
(
GB
u (x) ≥

(
1 +

ε

3

)
E[GB

u (x)]
)

≤ E
[(

E
[

exp
{
aFB

1 (x)
} ])ΘVu

]
exp

{
−a
(
1 +

ε

3

)
ucap(V )πB(x)

}
≤ exp

{
ucap(V )

(
E
[

exp
{
aFB

1 (x)
} ]
− 1− a

(
1 +

ε

3

)
πB(x)

)}
. (III.6.37)

We now bound E
[

exp
{
aFB

1 (x)
} ]

for small enough a. If t ∈ [0, 1], et ≤ 1+t+t2,

so by (i) of Lemma III.6.7, for K ≥ K0, x ∈ ∂B and a > 0,

E
[
exp

{
aFB

1 (x)
}
1{FB1 (x)≤a−1}

]
≤ 1 + aπB(x) + 4a2C15π

B(x)2 (III.6.38)

(recall for purposes to follow that C15 and also C16, c16 all depend on K). More-
over, by (ii) of Lemma III.6.7, for all K ≥ K0, x ∈ ∂B and a ∈

(
0, c16

2πB(x)

]
,

E
[
exp

{
aFB

1 (x)
}
1{FB1 (x)>a−1}

]
≤ a

∫ ∞
a−1

eatP(FB
1 (x) > t) dt+ eP(FB

1 (x) > a−1)

≤ aπB(x)C16

∫ ∞
(aπB(x))−1

e(aπB(x)−c16)t dt+ e× C16e
− c16
aπB(x)

≤ C16(1 + e)e
− c16

2aπB(x) ≤ C16(1 + e)

(
2aπB(x)

c16

)2

,

(III.6.39)

where we took advantage of the inequality e−x < 1
x2 for x > 0 in the last step.

Thus, combining (III.6.37), (III.6.38) and (III.6.39) with the choice a = c(K)ε
πB(x)

for a small enough constant c(K) > 0, we have for all x ∈ ∂B and ε ∈ (0, 1) and
K ≥ K0,

P
(
GB
u (x) ≥ (1 +

ε

3
)E[GB

u (x)]
)
≤ exp

{
−c′(K)uε2cap(V )

}
(III.3.11)
≤ exp

{
−c′′(K)uε2sν

}
.
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In a similar way, one can bound P(GB
u (x) ≤ (1− ε

3
)E[GB

u (x)]) from above. Indeed,
using instead that for all t > 0, e−t ≤ 1− t+ t2, and so by (i) of Lemma III.6.7,
one obtains for a > 0, x ∈ ∂B and K ≥ K0,

E
[
exp

{
−aFB

1 (x)
}]
≤ 1− aπB(x) + 4a2C15π

B(x)2.

This completes the proof.

We can now conclude.

Proof of (III.2.21). Consider Ã1 and Ã2 as in the statement of Theorem III.2.4
and set C7 = K0 with K0 as appearing in Lemma III.6.6. This fits within
the framework described above (III.6.10) with K = K0, whence (III.6.29) and
Lemma III.6.6 apply. Thus, (III.2.21) follows upon using (Vα), (III.2.10) and
(III.6.10) to bound |∂B| for any B ∈ {A1, A2, A1 ∪ A2}.

III.7 General renormalization scheme

We now set up the framework for the multi-scale analysis that will lead to the
proof of Theorems III.1.1 and III.1.2 in Section III.9. This will bring together
the coupling P̃u from Section III.5, see Corollary III.5.3 and Remark III.5.4,
2), and the decoupling inequalities of Theorem III.2.4, which have been proved
in Section III.6 and which will be used to propagate certain estimates from
one scale to the next, see Proposition III.7.1 below, much in the spirit of [93]
and [95]. Crucially, this renormalization scheme will be applied to a carefully
chosen set of “good” local features indexed by points on the approximate lattice
Λ(L0) (cf. Lemma III.6.1) at the lowest scale L0, see Definition III.7.4, which
involve the fields (γ̃·, ˜̀·,u,Bp· ) from the coupling Q̃u,p, see (III.5.34). Importantly,
good regions will allow for good local control on the set C∞u which is defining
for ϕ̃·, see (III.5.20), and in particular of the γ̃·-sign clusters in the vicinity to
the interlacement, cf. (III.5.19). This will for instance be key in obtaining the
desired ubiquity of the two infinite sign clusters in (III.1.13), see also (III.1.10)
and (III.1.11).

Following ideas of [93], improved in [95], [68] for random interlacements and
extended in [81], [67] to the Gaussian free field, we first introduce an adequate
renormalization scheme. As before, G is any graph satisfying the assumptions
(III.3.1). We introduce a triple L = (L0, l, l0) of parameters

L0 ≥ C3, l ≥ 2 and l0 ≥ 81/ν ∨ C−
1

2α
14 ∨ (8 + 4C7)l (III.7.1)
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(cf. (III.2.8) for the definition of C3, before (III.2.21) for C7, (III.6.2) for C14,

and recall ν from (III.1.6)), and define

Ln = ln0L0 and ΛLn = Λ(Ln) for all n ∈ {0, 1, 2, . . . }. (III.7.2)

Here, Λ(L), L ≥ 1 is any henceforth fixed sequence of subsets of G as given
by Lemma III.6.1. For any family B = {Bx : x ∈ ΛL0 } of events defined on
a common probability space, we introduce the events GLx,n(B) for all x ∈ ΛLn
recursively in n by setting

GLx,0(B) = Bx for all x ∈ ΛL0 , and

GLx,n(B) =
⋃

y,y′∈ΛLn−1∩B(x,lLn)

d(y,y′)≥Ln

GLy,n−1(B) ∩GLy′,n−1(B) for all n ≥ 1 and x ∈ ΛLn .

(III.7.3)

We recall here that the distance d in (III.7.3) and entering the definition of balls
is the one from (III.3.1) (consistent with the regularity assumptions (Vα) and
(Gβ)) and thus in general not the graph distance, cf. Remark III.3.4. Note that
since L0 > C3 and l0 > 2l > 4, see (III.7.1), then by (III.2.8), (III.6.1) and
(III.7.2) the union in (III.7.3) is not empty. For Ã any measurable subset of
G̃ and B a measurable subset of C(Ã,R), we say that B is increasing if for all
f ∈ B and f ′ ∈ C(Ã,R) with f ≤ f ′, f ′ ∈ B, and B is decreasing if Bc is
increasing. For h ∈ R and u > 0, we define the events

BG,h = {Φ̃|Ã + h ∈ B} and BI,u = {˜̀Ã,u ∈ B}, (III.7.4)

and we add the convention BI,u = ∅ for u ≤ 0. If B is increasing then (III.7.4)
implies that BG,h ⊂ BG,h′ for h < h′ and BI,u ⊂ BI,u′ for u < u′.

Proposition III.7.1. For all graphs G satisfying (III.3.1), there exist c17 > 0

and C17 ≥ 1 such that for all all L0, l and l0 as in (III.7.1), all ε > 0 and h ∈ R
(resp. u > 0) with

ε2(
√
l0L0)ν

log(L0 + 1)
≥ C17

(
resp.

uε2(
√
l0L0)ν

log(L0 + 1)
≥ C17

)
, (III.7.5)

and all families B = {Bx : x ∈ ΛL0 } such that the sets Bx, x ∈ ΛL0 , are either all
increasing or all decreasing measurable subsets of C(B̃(x, lL0),R) satisfying

P̃G(BG,h
x ) ≤ c17

l4α0

(
resp. P̃I(BI,u

x ) ≤ c17

l4α0

)
for all x ∈ ΛL0 , (III.7.6)

one has for all n ∈ {0, 1, 2, . . . } and x ∈ ΛLn ,

P̃G
(
GLx,n(BG,h±ε)

)
≤ 2−2n

(
resp. P̃I

(
GLx,n(BI,u(1±ε))

)
≤ 2−2n

)
, (III.7.7)
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where the plus sign corresponds to the case where the sets Bx are all decreasing
and the minus sign to the case where the sets Bx are all increasing.

Proof. We give the proof for the Gaussian free field in the case of decreasing
events. The proof for increasing events and/or random interlacements is similar
and relies in the latter case on (III.2.21) rather than (III.2.20), which will be
used below. Thus, fix some ε > 0, h ∈ R, l and l0 as in (III.7.1), and assume
B = {Bx : x ∈ ΛL0 } is such that Bx is a decreasing subset of C(B̃(x, lL0),R)

satisfying (III.7.6), for all x ∈ ΛL0 . The sequence (hn)n≥0 is defined by h0 = h

and for all n ≥ 1, hn = h+
∑n

k=1
ε∧1
2k

, whence hn ≤ h+ ε for all n.
We now argue that there exists a constant C17 such that, if the first inequality

in (III.7.5) holds, then for all n ∈ {0, 1, 2, . . . },

P̃G
(
GLx,n(BG,hn)

)
≤ 2−2n

2C2
14l

4α
0

for all x ∈ ΛLn , (III.7.8)

with α as in (Vα) and C14 defined by (III.6.2). It is then clear that (III.7.7)
follows from (III.7.8) since l0 > C

− 1
2α

14 and the sets Bx, x ∈ ΛL0 , are decreasing.
We prove (III.7.8) by induction on n: for n = 0, (III.7.8) is just (III.7.6) upon
choosing

c17
def.
=

1

4C2
14

.

Assume that (III.7.8) holds at level n− 1 for some n ≥ 1. Note that by (III.7.3),
(III.7.1), for all h′ > 0 and x ∈ ΛLn−1, GLx,n−1(BG,h′) ∈ σ

(
Φ̃x, x ∈ B̃(x, 2lLn−1)

)
.

Let rn = 2lLn−1. Then, for all x ∈ ΛLn and y, y′ ∈ ΛLn−1 ∩B(x, lLn) such that
d(y, y′) ≥ Ln (as appearing in the union in (III.7.3)),

lLn ≥ d
(
B(y, rn), B(y′, rn)

)
≥
(
l0 − 4l

)
Ln−1

(III.7.1)
≥ l0

2
Ln−1

(III.7.1)
≥ C7rn

def.
= sn.

Using (III.6.2), (III.7.3), (III.7.2), a union bound and the decoupling inequality
(III.2.20), we get

P̃G
(
GLx,n(BG,hn)

)
≤
(
C14l

2α
0

)2
[(

sup
y

P̃G
(
GLy,n−1(BG,hn−1)

))2

+ C6L
α
n+1 exp

(
− c6

ε2

22n
sνn

)]
,

where the supremum is over all y ∈ ΛLn−1 ∩ B(x, lLn). Then (III.7.8) follows by
the induction hypothesis upon choosing C17 large enough such that for all l and
l0 as in (III.7.1), ε ∈ (0, 1) and L0 > 1 such that the first inequality in (III.7.5)
holds, as well as all n ≥ 1,

C6C
2α
14 l

(5+n)α
0 Lα0 exp

(
− c6

ε2

22n
sνn

)
≤ 2−2n

4C2
14l

4α
0

,
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which is possible since ε2sνn > ε2(L0l
n
0/2)ν > C17 log(L0 + 1)(

√
l0l

n−1
0 /2)ν and

lν0 ≥ 8.

Remark III.7.2. 1) (Existence of a subcritical regime) As a first consequence of
the scheme put forth in (III.7.1)–(III.7.4) and noteworthily under the mere
assumptions (III.3.1), Proposition III.7.1 can be readily applied to a suitable
family of events B = {Bx : x ∈ ΛL0 } and of parameters L in (III.7.1) to
obtain (stretched) exponential controls on the connectivity function above
large levels. This complements results in [95]. The argument is classical, see
e.g. [95], so we collect this result and simply sketch its proof. Let

h∗∗
def.
= inf

{
h ∈ R; lim inf

L→∞
sup
x∈G

PG
(
B(x, L)

E≥h←→ ∂B(x, 2L)
)

= 0
}
, (III.7.9)

where the event under the probability refers to the existence of a nearest
neighbor path of vertices from the ball B(x, L) to the boundary of the ball
∂B(x, 2L) in E≥h. The parameter u∗∗ is defined similarly, but with the in-
fimum ranging over u ≥ 0 in (III.7.9) and the probability under considera-
tion replaced by PI

(
B(x, L)

Vu←→ ∂B(x, 2L)
)
. By definition, h∗ ≤ h∗∗ and

u∗ ≤ u∗∗, cf. (III.1.8) and (III.1.16).

Corollary III.7.3. For G satisfying (III.3.1), there exists c18 > 0 such that

h∗∗ = inf
{
h ∈ R; lim inf

L→∞
sup
x∈G

PG
(
B(x, L)

E≥h←→ ∂B(x, 2L)
)
< c18

}
<∞

(III.7.10)
and

u∗∗ = inf
{
u ≥ 0; lim inf

L→∞
sup
x∈G

PI
(
B(x, L)

Vu←→ ∂B(x, 2L)
)
< c18

}
<∞.

(III.7.11)
Moreover, for all h > h∗∗ and u > u∗∗, there exist constants c > 0 and C <∞
depending on u and h such that for all x ∈ G and L ≥ 1,

PG
(
x

E≥h←→ ∂B(x, L)
)
≤ Ce−L

c

and PI
(
x
Vu←→ ∂B(x, L)

)
≤ Ce−L

c

.

(III.7.12)

We now outline the proof, and focus on (III.7.11). One chooses l = 4 and
l0 = 81/ν ∨C−

1
2α

14 ∨ (8 + 4C7)l in (III.7.1), takes ε = 1 and fixes some L0 large
enough so that the second condition in (III.7.5) holds for all u ≥ 1. It is then
clear from (Vα), (Gβ) and (III.2.10) that one can find u ≥ 1 large enough such
that PI

(
B(x, 2L0)

Vu←→ ∂B(x, 4L0)
)
≤
∑

y∈B(x,2L0) e
− u
g(y,y) ≤ c18

def.
= c17l

−4α
0 ,

for all x ∈ G, and where we used (III.3.10) and a union bound to infer the
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first inequality. Having fixed such u, one first shows that u∗∗ 6 2u and hence
u∗∗ is finite as asserted by applying Proposition III.7.1 as follows: for x ∈ G,
one considers

Bx =
{
f ∈ C(B̃(x, 4L0),R) : B(x, 2L0)

{x∈G; f(x)≤0}←→ ∂B(x, 4L0)
}
,

which are decreasing measurable subsets of C(B̃(x, 4L0),R), and one proves
by induction over n with the help of (III.6.1) that for all n ∈ {0, 1, 2, . . . }
and x ∈ G,(
{0 V

u(1+ε)

←→ ∂B(x, 4Ln)} ⊂
)
{B(x, 2Ln)

Vu(1+ε)

←→ ∂B(x, 4Ln)} ⊂ GLx,n(BI,u(1+ε))

(III.7.13)
(for now ε = 1 but this is true for any ε, u > 0). By these choices, Propo-
sition III.7.1 applies, yielding for all n ≥ 0 that P̃I

(
GLx,n(BI,2u)

)
≤ 2−2n ≤

C exp{−Lcn}, and in particular, limn P̃I
(
B(x, 2Ln)

V2u

←→ ∂B(x, 4Ln)}
)

= 0, as
desired.

To prove the equality in (III.7.11), one repeats the above argument but with
different choices of u, L0 and ε. Namely, one considers any u > 0 for which

lim inf
L0→∞

sup
x∈G

PI
(
B(x, 2L0)

Vu←→ ∂B(x, 4L0)
)
< c18. (III.7.14)

It suffices to show that u(1 + ε) ≥ u∗∗, for then by letting ε ↓ 0, it follows
that u∗∗ is smaller or equal than the infimum in (III.7.11), and the reverse
inequality is obvious, as follows from (III.7.9). With u and ε fixed, one selects
L0 ≥ 1 large enough so as to ensure (III.7.5), and such that the probabilities
in (III.7.14) are smaller than c18. Proposition III.7.1 then implies as explained

above that limn P̃I
(
B(x, 2Ln)

Vu(1+ε)

←→ ∂B(x, 4Ln)}
)

= 0 and L 7→ PI
(
x
Vu(1+ε)

←→
∂B(x, L)

)
has stretched exponential decay in L for all x ∈ G, thus yielding

that u(1 + ε) ≥ u∗∗ and the interlacement part of (III.7.12) as a by-product.
The proof of (III.7.10) and the free field part of (III.7.12) follow similar lines.
�

2) (Existence of a supercritical regime for ν > 1) Another simple consequence
of Proposition 7.1 is that if G is a graph satisfying (III.3.1) with ν > 1 which
contains a subgraph isomorphic to N2, then, identifying with a slight abuse
of notation this subgraph with N2, there exists u > 0 such that PI-a.s.,

Vu ∩ N2 contains an infinite connected component, (III.7.15)

and in particular u∗ > 0. In the proof of Theorem III.1.2, we only show that
under the same assumptions there exists u > 0 and L > 0 such that Vu ∩
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B(N2, L) contains an infinite connected component, see Theorem III.9.3 and
Remark III.9.4, 5). Thus, (III.7.15) provides us with a stronger, and easier
to prove, result for random interlacements. Examples of graphs for which we
can prove (III.7.15) are product graphs G = G1×G2 as in Proposition III.3.5
with ν = α − β > 1 since if P1 and P2 are two semi-infinite geodesics of G1

and G2, which exist by Theorem 3.1 in [109], then P1 × P2 is a subgraph of
G isomorphic to N2. Also, finitely generated Cayley graphs verifying (Vα) for
some α > 3 which are not almost isomorphic to Z, see Theorem 7.18 in [61],
are covered by this setting.

Let us now sketch the proof of (III.7.15). Using the result from Exercise 1.16
in [27], which is given for Zd but immediately transfers to our setting, we
have for all positive integer L,M and N, since ν > 1,

cap([M,M + L]× {N}) ≤ L+ 1

infk∈[M,M+L]

∑M+L
p=M g((k,N), (p,N))

(Gβ)
≤ L+ 1

C2C
−ν
3

∑L
p=1 p

−ν
≤ CL.

Here, we used that d((k,N), (p,N)) 6 C3dG((k,N), (p,N)) 6 C3|k − p| in
the second inequality, see (III.2.8), and we also have a similar bound on
the capacity of {M} × [N,N + L]. For all positive integer L and all x ∈
{L+ 1, L+ 2, . . . }2, we write S(x, L) = x+ N2 ∩ ∂N2 [−L,L]2, where ∂N2A is
the boundary of A as a subset of N2, and we thus get by a union bound

cap (S(x, L)) ≤ CL. (III.7.16)

Fix l = 4 and l0 = 81/ν ∨ C−
1

2α
14 ∨ (8 + 4C7)l in (III.7.1), take ε = 1/2, and

let C18 be such that for all u > 0 and L0 > C3 with uL0 6 C18, and all
x ∈ {4L0 + 1, 4L0 + 2, . . . }2,

PI
(
S(x, 2L0)

∗-Iu∩N2

←→ S(x, 4L0)
) (III.7.16)
6 1− exp{−2CuL0} 6

c17

l20
,

where A ∗-B←→ C means that there exists a ∗-path in B ⊂ N2, as defined above
Proposition III.3.7, beginning in A and ending in C. Since ν > 1 one can
find L0 large enough so that (III.7.5) hold when u = C18L

−1
0 , and, applying

Proposition III.7.1 and using a property similar to (III.7.13) for ∗-paths of

Iu, we get that L 7→ supx PI(x
∗-Iu/2∩N2

←→ S(x, L)) has stretched exponential
decay, with the supremum ranging over all x ∈ {L+ 1, L+ 2, . . . }2. If Vu ∩
N2 has no infinite connected component, then for any positive integer L
the sphere ∂N2 [0, L]2 is not connected to ∞ in Vu ∩ N2. Thus, by planar
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duality, see for instance Proposition III.3.7, there exists L′ > L − 1 and
x ∈ {L′ + 1, L′ + 2} × {L′ + 1} which is connected to S(x, L′) by a ∗-path in
Iu ∩ N2, which happens with probability 0.

In order to prove u∗ > 0 for ν = 1 by the same method, one would need to
remove the polynomial term (rn+sn)α in the decoupling inequality (III.2.21),
and it seems plausible that one could do that for a large class of graphs
(including Z3), using arguments similar to [23] or [102]. This is proved in the
case G = G′×Z in [95]. However, this method does not seem to work in the
case ν < 1. A (simpler) proof of u∗ > 0 is given for G = Zd in [72] without
using decoupling inequalities, but it seems that one cannot adapt simply its
proof to more general graphs if ν < 1. Therefore, the result u∗ > 0 from
Theorem III.1.2 is particularly interesting when ν < 1. �

We now introduce the families of events of the form (III.7.4) to which Propo-
sition III.7.1 will eventually be applied. The reason for the following choices will
become apparent in the next section. The strategy developed in Chapter II to
prove h∗ > 0 on Zd, d ≥ 3, serves as a starting point in the current setting, but
the desired ubiquity result (III.1.13) requires a considerably finer analysis, which
is more involved, see also Remark III.7.5 below. All our events will be defined
under the probability Q̃u,p from (III.5.34), under which the Gaussian free field
ϕ̃· on G̃ is defined in terms of (γ̃·, ˜̀·,u) by means of (III.5.20).

We now come to the central definition of good vertices. As usual, we denote
by (`x,u)x∈G = (˜̀x,u)x∈G, Iu = Ĩu ∩ G, γ = (γ̃x)x∈G and ϕ = (ϕ̃x)x∈G the
projections of ˜̀, Ĩu, γ̃ and ϕ̃ on the graph G. For all u > 0, these fields have
the same law as the occupation time field of random interlacements at level
u, a random interlacement set at level u and two Gaussian free fields on G,

respectively. We recall the definition of the constants C10 from (III.3.4), C3 from
(III.2.8), and c13 from Proposition III.4.7, the definition of Bpy from (III.5.34),
the definition of Îu from above (III.4.2), and that Cu(x, L) is the set of vertices
in G connected to x by a path of edges in Îu∩BE(x, L), see below Lemma III.4.3.

Definition III.7.4 (Good vertex). For u > 0, L0 ≥ 1, K > 0, p ∈ (0, 1),
x ∈ G, the event

(i) CL0,K
x occurs if and only if γ̃z ≥ −K/2 for all z ∈ G̃ such that z ∈

B̃(x, 3C10(L0 + C3) + 2L0 + C3),

(ii) DL0,u
x occurs if and only if Iu/4 ∩B(x, L0) 6= ∅,

(iii) D̂L0,u
x occurs if and only if cap

(
Cu/2(y, 2(L0+C3))

)
≥ c13(L0+C3)

3ν
4 (u

8
)bγ−1c

for all y ∈ Iu/4 ∩B(x, L0 + C3),
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(iv) DL0,u

x occurs if and only if⋂
y,y′∈Iu/2∩B(x,L0+C3);

cap
(
Cu/2(y,2(L0+C3))

)
≥c13(L0+C3)3ν/4(u/8)bγ−1c,

cap
(
Cu/2(y′,2(L0+C3))

)
≥c13(L0+C3)3ν/4(u/8)bγ−1c

{
y

∧←→ y′ in Îu∩BE(x, 3C10(L0 +C3))
}
,

(III.7.17)

(v) EL0,u
x occurs if and only if every component of {y ∈ G; ϕy ≥ −

√
2u} ∩

B(x, L0/2) with diameter at least L0/4 is connected to Iu/4 in {y ∈ G; ϕy ≥
−
√

2u} ∩B(x, L0),

(vi) FL0,p
x occurs if and only if Bpy = 1 for all y ∈ B(x, 3C10(L0 + C3) + 2L0).

Moreover, a vertex x ∈ G is said to be (L0, u,K, p)-good if the event

CL0,K
x ∩DL0,u

x ∩ D̂L0,u
x ∩DL0,u

x ∩ EL0,u
x ∩ FL0,p

x (III.7.18)

occurs, and (L0, u,K, p)-bad otherwise.

Remark III.7.5. The above definition of good vertices differs in a number of
ways from a corresponding notion introduced in Chapter II (cf. Definition II.4.2
therein) by the authors. This is due to the refined understanding of the iso-
morphism (III.5.2) stemming from (III.5.19) and (III.5.20). Notably, property
(i) above is new in dealing directly with γ̃· (rather than ϕ̃·). Observe that (v)
involves both the field ϕ̃ and the random interlacements set Ĩu simultaneously,
coupled as in (III.5.20). It will lead to a direct proof of the inequality h ≥ 0, see
Corollary III.8.8, without using our sign-flipping method, Proposition III.5.6.
Properties (ii), (iii) and (iv) can be viewed as a more transparent substitute for
the events involved in Lemma II.3.3 and Definition II.3.4 (see also (4.1) in [74]),
and have the advantage of preserving the local uniqueness of interlacements, at
the cost of introducing a sprinkling between u/4 and u. It would be possible
to find sharp estimates on the ‘size’ of the interlacement in a ball similar to
Lemma II.3.3 on the class of graphs considered here, but such bounds are in fact
unnecessary once we have Lemma III.4.3 and Proposition III.4.7. �

We conclude this section by collecting the following result, which will be
crucially used in the next section. It sheds some light on why good vertices may
be useful.

Lemma III.7.6. For all u > 0, L0 ≥ 1, K > 0, p ∈ (0, 1) and any connected
set A ⊂ G such that each x ∈ A is an (L0, u,K, p)-good vertex, there exists a
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connected set Ã such that

∅ 6= Iu/4 ∩B(x, L0) ⊂ Ã for all x ∈ A, Ã ⊂ Ĩu ∩ B̃(A, 3C10(L0 + C3)),

(III.7.19)
as well as

for all x ∈ A, Ã ∩B(x, L0) 6= ∅ and every connected component
of {y ∈ G; ϕy ≥ −

√
2u} ∩B(x, L0/2) with diameter at least

L0/4 is connected to Ã in {y ∈ G; ϕy ≥ −
√

2u} ∩B(x, L0).

(III.7.20)

and

γ̃z ≥ −K/2 for all z ∈ B̃(Ã, 2L0 + C3) and Bpy = 1 for all y ∈ B(Ã ∩G, 2L0).

(III.7.21)

Proof. For all x1 ∼ x2 ∈ A, by (ii) of Definition III.7.4, there exists yi ∈
Iu/4 ∩ B̃(xi, L0) for each i. By (III.2.8), d(x1, y2) < L0 + C3 and by (iii) of
Definition III.7.4 cap

(
Cu/2(yi, L0 + C3)

)
≥ c13(L0 + C3)3ν/4(u/8)bγ−1c for each

i ∈ {1, 2}. Therefore, by (III.7.17), y1
∧←→ y2 in Îu∩BE(x1, 3C10(L0 +C3)), and

since each edge traversed by a trajectory of the random interlacement process
is included in Ĩu, we also have that y1

∼←→ y2 in Ĩu ∩ B̃(x1, 3C10(L0 +C3)). We
now define Ã as the union of the connected paths in Ĩu ∩ B̃(x, 3C10(L0 + C3))

between y and y′ for all x ∈ A and y, y′ ∈ B(x, L0 + C3) ∩ Iu/4, which is thus
connected and it is clear that (III.7.19) holds.

For all x ∈ A, we clearly have Ã ∩ B(x, L0) 6= ∅ by (III.7.19). Moreover,
we have by (v) of Definition III.7.4 that every connected component of {y ∈
G; ϕy ≥ −

√
2u} ∩ B(x, L0/2) with diameter at least L0/2 is connected to Iu/4

in {y ∈ G; ϕy ≥ −
√

2u} ∩ B(x, L0), and thus is also connected to Ã in {y ∈
G; ϕy ≥ −

√
2u} ∩ B(x, L0), and we obtain (III.7.20). One infers from (i) and

(vi) of Definition III.7.4 that (III.7.21) also hold.

III.8 Construction of a giant cluster

We are now going to use the general renormalization scheme from Proposi-
tion III.7.1 to find a giant, or ubiquitous, cluster of (L0, u,K, p)-good vertices,
as defined in Definition III.7.4, or of Ĩu with suitable properties. This comes in
several steps. The first one is reached in Proposition III.8.3 below and yields
under the mere assumptions (III.3.1) that long good (R-)paths, cf. Definition
III.7.4, are very likely for suitable choices of the parameters. The second step is
to prove the existence of a suitable infinite cluster Ã of Ĩu and is presented in
Lemma III.8.4, and the third step is to prove that this cluster is ubiquitous, see
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Lemma III.8.7. This giant cluster Ã of Ĩu verifies (III.7.21) and is the neighbor-
hood of a cluster A of good vertices, for which (III.7.20) hold. It can be seen as
precursor of the giant cluster of E≥h, h > 0, that we will construct in Section
III.9, which will lead to (III.1.10) and (III.1.11) (for small h > 0). In a sense,
the resulting estimates (III.8.15) and (III.8.23) provide a rough translation of
the events appearing in (III.1.10) and (III.1.11) to the world of interlacements,
and deliver directly (III.1.10) and (III.1.11) for any h < 0, see Corollary III.8.8.
Apart from the quantitative bounds leading to Proposition III.8.3, these two
estimates crucially rely on the additional geometric information provided by
(WSI), on all aspects of Definition III.7.4 and on certain features of the renor-
malization scheme, in particular with regards to the desired ubiquity, gathered
in Lemma III.8.6 below.

We continue in the framework of the previous section and recall in partic-
ular the scheme (III.7.1)–(III.7.3), the measure Q̃u,p from (III.5.34) and Defi-
nition III.7.4. We also keep our standing (but often implicit) assumption that
G satisfies (III.3.1) and mention any other condition, such as (WSI), explicitly.
Henceforth, we set

l = 22c19C10, l0 = 81/ν ∨ C−
1

2α
14 ∨ (8 + 4C7)l, (III.8.1)

where

c19
def.
= 7(1 + 7c−1

5 ) if G satisfies (WSI) and c19
def.
= 7 otherwise. (III.8.2)

Note that l and l0 satisfy the conditions appearing in (III.7.1). For all L0 ≥ C3,

we write L0 = (L0, l, l0) rather than L to insist on the choice (III.8.1). Thus
L0 ≥ C3 remains a free parameter at this point. We now define bad vertices at
all scales Ln, n ≥ 0, cf. (III.7.2). For all L0 ≥ C3, x ∈ Λ(L0) = ΛL0

0 , u > 0,
K > 0 and p ∈ (0, 1), we introduce

CL0,K
x =

⋂
y∈B(x,20c19C10L0)

CL0,K
y , (III.8.3)

and similarly DL0,u
x , D̂L0,u

x , D
L0,u

x EL0,u
x and FL0,p

x by replacing CL0,K
y with the

relevant eventsDL0,u
y , EL0,u

y and FL0,p
y in Definition III.7.4, (ii)–(iv). The families

(CL0,K)c = {(CL0,K
x )c : x ∈ ΛL0

0 } and (DL0,u)c, (D̂L0,u
x ))c, (D

L0,u

x ))c (EL0,u)c and
(FL0,p)c are defined correspondingly. For n ≥ 0 and x ∈ ΛL0

n (cf. (III.7.2)), we
then say that the vertex x is n− (L0, u,K, p) bad if (recall (III.7.3))

GL0
x,n

(
(CL0,K)c

)
∪GL0

x,n

(
(DL0,K)c

)
∪GL0

x,n

(
(EL0,u)c

)
∪GL0

x,n

(
(ÊL0,u)c

)
∪GL0

x,n

(
(E

L0,u
)c
)
∪GL0

x,n

(
(FL0,p)c

) (III.8.4)
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occurs (under Q̃u,p), and x is n−(L0, u,K, p) good otherwise. In view of (III.7.18)
and the first line of (III.7.3), an (L0, u,K, p)-bad vertex in ΛL0

0 is always a
0− (L0, u,K, p) bad vertex, but not vice versa. A key to Proposition III.8.3, see
(III.8.14) below, is to prove that the probability of having an n − (L0, u,K, p)

bad vertex decays rapidly in n for a suitable range of parameters (L0, u,K, p).
This relies on individual bounds for each of the events in (III.8.4), which are the
objects of Lemmas III.8.1 and III.8.2 as well as (III.8.10) below. Due to the pres-
ence of long-range correlations, the decoupling estimates from Proposition III.7.1
will be crucially needed.

Lemma III.8.1. There exist constants C19 < ∞ and C ′19 < ∞ such that for
all L0 ≥ C19, K ≥ C ′19

√
log(L0), n ∈ {0, 1, 2, . . . } and x ∈ ΛL0

n , and all u > 0,
p ∈ (0, 1),

Q̃u,p
(
GL0
x,n

(
(CL0,K)c

))
≤ 2−2n . (III.8.5)

Proof. In view of (III.8.3), Definition III.7.4 (i), and (III.8.1), if L0 ≥ C3, the
event (CL0,K

x )c is measurable with respect to the σ-algebra generated by γ̃|B̃(x,lL0),
and (CL0,K

x )c is of the form {γ̃|B̃(x,lL0) + K ∈ Bx}, cf. (III.7.4), for a suitable
decreasing subset Bx of C(B̃(x, lL0),R). With this observation, and since γ̃ has
the same law under Q̃u,p as Φ̃ under P̃G, in order to show (III.8.5), it is enough
by Proposition III.7.1 to prove that there exists C ′19 such that

for all L0 ≥ C19, K ≥ C ′19

√
log(L0)− 1 and x ∈ ΛL0

0 : Q̃u,p
(
(CL0,K

x )c
)
<
c17

l4α0

,

(III.8.6)
where C19 ≥ C3 ∨ 2 is chosen so that the first inequality in (III.7.5) holds for all
L0 ≥ C19, with l0 as in (III.8.1) and ε = 1. Conditionally on the field γ = γ̃|G,
and for each edge e = {y, y′}, the process (γ̃y+te)t∈[0,ρy,y′ ]

on Ie has the same
law as a Brownian bridge of length ρy,y′ = 1/(2λy,y′) (the length of Ie, cf. below
(III.2.14)) between γy and γy′ of a Brownian motion with variance 2 at time 1,

as defined in Section II.2. This fact has already appeared in the literature, see
Section 2 of [57], Section 1 of [60] or Section 2 of [58] for example. We refer to
Section II.2 for a proof of this result when G = Zd, which can be easily adapted
to a general graph satisfying (III.3.1). Let us denote by (W y,y′

t )t∈[0,ρy,y′ ]
defined

as W y,y′

t = γ̃y+te− 2λy,y′tγ̃y′ − (1− 2λy,y′t)γ̃y the Brownian bridge of length ρy,y′
between 0 and 0 of a Brownian motion with variance 2 at time 1 associated with
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(γ̃y+te)t∈[0,ρy,y′ ]
. For all L ≥ 1, K > 0 and x ∈ G, we thus have

Q̃u,p
(

sup
z∈B̃(x,L)

γ̃z ≥
K

2

)
≤ Q̃u,p

(
sup

y∈B(x,L)

γy ≥
K

4

)
+

∑
{y,y′}∈BE(x,L)

Q̃u,p
(

sup
t∈[0,ρy,y′ ]

W y,y′

t ≥ K

4

)
.

(III.8.7)

We consider both terms in (III.8.7) separately. For all y ∈ B(x, L), γy is a
centered Gaussian variable with variance g(y, y), thus by (Vα) and (Gβ)

Q̃u,p
(

sup
y∈B(x,L)

γy ≥
K

4

)
≤

∑
y∈B(x,L)

C

√
g(y, y)

K2
exp

{
− K2

32g(y, y)

}
≤ CLα

K
exp{−cK2}.

The law of the maximum of a Brownian bridge is well-known, see for instance
[13], Chapter IV.26, and so for all y ∼ y′ in G, by (III.2.10),

Q̃u,p
(

sup
t∈[0,ρy,y′ ]

W y,y′

t ≥ K

4

)
= exp

{
− K2

16ρy,y′

}
≤ exp{−cK2},

where to obtain the inequality we took advantage of the fact that 1
ρy,y′

= 2λy,y′ ≥
c, cf. (III.2.10). Therefore, returning to (III.8.7), using (Vα), (III.2.10) and the
fact that G has uniformly bounded degree, we obtain that for all L ≥ 1 and
K ≥ 1, Q̃u,p(supz∈B̃(x,L) γ̃z ≥ K) ≤ CLα exp{−cK2}. Choosing L = lL0 and
using the symmetry of γ̃·, we can finally bound for all L0 ≥ C19 and K ≥ 1,

Q̃u,p
(
(CL0,K

x )c
)
≤ Q̃u,p

(
sup

z∈B̃(x,lL0)

γ̃z ≥
K

2

)
≤ CLα0 exp{−cK2},

from which (III.8.6) readily follows for a suitable choice of C ′19.

The next lemma deals with the events involving the families DL0,u
x , D̂L0,u

x ,

D
L0,u

x and EL0,u
x in (III.8.4), which all involve the interlacement parameter u > 0.

In the former case, this will bring into play the connectivity estimates from
Section III.4 in order to initiate the decoupling.

Lemma III.8.2. For all u0 > 0, there exist constants c20 and C20 depending on
u0 such that for all u ∈ (0, u0), L0 ≥ C3 with L0u

c20 ≥ C20, n ∈ {0, 1, 2, . . . },
x ∈ ΛL0

n , and p ∈ (0, 1),

Q̃u,p
(
GL0
x,n

(
(DL0,u)c

))
≤ 2−2n , Q̃u,p

(
GL0
x,n

(
(D̂L0,u)c

))
≤ 2−2n ,

Q̃u,p
(
GL0
x,n

(
(D

L0,u
)c
))
≤ 2−2n and Q̃u,p

(
GL0
x,n

(
(EL0,u)c

))
≤ 2−2n .

(III.8.8)
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Proof. We start with the estimate involving the family (DL0,u)c. By (III.3.10)
and (III.3.11) we have

Q̃u,p
(
(DL0,u/2

x )c
)
≤ exp(−c11(u/8)Lν0)

By (III.8.3) and a union bound, this readily implies that both (III.7.5), for l0
as in (III.8.1) and ε = 1, and Q̃u,p

(
(D

L0,u/2
x )c

)
≤ c17l

−4α
0 hold for all u ∈ (0, u0)

and L0 ≥ C3 ∨ Cu−c (and all x ∈ ΛL0
0 ). For all L0 ≥ C3, v > 0 and x ∈ G

the events (DL0,u
x )c are measurable with respect to the σ-algebra generated by˜̀

B̃(x,lL0),u and decreasing in u. Therefore, Proposition III.7.1 with ε = 1 applies
and (III.7.7) yields the first part of (III.8.8).

Let us now turn to the events (D̂L0,u)c. For all L0 > 0, v ≥ u/8 and x ∈ G,
we say that the event D̂L0,v,u

x occurs if and only if cap
(
Cu/4+v(y, 2(L0 +C3))

)
≥

c13(L0 +C3)3ν/4(u/8)bγ−1c for all y ∈ Iu/4 ∩B(x, L0 + C3), and we define D̂L0,v,u
x

similarly as in (III.8.3), replacing CL0,u
y by D̂L0,v,u

y . Consider a fixed value of
u0 > 0. Note that the law of Îu/4+v \ Îu/4 conditionally on Îu/4 is the same as
the law of Îv. By (III.2.8) the set Cu/4(y, L0 + C3) has diameter at least L0 for
all y ∈ Iu/4, and thus by (III.3.10) and (III.3.14), we have for all v ≥ u/8 and
y ∈ Iu/4 ∩B(x, L0 + C3)

Q̃u,p
(
(Îu/4+v \ Îu/4) ∩ Cu/4(y, L0 + C3) = ∅ | Îu/4

)
≤ exp

(
− cuL

ν
2
∧1

0

)
.

Moreover, if on the other hand (Îu/4+v \ Îu/4) ∩ Cu/4(y, L0 + C3) 6= ∅ for some
y ∈ Iu/4 ∩B(x, L0 + C3), then Cu/4+v(y, 2(L0+C3)) contains the cluster of edges
in B(y′, L0 + C3) traversed by at least one of the trajectories of Îu/4+v \ Îu/4
for some y′ ∈ (Iu/4+v \ Iu/4) ∩ B(x, 2(L0 + C3)). By Proposition III.4.7 applied
to Îu/4+v \ Îu/4, (Vα) and a union bound, we thus have for all u < u0 and
v ∈ [u/8, u0]

Q̃u,p
(

(D̂L0,v,u
x )c

∣∣∣ Îu/4) ≤ C(u0)(L0 + C3)α
(

exp
(
− c(u0)u(L0 + C3)C13

)
+ exp

(
− cuL

ν
2
∧1

0

))
.

Moreover, conditionally on Îu/4, the events (D̂L0,v,u
x )c are decreasing in v, i.e.,

there exists a decreasing subset Bx of C(B̃(x, lL0),R) (depending on L0 and
Îu/4) such that (D̂L0,v,u

x )c has the same law as BI,v
x for all u > 0 and v ≥ u/8,

see (III.7.4). By a union bound, we have that Q̃u,p
(
(D̂

L0,u/8,u
x )c

)
≤ c17l

−4α
0 and

the second part of (III.7.5) with l0 as in (III.8.1) and ε = 1 simultaneously hold
for all u ∈ (0, u0), and L0 ≥ C3 ∨ C(u0)u−c(u0), and by another application of
Proposition III.7.1 with ε = 1 we obtain that for all u ∈ (0, u0)

Q̃u,p
(
GL0
x,n

(
(D̂L0,u/4,u)c

)
| Îu/4

)
≤ 2−2n .
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Since D̂L0,u/4,u = D̂L0,u, we obtain directly the second part of (III.8.8) by inte-
grating over Îv.

We now consider the events (D
L0,u

)c. For all L0 > 0, u > 0, v > 0 and x ∈ G,
we say that the event DL0,v,u

x occurs if and only if⋂
y,y′∈Iu/2∩B(x,L0+C3);

cap
(
Cu/2(y,2(L0+C3))

)
≥c13(L0+C3)3ν/4(u/8)bγ−1c,

cap
(
Cu/2(y′,2(L0+C3))

)
≥c13(L0+C3)3ν/4(u/8)bγ−1c

{
y

∧←→ y′ in Îu/2+v∩BE(x, 3C10(L0+C3))
}
,

where Cu/2(z, L0) is defined below Lemma III.4.3, and we define D
L0,v,u

x simi-
larly as in (III.8.3), replacing CL0,u

y by DL0,v,u

y . Note that Cu/2(y, 2(L0 + C3)) ⊂
B(x, 3(L0 +C3)) for all y ∈ B(x, L0 + C3). By (Vα), Lemma III.4.3 and a union
bound, we have for all u ∈ (0, u0), v ∈ [u/4, u/2], x ∈ G and L0 ≥ C3,

Q̃u,p
(

(D
L0,v,u

x )c | Îu/2
)
≤ C(L0 + C3)α exp

(
− cu2bγ−1c+1(L0 + C3)ν/2

)
.

Conditionally on Îu/2, the events (D
L0,v,u

x )c are decreasing in v, and similarly as
before we can apply Proposition III.7.1 with ε = 1 to obtain the third bound of
(III.8.8) for all u ∈ (u, u0) and L0 ≥ C3 ∨ C(u0)u−c(u0) since D

L0,u/2,u

x = D
L0,u

x .

Regarding (EL0,u)c, under Q̃u,p, note that by (III.5.20), the clusters of {y ∈
G; ϕy > −

√
2u} are the same as the clusters of {y ∈ G; y ∈ C∞u or γy > 0}.

Therefore if the cluster Ux of x in {y ∈ G; ϕy > −
√

2u}∩B(x, L0/2) has diameter
at least L0/4 and is not connected to Iu/4 in {y ∈ G; ϕy > −

√
2u} ∩ B(x, L0),

then either Ux is a cluster of {y ∈ G; y ∈ C∞u \ C∞u/4 or γy > 0} ∩ B(x, L0/2)

of diameter at least L0/4, or Ux contains a vertex y in C∞u/4 ∩ B(x, L0/2) not
connected to Iu/4 in {y ∈ G; ϕy > −

√
2u} ∩ B(x, L0), and then by (III.5.19)

and (III.5.20), y is in a connected component of {z ∈ G̃; |γ̃z| > 0} ∩ B̃(x, L0) of
diameter ≥ L0/4 not intersecting Iu/4. Therefore, defining the event

EL0,v,u
x =


all the connected components of

{y ∈ G; y ∈ C∞u \ C∞u/4 or γy > 0} ∩B(x, L0/2)

or of {z ∈ G̃; |γ̃z| > 0} ∩ B̃(x, L0)

with diameter ≥ L0/4 intersect Iv


for all v ≤ u/4, we have EL0,v,u

x ⊂ EL0,u
x by Definition III.7.4 (v). We also

define EL0,v,u
x similarly as in (III.8.3), replacing CL0,u

y by EL0,v,u
y . Let Ĩ3u/4

2 =

Ĩu \ Ĩu/4, then C∞u \ C∞u/4 is Ĩ3u/4
2 measurable. Moreover γ̃ is independent from

the random interlacement set Iu/4, see (III.5.34), Ĩ3u/4
2 is also independent from

Iu/4, and there are at most 2|B(x, L0)| connected components of either ({y ∈
C∞u \ C∞u/4} ∪ {y ∈ G; γy > 0})∩B(x, L0/2) or {z ∈ G̃; |γ̃z| > 0}∩ B̃(x, L0) with
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diameter at least L0

4
. Thus, by (Vα), Lemma III.3.2, and (III.3.10), Q̃u,p-a.s., for

all u > 0, v ∈ [u/8, u/4] and p ∈ (0, 1),

Q̃u,p
(

(EL0,v,u
x )c

∣∣∣ γ̃, Ĩ3u/4
2

)
≤ 2C1L

α
0 exp

{
− cuL

ν
2
∧1

0

}
. (III.8.9)

The fourth bound in (III.8.8) is then obtained by virtue of another applica-
tion of Proposition III.7.1 under the conditional measure Q̃u,p(· | γ̃, Ĩ3u/4

2 ), using
(III.8.9) and a union bound to deduce that Q̃p((E

L0,u/8,u
x )c | γ̃, Ĩ3u/4

2 ) ≤ c17l
−4α
0 ;

the second part of (III.7.5) with l0 as in (III.8.1) and ε = 1 simultaneously holds
true whenever L0u

c ≥ C ′. Noting that, for all v ≤ u/4, conditionally on γ̃

and Ĩ3u/4
2 , (EL0,v,u

x )c is a decreasing σ(˜̀B(x,lL0),v)-measurable event in v, Propo-
sition III.7.1 yields an upper bound similar to (III.8.8) but for GL0

x,n

(
(E

L0,u/4,u
x )c

)
under Q̃u,p(· | γ̃, Ĩ3u/4

2 ). The desired bound (III.8.8) then follows by integrating
over γ̃ and Ĩ3u/4

2 since GL0
x,n

(
(EL0,u

x )c
)
⊂ GL0

x,n

(
(E

L0,u/4,u
x )c

)
.

Finally for the events involving the family (FL0,p)c in (III.8.4), by a similar
reasoning as in Lemma 4.7 of [74] and using (Vα), there exists a constant C21

such that for all p ∈ (0, 1) such that p ≥ exp{−C21L
−α
0 }, all u > 0, n ≥ 0 and

x ∈ ΛL0
n ,

Q̃u,p
(
GL0
x,n

(
(FL0,p)c

))
≤ 2−2n . (III.8.10)

For all u0 > 0 and R ≥ 1 we define

L0(u) = R ∨ C3 ∨ C19 ∨ C20u
−c20 , (III.8.11)

where we keep the dependence of various constants and of L0(u) on u0 and R im-
plicit. Furthermore, we choose constants C22 and c22 such that

√
log(C22u−c22) ≥

C ′19

√
log(l0L0(u)) for all u ∈ (0, u0), and constants C23 and c23 such that 1 −

C23u
c23 ≥ exp

{
−C21(l0L0(u))−α

}
for all u ∈ (0, u0), which can both be achieved

on account of (III.8.11). Then, by (III.8.4), Lemmas III.8.1 and III.8.2 and
(III.8.10), for all n ∈ N and u ∈ (0, u0)

L0 ∈ [L0(u), l0L0(u)],

K ≥
√

log(C22u−c22)

and p ≥ 1− C23u
c23

 imply Q̃u,p(x is n− (L0, u,K, p) bad) ≤ 6×2−2n .

(III.8.12)
Relying on (III.8.12), we now deduce a strong bound on the probability to see
long R-paths of (L0, u,K, p)-bad vertices (see above (WSI) for a definition of
R-paths). We emphasize that the following result holds for all graphs satisfying
(III.3.1). In particular, (WSI) is not required for (III.8.13) below to hold.
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Proposition III.8.3. For G satisfying (III.3.1) and each u0 > 0, there exist
constants c(u0), C(u0) ∈ (0,∞) such that for all R ≥ 1, x ∈ G, u ∈ (0, u0),

K > 0 with K ≥
√

log(C22u−c22), p ∈ (0, 1) with p ≥ 1− C23u
c23 , and N > 0,

Q̃u,p
( there exists an R-path of (L0, u,K, p)

-bad vertices from x to B(x,N)c

)
≤ C(u0) exp

{
−(N/L0(u))c(u0)

}
.

(III.8.13)

Proof. We will show by induction that for all n ∈ {0, 1, 2, . . . }, L0 ≥ R ∨ C3,

and x ∈ ΛL0
n ,

{ there exists an R-path of (L0, u,K, p)-bad
vertices from B(x, Ln) to B(x, lLn)c

}
⊂ {x is n− (L0, u,K, p) bad}.

(III.8.14)
If (III.8.14) holds, then Proposition III.8.3 directly follows from (III.8.11) and
(III.8.12) by taking n ∈ N and L0 ∈ [L0(u), l0L0(u)) such that lln0L0 = N. Let us
fix some L0 ≥ R ∨ C3. For n = 0, if there exists a bad vertex in B(x, L0), then,
see below (III.8.4), x is 0− (L0, u,K, p) bad. Suppose now that (III.8.14) holds
at level n − 1 for all x ∈ ΛL0

n−1 for some n ≥ 1. Then, since L0 ≥ R ∨ C3 and
l ≥ 22, if there exists an R-path π of (L0, u,K, p)-bad vertices from B(x, Ln) to
B(x, lLn)c, one can find for each k ∈ {1, . . . , 7} a vertex

yk ∈ π ∩
(
B(x, 3kLn) \B(x, (3k − 1)Ln)

)
.

Using (III.6.1), one then picks for each k ∈ {1, . . . , 7} a vertex zk ∈ ΛL0
n−1 such

that yk ∈ B(zk, Ln−1). One then easily checks that with the choice of l and l0
in (III.8.1), for all k 6= k′ in {1, . . . , 7}, d(zk, zk′) ≥ Ln, and B(zk, lLn−1) ⊂
B(x, lLn)\B(x, Ln). In particular, for each k ∈ {1, . . . , 7}, π yields an R-path of
(L0, u,K, p)-bad vertices from B(zk, Ln−1) to B(zk, lLn−1)c, and the induction
hypothesis implies that zk is (n − 1) − (L0, u,K, p) bad. Among these seven
(n − 1) − (L0, u,K, p) bad vertices, there exist i 6= j ∈ {1, . . . , 7} and A ∈
{(CL0,K)c, (DL0,K)c, (D̂L0,K)c, (D

L0,K
)c, (EL0,u)c, (FL0,p)c} such that GL0

zi,n−1(A)

and GL0
zj ,n−1(A) both occur, whence zi and zj appear in the union for GL0

x,n(A),

see (III.7.3). By definition (III.8.4), x is n − (L0, u,K, p) bad and (III.8.14)
follows.

Using the additional condition (WSI), Proposition III.8.3 together with
Lemma III.7.6 can be used to show the existence of a certain set Ã, see
Lemma III.8.4 below, from which the prevalence of the infinite cluster of E≥h,
h > 0 small, will eventually be deduced. The bound obtained in (III.8.15) will
later lead to (III.1.10).
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Lemma III.8.4. Assume G satisfies (WSI) (in addition to (III.3.1)), and let
R = R0 as in (WSI). Furthermore, let u0 > 0, u ∈ (0, u0), K > 0 with
K ≥

√
log(C22u−c22), and p ∈ (0, 1) with p ≥ 1 − C23u

c23 . Then Q̃u,p-a.s. there
exists L0 ≥ 1 and a connected and unbounded set Ãu∞ ⊂ Ĩu such that (III.7.21)
holds and there exist constants c > 0 and C < ∞ depending on u and u0 such
that for all x0 ∈ G and L > 0,

Q̃u,p
(
Ãu∞ ∩ B̃(x0, L) = ∅

)
≤ C exp{−Lc}. (III.8.15)

Proof. Fix a vertex x0 ∈ G. By (WSI), there exists R0 ≥ 1 such that, for
all finite connected subsets A of G with x0 ∈ A and δ(A) ≥ C3, noting that
d(x, x0) ≤ δ(A) + C3 ≤ 2δ(A) for all x ∈ ∂extA by (III.2.8),

for all x ∈ ∂extA, ∃ an R0-path from x to B(x, c6d(x, x0)/2)c in ∂extA.
(III.8.16)

It is then enough to prove that for all u ∈ (0, u0), K ≥
√

log(C22u−c22) and
p ≥ 1− C23u

c23 , the probability under Q̃u,p of the event{ there does not exist an unbounded nearest neighbor path in G
of (L0, u,K, p)-good vertices starting in B(x0, L)

}
(III.8.17)

has stretched-exponential decay in L for some L0 ≥ 1 (with constants depending
on u and u0). Indeed, if (III.8.17) does not occur, then by Lemma III.7.6 there
exists an unbounded connected component Ãu∞ ⊂ Ĩu intersecting B̃(x0, L) such
that (III.7.21) holds; therefore, the bound (III.8.15) follows.

Thus, in order to establish the desired decay, assume that (III.8.17) occurs for
some u ∈ (0, u0), K ≥

√
log(C22u−c22), p ≥ 1−C23u

c23 , a positive integer L and
L0 as in (III.8.11). We may assume that L ≥ C3. We now use Proposition III.8.3
and a contour argument involving (III.8.16) to bound its probability. Note that
the assumptions of Proposition III.8.3 on the set of parameters (L0, u,K, p) are
met for all u ∈ (0, u0) by our choice of constants. Define

AL = B(x0, L)∪
{
x ∈ G; x↔ B(x0, L) in the set of (L0, u,K, p)-good vertices

}
,

which is the set of vertices in G either in, or connected to B(x0, L) by a nearest
neighbor path of (L0, u,K, p)-good vertices in G. Since (III.8.17) occurs, AL
is finite. It is also connected, and δ(AL) ≥ C3. Hence, since every vertex in
∂extAL is (L0, u,K, p)-bad, by (III.8.16) there exists x ∈ ∂extAL and an R0-path
of (L0, u,K, p)-bad vertices from x to B(x, c6d(x, x0)/2)c. Let N = bd(x, x0)c,
then N ≥ L, and thus by a union bound the probability that the event (III.8.17)
occurs is smaller than

∞∑
N=L

∑
x∈B(x0,N+1)

Q̃u,p

(
there exists an R0-path of (L0, u,K, p)

-bad vertices from x to B(x, cN)c

)
,
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which has stretched-exponential decay in L by (Vα), (III.2.10) and Proposi-
tion III.8.3.

Remark III.8.5. One can replace (WSI) by the following (weaker) condition
(W̃SI) and still retain a statement similar to Lemma III.8.4. This is of interest
in order to determine how little space (in G) one can afford to use in order for
various sets, in particular Vu at small u > 0 in Theorem III.1.2, to retain an
unbounded component; see Theorem III.9.3 and Remark III.9.4, 5) below. We
first introduce (W̃SI). Suppose that there exists an infinite connected subgraph
Gp of G, ζ > 0, R0 ≥ 1, a vertex x0 ∈ Gp and c24 > 0 such that

for all finite connected A ⊂ Gp with x0 ∈ A, there exists x ∈ (∂extA) ∩Gp

and an R0-path from x to B(x, c24d(x, x0)ζ)c in (∂extA) ∩Gp,

(W̃SI)

i.e., all the vertices of this path are in (∂extA) ∩ Gp. It is easy to see that
(WSI) implies (W̃SI) with ζ = 1. Suppose now that instead of (WSI), condition
(W̃SI) hold for some subgraph Gp of G. Then the conclusions of Lemma III.8.4
leading to (III.7.19) still hold and the set Ãu∞ thereby constructed satisfies
Ãu∞ ⊂ B̃(Gp, 3C10(L0(u) + C3)). To see this, one replaces (III.8.16) by the
following consequence of (W̃SI): there exists R0 ≥ 1, x0 ∈ Gp and c > 0 such
that for all finite connected subsets A of Gp with x0 ∈ A,

∃x ∈ (∂extA) ∩Gp and a R0-path from x to B(x, cd(x, x0)ζ)c in (∂extA) ∩Gp.

(III.8.16’)
One then argues as above, with small modifications due to (III.8.16’), whence, in
particular, the set AL needs to be replaced by AL(Gp)

def.
=
(
B(x0, L)∩Gp

)
∪{x ∈

Gp; x ↔ B(x0, L) ∩ Gp in the set of (L0, u,K, p)-good vertices in Gp}, so that
AL = AL(G). �

The bound (III.8.15) will be useful to prove that (III.1.10) holds, and we
seek a similar result which roughly translates (III.1.11) to the world of random
interlacements. This appears in Lemma III.8.7 below. Its proof rests on the
following technical result, which is a feature of the renormalization scheme.

Lemma III.8.6. Assume G satisfies (WSI), and recall the definition of c19

from (III.8.2). For any L0 ≥ C3, K > 0, u > 0 and n ∈ {0, 1, 2, . . . }, if there
exists a vertex x ∈ ΛL0

n which is n− (L0, u,K, p) good, then every two connected
components of B(x, 20c19Ln) with diameter at least c19Ln are connected via a
path of (L0, u,K, p)-good vertices in B(x, 30c19C10Ln).

Proof. We use induction on n. For n = 0, if x is 0 − (L0, u,K, p) good, then
in view of (III.8.3), (III.8.4) and Definition III.7.4, every path in B(x, 20c19L0)
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is a path of (L0, u,K, p)-good vertices and all the vertices in B(x, 20c19C10L0)

are (L0, u,K, p)-good, so the result follows directly from (III.3.4). Let us now
assume that the conclusion of the lemma holds at level n−1 for some n ≥ 1 and
let

x be an n− (L0, u,K, p) good vertex. (III.8.18)

Let U1 and U2 be any two connected components of B(x, 20c19Ln) with diameter
at least c19Ln. We are first going to show that

U1 and U2 are linked via (n− 1)− (L0, u,K, p)

-good vertices in B(x, 22c19C10Ln),
(III.8.19)

by which we mean that there exists a subset S of ΛL0
n−1∩B(x, 22c19C10Ln) contain-

ing only (n−1)− (L0, u,K, p) good vertices and such that
⋃
y∈S B(y, Ln−1) con-

tains a connected component intersecting both U1 and U2. To see that (III.8.19)
holds, for each i ∈ {1, 2} choose seven connected subsets (Uki )k∈{1,...,7} of Ui such
that for all k 6= k′ ∈ {1, . . . , 7},

d(Uki ,Uk
′

i ) ≥ Ln + 2Ln−1 and δ(Uki ) ≥ 7Lnc
−1
5 ;

such a choice is possible since L0 ≥ C3, l0 ≥ l ≥ 22 and c19 = 7(1 + 7c−1
5 ).

If for each k ∈ {1, . . . , 7} there exists an (n − 1) − (L0, u,K, p) bad vertex
yk ∈ ΛL0

n−1 such that B(yk, Ln−1) ∩ Uki 6= ∅, then there are at least seven (n −
1)− (L0, u,K, p) bad vertices in B(x, 20c19Ln + Ln−1) ⊂ B(x, lLn) with mutual
distance at least Ln, which contradicts (III.8.18) by (III.8.4) and the definition
of the renormalization scheme, see (III.7.3). For each i ∈ {1, 2} we can thus find
ki such that each y ∈ ΛL0

n−1 with B(y, Ln−1) ∩ Ukii 6= ∅ is (n− 1)− (L0, u,K, p)

good. Recalling that Ukii is connected, we can define for each i ∈ {1, 2} the set
compn−1(Ukii ) ⊂ G as the connected component in⋃

y∈Λ
L0
n−1∩B(x,22c19C10Ln),

y is (n−1)−(L0,u,K,p) good

B(y, Ln−1) (III.8.20)

containing Ukii .
The claim (III.8.19) amounts to showing that compn−1(Uk1

1 ) = compn−1(Uk2
2 ).

Suppose on the contrary that compn−1(Uk1
1 ) and compn−1(Uk2

2 ) are not equal.
By (III.3.4), there is a nearest neighbor path (x1, . . . , xp) in B(x, 20c19C10Ln)

connecting Uk1
1 and Uk2

2 . Recalling the notion of external boundary from
(III.2.1), since x1 ∈ Uk1

1 , either there exists m ∈ {1, . . . , p} such that xm ∈
∂extcompn−1(Uk1

1 ), or every unbounded nearest neighbor path beginning in xp
intersects compn−1(Uk1

1 ), and likewise for compn−1(Uk2
2 ). If every unbounded
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path beginning in xp hits compn−1(Uk1
1 ) and every unbounded path beginning

in x1 hits compn−1(Uk2
2 ), then by connectivity every unbounded path beginning

in compn−1(Uk1
1 ) hits compn−1(Uk2

2 ) and every unbounded path beginning in
compn−1(Uk2

2 ) hits compn−1(Uk1
1 ), which is impossible since compn−1(Uk1

1 ) 6=
compn−1(Uk2

2 ) (indeed, unless compn−1(Uk1
1 ) = compn−1(Uk2

2 ), these con-
ditions would require any such path to ‘oscillate’ between compn−1(Uk1

1 )

and compn−1(Uk2
2 ) infinitely often and thus it remains bounded). There-

fore, we may assume that ∂extcompn−1(Uk1
1 ) ∩ B(x, 20c19C10Ln) 6= ∅ (other-

wise exchange the roles of U1 and U2), and by (WSI), there exists an R0-
path in ∂extcompn−1(Uk1

1 ) of diameter between 7Ln and 8Ln beginning in
B(x, 20c19C10Ln). By definition of compn−1(Uk1

1 ), see (III.8.20), every vertex
of this R0-path is contained in B(y, Ln−1) for some (n − 1) − (L0, u,K, p) bad
vertex y in ΛL0

n−1 ∩ B(x, (20c19C10 + 8 + l−1
0 )Ln) ⊂ B(x, 22c19Ln), and, since

L0 ≥ C3 and l0 ≥ l ≥ 22, there are at least 7 (n− 1)− (L0, u,K, p) bad vertices
in B(x, 22c19C10Ln) = B(x, lLn) with mutual distance at least Ln. By (III.7.3)
and (III.8.4), x is n− (L0, u,K, p) bad, which is a contradiction.

Therefore, we have compn−1(Uk1
1 ) = compn−1(Uk2

2 ), i.e., (III.8.19) holds.
Thus, by (III.6.1) there exists y0 ∈ Uk1

1 , ym+1 ∈ Uk2
2 and a sequence of vertices

y1, . . . , ym ∈ ΛL0
n−1 ∩B(x, 22c19C10Ln) of good (n−1)−(L0, u,K, p) vertices such

that

5c19Ln−1 ≤ d(yj−1, yj) ≤ 6c19Ln−1∀ j ∈ {1, . . . ,m} and d(ym, ym+1) ≤ 6c19Ln−1.

(III.8.21)
We now construct the desired nearest neighbor path of (L0, u,K, p)-good vertices
connecting U1 and U2. To this end, we fix a nearest neighbor path π0 in Uk1

1

beginning in y0, a nearest neighbor path πm+1 in Uk2
2 beginning in ym+1, and, for

each j ∈ {1, . . . ,m} a nearest neighbor path πj beginning in yj such that for all
j ∈ {0, . . . ,m+ 1}, c19Ln−1 ≤ δ(πj) ≤ 2c19Ln−1, which is always possible since
7l0c

−1
5 ≥ c19, see (III.8.1). Note that, using (III.8.21),

π0, π1 ⊂ B(y1, 20c19Ln−1) and d(π0, π1) ≥ c19Ln−1. (III.8.22)

In view of (III.8.22), applying the induction hypothesis to π0 and π1, we
can construct a nearest neighbor path π1 of (L0, u,K, p)-good vertices in
B(y1, 30c19C10Ln−1) ⊂ B(x, 30c19C10Ln) with diameter at least c19Ln−1 con-
necting π0 and π1. Moreover, we can further extract from π1 a nearest neighbor
path π′1 included in B(y1, 2c19Ln−1) and with diameter at least c19Ln−1, and so we
have π′1 ⊂ B(y2, 20c19Ln−1) and d(π′1, π2) ≥ c19Ln−1. By the induction hypothe-
sis, we can thus find a nearest neighbor path π2 of (L0, u,K, p)-good vertices in
B(y2, 30c19C10Ln−1) ⊂ B(x, 30c19C10Ln) with diameter at least c19Ln−1 between
π1 and π2. Iterating this construction, we find a sequence of (πj)j∈{1,...,m+1} of
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nearest neighbors paths of (L0, u,K, p)-good vertices in B(x, 30c19C10Ln) such
that π0 ∩ π1 6= ∅, πj ∩ πj+1 6= ∅ for all j ∈ {1, . . . ,m} and πm+1 ∩ πm+1 6= ∅.
Concatenating the paths π0, . . . , πm+1 provides a path of (L0, u,K, p)-good
vertices in B(x, 30c19C10Ln) connecting U1 and U2, as desired.

Using Lemma III.7.6 and the quantitative bounds derived earlier in this sec-
tion, we infer from Lemma III.8.6 the following estimate tailored to our later
purposes. Let us define

E≥−
√

2u
ϕ = {y ∈ G; ϕy > −

√
2u}.

Lemma III.8.7. Assume G satisfies (WSI) (in addition to (III.3.1)), and take
R = R0 from (WSI). Then for all u0 > 0, u ∈ (0, u0), x ∈ G, K > 0 with
K ≥

√
log(C22u−c22), p ∈ (0, 1) with p ≥ 1 − C23u

c23 and L > 0, there exists
L0 = L0(L) ∈

[
L0(u), l0L0(u)

)
, C < ∞ and c > 0 depending on u and u0 such

that
Q̃u,p

(
Eux,L

)
≥ 1− C(u, u0) exp{−Lc(u, u0)},

where Eux,L is the event

∃ a connected set Aux,L ⊂ B(x, 2C10L) which intersects every cluster
of B(x, L) with diameter ≥

√
L, and a connected set Ãux,L ⊂ Ĩu∩

B̃(x, 2C10L) verifying (III.7.21), such that B(y, L0) ∩ Ãux,L 6= ∅
for all y ∈ Aux,L and every cluster of E≥−

√
2u

ϕ ∩B(x, L) with
diameter ≥ L/10 is connected to Ãux,L ∩G in E≥−

√
2u

ϕ ∩B(x, 2L)


.

(III.8.23)

Proof. As a direct consequence of Lemma III.8.6 and (III.8.12) with R = R0

from (WSI), we obtain that for all u0 > 0, u ∈ (0, u0], K ≥
√

log(C22u−c22),

p ≥ 1− C23u
c23 n ∈ N, x ∈ ΛL0

n , and L0 ∈ [L0(u), l0L0(u)], see (III.8.11),

Q̃u,p

 there exist connected components of B(x, 20c19Ln)

with diameter ≥ c19Ln which are not connected by
a path of (L0, u,K, p)-good vertices in B(x, 30c19C10Ln)

 ≤ 6× 2−2n .

(III.8.24)
Therefore, for all L large enough, taking L0 = L0(L) ∈

[
L0(u), l0L0(u)

)
and

n ∈ N such that L = 20c19l
n
0L0, we have

Q̃u,p

 there exist connected components of B(x, L)

with diameter ≥ L
10

which are not connected by a
path of (L0, u,K, p)-good vertices in B(x, 2C10L)

 ≤ 6× 2−2n

≤ C exp{−Lc},
(III.8.25)
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for some constants C = C(u, u0) and c = c(u, u0). Let us call Eux,L the comple-
ment of the event on the left-hand side of (III.8.25). On the event Eux,L, there
exists a connected set Aux,L ⊂ B(x, 2C10L) of (L0, u,K, p)-good vertices which
intersects every connected component of B(x, L) with diameter ≥ L

10
. One can

construct such a set by starting with a path π of (L0, u,K, p)-good vertices in
B(x, L) with diameter ≥ L

10
, and taking Aux,L as the union of all the paths of

(L0, u,K, p)-good vertices between π and every other connected component of
B(x, L) with diameter ≥ L

10
.

By Lemma III.7.6, for L large enough, this implies the existence of a
connected set Ãux,L ⊂ B̃(x, 2C10L + 3C10(L0 + C3)) ⊂ B̃(x, 3C10L) such that
(III.7.19), (III.7.20) and (III.7.21) hold when replacing A by Aux,L and Ã by Ãux,L.
Moreover, if V is a cluster of E≥−

√
2u

ϕ ∩B(x, L) with diameter at least L/10, then
there exists z ∈ V ∩ Aux,L, and thus V contains a cluster of E≥−

√
2u

ϕ ∩B(z, L0/2)

with diameter at least L0/4. By (III.7.20) we obtain that V is connected to Ãux,L
in E≥−

√
2u

ϕ ∩B(z, L0) ⊂ B(x, 3C10L).

If Euy,L and Euy′,L happen for y and y′ in G with y ∼ y′, then δ(Auy,L ∩
B(y′, L)) ≥ L

10
, and so there exists z ∈ Auy,L ∩ Auy′,L. By (III.7.19), ∅ 6= B(z, L0)∩

Iu/4 ⊂ Ãuy,L ∩ Ãuy′,L. If E
u

y,10
√
L happens for all y ∈ B(x,C10L), let us define

BL ⊂ B(x,C10L) a connected set containing B(x, L), which exists by (III.3.4),
and

Aux,L =
⋃
y∈BL

Au
y,10
√
L

and Ãux,L =
⋃
y∈BL

Ãu
y,10
√
L
.

Then Aux,L is a connected subset of B(x,C10(L + 20
√
L)) ⊂ B(x, 2C10L) and

Ãux,L is a connected subset of B(x,C10(L + 30
√
L)) ⊂ B(x, 2C10L) for L large

enough. Changing L0 into L0(10
√
L), we clearly have that (III.7.21) still holds,

that B(y, L0)∩ Ãux,L 6= ∅ for all y ∈ Aux,L, that every cluster of E≥−
√

2u
ϕ ∩B(x, L)

with diameter at least
√
L ≤ L/10 is connected to Ãx,L in E≥−

√
2u

ϕ ∩ B(x, L +

30C10

√
L) ⊂ E≥−

√
2u

ϕ ∩B(x, 2L), and that Ax,L intersects every connected com-
ponent of B(x, L) with diameter at least

√
L. Therefore by (Vα) and (III.8.25),

we have

Q̃u,p
(
Eux,L

)
≥ Q̃u,p

 ⋂
y∈B(x,C10L)

Euy,10
√
L

 ≥ 1− CLα exp
{
−(10

√
L)c
}
.

Under Eux,L, we have constructed by (III.5.4) a giant cluster Ãux,L ∩ G inter-
secting B(x, L/2), with Ãux,L∩G ⊂ E≥−

√
2u

ϕ ∩B(x, 2C10L) and such that Ãux,L∩G
is connected in E≥−

√
2u

ϕ ∩ B(x, 2L) to every cluster of E≥−
√

2u
ϕ ∩ B(x, L) with

diameter at least L/10. We readily obtain by (III.8.23) that:
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Corollary III.8.8. For all h < 0, there exists constants c(h) > 0 and C(h) <∞
such that (III.1.10) and (III.1.11) hold, and thus h ≥ 0.

Remark III.8.9. As the perceptive reader will have already noticed, one does
not need to use our "sign flipping" result, Proposition III.5.6, to prove h ≥
0. One also does not need local uniqueness for random interlacements on the
cable system, see Proposition III.4.1, but only on the discrete graph. We need
to use percolation results for random interlacements on the cable system and
Proposition III.5.6 only to prove h > 0, which is the content of the next section.
This is similar to the case of h∗ on Zd, d ≥ 3, where one can prove h∗ ≥ 0 without
using Proposition III.5.6, see for instance [16] or (III.5.4), but an equivalent of
Proposition III.5.6 is used to prove h∗ > 0, see Lemma II.5.1.

III.9 Denouement

We proceed to the proof of our main results, Theorems III.1.1 and III.1.2.
In Lemma III.9.2, we first use Proposition III.5.6 to translate the result of
Lemma III.8.7, which is stated in terms of Iu and E≥−

√
2u

ϕ , to a similar re-

sult in terms of E≥
√

2v and E≥−
√

2u
ϕ , 0 ≤ v < u, which correspond to level sets

of a Gaussian free field, see (III.5.42). This gives us directly, with overwhelm-
ing probability, that a giant cluster of E≥

√
2u intersecting every large connected

component of E≥−
√

2u
ϕ exists, see Lemma III.9.2. The sets Hu,v,K,p from Propo-

sition III.5.6 provide us with additional randomness, and we will take advantage
of it to connect the giant cluster of E≥

√
2u not only to every large connected

component of E≥−
√

2u
ϕ , but also to every large connected component of E≥

√
2u
,

and this delivers Theorem III.1.1. We then use the couplings from (III.5.24) and
Proposition III.5.6 as well as Lemma III.8.4 to also obtain Theorem III.1.2. As a
by-product of our methods, Theorem III.9.3 asserts the existence of infinite sign
clusters (in slabs) without any statements regarding their local structural prop-
erties under the slightly weaker assumption (W̃SI), introduced in Remark III.8.5
above. We then conclude with some final remarks.

Let us first choose the parameters u > 0, K < ∞, p ∈ (0, 1) in such a
way that the conclusions of Proposition III.5.6 and Lemmas III.8.4 and III.8.7
simultaneously hold. Recall that λx ≤ C4 for all x ∈ G, see (III.2.10). We now
specify the range of values of u > 0 and p ∈ (0, 1) for which we will consider.
Fix an arbitrary reference level u0 > 0, say u0 = 1, and choose u1 ∈ (0, u0) such
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that, for all 0 < u ≤ u1,

∃K ≥ 2
√

2u with
√

log(C22u−c22) ∨ c14

2
√

2uC4

≤ K ≤ c14√
2uC4

,

and ∃ p ∈
[1
2
, 1
)
such that 1− C23u

c23 ≤ p ≤ F
( √c4c14

4
√
uC4

)
,

(III.9.1)

where we recall that F denotes the cumulative distribution function of a stan-
dard normal distribution. Also, note that u1 with the desired properties ex-
ists by considering the limit as u ↓ 0 and using the standard bound F (x) ≥
1 − 1√

2πx
exp{−x2

2
} for all x > 0 in the second line. For a given u ∈ (0, u1], we

then select any specific value of K = K(u) and p = p(u) satisfying the con-
straints in (III.9.1), and henceforth refer to these values when writing K and
p, and in particular we take the probability Q̃u,p, cf. (III.5.34), and Qu,K,p, cf.
Proposition III.5.4, for this particular value of K and p. Then K satisfies the
constraint in (III.5.27) and p satisfies the constraint in (III.5.35) on account
of (III.9.1) and (III.2.10). Therefore Proposition III.5.6 applies for u ∈ (0, u1].

Noting that K/2 ≤ K −
√

2u, recalling SK from (III.5.39) and (III.5.40), taking
Xu,K,p as in (III.5.37) and (III.5.40) and using (III.2.8), we have for all set Ã
such that (III.7.21) holds that B(Ã ∩G,L0) ⊂ SK ∩Xu,K,p. Moreover, recalling
Ru from (III.5.25) and (III.5.40), and using (III.5.4), we have that Iu ⊂ Ru. We
thus obtain by (III.5.43) that for all u ∈ (0, u1] and v ≤ u, under Qu,K,p,

if Ã ⊂ Ĩu is a connected set such that (III.7.21) holds for

some L0 ≥ 1, then Ã ∩G ⊂ Iu ∩ SK ∩Xu,K,p ⊂ E
≥
√

2v

and B(Ã ∩G,L0) ∩Hu,v,K,p ⊂ E
≥
√

2v
.

(III.9.2)

Definition III.9.1. For all x ∈ G, L > 0, L0 = L0(L) as in Lemma III.8.7,
u ∈ (0, u1) and 0 ≤ v < u let us define the event Eu,vx,L as the event that

i) there exists a σ
(
Ĩu, γ̃, (Bpx)x∈G

)
-measurable and connected set Au,vx,L ⊂

B(x, 2C10L) such that Au,vx,L intersects every connected component of B(x, L)

with diameter at least
√
L,

ii) there exists a connected set Cu,vx,L ⊂ E
≥
√

2v ∩ B(x, 2C10L) such that

B(Cu,vx,L, L0) ∩Hu,v,K,p ⊂ E
≥
√

2v
,

iii) for all y ∈ Au,vx,L, B(y, L0) ∩ Cu,vx,L 6= ∅.

Applying (III.9.2) to the set Ãux,L from (III.8.23) and taking Au,vx,L = Aux,L and
Cu,vx,L = Ãux,L ∩ G, it is clear that Eux,L ⊂ E

u,v

x,L, see (III.8.23) for the definition of
Eux,L. Moreover, it is clear that Lemma III.8.7 holds for any 0 < u ≤ u1, and K
and p as in (III.9.1), and we obtain:
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Lemma III.9.2. For all x ∈ G, L > 0, L0 = L0(L) as in Lemma III.8.7,
u ∈ (0, u1), K and p as in (III.9.1), and 0 ≤ v < u, there exist constants C <∞
and c > 0 depending on u such that

Qu,K,p
(
Eux,L

)
≥ 1− C exp{−Lc},

Under Eu,vx,L, we have thus constructed a giant component Cu,vx,L ⊂ E
≥
√

2u ∩

B(x, 2C10L) such that, by i), any cluster of E≥
√

2v ∩ B(x, L) with diameter at
least

√
L intersect the set Au,vx,L, and, by iii), it also intersects B(y, L0) for some

y ∈ Cu,vx,L. Therefore, any cluster of E≥
√

2v ∩B(x, L) with diameter at least L/10

is connected to B(y, L0) for many vertices y ∈ Cu,vx,L, and if B(y, L0) ⊂ Hu,v,K,p

for one of these y, by ii), this cluster would be connected to the giant component
Cu,vx,L in E≥

√
2v ∩ B(y, L0). We use this remark and the independence of Hu,v,K,p

from Au,vx,L to deduce Theorem III.1.1 from (III.5.42) and Lemma III.9.2.

Proof of Theorem III.1.1. We first show that for all h ≤ h1 =
√

2u1, (III.1.10)
holds. On the event Eu,ux,L, with u = h2/2, we have that Cu,ux,L is a connected

component of E≥
√

2u ∩B(x, 2C10L) such that d(Cu,ux,L, B(x, L/2)) < L0, and thus
Cu,ux,L intersects B(x, L/2 +L0). In particular Cu,ux,L ∩B(x, L) has diameter at least
L/5, and we can conclude by (III.5.42) and Lemma III.9.2.

Let us now prove that (III.1.11) holds for all h ≤ h1. By Corollary III.8.8, it is
enough to prove that (III.1.11) holds for all 0 ≤ h ≤ h1, and let us fix u = u1 and
v = h2/2.We will simply denote byH the eventHu,v,K,p from Proposition III.5.6.
Let us define for all x ∈ G, L large enough, L0 as in Lemma III.8.7, k ∈
{2, . . . , b

√
L

20
c} and y ∈ B(x, L)

Êy,kx,L = Eu,vx,L ∩

{
the cluster of y in E≥

√
2v ∩B(y, 2k

√
L) ∩B(x, L)

intersects ∂B(y, 2k
√
L) but does not intersect Cu,vx,L

}
.

Let also Zy,kx,L = Au,vx,L ∩B(y, 2k
√
L−L0−C3)∩B(x, L) \B(y, 2(k− 1)

√
L+L0),

and Zk be the smallest z ∈ Zy,kx,L (in some deterministic fixed order on the vertices
of G) such that

y ←→ ∂extB(z, L0) in E≥
√

2v∩B(y, 2k
√
L)∩B(x, L)\

⋃
z′∈Zy,kx,L

B(z′, L0). (III.9.3)

We fix arbitrarily Zk = y if (III.9.3) never happens. By (III.2.8), if Êy,kx,L happens
and L is large enough, since the set of vertices in B(y, 2k

√
L − L0 − C3) ∩

B(x, L)\B(y, 2(k−1)
√
L+L0) connected to y in E≥

√
2v∩B(y, 2k

√
L)∩B(x, L)

contains a connected component with diameter ≥ 2
√
L−2L0−3C3 ≥

√
L, by i)
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of Definition III.9.1 it must intersect some z ∈ Au,vx,L, and so Zk 6= y. Since under

Êy,kx,L the cluster of y in E≥
√

2v ∩B(y, 2k
√
L)∩B(x, L) does not intersect Cu,vx,L, we

obtain by ii) and iii) of Definition III.9.1 that Hc ∩B(Zk, L0) 6= ∅. Therefore

Êy,kx,L ⊂ {Zk 6= y, Hc ∩B(Zk, L0) 6= ∅}. (III.9.4)

Since Au,vx,L is σ(Ĩu, γ̃, (Bpx)x∈G) measurable, we have that the events {Zk = z}
are Fz measurable for all z ∈ B(y, 2(k − 1)

√
L+ L0)c, where

Fz = σ
(
Ĩu, γ̃, (Bpx)x∈G, {x′ ∈ E

≥
√

2v}x′∈B(z,L0)c
)
.

Moreover by Lemma III.5.6 the event {x′ ∈ H} is independent of Fz for all
z ∈ G and x′ ∈ B(z, L0) and so, under Qu,K,p(· | Fz), {x′ ∈ H}x′∈B(z,L0) is an
i.i.d. sequence of events with common probability Qu,K,p(x ∈ H) > 0. Since
for all k ∈ N we have Êy,kx,L ⊂ Ê

y,k−1
x,L and Êy,k−1

x,L is Fz measurable for all z ∈
B(y, 2(k − 1)

√
L+ L0)c, with the convention Êy,0x,L = Eu,vx,L, we obtain by (Vα) and

(III.9.4) that

Qu,K,p(Êy,kx,L)

≤
∑

z∈B(y,2(k−1)
√
L+L0)c

EQu,K,p
[
1Êy,k−1

x,L ∩{Zk=z}Q
u,K,p(Hc ∩B(z, L0) 6= ∅ | Fz)

]
≤ Qu,K,p(Êy,k−1

x,L )
(
1−Qu,K,p(x ∈ Hc)C1Lα0

)
,

Iterating, we obtain that there exists constants c = c(u, v) > 0 and C =

c(u, v) <∞ such that for all k ∈ {2, . . . , b
√
L

20
c},

Qu,K,p(Êy,kx,L) ≤ C exp(−ck). (III.9.5)

By ii) of Definition III.9.1, we have moreover under Eu,vx,L that Cu,vx,L ⊂ E
≥
√

2v ∩
B(x, 2C10L) and is connected. Now the event in (III.1.11) for h =

√
2v and

E
≥
√

2v instead of E≥h implies that either Eu,vx,L does not happen, or it happens

and there exists y ∈ B(x, L) such that the component of y in E≥
√

2v∩B(x, L) has
diameter at least L/10 and is not connected to Cu,vx,L in E≥

√
2v∩B(x, 2C10L), and

then there exists y ∈ B(x, L) such that Êy,b
√
L

20
c

x,L happens. By (III.5.42) E≥
√

2v has
the same law under Qu,K,p as E≥h under PG, and thus by (Vα), Lemma III.9.2
and (III.9.5), we obtain that the probability in (III.1.11) is smaller than

Q̃u,p(Eu,vx,L) +Qu,K,p
( ⋃
y∈B(x,L)

Êy,b
√
L

20
c

x,L

)
≤ C exp(−Lc) + CLα exp(−c

√
L).
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We now continue with the proof of Theorem III.1.2.

Proof of Theorem III.1.2. We continue with the setup of (III.9.1), and fix some
u ≤ ũ

def.
= u1. We now define the probability ν1 on ({0, 1}G)2 × ({0, 1}G) as the

(joint) law of ((
1{x∈Iu},1{SxK∩{Xx

u,K,p=1}}
)
x∈G,

(
1
{x∈E≥

√
2u}

)
x∈G

)
under Qu,K,p, and the probability ν2 on ({0, 1}G)× ({0, 1}G)2 as the law of((

1{−ϕx≥
√

2u}
)
x∈G,

(
1{x∈Vu},1{−γx≥0}

)
x∈G

)
under Q̃u,p.We concatenate these probabilities by defining the probability Qu on
the product space ({0, 1}G)2×({0, 1}G)×({0, 1}G)2 such that for all measurable
sets A1 ⊂ ({0, 1}G)2, A2 ⊂ {0, 1}G and A3 ⊂ ({0, 1}G)2

Qu
(
A1 × A2 × A3

)
= Eν1

[
1{η1

1∈A1,η1
2∈A2}ν2

(
η2

2 ∈ A3

∣∣ η2
1 = η1

2

)]
,

where we wrote the coordinates under νi as (ηi1, η
i
2) for all i ∈ {1, 2}, and further-

more ν2(η2
2 ∈ · | η2

1 = ·) is a regular conditional probability distribution on {0, 1}G
for η2

2 given σ(η2
1). One then defines the three random sets from the statement of

the theorem under Qu as follows: the sets I and K are defined by the marginals
of η1

1 and the set V as the first marginal of η2
2. With this choices, part i) and ii)

of (III.1.17) are clear by definition, noting that Iu and SK ∩Xu,K,p with Xu,K,p

coming from (III.5.37) are independent under Q̃u,p, which follows from (III.5.34)
on account of (III.5.39). Since Iu ∩ SK ∩Xu,K,p ⊂ E

≥
√

2u by (III.5.4), (III.5.25)

and (III.5.43), E≥
√

2u has the same law as {x ∈ G;−ϕx ≥
√

2u} by (III.5.42)
and symmetry of ϕ, and {x ∈ G;−ϕx ≥

√
2u} ⊂ Vu by (III.5.24), one can easily

check that the inclusion I ∩ K ⊂ V holds under Qu. Finally, Iu ∩ SK ∩ Xu,K,p

contains Q̃u,p-a.s. an infinite cluster by Lemma III.8.4 and (III.9.2), and thus
I ∩ K under Qu too. This completes the proof.

As the perceptive reader will have noticed, the inclusion in part iii) of
Theorem III.1.2 can be somewhat strengthened to a statement of the form
(I ∩ K) ⊂ (V ∩ K′) with K′ independent of V and with the same law as
{x ∈ G; Φx > 0} under PG by taking into account the effect of γ̃ in (III.5.24),
cf. (III.5.34) regarding the asserted independence.

The sole existence of an infinite cluster without the local connectivity pic-
ture entailed in (III.1.11) can be obtained under the slightly weaker geometric
assumption (W̃SI) from Remark III.8.5. We record this in the following
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Theorem III.9.3. Under the assumptions (III.3.1) and (W̃SI) on G, there
exists h1 > 0 such that for all h ≤ h1, (III.1.10) holds for some x ∈ G and there
exists a.s. an infinite connected component in E≥h ∩ B(Gp, CL0(h2/2)) and in
Vh2/2 ∩ B(Gp, CL0(h2/2)) with L0(·) given by (III.8.11). In particular h∗ > 0

and u∗ > 0.

Proof. One adapts the argument leading to (III.1.10) in the proof of Theo-
rem III.1.1, replacing the use of Lemma III.8.7 by Lemma III.8.4, or more pre-
cisely by the corresponding result obtained under the weaker assumption (W̃SI)
described in Remark III.8.5. We omit further details.

We conclude with several comments.

Remark III.9.4. 1) In [28], on Zd, d ≥ 3, a slightly different parameter h1 is
introduced since only a super-polynomial decay in L is required in the con-
ditions corresponding to (III.1.10) and (III.1.11), and in [100] yet another
parameter h2 is introduced by allowing the addition of a small sprinkling
parameter h′ to connect together the large paths of E≥h. However, it is clear
that h ≤ h1 ≤ h2, and so the parameters h1 and h2 are also positive as a
consequence of Theorem III.1.1.

2) Looking at the proof of Theorem 1.2, one sees that for u small enough,
the set K can be taken with the same law under Qu as SK ∩ Xu,K,p under
Q̃u,p, for some K > 0 and p ∈ (0, 1) as in (III.9.1), where SK is defined in
(III.5.39) and (III.5.40), and Xu,K,p in (III.5.37) and (III.5.40). Changing the
event CL0,p

x in Definition III.7.4 by the increasing event CL0,p
x which occurs

if and only if for all z ∈ B̃(x, 2C10(L0 + C3) + C3), ϕ̃z ≥ −K, and the event
FL0,p
x by the decreasing event FL0,p

x which occurs if and only if for all z ∈
B̃(x, 2C10(L0 + C3) + C3), ϕ̃z ≤ K, one can show as in Lemma III.8.4 that
there exists a connected and unbounded set Ã ⊂ G̃ such that

Ã ⊂ Ĩu, and |ϕ̃z| ≤ K for all z ∈ B̃(Ã, 2L0 + C3).

Therefore, adapting the proof of Theorem III.1.2, one can take K with the
same law under Qu as SK ∩Xu,K,p under Q̃u,p, for some K > 0 and p ∈ (0, 1)

as in (III.9.1), where SK is defined in (III.5.25) and (III.5.40), and Xu,K,p in
(III.5.38) and (III.5.40), or with the same law as {x ∈ G; |ϕ̃z| ≤ K for all z ∈
Ux}, and i) and iii) in (III.1.17) still hold. This choice for K has a simple
expression and would be enough for the purpose of proving h > 0 and u∗ > 0,

but has the disadvantage of not being independent from I. Independence,
however, is expected to be useful for future applications.
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3) Taking complements in the inclusion I ∩ K ⊂ V , see Theorem III.1.2, and
intersecting with K, we obtain that Vc∩K ⊂ Ic. Taking I ′ = Vc and V ′ = Ic,
we obtain the inclusion I ′ ∩ K ⊂ V ′, and K is independent of I, and thus of
V ′. Therefore, we could have chosen K independent of V in ii) of (III.1.17)
instead of K independent of I.

4) Using a similar reasoning as the one leading to Corollary III.8.8, one can
prove strong percolation, as in (III.1.9), for the level sets Ẽ>h, see (III.5.1),
for all h < 0, in the sense that (III.1.10) and (III.1.11) hold but for the level
sets Ẽ>h of the Gaussian free field on the cable system G̃ instead of the graph
G. Moreover, the critical parameter h̃∗ for percolation of the continuous level
sets Ẽ>h is exactly equal to 0 by Proposition III.5.2, and thus the strongly
percolative phase consists of the entire supercritical phase for the Gaussian
free field on the cable system, i.e. if one introduces h̃ as in (III.1.9), but
putting “tildes everywhere” in (III.1.10) and (III.1.11), one arrives at the
following

Theorem III.9.5. If G satisfies (III.3.1) and (WSI), then h̃ = h̃∗ = 0.

This result can also be proved without condition (WSI). Indeed, by (III.5.4),
(III.3.11) and the definition of random interlacements, the probability that
Ẽ>−

√
2u does not contain a connected component of diameter at least L/10

has stretched exponential decay in L for any u > 0. Moreover, by Corol-
lary III.5.3, any connected component of {z ∈ G̃; ϕ̃z > −

√
2u} ∩ B(x, L)

either intersects Ĩu or is a connected component of {z ∈ G̃; γ̃z > 0} not
intersecting Ĩu. Since Ĩu and γ̃ are independent under Q̃u,p, the probability
that Ĩu does not intersect a component of {z ∈ G̃; γ̃z > 0} with diam-
eter at least L/10 has stretched exponential decay by Lemma III.3.2 and
(III.3.10). Therefore, with high enough probability, any connected compo-
nent of {z ∈ G̃; ϕ̃z > −

√
2u} ∩ B(x, L) with diameter at least L/10 inter-

sects Ĩu, and strong connectivity of Ẽ−
√

2u then readily follows from Propo-
sition III.4.1.

5) Looking at Theorem III.9.3, we have in fact proved that if (W̃SI) holds for
some subgraph in Gp of G, then there exists 0 < h1 ≤ h∗ such that for all
h < h1, there exists L > 0 with

PG
(
there exists an infinite connected components in E≥h ∩B(Gp, L)

)
= 1.

It then follows by (III.5.18), that the same is true for Vu i.e., there exists
0 < u1 ≤ u∗ such that for all u < u1, and some L > 0,

PI
(
there exists an infinite connected components in Vu ∩B(Gp, L)

)
= 1.
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If G = G1 ×G2, we may choose Gp = P1 × P2 a half-plane, where P1 and P2

are two semi-infinite geodesic in G1 and G2. Hence, we obtain that E≥h and
Vu percolate in thick planes B(Gp, L) for h > 0 and u > 0 small enough. If
ν > 1, then Vu actually percolates in the plane Gp for u small enough, see
Remark III.7.2, 2), and in Theorem 5.1 of [95], it is shown that this is also
true if ν = 1 and G1 = Z. It is still unclear, and an interesting open question,
whether this holds true for ν < 1 or not.

6) The existence of a non-trivial supercritical phase for Bernoulli percolation
(and other models) is proved in [104] if G satisfies the volume upper bound
of (Vα) and a local isoperimetric inequality. The proof involves events similar
to those considered in (III.1.11), and it is possible that our condition (WSI)
could be replaced by this local isoperimetric inequality, which would for ex-
ample cover the case of the Menger sponge, see Remark III.3.8, 3). However,
one would then need to take a super-geometric scale in our renormalization
scheme (III.7.2), and then lose the stretched exponential decay in (III.1.10)
and (III.1.11).

7) One may also inquire whether a phase coexistence regime for percolation of
{|ϕ| > h} and {|ϕ| < h} exists, or similarly for the level sets of local times
{x ∈ G; `x,u > α} of random interlacements, with u > 0, α ≥ 0, considered
in [78]. For instance, regarding the latter, is it possible for all α > 0 to find
u ≥ 0 such that percolation for the local times at level u above and below α

occur simultaneously?

8) Finally, it would be desirable to have a conceptual understanding of the mech-
anism that lurks behind the percolation above small enough levels h ≥ 0 for
the discrete level sets E≥h (as opposed to their continuous counterparts Ẽ≥h,
cf. 4) above). Our current techniques are based on stochastic comparison,
see Lemma III.5.5 and Proposition III.5.6, but the induced couplings suggest
that one should be able to exhibit these features as a property of ϕ̃ itself,
without resorting to additional randomness.

Acknowledgments. I would like to thank A.-S. Sznitman for pointing out an
error in an earlier version of this chapter.

III.A Appendix: Proof of Proposition III.3.3

Proposition III.3.3 is proved in [42] when d is the graph distance, and we are
going to adapt its proof for a general distance d. Let us begin with the
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Proof of Proposition III.3.3, i). Using (Gβ) and (Vα), we have for all x ∈ G and
t ≤ C2,

λ({y ∈ G : g(x, y) > t})
(Gβ)
≤ λ({y ∈ G : C2d(x, y)−ν > t)

≤ λ
(
B
(
x,
( t

C2

)− 1
ν )) (Vα)

≤ Ct−
α/β
α/β−1

Moreover, by (Gβ), λ({y ∈ G : g(x, y) > t}) = 0 for all x ∈ G and t > C2, and
(III.3.16) follows directly from Proposition 5.1 in [42].

In order to prove Proposition III.3.3, ii) we first need the following bounds
on the expected time at which the random walk Z on G leaves a ball.

Lemma III.A.1. There exist constants 0 < c25 ≤ C25 < ∞ only depending on
G such that for all x ∈ G and R ≥ 1,

c25R
β ≤ Ex[TB(x,R)] =

∑
y∈B(x,R)

λygB(x,R)(x, y) ≤
∑

y∈B(x,R)

λyg(x, y) ≤ C25R
β

(III.A.1)

Proof. Let us fix some x ∈ G and R ≥ 1. The equality in (III.A.1) is true by
definition of the stopped Green function (III.2.5). Partitioning B(x,R)\B(x, 1)

into Bk = B(x, 2−kR) \B(x, 2−k−1R) for k ∈ {0, . . . , blog2Rc}, we have

∑
y∈B(x,R)\B(x,1)

λyg(x, y) ≤
blog2 Rc∑
k=0

∑
y∈Bk

λyg(x, y)
(Gβ)
≤ C2

blog2Rc∑
k=0

λ(Bk)
(
2−k−1R

)−ν
(Vα)
≤ CRα−ν

∞∑
k=0

2−k(α−ν),

and the upper bound in (III.A.1) follows since α− ν = β > 0 and∑
y∈B(x,1)

λygB(x,R)(x, y) ≤ C1C2.

For the lower bound, we can assume w.l.o.g. that R is large, and we write∑
y∈B(x,R)

λygB(x,R)(x, y) ≥
∑

y∈B(x, R
1+2C9

)

λygB(x,R)(x, y)

(III.3.2)
≥ c2

2

∑
y∈B(x, R

1+2C9
)\{x}

λyd(x, y)−ν
(Vα)
≥ cRα−ν .
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We now follow the proof of Proposition 4.33 in [4]. One can see the bounds
in Lemma III.A.1 on the expected exit time of a ball give us the following lemma
as a first step in the proof of Proposition III.3.3, ii).

Lemma III.A.2. There exist constants C26 > 0 and c26 > 0 only depending on
G such that for all x ∈ G and R > 0,

Px
(
TB(x,R) > C26R

β
)
≥ c26

Proof. Take C26 = (c25 ∧ 1)/4. Let us fix x ∈ G and R > 0, and we can assume
w.l.o.g. that C26R

β ≥ 1/2 (and then R ≥ 1). We first need to remark that, by
Lemma III.A.1, for all y ∈ B(x,R),

Ey
[
TB(x,R)

]
≤ Ey

[
TB(y,2R)

]
≤ C25(2R)β.

Let us write n =
⌈
C26R

β
⌉
. An application of the Markov property of Z at time

n gives us

Ex
[
TB(x,R)1TB(x,R)>n

]
= Ex

[
EXn [TB(x,R)]1TB(x,R)>n

]
≤ C25(2R)βPx(TB(x,R) > n).

(III.A.2)
On the other hand, by Lemma III.A.1,

Ex
[
TB(x,R)1TB(x,R)>n

]
≥ c25R

β − n ≥ C26R
β, (III.A.3)

and combining (III.A.2) and (III.A.3) let us conclude.

It is interesting to note that Lemma III.A.2 is analogue to Proposition III.3.3,
ii) for n =

⌊
C26R

β
⌋
, and we are going to use it iteratively with the help of

(III.2.8) to finish the proof of Proposition III.3.3.

Proof of Proposition III.3.3, ii). Let us fix x ∈ G, r > 0 and a positive integer
m. We define recursively the sequence of stopping time Sp, p ∈ N by

S0 = x, and for all p ≥ 1, Sp = TB(XSp−1
,r).

For all p ∈ N, d(ZSp−1 , ZSp−1) ≤ r and by (III.2.8), d(ZSp−1 , ZSp) ≤ r + C3. In
particular, d(x, Zk) ≤ (r+C3)m for all 0 ≤ k ≤ Sm and thus Sm ≤ TB(x,(r+C3)m).

Let us define

ξp = 1Sp−Sp−1≥C26rβ and N =
m∑
p=0

ξp.

By definition, TB(x,(r+C3)m) ≥ Sm ≥ C26r
βN. Moreover, by the strong Markov

property and Lemma III.A.2, Ex[ξp | FSp−1 ] ≥ c26, where Fi = σ(Z0, . . . , Zi) for
all i ≥ 0. Using a martingale inequality, Lemma A.8 in [4], we thus get

Px

(
TB(x,(r+C3)m) <

C26c26

2
rβm

)
≤ Px

(
N <

mc26

2

)
≤ exp{−cm}. (III.A.4)



Chapter III. Geometry of the sign clusters and random interlacements 154

Let us now fix a constant c27 small enough so that, if C−1
3 R ≤ n ≤ c27R

β, then

m
def.
=

⌈(c27R
β

n

) 1
β−1

⌉
≤ 2
(c27R

β

n

) 1
β−1

, r
def.
=

R

m
− C3 ≥

1

4

( n

c27R

) 1
β−1

,

and
C26c26

2
rβm ≥ C26c26

2× 4β
× n

c27

≥ n,

and (III.3.17) (with C = 1) then readily follows from (III.A.4) as long as C−1
3 R <

n < c27R
β. Finally, if n < C−1

3 R, then by (III.2.8) BG(x, n) ⊂ B(x,R) and the
left-hand side of (III.3.17) is always 0, and it is easy to find a constant C large
enough so that the right-hand side of (III.3.17) is always larger than 1 whenever
n > c27R

β.



Chapter IV

Percolation for the Gaussian free
field on the cable system of
transient graphs

IV.1 Introduction

This chapter studies the percolative properties of the level sets of the Gaussian
free field on the cable system, or metric graph, a continuous version of the
Gaussian free field on a discrete weighted graph investigated in [57]. Percolation
for the level sets of the discrete Gaussian free field was first studied in [16] on Zd,
d ≥ 3, more than three decades ago. Its investigation has recently resurged by
the introduction of new ideas from related topics, such as random interlacements
introduced [93] or the cable system, see e.g. [81], [57] and [24]. Regarding the
discrete lattice Zd, in [81] the non-triviality of the phase transition has been
established for the level sets of the Gaussian free field. Considering continuous
level sets of the Gaussian free field on the cable system, it was shown in [57] that
the phase transition was not only non-trivial, but actually happens at level 0.

That is, the critical parameter h̃∗, see (IV.1.4) below, for the percolation of the
Gaussian free field on the cable system of Zd is equal to 0, which philosophically
corresponds to pc = 1

2
in the language of Bernoulli percolation. This is different

from the situation for the discrete Gaussian free field, where the phase transition
actually happens at a strictly positive level, see Chapter II. The equality h̃∗ = 0

was proved on several other transient graphs, see [101], [1] or Chapter III for
instance, and we generalize all these results here by showing that h̃∗ = 0 on
massless graphs under the weak condition (Cap) that the capacity of a connected
and infinite set is infinite, see also (IV.4.1).
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Moreover, under condition (Cap), we also derive an explicit formula for the
law of the capacity of the component of some point x0 in the level sets above
any level h ∈ R, see (Lawh), and this law surprisingly only depends on the
choice of the graph via the Green function at x0. We are going to give three
different proofs of these results, and one of them involves a strong version of the
isomorphism (Isom) between the Gaussian free field and the model of random
interlacements, introduced in [93]. This isomorphism has several consequences,
such as (Lawh), but also implies the dichotomy h̃∗ ∈ {0,∞} on massless graphs.
We also give an example of a graph for which h̃∗ =∞.

Let us now explain the settings and results in details. We consider a weighted
graph G = (V, λ, κ), where V is a finite or countably infinite set, λx,y ∈ [0,∞),
x, y ∈ V, are non-negative weights satisfying λx,y = λy,x ≥ 0 and λx,x = 0 for
all x, y ∈ V, and κx ∈ [0,∞], x ∈ V, is a killing measure, possibly infinite. We
always assume that the induced graph with vertex set G = {x ∈ V : κx < ∞}
and edge set E = {{x, y} : x ∈ G, y ∈ V, λx,y > 0} is connected and locally
finite. Unless explicitly mentioned otherwise, we henceforth assume without loss
of generality that G = V, that is κx < ∞ for all x ∈ G, and refer to (IV.2.5)
et (IV.2.6) below regarding how to reduce to this case. We write x ∼ y when
{x, y} ∈ E, and we define

λx = κx +
∑
y∈G

λx,y, ρx =
1

2κx
for x ∈ G and ρx,y =

1

2λx,y
for x ∼ y ∈ G

(IV.1.1)

(with ρx =∞ when κx = 0).
One naturally associates to G a continuous version G̃, the corresponding cable

system or metric graph, which will be our main object of interest. The cable
system G̃ is obtained by replacing each edge e = {x, y} ∈ E by an open interval
Ie of length ρx,y, glued to G through its endpoints x and y. In order to take into
account the effect of the killing measure κ, which was supposed to be equal to
0 in the previous chapters, one additionally attaches to each vertex x ∈ G an
interval Ix isometric to [0, ρx), glued to x through 0.

One then defines (e.g. in terms of its associated Dirichlet form, see (IV.2.1)
and (IV.2.2) for details) a diffusion process (Xt)t≥0 on G̃ ∪{∆}, where ∆ denotes
an (absorbing) cemetery state, which can be seen as Brownian motion on the
cable system. The process X induces a pure jump process Z = (Zt)t≥0 on
G ∪ {∆}, its print on G, see Section IV.2 for its precise definition, which has
the law of the continuous-time Markov chain that jumps from x ∈ G to y ∈ G
at rate λx,y and is killed at rate κx. We write Px for the canonical law of X with
starting point x ∈ G̃, and occasionally P G̃x in place of Px to stress the dependence
on the datum G̃.
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Our findings deal with the graph G and its associated metric graph G̃, when
G is transient, that is when the Markov chain Z is transient, which we assume
tacitly from now on. In particular, the graph G may be finite when κ 6≡ 0. We
then define the Gaussian free field on G̃, whose canonical law PG, defined on
the space C(G̃,R), endowed with coordinate maps ϕx, x ∈ G̃, and the σ-algebra
they generate, is such that

under PG, (ϕx)x∈G̃ is a centered Gaussian field with covariance function g(·, ·),
(IV.1.2)

where g(·, ·) is the Green density of X· with respect to m, the Lebesgue measure
on G̃, see (IV.2.12). The restriction of this process to G has the same law as the
usual Gaussian free field on G associated to the discrete Markov chain Z.

We now describe our main results. We are interested in the geometry of
the level sets E≥h def.

= {y ∈ G̃ : ϕy ≥ h} of ϕ, for h ∈ R, and endow G̃ with
the (geodesic) distance dG̃(·, ·) such that all intervals Ie, e ∈ E, and Ix, when
ρx < ∞, have length one (rather than ρe, resp. ρx), Albeit not imprescindible,
we assume for convenience that dG̃ also assigns length one to Ix when ρx = ∞
(by means of some strictly increasing bijection [0, 1] → [0,∞)). We introduce
the clusters of E≥h,

E≥h(x0)
def.
=
{
y ∈ G̃ : x0 ↔ y in E≥h

}
, for x0 ∈ G̃, h ∈ R; (IV.1.3)

here, for a measurable A ⊂ G̃ and x, y ∈ G̃, we write {x↔ y in A} if there exists
a (continuous) path from x to y in A, and we say that A is connected in G̃ if
z ↔ z′ in A for all z, z′ ∈ A.

Our principal focus is on the percolative properties of the set E≥h (with
respect to dG̃) and we introduce the corresponding critical parameter

h̃∗ = inf
{
h ∈ R; PG(E≥h contains an unbounded connected component) = 0

}
(IV.1.4)

(with the convention inf ∅ =∞). The definition (IV.1.4) of h̃∗ also corresponds
to the usual definition of the critical parameter for percolation on an infinite
discrete graph G, more precisely it is the critical parameter associated with the
percolation of E≥h(x0) ∩G, x0 ∈ G̃. In particular, the critical parameter for the
percolation of the discrete Gaussian free field on the graph G is larger than h̃∗.
Other definitions of the critical parameter for the percolation of the Gaussian
free field on the cable system are possible and will be useful for us, see (IV.3.1)
and (IV.3.2).

We now briefly introduce the process of random interlacements on G̃, see
[93] and [103], which will play a prominent role in this context, due to recent
isomorphisms, see [57], [101] and (Isom) below, relating it to the Gaussian free



Chapter IV. Percolation for the Gaussian free field on the cable system 158

field in a very explicit fashion. Under a suitable probability PI , for each u > 0,

random interlacements at level u on the cable system constitute a Poisson point
process ωu with intensity uνG̃, where νG̃ is a measure on doubly non-compact
trajectories modulo time-shift (when κ 6≡ 0, these trajectories can be killed by
the measure κ before escaping to infinity, i.e. they can exit G̃ via Ix for some
x ∈ G with κx > 0; see (IV.2.36) and (IV.2.37) for the precise definition of νG̃).
We denote by (`x,u)x∈G̃ the continuous field of local times associated with ωu,

i.e. the sum of the local times relative to the Lebesgue measure on G̃ of all the
trajectories in ωu, and by Iu ⊂ G̃ the interlacement set, defined as the open set
of points with positive local times. Without any further assumptions on G, one
knows that for all u > 0,(

`x,u +
1

2
ϕ2
x

)
x∈G̃

has the same law under PG ⊗ PI

as
(1

2
(ϕx +

√
2u)2

)
x∈G̃

under PG
(IV.1.5)

(this was first derived for the square of the processes on discrete graphs with
κ ≡ 0 in [96], as a consequence of the second Ray-Knight theorem for Markov
processes, cf. [32]; this identity can actually be easily extended in a variety of
ways, e.g. to any discrete transient graph, without the condition κ ≡ 0. It was
also generalized to the cable system with Zd, d ≥ 3 as underlying graph in
Proposition 6.3 of [57], see also (1.27)–(1.30) in [101] for general graphs). We
now introduce an additional structural property of G̃, namely

cap(A) =∞ for all (dG̃-)unbounded, closed, connected sets A ⊂ G̃ (Cap)

(see (IV.2.20) and (IV.2.27) for the definition of the capacity cap(·) in this con-
text). One can for instance show that (Cap) is verified whenever the Green
function g decays to 0 at infinity, see Lemma IV.4.1 below. In particular, (Cap)
holds on any vertex-transitive graph. As will turn out, cf. (IV.3.1) and (IV.3.2),
the “magnitude” of clusters in E≥h can be measured in several natural ways, and
condition (Cap) reflects such a choice, based on capacity as a measure of size.

Our main result investigates the connection between the percolation phase
transition for the level sets of the Gaussian free field on G̃, the value of the
associated critical parameter h̃∗, see (IV.1.4), and the following properties of
E≥h, h ≥ 0:

PG-a.s. the clusters of E≥0 only contain

bounded connected components;
(Sign)

EG
[

exp
(
− u cap

(
E≥h(x0)

))
1ϕx0≥h

]
= PG

(
ϕx0 ≥

√
2u+ h2

)
for all u ≥ 0 and x0 ∈ G̃;

(Lawh)
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(
ϕx1x/∈C∞u +

√
ϕ2
x + 2`x,u1x∈C∞u

)
x∈G̃ has the same law

under PI ⊗ PG as
(
ϕx +

√
2u
)
x∈G̃ under PG, for all u ≥ 0,

(Isom)

where C∞u denotes the closure of the union of the connected component of the
sign clusters {x ∈ G̃ : |ϕx| > 0} intersecting the interlacement set Iu. These
conditions will be duly discussed below. For the time being, we just note that
the identity (Isom), derived in [101] under certain assumptions on G̃, among
which (Sign), considerably strengthens (IV.1.5). Moreover, the random variable
cap(E≥h(x0)), h ≥ 0, with moment-generating function given by (Lawh), can be
equivalently described in terms of its density ρh, which is explicit, see (IV.3.6)
and Lemma IV.4.5 below.

We now present our main result, which is a combination of various findings
presented in more details in Section IV.3.

Theorem IV.1.1. Let G = (V, λ, κ) be a transient weighted graph as above.
Then:

1) PG-a.s., the random variable cap(E≥0(x0)) is finite for all x0 ∈ G̃. In par-
ticular, the condition (Cap) implies (Sign) (see Theorem IV.3.1 and Corol-
lary IV.3.2 for details).

2) If κ ≡ 0, then h̃∗ ≥ 0 (see Corollary IV.3.2 for details).

3) The following implications hold true:

h̃∗ ≤ 0
Cor. IV.3.7⇐⇒

a)
(Sign) Thm. IV.3.3

=⇒
b)

(Lawh)h≥0

and

(Law0)
Thm. IV.3.4

( )⇐⇒
c)

(Isom)
Prop. IV.4.7

( )⇐⇒
d)

(Lawh)h≥0.

In particular, if G is a transient weighted graph such that κ ≡ 0 and (Cap) is
fulfilled, then h̃∗ = 0 and the law of cap(E≥h(x0)) is characterized by (Lawh),
for h ≥ 0 (equivalently, (Isom) holds).

Let us explain and comment the results in Theorem IV.1.1 in details. In
Theorem IV.1.1,1), one can see the inequality cap(E≥0(x0)) <∞ as an indication
that the sign clusters of the Gaussian free field on the cable system do not
percolate, at least in terms of capacity, see Theorem IV.3.1 for details. Condition
(Cap) makes the previous intuition correct, since it directly implies that closed
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connected sets have finite capacity if and only if they are bounded, and so (Sign)
holds, that is h̃ ≤ 0, see (IV.1.4). The inequality h̃∗ ≤ 0 had previously already
been proved on a certain number of graphs with κ ≡ 0:

• Zd, d ≥ 3, with unit weights, see Theorem 1 and Proposition 5.5 in [57].
This proof could actually easily be extended to any vertex-transitive and
amenable graph, and these graphs verify (Cap), see Lemma IV.4.1.

• The (d + 1)-regular tree, d ≥ 2, with unit weights, see Proposition 4.1 in
[101]. It is easy to prove that these graphs verify (Cap), since one can find
a uniform upper bound for the equilibrium measure of a set.

• Any tree T with unit weights such that {x ∈ T : R∞x > A} only has
bounded components for some A > 0, where R∞x is the effective resistance
between x and infinity for the descendants of x, see Proposition 2.2 in [1].
These graphs verify (Cap), see Lemma IV.4.2.

• Any transient graph with bounded weights, such that (Vα) holds, that is
the volume of a ball increases polynomially fast, and (Gβ) holds, that is the
Green function decreases polynomially fast, see Proposition III.5.2. These
graphs verify (Cap), see Lemma III.3.2.

Therefore, Theorem IV.1.1,1) is a generalization of all these previously known
result, and also include many other graphs, such as any vertex-transitive graphs,
see Lemma IV.4.1. Note that without assuming that (Cap) is fulfilled, it is
possible to find a graph G such that h̃∗ > 0, and we give an example of such a
graph in Section IV.9. One can also easily find an example of a graph such that
(Sign) is verified, but not (Cap), see Remark IV.9.2,4)

Theorem IV.1.1,2) asserts that, in the case of massless graphs κ ≡ 0, E≥h

contains an unbounded and connected set with positive probability for all h < 0.

This was first proved on Zd, d ≥ 3, for the discrete Gaussian free field in [16],
but when κ ≡ 0 one can adapt their proof to the Gaussian free field on the cable
system on any transient graph, and obtain that E≥h contains an unbounded
and connected set with positive probability for all h < 0, see also the Appendix
of [1]. We also give new proofs of this result. If κ 6≡ 0, then it is possible to
have h̃∗ < 0. For instance, if G is a finite transient graph, then it only contains
bounded sets, and so h̃∗ = −∞.

Let us now comment on the various implications in Theorem IV.1.1,3). The
equivalence a) asserts that if h̃∗ = 0, then the level sets of the Gaussian free
field never percolate at the critical point h = 0, even if (Cap) is not verified.
The implication b) asserts that, if the sign clusters of the Gaussian free field are
bounded, for instance under condition (Cap), then there is an explicit formula



161 IV.1. Introduction

for the law of the positive level sets of the Gaussian free field on the cable system
given by (Lawh)h≥0. One can use this formula to directly obtain bounds on the
probability that E≥h(x0) exits a large ball, as well as on the critical window
for h, see (IV.3.9) or (IV.3.11), which generalize the results from Theorems 3
to 6 in [24], from Zd, d ≥ 3, to any transient weighted graph fulfilling (Sign).
In Theorem IV.3.3, we also give an explicit formula for the law of the negative
level sets of the Gaussian free field under condition (Cap). An explicit formula
for the probability that x ←→ y in E≥0 has also already been obtained in
Proposition 5.2 of [57], and was the key ingredient for all the previous proofs of
the inequality h̃∗ ≤ 0.

The direct implication in c) asserts that it is enough to know that the law of
the capacity of the sign clusters is given by (Law0) to obtain the strong version
of the isomorphism (Isom). In particular, if (Sign) is verified, then (Isom) holds,
which is a generalization of the version of the isomorphism from [101], where
an additional assumption on the boundedness on the Green function is required.
Moreover, there are graphs verifying (Law0), and thus (Isom), but not (Sign), see
Remark IV.9.2,3). According to the direct implication in d), the isomorphism
(Isom) implies that for all h ≥ 0, the law of the capacity of the level sets is given
by (Lawh). This follows directly, see Lemma IV.4.7, from a slightly different
version of the isomorphism that we denote by (Isom’), and which is stated in
Section IV.3. It includes the law of the signs of ϕ on the left-hand side of
(Isom), which are given in Lemma 3.2 of [57]. We also give a version of the
isomorphism (Isom’) for the discrete graph G in Theorem IV.3.4, similar to the
version of the second Ray-Knight theorem from Theorem 8 in [58]. Finally,
since (Lawh)h≥0 trivially implies (Law0), the direct implications in c) and d) are
actually equivalences.

We now present the ideas behind the proofs of the various results in Theo-
rem IV.1.1. It is surprising that, under the weak condition κ ≡ 0 and (Cap),
the critical parameter h̃∗ and the law of the capacity of the positive level sets
cap(E≥h(x0)) are explicitly known, and are almost independent of the nature
of the graph. In order to gain a better understanding of this result, we present
in Sections IV.5, IV.6 and IV.7 three independent proofs of 1), 2) and 3,b) in
Theorem IV.1.1. The first two proofs both involve the average value MK of
the Gaussian free field weighted by the equilibrium measure of K, where K is a
compact of G̃, that is

MK =
∑
x∈∂K

eK(x)ϕx. (IV.1.6)

One can show using the strong Markov property for the Gaussian free field, see
(IV.2.31), that if K is a random compact of G̃, which essentially only depends on
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the Gaussian free field around this compact, then the law of MK , conditionally
on knowing ϕ on K, is Gaussian with mean MK and variance cap(K)− cap(K);

we refer to Lemma IV.2.3 for a precise statement.

The first proof involves Russo’s formula for the Gaussian free field on the
cable system, see Proposition IV.5.1, which was first introduced on discrete
graphs in Proposition 3.2 of [79], and bears some similarities to Russo’s formula
for Bernoulli percolation, see [82]. This formula relates the derivative in h of
the probability of an event depending only on the level-sets E≥h ∩K, for some
compact K, to the average value of MK when this event happens. In order to
obtain Theorem IV.3.1, one consider events of the type {cap(E≥h(x0)∩K) ≥ t}
for some t > cap({x0}). Conditionally on {cap(E≥h(x0)∩K) ≥ t}, one can then
use the previously mentioned Markov property to replace the average value of
MK byME≥h(x0)∩K in Russo’s formula. Moreover, ϕ ≥ h on E≥h(x0)∩K, and so
ME≥h(x0)∩K ≥ ht, and we thus obtain a differential inequality for the probability
of the event {cap(E≥h(x0) ∩ K) ≥ t}. Solving this differential inequality let
us compare this probability of this event at level h and level 0, see (IV.5.5),
and taking K ↗ G̃ and t → ∞ we obtain Theorem IV.3.1. The proof of
Theorem IV.3.3 is similar, but considering events of the type “{cap(E≥h(x0)) ≈
t, E≥h(x0) ⊂ K}” instead, and using that, if E≥h(x0) ⊂ K, then ϕ = h on
the boundary of E≥h(x0) by continuity of the Gaussian free field, to obtain a
differential equality instead of a differential inequality. This implies in particular
that a version of (IV.3.7) still holds on any transient graph, that is cap(E≥h(x0))

have the same law for positive and negative h when E≥h(x0) is compact, see
(IV.5.9).

The second proof involves an exploration martingale, similar to the one intro-
duced in [24] on Zd, d ≥ 3, see also Lemma 4.2 in [101] for a similar martingale
on the (d + 1)-regular tree, d ≥ 2. To explore E≥h(x0) for some fixed vertex
x0 ∈ G̃, define K(h)

t the set of points in E≥h(x0) at (chemical) distance at most t
from x0 andM(h)

t = MK(h)
t
, the average value of the Gaussian free field weighted

by the equilibrium measure of the set of points explored at time t ≥ 0. One
can then use the previously mentioned Markov property to prove that (M(h)

t )t≥0

is a continuous martingale, and that its quadratic variation is cap(K(h)
t ), see

Lemma IV.6.1. In particular, by usual martingale theory, up to time modifi-
cation by (cap(K(h)

t ))t≥0, (M(h)
t )t≥0 is a Brownian motion, see Lemma IV.6.2.

Moreover, ϕ ≥ h on the boundary of K(h)
t , and soM(h)

t ≥ hcap(K(h)
t ), and, if the

exploration is stopped at time T, then by continuity of the Gaussian free field
ϕ = h on the boundary of K(h)

T and K(h)
T = E≥h(x0), and soM(h)

T = hcap(K(h)
T )

and cap(K(h)
T ) = cap(E≥h(x0)). After time change by cap(K(h)

t ), one can thus
link the probability that cap(E≥h(x0)) > s to the probability that a Brownian
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motion starting at a positive value and with drift −ht has not reached 0 at
time s, see Proposition IV.6.3, and using usual formulas for this distribution,
see (IV.6.5), Theorems IV.3.1 and IV.3.3 follow.

The last proof is more involved, but let us obtain all the results from The-
orem IV.3.1 at once. We are mainly going to prove the strong isomorphism
(Isom’) between random interlacements and the Gaussian free field on an ade-
quate class of graphs, and the identity (Lawh)h≥0 then follows at once, that is
the direct implication in Theorem IV.1.1,3,d) holds. When G is a finite tran-
sient graph, the isomorphism (Isom) is a direct consequence of the isomorphism
between loop soups, see [54] and [57], and the Gaussian free field that we recall
in Theorem IV.7.1, and we refer to Lemma IV.7.2, proved in the Appendix, for
details. Once (Isom), and thus (Lawh)h≥0, have been proved on finite transient
graphs, we are going to approximate the Gaussian free field on any infinite tran-
sient graph G by the Gaussian free field on a sequence of finite transient graph
Gn increasing to G, see Lemma IV.7.4, to obtain our third proof of 1), 2) and
3,b) in Theorem IV.1.1, see the end of Section IV.7 for details.

It is interesting to extend (Isom) to infinite transient graphs, which is done
in Section IV.8, since it also provides us with the equivalences a), c) and d) in
Theorem IV.1.1,3). Moreover, the isomorphism (Isom), as stated in Theorem 2.4
in [101] under stronger conditions, has already been useful in [101] and [1] to
compare the critical parameter for the percolation of random interlacements
and the Gaussian free field on discrete trees, and in Chapter III to prove strong
percolation for the level sets of the discrete Gaussian free field at a positive level
on a large class graphs, for instance Zd, d ≥ 3, or various fractal graphs. It is
not always easy to check that the conditions of Theorem 2.4 in [101] are exactly
verified, see the proof of Corollary III.5.3 which sparked our interest, and it thus
can be interesting to replace them by the stronger condition (Law0). Moreover,
if G is a graph such that (Isom) holds, this implies a stronger statement than
(IV.3.7): conditionally on being compact, the level sets of the Gaussian free field
above level h and −h have not only the same law for their capacity, but in fact
the same law, see Proposition IV.4.7.

In order to prove (Isom) on infinite transient graphs, we approximate random
interlacements on infinite graphs by random interlacements on finite graphs,
see Lemma IV.8.2, and using as well the previously mentioned approximation
for the Gaussian free field, we obtain (Isom) if (Sign) or (Law0) is fulfilled,
see Lemma IV.8.3, that is Theorem IV.1.1,3,c) holds. Moreover, our proof of
(Isom) by approximation by finite graphs, instead of the Markov property as
in [101], let us also derive immediately a signed version of the isomorphism for
random interlacements on discrete graphs, (IV.3.15), from the equivalent discrete
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isomorphism for the loop soup, (IV.7.3).
Finally, the isomorphism (Isom) has another interesting consequence, stated

in Corollary IV.3.6: if (Sign) does not hold, then h̃∗ =∞. In particular, if G is
a graph such that h̃∗ ≤ 0, then E≥h is PG-a.s. bounded for all h > 0, and thus
(Lawh) holds for all h > 0, see Theorem IV.3.3. Taking the limit as h↘ 0, one
can then prove that (Law0), and thus (Isom), hold. Since h̃∗ 6= ∞, this means
that (Sign) must hold, and thus we obtain Theorem IV.1.1,3,a).

We now explain how the chapter is organized. Section IV.2 recalls the main
objects of interest, the diffusion X, the Gaussian free field, and random interlace-
ments on the cable system, as well as their properties. For later use, the notion
of equilibrium measure and capacity are also extended to the cable system, see
Lemma IV.2.1, (IV.2.18) and (IV.2.20).

Section IV.3 collects and explains in details our results, which together imply
Theorem IV.1.1, and that we will prove throughout the rest of the chapter.

Section IV.4 gathers various interesting results. It first gives some simple con-
sequences and equivalent formulations of our main conditions (Cap) and κ ≡ 0,

and presents several example of graphs on which they are verified. Then, the
law of cap(E≥h(x0)), as given by its Laplace transform in (Lawh), is further de-
scribed by computing its density and asymptotics for its cumulative distribution
function. Finally, simple consequences of the isomorphism (Isom) are derived at
the end of the section, such as the the identity (Lawh).

Section IV.5, IV.6 and IV.7 are devoted to the three proofs of 1), 2) and
3,b) in Theorem IV.1.1, or more precisely Theorems IV.3.1 and IV.3.3. Section
IV.5 contains the proof using Russo’s formula, Proposition IV.5.1. An interesting
porism, Corollary IV.5.3, is a relationship between the law of cap(E≥h(x0)) when
E≥h(x0) is compact, and the law of cap(E≥0(x0)) when E≥0(x0) is compact, for
all h ∈ R and on any transient graph, which generalize the result from (IV.3.7).

Section IV.6 is centered around the proof using an exploration martingale
(IV.6.1). The main interest of this proof is a condition equivalent to (Law0), even
when (Sign) does not hold, in terms of the limit of the exploration martingale,
see Remark IV.6.4.

The proof in Section IV.7 consists in proving the isomorphism (Isom) on
finite graphs, see Lemma IV.7.2, as well as the approximation of the Gaussian
free field on a graph G, by Gaussian free fields on a sequence of graphs increasing
to G, Lemma IV.7.4.

Section IV.8 is devoted to the proof of the isomorphism between random
interlacements and the Gaussian free field (Isom) under the condition (Law0),
and to its consequences, Corollaries IV.3.6 and IV.3.7. An important role is
played by the approximation of random interlacements on a graph G, by random
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interlacements on a sequence of graphs increasing to G, see Lemmas IV.8.1 and
IV.8.2. Some concluding remarks and open questions are gathered at the end of
the section.

Section IV.9 gives an example of a graph for which h̃∗ = ∞, as opposed
to Theorem IV.1.1. This graph is constructed as a d-regular tree, but with
unbounded weights, or equivalently with unbounded length of the edges for its
cable system.

For the reader’s orientation, we note that the conditions (Sign), (Lawh) and
(Isom) are introduced above Theorem IV.1.1, and that the condition (Isom’) is
introduced above Theorem IV.3.4.

The notations in this chapter, as well as in Chapter V, differ slightly from
the notation in Chapters I, II III. First we denote by G the graph and by G its
vertex set, whereas G was denoting both in previous chapters. The reason for
this choice is that we are going to consider in this chapter different graphs with
the same vertex set, see (IV.2.7) for instance, and it is thus now important to
distinguish them. In the previous chapters, we denoted by G̃ the cable system
associated to G, and we will consequently denote it by G̃ from now on. Note
that one additionally attaches to the graph G̃ an interval Ix for all x ∈ G, and
we will denote by G̃E the graph obtained by glueing together only the intervals
Ie for e ∈ E, which corresponds to the definition of the cable system from the
previous chapters. When κ ≡ 0, which we always assumed until this chapter,
adding the intervals Ix, x ∈ G, with infinite length plays essentially no role, see
(IV.2.11) and Lemma IV.4.3.

Moreover, we will often add G̃ as a subscript or superscript to the notation
when we want to precise the graph that we consider for our cable system, and G
when we want to precise that we only consider the discrete graph. For instance
the diffusion X on G̃ is defined under P x

G̃ , whereas the jump process Z on G

is defined under P x
G . Finally, since we almost always only consider the cable

system from now on, we removed many tilde to avoid cumbersome notation, for
instance on the Gaussian free field ϕ, the level sets E≥h, the local times of random
interlacements `x,u, the random interlacements Iu, or on the probabilities PG,
PI and Px on the cable system, which were denoted by ϕ̃, Ẽ≥h, ˜̀x,u, Ĩu, Ẽ≥h,
P̃G, P̃I and P̃x in the previous chapters.
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IV.2 Definition and useful results

Let us consider a weighted graph as described above (IV.1.1). For all x0 ∈ G,
we define a Markov jump process on G ∪ {∆}, where ∆ is a cemetery state, as
follows: under the probabilities P Gx0

the process Z = (Zt)t≥0 is started in x0. If at
x at a certain time, Z jumps to y with rate λx,y and is killed with rate κx. The
process Z is defined up to time ζ, see (IV.2.3), such that ζ < ∞ if this process
is either killed by κ at time ζ or blows up in finite time ζ. We always assume
that Z is transient, and we denote by (Ẑn)n∈N the sequence of sites visited by
the process Z, and the former is usually referred to as the discrete time skeleton
of Z.

Let us now define the cable system G̃, a continuous version of the graph G,
and the diffusion associated to it. We first assume that κx < ∞ for all x ∈ V,
the general case being addressed below (IV.2.4). To each edge e = {x, y} of G,
an open interval Ie, isometric to [0, ρx,y], see (IV.1.1), is attached; furthermore,
to each vertex x of G, an open interval Ix of length ρx(= 1

2κx
) isometric to [0, ρx)

(possibly infinite) is attached. The cable system G̃ is then obtained by glueing
together the intervals Ie, e ∈ E, to G through their respective endpoints, and
glueing the starting point of Ix, x ∈ G, to x. In other words, G̃ is the metric
graph where every edge e has been replaced by an interval of length ρe, and
where we have added an interval of length ρx, possibly infinite, starting at every
vertex x ∈ G. Then G can be interpreted as a subset of G̃. The elements of G
will still be called vertices and the intervals Ie, e ∈ E and Ix, x ∈ G, are referred
to as the edges of G̃. The canonical distance on each Ie, e ∈ E, and Ix, x ∈ G,
is denoted by DG̃. Note that DG̃(x, y) is not defined if x and y are not on the
same edge. For any edge e = {x, y} ∈ E and any t ∈ [0, ρx,y], we denote by
x + t · Ie = y + (ρx,y − t) · Ie the point of Ie at distance t from x, and for any
vertex x ∈ G and any t ∈ [0, ρx), by x+ t · Ix the point of Ix at distance t from
x.

We also define a distance dG̃ on G̃, such that dG̃(x, y), x, y ∈ G̃ is the minimal
length of a continuous path between x and y, when changing the length of each
Ie, e ∈ E ∪G from ρe to 1. In particular the restriction of dG̃ to the graph G
is just the graph distance dG on G. One can see G̃ as a metric space for the
distance dG̃, and for a subset A of G̃ we define ∂A as the boundary of A in G̃
for this distance. For simplicity, we will say that a set K is a compact of G̃, if
it is compact for the distance dG̃ and has finitely many connected component,
or equivalently if K is a finite unions of compacts of Ie, e ∈ E ∪G, with finitely
many components. A connected set K is then compact if and only if it is closed,
bounded and K ∩ Ix is a connected compact of Ix for all x ∈ G. Note that Ix
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itself is not compact.

IV.2.1 The canonical diffusion on the cable system

We define the set of forward trajectoriesW+

G̃
as the set of functions w+ : [0,∞)→

G̃ ∪ {∆}, for which there exists ζ̃ ∈ [0,∞] such that w+

|[0,ζ̃)
∈ C([0, ζ̃), G̃) and,

when ζ̃ < ∞, w+(t) = ∆ for all t ≥ ζ̃ . For each t ≥ 0 we denote by Xt the
projection at time t, i.e. Xt(w

+) = w+(t) for all w+ ∈ W+

G̃
, and by W+

G̃
the

σ-algebra on W+

G̃
generated by Xt, t ≥ 0. The Lebesgue measure on G̃, which

can informally be interpreted as the sum of the Lebesgue measures on each Ie,
e ∈ E, and Ix, x ∈ G, is denoted by m, with the normalization m(Ie) = ρe
and m(Ix) = ρx. Let us now define a diffusion on G̃, which we will characterize
through its associated Dirichlet form. In order to introduce the latter, we define
for f : G̃ → R measurable

(f, f)m =
∑

e∈E∪G

∫
Ie

f 2 dm|Ie , (IV.2.1)

L2(G̃,m) := {f : G̃ → R measurable; (f, f)m < ∞} and (f, g)m the associated
quadratic form on L2(G̃,m). Let C0(G̃) be the closure for the ‖ · ‖∞ norm of
the set of continuous function with compact support on G̃ and let D(G̃,m) ⊂
L2(G̃,m) be the space of functions f ∈ C0(G̃) such that f|Ie ∈ W 1,2(Ie,m|Ie) for
all e ∈ E ∪G and ∑

e∈E∪G

‖f|Ie‖2
W 1,2(Ie,m|Ie ) <∞,

whereW 1,2(Ie,m|Ie) denotes the Sobolev space on Ie.We now define the Dirichlet
form on L2(G̃,m)

EG̃(f, g)
def.
=

1

2
(f ′, g′)m for all f, g ∈ D(G̃,m). (IV.2.2)

By Theorem 7.2.2. in [37], one can associate for each x ∈ G̃ an m-symmetric
diffusion starting in x with state space G̃ to the Dirichlet form EG̃, and we denote
by P G̃x its law on (W+

G̃
,W+

G̃
). We then let

ζ̃ = inf{t ≥ 0 : Xt = ∆} and ζ = inf{t ≥ 0 : Zt = ∆}. (IV.2.3)

Informally ζ̃ is either ∞, or the first time X blows up (i.e. escapes all bounded
sets) or gets killed (i.e. exits G̃ through some Ix with κx > 0). We refer to Section
5 of [14], Section 2 of [36] and Section 2 of [57] for more details about the metric
graph G̃ and its associated diffusion X, the Brownian motion on G̃. Note that
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in these references the cable system is defined without the cables Ix, x ∈ G, but
in fact the two definitions are essentially equivalent, see the discussion below
(IV.2.11). Informally, one can obtain a diffusion with law P G̃x as follows: first
run a Brownian motion starting at x on Ie, with x ∈ Ie, e ∈ E ∪G, until a vertex
y is reached, then choose uniformly at random an edge, or a vertex, e ∈ E ∪G
which contains y, or is equal to y, run a Brownian excursion on Ie until a vertex
is reached, and iterate this process until either the process blows up (i.e., it
escapes all bounded sets) or the open end of the interval Ix is reached for some
x ∈ G, and in the latter case the process is killed at that time. We refer to
Section II.2 for a more accurate description of this construction on Zd, d ≥ 3.

We also define for any non-negative measure µ on G̃ with countable support
supp(µ) the probabilities

P G̃µ
def.
=

∑
x∈supp(µ)

µxP
G̃
x . (IV.2.4)

Let us now extend our definition of the cable system G̃ and the diffusion P G̃x
to any graph G with κ ∈ [0,∞]. Let

Eκ =
{
{x, y} : x, y ∈ V, λx,y > 0, κx =∞ and κy <∞

}
. (IV.2.5)

Let G(∞) be the graph with vertex set G ∪ Eκ, edges between each x ∼ y ∈ G,
as well as edges between x and e for all e ∈ Eκ and x ∈ G ∩ e. The symmetric
weights and killing measure on G(∞) are given for all x, y ∈ G ∪ Eκ by

λ(∞)
x,y =


λx,y if x, y ∈ G,
2λx,z if y = e = {x, z} ∈ Eκ,
0 otherwise,

and κ(∞)
x =

{
κx if x ∈ G,
2λy,z if x = e = {y, z} ∈ Eκ.

(IV.2.6)

We then have that G(∞) is a graph with κ(∞) <∞, and we can define G̃ := G̃(∞)

and P G̃x := P G̃
(∞)

x for all x ∈ G̃. Using properties of exponential and geometric
random variables, it is easy to prove that for all x ∈ G, the restriction of Z to
G under P G(∞)

x has the same law as Z under P Gx . To simplify notation, we will
identify G and G(∞) in the rest of the chapter; in particular, unless explicitly
mentioned otherwise, one can assume without loss of generality that κx <∞ for
all x ∈ V.

In the following, it will be useful to compare the diffusion X on G̃ for different
values of the killing measure κ. For any killing measure κ′ on V, we define
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Gκ′ = (G, λ, κ′), and we view

G̃κ′ ⊂ G̃ = G̃κ if κ′ ≥ κ, (IV.2.7)

where κ′ ≥ κ means κ′x ≥ κx for all x ∈ V. We set, under P G̃x , x ∈ G̃κ′(⊂ G̃),{
Xκ′
t , if t < ζ̃κ

′

∆, if t ≥ ζ̃κ
′ where ζ̃κ

′
= inf{t ≥ 0 : Xt /∈ G̃κ′}, (IV.2.8)

By Theorem 4.4.2. in [37], the Dirichlet form associated to Xκ′
t is EG̃κ′ , and so

the law of Xκ′

t under P G̃κ′x is P G̃x for all x ∈ G̃κ′ . (IV.2.9)

One can show, analogously to Section 2 of [57], that the process X under P G̃x
has a space-time continuous family of local times (`y(t))y∈G̃,t≥0. Therefore, using
that P G̃x lives on the canonical space (W+

G̃
,W+

G̃
), for all sets F ⊂ E ∪ G of the

form
F =

⋃
e∈F1

Ie ∪
⋃
x∈F2

{x},

where F1 ⊂ E ∪G and F2 ⊂ G arbitrary, we can define the time change

τFt
def.
= inf

{
s > 0 :

∫ s

0

1Xu∈
⋃
e∈F1

Ie du+
∑
y∈F2

`y(s) > t
}

for all t ≥ 0.

Here, we use the convention inf ∅ = ζ̃κ and denote the print of X on F by
XF = (XτFt

)t≥0, which corresponds to a time changed process with respect to a
PCAF, see (A.2.36) and below in [37] for example. As a first application of this
definition, it follows from Theorem 6.2.1. in [37] that for all x ∈ G

the print XG of X on G has the same law under P G̃x as Z under P Gx ,
(IV.2.10)

and that the local times (`y(ζ̃))y∈G of X after being killed have the same law
under P G̃x as the occupation times of the Markov jump process Z after being
killed under P Gx , see for instance (1.97) and (2.80) in [98].

We define G̃E as the closed subset of G̃ which consist of the union of the
intervals Ie, e ∈ E, and X G̃

E
, the print on G̃E of X, that is the cable system

that we considered in the previous chapters when κ was equal to zero. One can
prove by Theorem 6.2.1. in [37] that the Dirichlet form on L2

E (G̃E ,m|G̃E ) := {f ∈
L2(G̃E ,m|G̃E ) :

∑
x∈G κxf(x)2 <∞} associated to the print X G̃E of X on G̃ is

EG̃E (f, g)
def.
=

1

2
(f ′, g′)m|G̃E +

∑
x∈G

κxf(x)g(x)

for all f, g ∈ D(G̃E ,m|G̃E ) ∩ L2
E (G̃E ,m|G̃E ).

(IV.2.11)
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If κ ≡ 0, the process X G̃E thus corresponds to the usual diffusion on the cable
system G̃E . If κ ≥ 0, it follows from Theorems 6.1.1. and A.2.11. in [37] that
X G̃

E has the same law under P G̃x as the diffusion X G̃E0 under P G̃0
x killed at time

ζ̃Eκ = inf
{
t < ζ̃0 :

∑
x∈G

`x(t)κx ≥ ξ
}
,

where ξ is an independent exponential variable with parameter 1 and with the
convention inf ∅ = ζ̃0. This process has been studied in Section 2 of [57]: X G̃E

under P G̃ also has print Z on G, and so the local times (`y(t))y∈G̃E ,t≥0 have the
same law under P G̃x as the local times of the process X G̃E under P G̃x , that is the
local times of the process introduced in Section 2 of [57].

We define the Green function on an open set U ⊂ G̃ by

gU(x, y) = EG̃x [`y(TU)] for all x, y ∈ G̃, (IV.2.12)

where
TU = inf{t ≥ 0 : Xt /∈ U}

is the first exit time of U, with the convention inf ∅ = ζ̃ , and gG̃ is then the
usual Green function on G̃. This definition of the Green function agrees with the
usual definition of the Green function on G associated with the Markov process
Z. Using the Markov property for X at time TU , we have for all U ⊂ G̃

gU(x, y) = gG̃(x, y)− EG̃x
[
gG̃(XTU , y)1TU<ζ̃

]
. (IV.2.13)

IV.2.2 Equilibrium measure and capacity on the cable sys-
tem

We now introduce the notions of equilibrium measure and capacity on the cable
system G̃ as generalizations of the respective standard versions of these notions
on transient graphs, see (IV.2.18), (IV.2.20) and (IV.2.27), and give several
identities between the diffusion X and the equilibrium measure. For all finite
A ⊂ G the equilibrium measure and capacity of A are defined by

eA,G(x)
def.
= λxP

G
x (H̃A =∞)1A(x) for all x ∈ G, and cap(A) =

∑
x∈A

eA,G(x);

(IV.2.14)
here, H̃A

def.
= inf{n ≥ 1, Ẑn ∈ A}, with inf ∅ =∞, is the first return time to A

for the discrete time random walk Ẑ on G. We now define a graph GA for each
finite A ⊂ G̃, which has almost the same cable system as G, but contains A in
its vertex set, and such that the diffusions X on G̃A and G̃ are essentially the
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same. For instance, G{x} corresponds to the graph where we added x as a vertex
between y and z when x ∈ Ie, e = {y, z}, or to the graph where we added x as
a vertex with an edge between x and y and an adapted killing mass at x when
x ∈ Iy, y ∈ G.

Lemma IV.2.1. For all finite set A ⊂ G̃, there exists a unique graph GA =

(V A, λA, κA) with vertex set GA = A ∪G, such that

• in a slight abuse of notation, G̃ is a subset of G̃A;

•
for all x ∈ GA, the law of the print (X

τG
A

t
)t≥0

of X on GA under P G̃x is P G
A

x ;
(IV.2.15)

• for all finite sets K ⊂ G,

eK,GA(x) = eK,G(x) for all x ∈ G. (IV.2.16)

Proof. We first consider the case where A = {y} for some y ∈ G̃. If y ∈
I{x0,x1} \ {x0, x1} for some x0, x1 ∈ G with x0 ∼ x1, we introduce the graph
G{y} as the graph obtained by adding a vertex y to V, as well as replacing the
edge between x0 and x1 by two edges between x0 and y and between y and x1.

We thus take V {y} = V ∪ {y}, and the symmetric weights and killing measure
on G{y} are defined by

λ
{y}
x,x′ =


λx,x′ if x, x′ /∈ {x0, x1, y},
0 if {x, x′} = {x0, x1},

1
2DG̃(xi,y)

if {x, x′} = {xi, y}
and κ{y}x =

{
κx if x 6= y,

0 if x = y.

By (IV.1.1) we have

ρ{y}x0,y
+ ρ{y}y,x1

= DG̃(x0, y) +DG̃(y, x1) = DG̃(x0, x1) = ρx0,x1 .

One can then identify G̃{y}\Iy with G̃, and by a similar reasoning as in (IV.2.11),
for all x ∈ G̃, the law of the print of X on G̃ under P G̃{y}x is P G̃x . By (IV.2.10)
applied to the graph G{y}, we thus obtain that (IV.2.15) holds for A = {y}.
Moreover if K is a finite subset of G containing x0, then we have

eK,G{y}(x0) = λ{y}x0

(
P G

{y}

x0
(Ẑ1 6= y, H̃K =∞) + P G

{y}

x0
(Ẑ1 = y, Ẑ2 = x1, H̃K =∞)

)
= λx0P

G
x0

(Ẑ1 6= x1, H̃K =∞) +
λ
{y}
x0,yλ

{y}
y,x1

λ
{y}
x0,y + λ

{y}
y,x1

P Gx1
(H̃K =∞)

= λx0P
G
x0

(Ẑ1 6= x1, H̃K =∞) + λx0,x1P
G
x1

(H̃K =∞)

= eK,G(x0).
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One can easily similarly prove that if K is a finite subset of G, then (IV.2.16)
holds for A = {y}. If now y ∈ Ix0 \ {x} for some x0 ∈ G, the graph G{y} is the
graph obtained by adding a vertex y to the graph G and an edge between x0 and
y. We thus take V {y} = V ∪{y}, and the symmetric weights and killing measure
on G{y} are defined by

λ
{y}
x,x′ =

λx,x′ if x 6= y and x′ 6= y,
1

2DG̃(x0,y)
if {x, x′} = {x0, y},

κ{y}x =


κx if x /∈ {y, x0},
0 if x = x0,

κx0

1−2κx0DG̃(x0,y)
if x = y.

(IV.2.17)
One can show similarly as before that one can identify G̃{y} with G̃, and that
(IV.2.15) and (IV.2.16) hold for A = {y}. If y ∈ G, we simply define G{y} = G.
One can easily conclude by induction on the number of vertices in A, noting
that (IV.2.15) uniquely define the weights and killing measure of GA.

When K is a compact subset of G̃, then since the number of connected
component of K is finite by assumption, ∂K is finite. Thus, we can define the
equilibrium measure of K in G̃ by

eK,G̃(x)
def.
= e∂K,G∂K (x) for all x ∈ ∂K and eK,G̃(x)

def.
= 0 for all x ∈ (∂K)c.

(IV.2.18)
For all K ⊂ G̃ compact and A ⊂ G̃ finite such that ∂K ⊂ A, one can see GA as
(G∂K)A, and so applying (IV.2.16) to the graph G∂K we have

e∂K,GA(x) = eK,G̃(x) for all x ∈ A. (IV.2.19)

Note that (IV.2.19) is trivial if x ∈ A \ ∂K since both side of the equation are
0. We now define the capacity of a compact K with finitely many connected
components on G̃ as the total mass of the equilibrium measure

capG̃(K)
def.
=
∑
x∈∂K

eK,G̃(x), (IV.2.20)

which coincides with the definition of the capacity from (IV.2.14) if K ⊂ G.

We can also define capG̃E (K) := capG̃(K) for all compacts K ⊂ G̃E , see above
(IV.2.11). This definition clearly corresponds to the natural notion of capacity on
G̃E that one could also construct directly similarly as in (IV.2.18) and (IV.2.20).
When there is no ambiguity, in order to simplify notation we will write

Px for P G̃x , g(x, y) for gG̃(x, y), eK for eK,G̃, and cap(K) for capG̃(K).

Using (IV.2.15), (IV.2.18), and (IV.2.19), we can extend most of the results on
equilibrium measures from the discrete case to the equilibrium measure on G̃. By
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(1.57) in [98], one can easily show the following identity between the entrance
time HK of X in K, the stopped Green function and the equilibrium measure:

Px(HK < ζ̃) =
∑
y∈∂K

g(x, y)eK(y). (IV.2.21)

A useful characterization of the capacity in terms of a variational problem is

cap(K) =
(

inf
µ

∑
x,y∈∂K

g(x, y)µ(x)µ(y)
)−1

(IV.2.22)

where the infimum is over all probability measures µ on ∂K, see for e.g. Propo-
sition 1.9 in [98]. When K ⊂ K ′ are two compacts of G̃, one has

PeK′ (XHK = x,HK < ζ̃) = eK(x) for all x ∈ G̃, (IV.2.23)

which is usually referred to as “sweeping identity,” see for e.g. (1.59) in [98]. In
particular, summing (IV.2.23) on x ∈ ∂K, we infer the monotonicity property

cap(K) ≤ cap(K ′); (IV.2.24)

note in the above references that while [98] deals with discrete graphs, the trans-
fer of the respective results to the cable graph setting is immediate, also in the
references below.

For any function f : G̃ → R and compactK ⊂ G̃ of G̃, we define the harmonic
extension ηfK of f on K by

ηfK(x) =
∑
y∈∂K

Px(XHK = y,HK < ζ̃)f(y) for all x ∈ G̃. (IV.2.25)

Moreover, we say that an increasing sequence of compacts (Kn)n∈N increases to
a compact K if K is the closure of the union of Kn, n ∈ N, and that a decreasing
sequence of compacts (Kn)n∈N decreases to a compact K if K is the intersection
of Kn, n ∈ N.

Lemma IV.2.2. Let f : G̃ → R be a continuous function, and let (Kn)n∈N and
K be compacts of G̃ such that Kn increases to K or Kn decreases to K. Then
for all x ∈ G̃

ηfKn(x) −→
n→∞

ηfK(x).

Proof. For all y ∈ ∂K, let Ayn = {z ∈ ∂Kn : dG̃(z, y) ≤ dG̃(z, y
′) for all y′ ∈

∂K}. Then maxz∈Ayn dG̃(z, y) −→
n→∞

0 for all y ∈ ∂K, and there exists N ∈ N such
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that for all n ≥ N, (Ayn)y∈∂K is a partition of ∂Kn. By (IV.2.25), we have for all
x ∈ G̃ and n ≥ N that

ηfK(x)− ηfKn(x)

=
∑
y∈∂K

(
Px(XHK = y,HK < ζ̃)f(y)−

∑
z∈Ayn

Px(XHKn
= z,HKn < ζ̃)f(z)

)
.

For any ε > 0 one can find N ′ ≥ N such that for all n ≥ N ′, y ∈ ∂K and z ∈ Ayn
we have |f(y)− f(z)| ≤ ε. Therefore for all x ∈ G̃ and n ≥ N ′

|ηfK(x)− ηfKn(x)|

≤ ε+
∑
y∈∂K

f(y)
∣∣Px(XHK = y,HK < ζ̃)− Px(XHKn

∈ Ayn, HKn < ζ̃)
∣∣.

Since for all x ∈ G̃ and y ∈ ∂K we have∣∣Px(XHK = y,HK < ζ̃)− Px(XHKn
∈ Ayn, HKn < ζ̃)

∣∣
≤ Px(XHK = y,XHKn

/∈ Ayn, HK < ζ̃,HKn < ζ̃) + Px(HK < ζ̃,HKn = ζ̃)

+ Px(XHK 6= y,XHKn
∈ Ayn, HK < ζ̃,HKn < ζ̃) + Px(HK = ζ̃ , HKn < ζ̃)

−→
n→∞

0,

we can conclude.

Another interesting consequence of (IV.2.23) is then that, if (Kn)n∈N and
K are compacts of G̃ such that Kn increases to K or Kn decreases to K, by
Lemma IV.2.2 with f = 1 we have

lim
n→∞

cap(Kn) = cap(K). (IV.2.26)

Therefore, we can extend the definition of the capacity to any closed set A ⊂ G̃
with finitely many components by taking

cap(A) = lim
n→∞

cap(A ∩Kn), (IV.2.27)

where (Kn)n∈N is an increasing sequence of compacts of G̃ converging to G̃. This
limit exists, does not depend on the choice of the sequence (Kn)n∈N by (IV.2.24),
and is consistent with our previous definition of the capacity for compacts by
(IV.2.26).

We now define for any compact K of G̃ the last exit time LK of K by
LK = sup{t ≥ 0 : Xt ∈ K}, with the convention sup∅ = −∞. For all x ∈ ∂K
with P G̃x (XLK = x) > 0 we define

PK,G̃
x as the law of (Xt+LK )t≥0 under P G̃x (· |XLK = x). (IV.2.28)
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For all x ∈ ∂K and y ∈ G̃, by (1.56) in [98] applied to the graph G∂K∪{y} and
(IV.2.15), we have

P G̃y (XLK = x) = g(y, x)eK(x). (IV.2.29)

In particular for each x ∈ ∂K, P G̃x (XLK = x) > 0 is in fact equivalent to
P G

∂K

x (H̃K = ∞) > 0, and the law of the print of X on G∂K under PK,G̃
x is

then P G∂Kx (· | H̃K =∞). In fact, one can show that the law of (Xt+LK )t≥0 under
P G̃y (· |LK , XLK = x) is PK,G̃

x if LK ≥ 0 for all y ∈ G̃, and that (Xt)t>0 is a strong
Markov process, see Theorem 2.12 in [38].

IV.2.3 Gaussian free field

Let us now define recall some properties of the Gaussian free field (ϕx)x∈G̃ on
the cable system G̃ of a transient graph G, as defined in (IV.1.2). The process
(ϕx)x∈G̃E is a Gaussian free field on G̃E and has been studied in [57], and (ϕx)x∈G
then has the same law under PGG̃ as the discrete Gaussian free field on the graph
G. We will write PGG instead of PGG̃ when we want to stress that we only consider
the discrete Gaussian free field (ϕx)x∈G, and PG instead of PGG̃ when there is
no ambiguity about the graph G that we consider. One of the most important
properties of the Gaussian free field is the strong spatial Markov property, which
we now shortly recall, see Section 1 of [101] for details. For any open set O ⊂ G̃,
let us define the σ-algebra AO = σ(ϕx, x ∈ O), and for any compact K ⊂ G̃ we
define

A+
K =

⋂
ε>0

AKε ,

where Kε is the open ε ball around K for the distance dG̃. We say that K is a
compatible random compact of G̃ if K is always a compact of G̃ and {K ⊂ O} ∈
A0 for any open set O ⊂ G̃. We then define

A+
K =

{
A ∈ AG̃ : A ∩ {K ⊂ K} ∈ A+

K for all compacts K ⊂ G̃
which is the closure of its interior

}
.

(IV.2.30)

Now the Markov property states that for any compatible random compact K,

conditionally on A+
K, (ϕx)x∈G̃ is a Gaussian field

with mean ηϕK and covariance gKc ,
(IV.2.31)

where ηϕK was defined in (IV.2.25) and gKc in (IV.2.12). An application of the
Markov property is that, conditionally on (ϕx)x∈G, if e = {y, z} ∈ E, one can
describe the law of (ϕx)x∈Ie , as a Brownian bridge of length ρe between ϕy and
ϕz of a Brownian motion with variance 2 at time 1, and these Brownian bridges
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are independent. Similarly, conditionally on (ϕx)x∈G, one can describe the law
of (ϕx)x∈Iy , as a Brownian bridge of length ρy between ϕx and 0 of a Brownian
motion with variance 2 at time 1 if κy > 0, and as a Brownian motion starting
in ϕy with variance 2 at time 1 if κy = 0, and all these Brownian bridges and
Brownian motions are independent. We refer to Section II.2 for a proof of this
result on Zd, d ≥ 3, which can easily be adapted to any transient graph. In
particular, we have that

conditionally on (ϕx)x∈G, the random variables (ϕx)x∈Ie , e ∈ E ∪G,
are independent, and for all e ∈ E ∪G, (ϕx)x∈Ie only depends on ϕ|e,

(IV.2.32)
where ϕ|e = (ϕx, ϕy) if e = {x, y} ∈ E and ϕ|e = ϕx if e = x ∈ G. Moreover,
using the exact formula for the distribution of the maximum of a Brownian
bridge, see for instance [13], Chapter IV.26, we have for all e ∈ E ∪G and h ≥ 0

PG(|ϕz − h| > 0 for all z ∈ Ie |ϕ|e) =
(
1− pGe (ϕ− h)

)
1e∈E, (IV.2.33)

where for all e = {x, y} ∈ E and f : G→ R

pGe (f)
def.
= pu,Ge (f, 0) =

{
exp

(
− 2λx,yf(x)f(y)

)
if f(x)f(y) ≥ 0,

1 otherwise,
(IV.2.34)

and pu,Ge (f, 0) is defined in (IV.3.13), and is independent of the choice of u > 0.

Let us now give another consequence of the Markov property (IV.2.31), which
will later be essential to the proof of Theorems IV.3.1 and IV.3.3 both via Russo’s
formula in Section IV.5 and via the exploration martingale in Section IV.6.
Recall the definition of MK from (IV.1.6).

Lemma IV.2.3. For any compact K of G̃ and compatible random compact K
such that K ⊂ K PG-a.s,

conditionally on A+
K, MK is Gaussian

with mean MK and variance cap(K)− cap(K).

Proof. By (IV.2.31) and (IV.1.6), we have that, conditionally on A+
K, MK is

Gaussian

with mean
∑
x∈∂K

eK(x)ηϕK(x) and variance
∑

x,y∈∂K

eK(x)eK(y)gKc(x, y).
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By (IV.2.23) and (IV.2.25) we have, PG-a.s,∑
x∈∂K

eK(x)ηϕK(x) =
∑
y∈∂K

ϕy
∑
x∈∂K

eK(x)Px(XHK = y, HK < ζ̃)

=
∑
y∈∂K

eK(y)ϕy

= MK,

and so the conditional mean of MK is MK. Moreover, for any compact K ′ ⊂ K

of G̃, we have by (IV.2.21) and (IV.2.23) that∑
x,y∈∂K

eK(x)eK(y)Ex
[
g(y,XHK′

)1HK′<ζ̃
]

=
∑
x∈∂K

eK(x)Ex
[
1HK′<ζ̃

∑
y∈∂K

eK(y)g(y,XHK′
)
]

=
∑
x∈∂K

eK(x)Px(HK′ < ζ̃) = cap(K ′).

Using (IV.2.13), and noting that TKc = HK, we have for all x, y ∈ K

gKc(x, y) = g(x, y)− Ex
[
g(y,XHK)1HK < ζ̃

]
= Ex

[
g(y,XHK )1HK < ζ̃

]
− Ex

[
g(y,XHK)1HK < ζ̃

]
,

and therefore the conditional variance of MK is cap(K)− cap(K).

One can also describe the law of the restriction of the Gaussian free field on
any transient graph G to a connected compactK of G̃ by a Gaussian free field on a
finite graph. Indeed, if ∂K ⊂ G, following Proposition 1.11 in [98], one can define
a graph GK∗ with vertex set GK

∗ := {x ∈ G : ∃ e ∈ E, x ∈ e,K ∩ Ie 6= ∅}, such
that the restriction of the weights to E ∩K2 is still λx,y for all {x, y} ∈ E ∩K2,

the killing measure is eGK∗ (x) for all x ∈ GK
∗ , and gGK∗ (x, y) = gG(x, y) for all

x, y ∈ GK
∗ . We can then also see K as a subset of G̃K∗ , and for all x, y ∈ K with

x 6= y, considering the graph G{x,y}, it is easy to see that gG̃K∗ (x, y) = gG̃(x, y) for
all x, y ∈ K. Therefore, considering the graph G∂K , for all connected compacts
K of G̃, there exists a graph GK∗ with vertex set GK

∗ ∪∂K, killing measure eK(x)

for all x ∈ GK
∗ ∪ ∂K, and such that, using (IV.1.2),

(ϕx)x∈K has the same law under PGG̃ and PGG̃K∗ . (IV.2.35)

IV.2.4 Random interlacements

Let us now define our second object of interest, random interlacements on the
cable system G̃, similarly as in [57] or [101]. We define the set of doubly infinite
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trajectories WG̃ as the set of functions w : R → G̃ ∪ ∆, for which there exist
−∞ ≤ ζ̃− < ζ̃+ ≤ ∞ such that w|(ζ̃−,ζ̃+) ∈ C((ζ̃−, ζ̃+), G̃) and w(t) = ∆ for all
t /∈ (ζ̃−, ζ̃+). For each w ∈ WG̃, we also define p∗G̃(w) as the equivalence class of
w modulo time-shift; here, w and w′ are equal modulo time-shift if there exists
t0 ∈ R such that w(t + t0) = w(t) for all t ∈ R, and W ∗

G̃ = {p∗G̃(w), w ∈ WG̃}.
We define WG̃ the σ-algebra on WG̃ generated by the coordinate functions, and
W∗G̃ = {A ⊂ W ∗

G̃ : (p∗G̃)
−1(A) ∈ WG̃}. For each compact K of G̃, we denote by

W 0
K,G̃ the set of w ∈ WG̃ with HK(w) = 0, where HK(w) = inf{t ∈ R : w(t) ∈

K}, with the convention inf ∅ = ζ̃+. By W ∗
K,G̃ we denote the set of w∗ ∈ W ∗

G̃
such that (p∗G̃)

−1({w∗}) ∩W 0
K,G̃ 6= ∅. For w ∈ WG̃, we define the forward part

of w as (w(t))t≥0 and the backward part of w as (w(−t))t≥0, which both are
elements of W+

G̃
, see above (IV.2.1). For w∗ ∈ W ∗

K,G̃ we define the forward and
backward part of w∗ on hitting K, respectively, as the forward and the backward
part of w, respectively, where w is the only trajectory in (p∗G̃)

−1({w∗}) ∩W 0
K,G̃.

For a set B ∈ WG̃ we write

B+ def.
= {(w(t))t≥0 : w ∈ B} and B− def.

= {(w(−t))t≥0 : w ∈ B},

and it is clear that B+, B− ∈ W+

G̃
. The set of B ∈ WG̃, B ⊂ W 0

K,G̃, such that
B is equal to the set of w ∈ W 0

K,G̃ whose forward part is in B+ and whose
backward part is in B−, is denoted by W0

K,G̃. We then observe that W0
K,G̃ and

{A ∈ WG̃ : W 0
K,G̃ ∩A = ∅} generate WG̃. Recalling the notational convention of

(IV.2.28), we define a measure QK,G̃ on WG̃, whose restriction to W0
K,G̃ is given

by
QK,G̃ =

∑
x∈∂K

eK(x)P G̃x (·+)PK,G̃
x (·−), (IV.2.36)

and such that QK,G̃(A) = 0 for all A ∈ WG̃ with A ∩ W 0
K,G̃ = ∅. Note that

PK,G̃
x (·−) is well-defined whenever P G̃x (XLK = x) > 0, that is eK(x) > 0 by

(IV.2.29), and so the sum in (IV.2.36) is well-defined. There exists a unique
measure νG̃ on W ∗

G̃ , which is the intensity measure underlying random interlace-
ments on G̃, such that for all compacts K ⊂ G̃,

νG̃(A) = QK,G̃
(
(p∗G̃)

−1(A)
)
for all A ∈ W∗G̃, A ⊂ W ∗

K,G̃. (IV.2.37)

We will not give a proof of the existence of the measure νG̃; instead, we refer to
[103] for a proof of the existence of such a measure on the discrete graph G when
κ ≡ 0, and to [57] for a proof of the existence of such a measure on the cable
system associated to Zd, d ≥ 3. One can easily adapt these proofs to obtain a
measure νG̃ such that (IV.2.37) hold for all compacts K of G̃ with ∂K ⊂ G, even
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when κ 6≡ 0. Now considering any compact K of G̃, one can thus construct a
measure νG̃∂K such that (IV.2.37) holds for νG̃∂K and K, and using the fact that
P G̃x is the law of the print of X on G̃ under P G̃∂Kx , one can easily prove that νG̃ is
the print on G̃ of νG̃∂K , and so that (IV.2.37) also holds for νG̃ and K. We refer
to Section V.2 for a complete proof of the existence of the measure νG̃, and an
in depth study of the associated interlacements process.

The random interlacement process ω under some probability PIG̃ is a Poisson
point process on W ∗

G̃ × (0,∞) with intensity measure νG̃ ⊗ λ, where λ is the
Lebesgue measure on (0,∞).When κ 6≡ 0, these trajectories can be killed before
blowing up; in our setup this is realized by the trajectory exiting G̃ via Ix for
some x ∈ G with κx > 0, both for their forwards and backwards part. We also
denote by ωu the point process which consist of the trajectories in ω with label
less than u, by (`x,u)x∈G̃ the continuous field of local times relative to m on G̃ of
ωu and by Iu = {x ∈ G̃ : `x,u > 0} the interlacement set at level u, and one can
easily show that it is characterized by the following identity: for any closed set
A ⊂ G̃ with finitely many components, possibly non-compact,

PIG̃(I
u ∩ A = ∅) = exp (−u cap(A)) . (IV.2.38)

The print ωGu of ωu on G has the same law under PIG̃, or equivalently PIG, as
the usual discrete random interlacement process, see [103] in the case κ ≡ 0. If
κ 6≡ 0, a trajectory in ωGu can start or end at a fixed point x ∈ G, and in this
case we say that this trajectory is killed at x. We also define IuE ⊂ E ∪ G to
be the set of edges crossed by at least one single trajectory in ωGu , union with
the set of vertices at which a trajectory in ωGu is killed, and we shall write PIG
instead of PIG̃ in case we want to emphasize that we only consider ωGu . In the case
λx,y = T

T+1
for all x, y ∈ E and κx = deg(x)

T+1
for all x ∈ G, T > 0, the discrete

random interlacement process ωGu corresponds to the model of finitary random
interlacements studied in [15], and we refer to Proposition 4.1 in [15] for a proof
of the correspondence.

Moreover, we can describe ωu as follows: for any compact K of G̃, the law
of the forward trajectories in ωu on hitting K is a Poisson point process with
intensity uP G̃eK , and so it can be constructed from a Poisson point process with
intensity uP G∂KeK

by adding Brownian excursions on the edges. Thus ωu can be
constructed from ωGu by adding independent Brownian excursion on the edges,
and we refer to [57] for more details on this construction. In particular

conditionally on ωGu , the random variables (`x,u)x∈Ie , e ∈ E ∪G,
are independent, and for all e ∈ E ∪G, (`x,u)x∈Ie only depends on ωGe,u,

(IV.2.39)
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where ωGe,u is the set of trajectories in ωGu hitting e. When there is no ambiguity,
we will simply write PI for PIG̃, and ν for νG̃.

IV.3 Statement of the Results

In this section, we explain and state our results, which we will prove in the rest
of the chapter. Put together, these results imply in particular Theorem IV.1.1,
but we are going to give more details here. Theorem IV.3.1, together with its
consequence, Corollary IV.3.2, correspond to 1) and 2) in Theorem IV.1.1. In
Theorem IV.3.3, we give the law of the capacity for all h ∈ R under condi-
tion (Cap), and not only for h ≥ 0 as in Theorem IV.1.1. Once the law of
the capacity is known, one can derive some bounds on the critical window as
h → 0, see (IV.3.9), and we give an example of this in (IV.3.11) under the
condition (IV.3.10). We then study the isomorphism (Isom) between random
interlacements and the Gaussian free field, and Theorem IV.3.4 gathers results
corresponding to the equivalences 3),c) and 3),d) in Theorem IV.1.1. We also
give another formulation of this isomorphism on the cable system, see (Isom’),
as well as a version on the discrete graph, see (IV.3.15). Finally, we gather some
interesting consequences of the isomorphism (Isom’) in Proposition IV.3.5 and
Corollaries IV.3.6 and IV.3.7.

In order to get a better understanding on why the conditions κ ≡ 0 and (Cap)
are introduced in Theorem IV.1.1, we now introduce some useful additional
critical parameters. Recall the definition of a compact set introduced at the
beginning of Section IV.2, and that a set is compact if and only if it is bounded
and its intersection with Ix is a compact of Ix (identified with a semi-open
interval of length ρx) for all x ∈ G. Our second critical parameter (after h̃∗, see
(IV.1.4)) is then defined as

hcom
∗ = inf

{
h ∈ R; PG

(
E≥h contains a non-compact

connected component

)
= 0

}
. (IV.3.1)

Every compact set is bounded, and so we always have hcom
∗ ≥ h̃∗. A third critical

parameter, involving the capacity of E≥h, is

hcap
∗ = inf

{
h ∈ R; PG

(
E≥h contains a connected

component with infinite capacity

)
= 0

}
. (IV.3.2)

Every compact set has finite capacity, and so hcom
∗ ≥ hcap

∗ , and we therefore have
that

on any transient graph, hcom
∗ ≥ hcap

∗ and hcom
∗ ≥ h̃∗. (IV.3.3)
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On any graph such that κ ≡ 0 or (Cap) is verified, the situation is simpler. On
the one hand, if κ ≡ 0, since Ix is an interval of infinite length for each x ∈ G,
one can easily prove that E≥h ∩ Ix is a compact of Ix for all h ∈ R, and so
E≥h is compact if and only if it is bounded, see Proposition IV.4.4. By (IV.1.4),
(IV.3.1) and (IV.3.3), we thus obtain that

if G is a transient graph with κ ≡ 0 then, hcom
∗ = h̃∗ ≥ hcap

∗ . (IV.3.4)

We refer to Proposition IV.9.1 for an example of a graph for which the inequality
in (IV.3.4) is strict. On the other hand, if condition (Cap) is fulfilled, then every
connected closed set with finite capacity is bounded, and so hcap

∗ ≥ h̃∗ by (IV.1.4)
and (IV.3.2). In fact, one can also show that for all x0 ∈ G̃, if cap(E≥h(x0)) <∞,
then E≥h(x0) is also compact, and so hcap

∗ ≥ hcom
∗ , see Proposition IV.4.4. By

(IV.3.3), we thus obtain that

if G is a transient graph verifying (Cap) then, hcom
∗ = hcap

∗ ≥ h̃∗. (IV.3.5)

In particular, if G satisfies (Cap) and κ ≡ 0 as in Theorem IV.1.1, then from
(IV.3.5) and (IV.3.4) it is clear that the three critical parameter hcom

∗ , h̃∗ and
hcap
∗ coincide; hence, in this case, for proving that they are equal to zero, it is

now enough to show that one is non-negative and another one is non-positive.

Theorem IV.3.1. Assume G is transient. For all x0 ∈ G and h ≥ 0 the random
variable cap(E≥h(x0)) is PG-a.s. finite, and for all h < 0 the level sets E≥h(x0)

of x0 is non-compact with positive probability. In particular, we have hcap
∗ ≤ 0

and hcom
∗ ≥ 0.

Using (IV.3.4) and (IV.3.5), as well as Proposition IV.4.4, we directly obtain
the following corollary.

Corollary IV.3.2. Assume G is transient. If G satisfies (Cap), then (Sign)
holds; in this case, in particular, hcom

∗ = hcap
∗ = 0. If κ ≡ 0, then for all h < 0

the level sets E≥h(x0) of x0 is unbounded with positive probability; in this case,
in particular, hcom

∗ = h̃∗ ≥ 0. Therefore, if G satisfies (Cap) and κ ≡ 0, then
h̃∗ = hcom

∗ = hcap
∗ = 0.

We refer to Proposition IV.9.1 for an example of a graph for which (Cap) is
not satisfied, and hcom

∗ = h̃∗ = ∞, and to Remark IV.9.2,4) for an example of
a graph for which hcom

∗ = hcap
∗ = 0, but the condition (Cap) is not fulfilled. An

interesting direct consequence of Corollary IV.3.2 is that if G satisfies (Cap), then
by symmetry {x ∈ G̃ : |ϕx| > 0} only contains compact connected components,
and so the loop soup on G̃ at level 1

2
also only contains compact connected
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component on which its local time are positive, see Theorem 1 in [57]. A fortiori,
the discrete loop soup on G at level 1

2
then only consists of finite clusters.

Let us now consider the case where G is a finite transient graph as a first
example of graphs on which some critical parameters are equal to 0, in order to
give an intuition about the results from Theorem IV.3.1 and Corollary IV.3.2.
For all h < 0 and x ∈ G such that κx > 0, since ϕ on Ix conditionally on ϕx
has the same law as a Brownian bridge of length ρx <∞ between ϕx and 0 of a
Brownian motion with variance 2 at time 1, see the discussion below (IV.2.31),
we have that PG(ϕy ≥ h for all y ∈ Ix) > 0, and since Ix is non-compact, we
obtain hcom

∗ ≥ 0. Now similarly if h ≥ 0, then PG(ϕy ≥ h for all y ∈ Ix) = 0 for
all x ∈ G, and since G is finite, we obtain that hcom

∗ ≤ 0. Since (Cap) is trivially
verified on finite graphs, we thus have by (IV.3.5) that hcom

∗ = hcap
∗ = 0. Note

however that h̃∗ = −∞ since there is no unbounded sets on finite graphs, and
so the inequality in (IV.3.5) can be strict.

We are now interested in the law of the level sets, under the condition that the
level sets E≥h, h ≥ 0, of the Gaussian free field only contain compact connected
components. Note that by Corollary IV.3.2, on any graph G such that the
condition (Cap) is satisfied, condition (Sign) is also satisfied, and so E≥h contain
only compact connected components for all h ≥ 0.

Theorem IV.3.3. Assume G is transient. For all x0 ∈ G and h ≥ 0 such
that E≥h is PG-a.s. bounded, on the event {ϕx0 ≥ h} (in order to ensure non-
triviality), the random variable cap(E≥h(x0)) has moment generating function
given by (Lawh) and density given by

ρh(t) =
1

2πt
√
g(x0, x0)(t− g(x0, x0)−1)

exp
(
− h2t

2

)
1t≥g(x0,x0)−1 . (IV.3.6)

If G satisfies (Cap), then for each h ≥ 0, (Lawh) holds, the random variable

cap(E≥−h(x0))1cap(E≥−h(x0))∈(0,∞) has the same law as cap(E≥h(x0))1ϕx0≥h,

(IV.3.7)
and so

PG(cap(E≥−h(x0)) =∞) = PG(ϕx0 ∈ (−h, h)). (IV.3.8)

Three independent proofs of Theorems IV.3.1 and IV.3.3 are given at the end
of Sections IV.5, IV.6 and IV.7. In the case κ ≡ 0 one can replace in Theorems
IV.3.1 and IV.3.3 the cable system G̃ by the cable system G̃E , which corresponds
to removing the edges Ix, x ∈ G, from G̃, see Lemma IV.4.3, and is the usual
definition of the cable system, see [57]. One can deduce from Theorem IV.3.3
some bounds on the critical window as h → 0, which are similar to the ones
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obtained in [24] on Zd, d ≥ 3. Indeed, for all n ∈ N and h ∈ R, due to the
monotonicity of capacity (cf. (IV.2.24)) one has that

PG
(
cap(E≥h(x0)) ≥ cap(B(x0, n)

)
≤ PG(x0 ←→ B(x0, n)c in E≥h)

≤ PG
(
cap(E≥h(x0)) ≥ inf

x0∈A⊂G,δ(A)≥n
cap(A)

)
,

(IV.3.9)

where the infimum is over connected sets A, δ(A) is the diameter of A and
B(x0, n) is the ball of radius n for the distance dG̃. One can then exploit the find-
ings of Theorem IV.3.3 in order to derive asymptotics for PG(cap(E≥hn(x0)) ≥ ·)
as hn → 0, and we gather these results in Lemma IV.4.6. A particularly inter-
esting example is when G is a transient graph such that for all x0 ∈ G,

cap(B(x0, n)) −→
n→∞

∞ and lim sup
n→∞

cap(B(x0, n))

infx0∈A⊂G,δ(A)≥n cap(A)
<∞. (IV.3.10)

Note that (IV.3.10) directly implies that (Cap) is fulfilled, and so (Sign) holds
true as well. The bound (IV.3.10) is fulfilled on any graph such that κ ≡ 0, the
volume of B(x0, n) increases as nα for some α > 2, and the Green function g(x, y)

decreases as |x − y|−ν for some ν ∈ (0, 1), see (III.3.11) and (III.3.14), and an
example of such a graph is G = G ′×Z, where G ′ is the Sierpinski gasket, see [50].
As a direct consequence of (IV.3.9) and the asymptotics from Lemma IV.4.6,
we then obtain that, under (IV.3.10), for any sequence hn ≥ 0,

PG(0←→ B(x0, n)c in E≥hn)

PG(0←→ B(x0, n)c in E≥0)
−→
n→∞

0 if and only if hn
√

cap(B(x0, n) −→
n→∞

∞.

(IV.3.11)
One could also find some results on the critical window for hn ≤ 0 using (IV.3.9)
and Lemma IV.4.6.

We now turn to our results about the isomorphism between random inter-
lacements and the Gaussian free field (Isom), and its link with the condition
(Lawh). We first present another formulation of the isomorphism (Isom), which
will be useful later. It includes the law of the sign of ϕ on the left-hand sign of
(Isom), which was first given in Lemma 3.2 in [57], and the simple proof of the
equivalence between (Isom’) and (Isom) is part of the proof of Theorem IV.3.4
given at the end of Section IV.8.

On some extension P̃IG̃ of PGG̃ ⊗ PIG̃, that we simply denote by P̃I when there
is no ambiguity, let us define for each u > 0 an additional process (σux)x∈G̃ ∈
{−1, 1}G̃, such that, conditionally on (|ϕx|)x∈G̃ and ωu, σ

u is constant on each
of the cluster of {x ∈ G̃ : 2`x,u + ϕ2

x > 0}, σux = 1 for all x ∈ Iu, and the
values of σu on each other cluster are independent and uniformly distributed.
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If 2`x,u + ϕ2
x = 0, the value of σux will not play any role in what follows, and

one can fix it arbitrarily. Recalling the definition of C∞u from below (Isom), it is
clear that the clusters of {x ∈ G̃ : 2`x,u + ϕ2

x > 0} are the union of the clusters
of the interior of C∞u and the clusters of {x ∈ G̃ : |ϕx| > 0} ∩ (C∞u )c, and so one
can equivalently define σu as follows: σux = 1 for all x ∈ C∞u , σu is constant
on each of the cluster of {x ∈ G̃ : |ϕx| > 0} ∩ (C∞u )c, and its values on each
cluster are independent and uniformly distributed. Let us now introduce another
isomorphism between random interlacements and the Gaussian free field(

σux
√

2`x,u + ϕ2
x

)
x∈G̃ has the same law under P̃I

as
(
ϕx +

√
2u
)
x∈G̃ under PG for all u > 0.

(Isom’)

If (Isom’) holds, it follows by symmetry of the Gaussian free field that for all
u > 0, E≥

√
2u has the same law under PGG̃ as {x ∈ G̃ : σux = −1} under P̃IG̃ and

E≥−
√

2u has the same law under PGG̃ as {x ∈ G̃ : σux = 1} under P̃IG̃. Moreover,
by definition of σu, the expectation of σux is the probability that x ∈ C∞u , that
is the probability that the cluster of x in {x ∈ G̃ : |ϕx| > 0} intersects Iu.
Using (IV.2.38), one can then directly prove that (Isom’) implies (Law0), see
Proposition IV.4.7 for details. In the next theorem, that we prove at the end of
Section IV.8, we show that (Isom’), or equivalently (Isom), is actually equivalent
to (Law0), or even (Lawh)h>0, and we also give a formulation of (Isom’) for the
discrete graph G.

Theorem IV.3.4. Assume that G is transient. Then

(Law0)⇐⇒ (Lawh)h>0 ⇐⇒ (Isom)⇐⇒ (Isom’). (IV.3.12)

Moreover, if one of the previous condition is fulfilled, on some extension P̃IG of
PGG ⊗ PIG, let us define for each u > 0 a random set Êu ⊂ E ∪G such that, con-
ditionally on (ϕx)x∈G and ωGu , Êu contains each edge and vertex in IuE, and each
additional edge and vertex e ∈ E ∪G conditionally independently with proba-
bility 1 − pu,Ge (ϕ, `.,u), where pu,Ge : RG × [0,∞)G → [0, 1] is defined for each
e = {x, y} ∈ E by

pu,Ge (f, g) = exp
(
− λx,y

(
f(x)f(y) +

√
(f(x)2 + 2g(x))(f(y)2 + 2g(y))

))
,

(IV.3.13)
and for each x ∈ G by

pu,Gx (f, g) = exp
(
− κx

√
2u(f(x)2 + 2g(x))

)
. (IV.3.14)

Then Êu has the same law under P̃IG as Eu := {e ∈ E ∪G : 2`x,u + ϕ2
x >

0 for all x ∈ Ie} under P̃IG̃. In particular, if we define a process (σ̂ux)x∈G ∈
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{−1, 1}G, such that, conditionally on (ϕx)x∈G, ω
G
u and Êu, σ̂u is constant on

each of the clusters induced by Êu, σ̂ux = 1 for all x ∈ Êu ∩G, and the values of
σ̂u on each other cluster are independent and uniformly distributed, then(
σ̂ux
√

2`x,u + ϕ2
x

)
x∈G has the same law under P̃IG as

(
ϕx +

√
2u
)
x∈G under PGG .

(IV.3.15)

The main interest of the isomorphism (Isom’) comes in the following propo-
sition, whose simple proof is given in Section IV.4.3. It shows that (IV.3.7) also
holds for the law of the compact clusters of the level sets, and not only for the
law of their capacity.

Proposition IV.3.5. Let G be a graph such that (Isom’) holds. Then the com-
pact clusters of E≥−h have the same law as the compact clusters of E≥h.

Let us finally give some additional consequences of Theorem IV.3.4. We
denote by 0 the constant killing measure equal to 0, and we define

h0(x)
def.
= P G̃0

x (ζ̃κ < ζ̃0) for all x ∈ G, (IV.3.16)

in the notation of (IV.2.7) and (IV.2.8). In other words, h0(x) is the probability
that the diffusion X starting in x is killed before blowing up, or equivalently the
probability that the discrete Markov chain Z on G starting in x is killed by the
measure κ before blowing up, and we say that h0 < 1 if h0(x) < 1 for all x ∈ G.
Under condition (Law0), another interesting consequence of Theorem IV.3.4 is
that one can replace the condition κ ≡ 0 by h0 < 1 in Corollary IV.3.2. It also
provides us the following dichotomy for the value of h̃∗.

Corollary IV.3.6. Assume G is transient and satisfies (Law0). Then either the
sign clusters E≥0 of the Gaussian free field on G̃ only contain compact connected
components PG-a.s, or for all h ∈ R the level sets E≥h contain at least one
unbounded connected component with PG-positive probability. If moreover h0 <

1, then for all x0 ∈ G̃ and h < 0 the level set E≥h(x0) of x0 is unbounded with
positive probability, and in particular h̃∗ = hcom

∗ ∈ {0,∞}.

The proof of Corollary IV.3.6 is done at the end of Section IV.8. We refer to
Remark IV.9.2,3) for an example of a graph satisfying (Law0) and h0 < 1, but
for which h̃∗ = hcom

∗ = ∞, that is the dichotomy from Corollary IV.3.6 is non-
trivial. Note that however we still have hcap

∗ ≤ 0 by Theorem IV.3.1. In view of
Corollary IV.3.6, an interesting open question is then whether a transient graph
with h̃∗ ∈ (0,∞), or hcom

∗ ∈ (0,∞), exists or not. An interesting consequence of
Corollary IV.3.6 is that if h̃∗ = 0, then the level sets of the Gaussian free field
do no percolate at the critical point h = 0, and we refer to the end of Section
IV.8 for a proof.
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Corollary IV.3.7. If G is a transient graph such that h̃∗ ≤ 0, then E≥0 contains
only bounded connected components.

IV.4 Preliminaries

IV.4.1 The conditions (Cap) and κ ≡ 0.

In this subsection, we prove another characterization of (Cap) in terms of the
discrete graph G, see (IV.4.1), and give several example of graphs verifying
(Cap): graphs with a Green function decreasing to zero at infinity, and in
particular transitive graphs, see Lemma IV.4.1, or the trees studied in [1], see
Lemma IV.4.2. We then show that, if κ ≡ 0, the law of the capacity of the
level sets of the Gaussian free field on G̃ from (Lawh) can be equivalently stated
directly on the graph G̃E , see Lemma IV.4.3. We finally explain in Proposi-
tion IV.4.4 under which conditions compactness and boundedness are equivalent
for the level sets of the Gaussian free field, which directly imply the equalities
in (IV.3.4) and (IV.3.5), and Corollary IV.3.2 follows then directly from Theo-
rem IV.3.1.

The condition (Cap) plays an essential role in the proof of h̃∗ = 0, and
we now give an equivalent condition in terms of the cable system G̃, which
shows in combination with Theorem IV.3.1 that E≥0 is bounded on any graph
satisfying (IV.4.1). We also give a condition which implies (Cap), but is stated
only in terms of the Green function on G, and thus can be easier to verify. It
implies for instance that any vertex-transitive graph verifies (Cap), and so that
Corollary IV.3.2 generalizes the results from Proposition 5.5 in [57].

Lemma IV.4.1. 1. Condition (Cap) holds true if and only if

cap(A) =∞ for all infinite and connected sets A ⊂ G. (IV.4.1)

2. If

there exists g0 <∞ such that {x ∈ G : g(x, x) > g0}
has no unbounded connected component

(IV.4.2)

and if

for any sequence (xk), (yk) ∈ GN with dG(xk, yk) −→
k→∞
∞ : g(xk, yk) −→

k→∞
0,

(IV.4.3)
then condition (Cap) is verified for G. In particular, if G is vertex-
transitive, then condition (Cap) is verified.
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Proof. (a) Let us first assume that (Cap) holds true for the graph G, then for
all infinite and connected A ⊂ G, writing Ã for the union of the Ie for all edges
e ∈ E between two vertices of A, we have by (IV.2.18) and (IV.2.27)

cap(A) = cap(Ã) =∞,

since Ã is an unbounded and connected set of G̃, and so (IV.4.1) is satisfied.
Assume now that G is a graph such that (IV.4.1) is verified, and let Ã be a
connected and unbounded subset of G̃. Then Ã contains an infinite and connected
set A ⊂ G, and so by (IV.2.24) and (IV.4.1) cap(Ã) ≥ cap(A) =∞, that is (Cap)
holds.

(b) Let us now assume that G is a graph such that (IV.4.2) and (IV.4.3)
are satisfied. We can assume that G is an infinite graph, otherwise condition
(IV.4.1), and thus (Cap), is trivially satisfied. Let A be an infinite and connected
subset of G, which contains an infinite path π = (x0, x1, . . . ) such that xi−1 ∼ xi
for all i ∈ N, and xi ∈ G. Let us define recursively a0 = 0 and

an = inf
{
i > an−1 : dG(xi, xaj) ≥ n for all j ≤ n− 1 and g(xi, xi) ≤ g0

}
.

The existence of an is guaranteed by (IV.4.2). Let us fix some ε > 0, and let
A = {xa0 , xa1 , . . . } and Kε,x = {y ∈ A \ {x} : g(x, y) ≥ ε} for all x ∈ A.

For all n ∈ N such that Kε,xan 6= ∅, there exists yn ∈ A, yn 6= xan , such
that g(xan , yn) ≥ ε, and by definition of the sequence (ak)k≥0, we then have
dG(xan , yn) ≥ n. By (IV.4.3), this is only possible for finitely many n, that
is there exists N ∈ N such that Kε,xan = ∅ for all n ≥ N. Let us define
Bn = {xaN , . . . , xaN+n−1

} for all n ∈ N, we then have that g(x, y) ≤ ε and
g(x, x) ≤ g0 for all x 6= y ∈ Bn and n ∈ N. Therefore, we have by (IV.2.22) that

cap(Bn) ≥
( 1

n2

∑
x,y∈Bn

g(x, y)
)−1

≥
(g0

n
+ ε
)−1

.

Using (IV.2.24) and (IV.2.27), we obtain that cap(A) =∞, that is (IV.4.1), and
thus (Cap), holds.

Let us now assume that G is vertex-transitive. Then g(x, x) = g0 is constant,
and so (IV.4.2) holds, and by transitivity, (IV.4.3) is equivalent for any x ∈ G
to the following condition:

for any sequence (yk) ∈ GN with dG(x, yk) −→
k→∞
∞, we have g(x, yk) −→

k→∞
0.

Let us assume that this does not hold, that is there exists ε > 0, x ∈ G, and a
sequence (yk) ∈ GN with dG(x, yk) −→

k→∞
∞ and g(x, yk) ≥ ε for all k ∈ N. Since
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for all y ∈ G g(x, y) = Px(Hy < ζ)g(y, y) and g is symmetric, we then have for
all k ∈ N that

Px(Hyk < ζ) ≥ g−1
0 ε and Pyk(Hx < ζ) ≥ g−1

0 ε

For each n ∈ N, there exists kn ∈ N such that dG(x, ykn) ≥ n, and then by the
strong Markov property

Px(∃ t ≥ TB(x,n) : Zt = x) ≥ Px(Hykn
< ζ, ∃ t ≥ Hykn

: Zt = x) ≥ g−2
0 ε2.

Since TB(x,n) increases to ζ, there exists a sequence (an)n∈N such that for all
n ∈ N

Px(∃ t ∈ [TB(x,an), TB(x,an+1)) : Zt = x) ≥ ε2

2g2
0

.

Now

g(x, x) = Ex

[ ∫ ∞
0

1Zt=x dt
]
≥
∑
n∈N

Ex

[ ∫ TB(x,an+1)

TB(x,an)

1Zt=x dt
]
≥
∑
n∈N

ε2

2g2
0λx

=∞,

where we used in the last inequality the fact that Zt stays a time E(λx) in x

whenever it is hit, and this is a contradiction. Therefore (IV.4.3) holds, and so
also (Cap).

In Proposition 2.2 of [1], it is proved that the sign clusters E≥0 of the Gaussian
free field on the cable system on T̃ only contains compact connected components
PG-a.s, when T is a tree with unit weights and zero killing measure, and such
that {x ∈ T : R∞x > A} only has bounded components for some A > 0. Here R∞x
denotes the effective resistance between x and infinity for Tx (the tree consisting
only of x and its descendants); in other words, 1

λxR∞x
is the probability that the

Markov chain Z on T starting in x first visit a child of x, and then never comes
back to x. We are now going to prove that (Cap) is always fulfilled on such
trees; a fortiori, as a consequence of the previous discussion, Corollary IV.3.2
generalizes Proposition 2.2 of [1].

Lemma IV.4.2. If T is a transient tree with zero killing measure and unit
weights such that {x ∈ T : R∞x > A} only has bounded connected components
for some A > 0, then (Cap) is verified.

Proof. By Lemma IV.4.1 and (IV.2.24), it is enough to prove that cap(B) =∞
for all infinite sets B of the form B = {x0, x1, . . . }, where xi has degree at least 3
and is some descendant of xi−1 for all i ∈ N. For each i ∈ N, {x ∈ Txi \B : R∞x >

A} is finite, and so there exists a cut-set Ci between xi and infinity in Txi \ B,
such that R∞y ≤ A for all y ∈ Ci. Adding a vertex to T in the middle of each Ie,
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e ∈ E, one can assume without loss of generality that each y ∈ Ci has degree
two, see the discussion below (2.18) in [1] for details. Taking Bn = {x0, . . . , xn},
we have for all n ∈ N and i ∈ {1, . . . , n− 1} that

eBn(xi) = λxiP
T
xi

(Xn ∈ Txi \B for all n ∈ N)

≥ λxi
∑
y∈Ci

P T
xi

(XHCi
= y,HCi < H̃xi)

1

λyR∞y
≥ λxi

2A
P T
xi

(HCi < H̃xi).

Since T is transient and the random walk on Z is recurrent, it is easy to see that
B is visited infinitely often with probability 0. Therefore for each i ∈ N, under
P T
xi
, if Zn ∈ Txi for all n ∈ N, then there exists p ≥ i such that HCp < H̃xi , and

so

1

R∞xi
≤ λxiP

T
xi

(∃ p ≥ i,HCp < H̃xi) ≤
∑
p≥i

λxpP
T
xp(HCp < H̃xi),

where in the last inequality we used λxiP T
xi

(Hxp < H̃xi) = λxpP
T
xp(Hxi < H̃xp) ≤

λxp . Since for each x ∈ T with degree 2, using (1.11) in [1], we have R∞x =

R∞y + 1 ≥ R∞y when y is the first descendant of x, we have that 1
R∞xi
≥ A−1

infinitely often, and so, using (IV.2.20) and (IV.2.27),

cap(B) = lim
n→∞

∑
i∈{0,...,n}

eBn(xi) ≥
1

2A

∑
i∈N

λxiP
T
xi

(HCi < H̃xi) =∞.

We now turn to the proof that Corollary IV.3.2 follows from Theorem IV.3.1,
and we begin with an auxiliary result about the capacity of Ix, x ∈ G, and the
capacity on G̃E , defined below (IV.2.27). It implies that, if κ ≡ 0, the law
of the capacity of the level sets of the Gaussian free field on G̃ obtained in
Theorem IV.3.3 can be equivalently stated directly on the graph G̃E , for which
the Gaussian free field was defined in the previous chapters. Recall that capG̃E
was defined below (IV.2.20).

Lemma IV.4.3. For all x ∈ G, we have the following dichotomy

if κx > 0, then cap(Ix) =∞, and if κx = 0, then cap(Ix) = cap({x}).
(IV.4.4)

Moreover, if κ ≡ 0, then for all connected and closed sets A ⊂ G̃ such that
A ∩ G̃E 6= ∅, we have capG̃(A) = capG̃E (A ∩ G̃E ).
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Proof. Let us first prove (IV.4.4). If κx > 0, then for all t ∈ (0, ρx), writing
yt = x+ (ρx− t) · Ix, we have by (IV.2.17) that κ{yt}yt = 1

2t
, and so λ{yt}yt ≥ 1

2t
. Let

I tx = x+ [x, yt] · Ix, then by (IV.2.17)

P G
{yt}

yt (H̃Itx =∞) =
κ
{yt}
yt

λ
{yt}
x,yt + κ

{yt}
yt

= 1− t

ρx
,

and so by (IV.2.18) we have cap(I tx) ≥ eItx(yt) ≥
1
2t
− 1

2ρx
, and by (IV.2.27) we

obtain cap(Ix) = ∞. If κx = 0, then keeping the same notation we have for all
t ∈ (0,∞) P G

{yt}
yt (H̃Itx = ∞) = 0 since X behave like a Brownian motion on Ix,

and thus will always come back in I tx in finite time, and P G
{yt}

x (H̃Itx = ∞) =

P G
{yt}

x (H̃{x} = ∞). Therefore by (IV.2.18), we have cap(I tx) = eItx(x) + 0 =

e{x}(x) = cap({x}), and by (IV.2.27) we obtain cap(Ix) = cap({x}).
Let us now assume that κ ≡ 0, and let K ⊂ G̃ be a connected and compact

set such that K ∩ G̃E 6= ∅. Then for all x ∈ ∂(K ∩ G̃E ), we have that

eK∩G̃E (x) = λ∂Kx P G
∂K

x (H̃K∩G̃E =∞) = λ∂Kx P G
∂K

x (H̃K =∞) = eK(x),

and eK(y) = 0 if y ∈ ∂K \ ∂(K ∩ G̃E ), and we can conclude by (IV.2.27).

We now state a general lemma about the level sets E≥h of the Gaussian free
field, from which the equalities in (IV.3.4) and (IV.3.5) follow directly. Thus,
Corollary IV.3.2 will be entailed as well once we will have proved Theorem IV.3.1.

Proposition IV.4.4. Fix h ∈ R and x0 ∈ G̃ arbitrarily. PG-a.s, if either h ≥ 0,

cap(E≥h(x0)) < ∞ or κ ≡ 0 on G, then the level set E≥h(x0) of x0 is compact
if and only if it is bounded.

Proof. Observe that by definition, a connected set K is compact if and only if
it is a closed and bounded subset of G̃ such that Ix ∩K is a connected compact
subset of Ix for all x ∈ G. Therefore, if the level set E≥h(x0) of x0 is compact,
then it is bounded. Hence, we only have to show the remaining implication, and
we assume from now on that E≥h(x0) is bounded. First note that, as explained
below (IV.2.31), if κx = 0, since ϕ on Ix conditioned on ϕx has the same law
as a Brownian motion starting in ϕx with variance 2 at time 1, we have that
Ix∩E≥h(x0) is PG-a.s. a connected compact of Ix. Therefore E≥h(x0) is compact
if κ ≡ 0. If κx > 0 we have by (IV.4.4) applied to the graph G{x+t·Ix} that
cap([t, ρx) · Ix) =∞. If cap(E≥h(x0)) <∞, by (IV.2.24) we obtain [t, ρx) · Ix 6⊂
E≥h(x0), that is Ix ∩ E≥h(x0) is a connected compact of Ix, and so E≥h(x0) is
compact. Finally, if κx > 0 and h ≥ 0, as explained below (IV.2.31), since ϕ
on Ix conditioned on ϕx has the same law as a Brownian bridge of finite length
between ϕx and 0 of a Brownian motion with variance 2 at time 1, Ix ∩E≥h(x0)

is a connected compact of Ix, and so E≥h(x0) is compact.



191 IV.4. Preliminaries

IV.4.2 Description of the law of cap(E≥h(x0))

In this subsection, we will study properties of the law of the capacity of the
level sets of the Gaussian free field, when their the Laplace transform is given in
(Lawh) (see above Theorem IV.1.1). The first lemma implies that cap(E≥h(x0))

satisfies (Lawh) if and only if its density (on the event {E≥h(x0) 6= ∅}) is given
by ρh(·), see (IV.3.6), for any h ≥ 0, as mentioned in Theorem IV.3.3.

Lemma IV.4.5. For all u ≥ 0 and h ∈ R,∫ ∞
g(x0,x0)−1

ρh(t) exp(−ut) dt = PG
(
ϕx0 ≥

√
2u+ h2

)
, (IV.4.5)

where ρh is defined as in (IV.3.6).

Proof. Taking v = u+ h2/2 and a = g(x0, x0)−1, it is enough to show that∫ ∞
a

1

t
√

2π(t− a)
exp(−vt) dt =

∫ ∞
√

2v

exp
(
− at2

2

)
dt for all v, a ≥ 0. (IV.4.6)

For v = 0 we have, taking s =
√
t− a,∫ ∞

a

1

t
√

2π(t− a)
dt =

√
2

π

∫ ∞
0

1

s2 + a
ds =

√
2

aπ

[
arctan

( s√
a

)]∞
0

=

√
π

2a
,

and so (IV.4.6) holds for v = 0. Moreover by dominated convergence, the left-
hand side of (IV.4.6) viewed as a function of v ≥ 0 is C1 and its derivative is
given by

−
∫ ∞
a

1√
2π(t− a)

exp(−vt) dt = −
√

2

π

∫ ∞
0

exp
(
− v(a+ s2)

)
ds

= − 1√
2v

exp(−va),

and so is equal to the derivative with respect to v of the term on the right-hand
side of (IV.4.6). This yields (IV.4.6), and thus (IV.4.5).

We now give some asymptotics on the tail of PG(cap(E≥hN (x0) ≥ ·), for cer-
tain sequences hN −→

N→∞
0, from which the result (IV.3.11) on the critical window

as h ↘ 0 under condition (IV.3.10) follows directly in view of (IV.3.9). One
could also use these asymptotics to obtain bounds on the critical window, even
when the condition (IV.3.10) does not hold or when h↗ 0, similarly as in [24].
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Lemma IV.4.6. Assume G satisfies (Lawh)h≥0. If hN ≥ 0 is a sequence such
that hN

√
N −→

N→∞
h∞ ∈ [0,∞], then for all x0 ∈ G̃,

√
NPG

(
cap(E≥hN (x0)) ≥ N

)
−→
N→∞

1

π
√
g(x0, x0)

exp
(
− h2

∞
2

)
. (IV.4.7)

Assume that G also satisfies (IV.3.7) and (IV.3.8). If hN > 0 is a sequence such
that hN

√
N −→

N→∞
h∞ ∈ [0,∞], then for all x0 ∈ G̃,

√
NPG

(
cap(E≥−hN (x0)) ≥ N

)
−→
N→∞

1

π
√
g(x0, x0)

exp
(
−h

2
∞
2

)
+h∞

√
2

πg(x0, x0)
,

(IV.4.8)
and if hN

√
N −→

N→∞
∞, then for all x0 ∈ G̃,

h−1
N PG

(
cap(E≥−hN (x0)) ≥ N

)
−→
N→∞

√
2

πg(x0, x0)
. (IV.4.9)

Proof. Let use first assume that (Lawh)h≥0 is fulfilled, then ρh, h ≥ 0, see
(IV.3.6), is the density of cap(E≥h(x0)) by Lemma IV.4.5. Let hN ≥ 0 be a
sequence such that hN

√
N −→

N→∞
h∞ ∈ [0,∞), then, as N →∞,

PG
(
cap(E≥hN (x0) ≥ N

)
=

∫ ∞
N

ρhN (t) dt

=

∫ ∞
1

1

2πt
√
g(x0, x0)(tN − g(x0, x0)−1)

exp
(
− Nh2

N t

2

)
dt

∼ exp
(
− h2

∞
2

)∫ ∞
1

1

2πt
√
g(x0, x0)tN

dt

=
1

π
√
g(x0, x0)N

exp
(
− h2

∞
2

)
,

and so we obtain (IV.4.7). The proof is similar if h∞ = ∞. Let us now as-
sume that (IV.3.7) and (IV.3.8) are fulfilled. Then, since ϕx0 is N (0, g(x0, x0))-
distributed, we have that if hN > 0, hN −→

N→∞
0, then, as N →∞,

PG
(
cap(E≥−hN (x0) =∞

)
= PG(ϕx0 ∈ (−hN , hN)) ∼ hN

√
2

πg(x0, x0)
.

One can then directly obtain (IV.4.8) and (IV.4.9) from (IV.3.7) and (IV.4.7).
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IV.4.3 Consequences of the isomorphism

In this subsection, we prove that the signed isomorphism (Isom’) between ran-
dom interlacements and the Gaussian free field implies that the law of the com-
pact clusters of the Gaussian free field at positive and negative levels are the
same, see Proposition IV.3.5, and that the law of the capacity of the level sets
is given by (Lawh)h≥0 and (IV.3.7), and we will use this fact several times in
Sections IV.7 and IV.8.

Proof of Proposition IV.3.5. If (Isom’) holds, then the compact clusters of
E≥−

√
2u have the same law as the closure of the compact clusters of {x ∈ G̃ :

σux = 1}. Each cluster of Iu is non-compact, and so by definition of σu, the
compact clusters of E≥−

√
2u have the same law as the compact clusters of E|≥0|

not intersected by Iu with σu = 1 on these clusters, and so the same law as the
compact clusters of E|≥0| not intersected by Iu with σu = −1, that is all the
compact clusters of E|≥0| with σu = −1. By (Isom’), they also have the same
law as the compact clusters of {x ∈ G̃ : ϕx ≤ −

√
2u}, and by symmetry of the

Gaussian free field, the same law as the compact clusters of E≥
√

2u.

Proposition IV.4.7. Let G be a graph such that (Isom’) is verified for all u > 0,

then (Lawh)h≥0 holds on G. Moreover, if (Cap) is also fulfilled, then (IV.3.7)
also holds on G..

Proof. We first consider the case h = 0, and for all x ∈ G̃ let us denote by
E|>0|(x) = {y ∈ G̃ : y ←→ x in {z ∈ G̃ : |ϕz| > 0}}, and by E|>0|(x) its closure.
Note that if E|>0|(x)∩Iu = ∅, then the cluster of x in {y ∈ G̃ : 2`y,u+ϕ2

y > 0} is
equal to E|>0|(x), and so σux = ±1 with probability 1

2
, and if E|>0|(x) ∩ Iu 6= ∅,

then x←→ Iu in {y ∈ G̃ : 2`y,u +ϕ2
y > 0}, and so σux = 1. By (Isom’), (IV.2.38)

and symmetry of the Gaussian free field, we thus have for all u > 0 and x ∈ G̃

2PG(ϕx ≥
√

2u) = 1− EG
[
sign(ϕx +

√
2u)
]

= 1− ẼI [σux ]

= 1− P̃I
(
E|>0|(x) ∩ Iu 6= ∅

)
= EG

[
exp

(
−ucap

(
E|>0|(x)

))]
,

where we used that Iu is open in the last equality to replace E|>0|(x) by E|>0|(x).

By the Markov property (IV.2.31), for all compacts K of G̃, conditionally on
E|>0|(x)∩K, (ϕy)y∈(E|>0|(x)∩K)c

is a Gaussian free field on G̃ \(E|>0|(x)∩K), and

thus ϕ behave like Brownian bridges on the boundary of E|>0|(x). Therefore,
any point y in the boundary of E|>0|(x) can be approximated by a sequence
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yn ∈ (E|>0|(x))c, n ∈ N, such that ϕyn < 0, and if ϕx > 0 we obtain that
E|>0|(x) = E≥0(x) PG-a.s. By symmetry of the Gaussian free field, we thus have

EG
[
exp

(
−ucap

(
E≥0(x)

))
1ϕx≥0

]
=

1

2
EG
[
exp

(
−ucap

(
E|>0|(x)

))]
= PG(ϕx ≥

√
2u).

Let us now consider some h > 0, and let u0 = h2/2. By symmetry of the Gaussian
free field and (Isom’), we have that E≥h(x) has the same law under PG as the
closure of the connected component of x in {y ∈ G̃ : σu0

y = −1} under P̃I , that
is the same law as E|>0|(x) if Iu0 ∩E|>0|(x) = ∅ and σx = −1, and ∅ otherwise.
Therefore by (IV.2.38) we have for all u > 0

EG
[
exp

(
−ucap(E≥h(x)

)
1ϕx0≥h

]
= ẼI

[
1Iu0∩E|>0|(x)=∅,σu0

x =−1
exp

(
−ucap(E|>0|(x)

)]
=

1

2
EG
[
exp

(
−(u+ u0)cap(E|>0|(x)

)]
= PG

(
ϕx ≥

√
2u+ h2

)
.

Now assume that (Cap) holds on G, and let us fix some h > 0. Then the clus-
ters of E≥−h with finite capacity are the bounded clusters of E≥−h, and so by
Proposition IV.4.4 the compact clusters of E≥−h. By Proposition IV.3.5, they
thus have the same law as the compact clusters of E≥h, that is all the clusters
of E≥h, and so (IV.3.7) follows.

IV.5 Proof using Russo’s formula

For any compact K of G̃, and event A ∈ {0, 1}⊗K , we write

A
(h)
K = {E≥h ∩K ∈ A}. (IV.5.1)

Proposition IV.5.1. For all compact K of G̃ and event AK ∈ {0, 1}⊗K ,

−dPG(A
(a)
K )

da
= EG[MK1A(a)

K
] for all a ∈ R. (IV.5.2)

Proof. Fix a compact K of G̃. For arbitrary a ∈ R, introducing the function

ha(x) = −ah(x), h(x)
def.
= P G̃x [HK < ζ̃], x ∈ G̃,

one has in particular ha|K = −a and therefore, in view of (IV.5.1),

PG(A
(a)
K (ϕ)) = PG(A

(0)
K (ϕ+ ha)). (IV.5.3)
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By (IV.2.21), we moreover have for all x ∈ G̃

ha(x) = −a
∑
y∈∂K

eK(y)g(y, x) = EG
[
ϕx
(
− aMK

)]
.

By (IV.2.20) with K = ∅ and the Cameron-Martin theorem, see for instance
[49], Theorems 14.1 and 14.13, one knows that P̃Ga defined by

dP̃Ga
dPG

= exp
(
− aMK −

a2cap(K)

2

)
(IV.5.4)

is a probability measure and that ϕ under P̃Ga has the law of ϕ + ha under PG.
In view of (IV.5.3) and by dominated convergence, this implies that

−dPG(A
(a)
K )

da
= − d

da
P̃Ga (A

(0)
K (ϕ))

(IV.5.4)
= EG

[
1
A

(0)
K (ϕ)

(
− d

da
exp

(
− aMK − a2cap(K)

2

))]
= ẼGa

[
1
A

(0)
K (ϕ)

(
MK + acap(K)

)]
(IV.5.4)

= EG
[
1
A

(a)
K (ϕ)

MK

]
.

Corollary IV.5.2. For all x0 ∈ G̃, compact K of G̃ such that x0 ∈ K, h ≥ 0

and cap({x0}) ≤ s < t ≤ ∞, we have

PG(cap(E≥h(x0) ∩K) ∈ (s, t]) ≤ PG(cap(E≥0(x0) ∩K) ∈ (s, t]) exp
(
− h2s

2

)
.

(IV.5.5)

Proof. The bound (IV.5.5) will follow by integrating a suitable differential in-
equality, see (IV.5.8) below. Let Ch

s,t = {cap(E≥h(x0) ∩K) ∈ (s, t]} and

Kh def.
= E≥h(x0) ∩K. (IV.5.6)

Note that Ch
s,t is of the form (IV.5.1) (withA = {ω ∈ {0, 1}K : cap(Cω(x0)∩K) ∈

(s, t]}, where Cω(x0) refers to the cluster of x0), whence Proposition IV.5.1
applies to this event. Moreover, the set Kh in (IV.5.6) is a compatible random
subset of G̃ and Kh ⊂ K. Lastly, on account of (IV.2.30), the event Ch

s,t is
A+
Kh-measurable. Together these observations imply that

−
dPG(Ch

s,t)

dh
= EG

[
EG[MK | A+

Kh ]1Chs,t
]
, h ∈ R. (IV.5.7)



Chapter IV. Percolation for the Gaussian free field on the cable system 196

Applying Lemma IV.2.3, noting that ϕ ≥ h on ∂Kh, we deduce that for h ≥ 0,

EG[MK | A+
Kh ]1Chs,t = MKh1Chs,t =

∑
x∈∂Kh

eKh(x)ϕx1Chs,t

≥ hcap(Kh)1Chs,t ≥ hs1Chs,t .

Substituting this into (IV.5.7) yields

d logPG(Ch
s,t)

dh
≤ −hs, h ≥ 0. (IV.5.8)

Integrating (IV.5.8) then gives (IV.5.5).

In case E≥h(x0) is compact, we can be more precise than Corollary IV.5.2.
For all x0 ∈ G̃, closed connected set F of G̃ such that x0 ∈ F and h ∈ R, let µFh
be the law of cap(E≥h(x0))1E≥h(x0)⊂F,E≥h(x0) compact,ϕx0≥h under PG.

Corollary IV.5.3. For all x0 ∈ G̃, closed connected set F of G̃ such that x0 ∈ F,
and h, h′ ∈ R

dµFh
dµFh′

(t) = exp
(
− (h2 − (h′)2)t

2

)
, t ∈ (cap(x0),∞) (IV.5.9)

(here with a slight abuse of notation we identify µFh with its restriction to
(cap(x0),∞)).

Proof. Assume first that F is compact. Let XF
h have law µFh and note that

XF
h

law
= cap(E≥h(x0))1E≥h(x0)⊂F . For h ∈ R, 0 < ε < cap(x0) (> 0) and t >

cap(x0), consider the event

Ahε (t)
def.
= {t− ε < XF

h ≤ t} = {E≥h(x0) ⊂ F, cap(E≥h(x0) ∩ F ) ∈ (t− ε, t]}
(IV.5.10)

and write

PG(Ahε (t)) = exp

{∫ h

h′

d logPG(Aaε(t))

da
da

}
× PG(Ah

′

ε (t)). (IV.5.11)

Since the event in (IV.5.10) is of the form (IV.5.1), the logarithmic derivative
can be computed by means of Proposition IV.5.1, yielding (with K = F )

d logPG(Aaε(t))

da
=

1

PG(Aaε(t))

dPG(Aaε(t))

da

(IV.5.2)
=

−1

PG(Aaε(t))
EG
[
MF1Aaε (t)

]
.

(IV.5.12)
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As Aaε(t) ∈ A+
Ka with Ka = E≥a(x0) ∩ F , using that Ka1Aaε (t) = E≥h(x0)1Aaε (t)

and that, still on the event Aaε(t), one has ϕx = a for all x ∈ ∂Ka, a similar
computation as below (IV.5.7) involving Lemma IV.2.3 gives

EG
[
MF1Aaε (t)

]
PG(Aaε(t))

= a ·
EG
[
cap(E≥h(x0))1Aaε (t)

]
PG(Aaε(t))

(IV.5.10)
∈ (a(t− ε), at]. (IV.5.13)

Substituting (IV.5.12) and (IV.5.13) into (IV.5.11) then yields

e−t
(h2−(h′)2)

2 ≤
1
ε
PG(Ahε (t))

1
ε
PG(Ahh′(t))

≤ e−(t−ε) (h2−(h′)2)
2 , (IV.5.14)

from which the claim follows by letting ε → 0. To obtain (IV.5.9) in case F is
non-compact, one writes F as the increasing limit of a sequence {Fn} of compact
sets, to which (IV.5.14) applies and gives uniform bounds (in n). One then first
takes the monotone limit of the two probabilities as n→∞ using (IV.2.27), and
lets then ε→ 0.

We now proceed to do the

First proof of Theorem IV.3.1. Recall the definition of Kh for the quantity de-
fined in (IV.5.6). Noting thatKh ↗ E>h(x0) asK ↗ G̃ and therefore cap(Kh)↗
cap(E>h(x0)) by (IV.2.24) and (IV.2.27), one has, for all s ≥ cap({x0}) and
h ≥ 0,

PG(cap(E≥h(x0)) > s) = lim
K↗G̃

lim
t→∞

PG(cap(Kh) ∈ (s, t])
(IV.5.5)
≤ e−

h2s
2 . (IV.5.15)

Letting s→∞ in (IV.5.15) yields

PG(cap(E≥h(x0)) <∞) = 1, for all h > 0, (IV.5.16)

and therefore hcap
∗ ≤ 0 in view of (IV.3.2). In order to deduce (IV.5.16) for h = 0

one considers instead (IV.5.5) with s = cap({x0}), noting that cap(E≥h(x0)) >

cap(x0) is PG-a.s. equivalent to ϕx0 > h, to obtain for all h > 0 and t ≥ 0

PG
(
ϕx0 > h, cap(Kh) ≤ t

)
≤ PG

(
ϕx0 > 0, cap(K0) ≤ t

)
e−

h2cap({x0})
2 . (IV.5.17)

Letting K ↗ G̃, t → ∞ and h ↘ 0 in (IV.5.17), the claim follows again by
monotone convergence as the limit on the left-hand side equals 1

2
by (IV.5.16).

It remains to argue that hcom
∗ ≥ 0, i.e. that for all h > 0 the level set E≥−h(x0)

of x0 is non-compact with positive probability. Assuming on the contrary that
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E≥−h is PG-a.s. compact for some h > 0, one deduces, noting that any compact
set has finite capacity, that

µG̃s ((cap(x0),∞)) = PG(ϕx0 > s,E≥s(x0) is compact) = PG(ϕx0 > s), s ≥ −h.
(IV.5.18)

But (IV.5.18) and (IV.5.9) applied with h′ = −h imply

PG(ϕx0 > −h) = PG(ϕx0 > h),

a contradiction. This completes the proof.

We can now do the

First proof of Theorem IV.3.3. Let us first fix some h ≥ 0 such that E≥h is
PG-a.s. bounded. Note that by Proposition IV.4.4, for any x0 ∈ G̃ and u ≥ 0,
E>h+

√
2u(x0) is PG-a.s. compact, hence

µG̃
h+
√

2u
is the law of cap(E≥h+

√
2u(x0))1ϕx0≥h+

√
2u for all u ≥ 0. (IV.5.19)

In particular, for any u > 0

PG(ϕx0 ≥ h+
√

2u) = PG
(
cap(E≥h+

√
2u(x0)) > cap(x0)

)
(IV.5.19)

= µG̃
h+
√

2u

(
(cap(x0),∞)

)
(IV.5.9)

=

∫ ∞
cap(x0)

eutdµFh (t)

(IV.5.19)
= EG

[
exp

(
− ucap(E≥h(x0))

)
1{ϕx0≥h}

]
,

as desired. The fact that the density is ρh, as given by (IV.3.6), then follows
from Lemma IV.4.5.

Assume now that (Cap) holds. This implies that for any h ∈ R, E≥h(x0)

being compact is equivalent to cap(E≥h(x0)) being finite, whence for all h ≥ 0,
µG̃−h is the law of cap(E≥−h(x0))1cap(E≥−h(x0))<∞,ϕx0≥−h. Moreover E≥h is PG-a.s.
bounded for all h ≥ 0 by Corollary IV.3.2, and so (Lawh) and (IV.5.19) hold
for all h ≥ 0. From this and (IV.5.19), the asserted equality in law in (IV.3.7)
follows immediately from the equality

µG̃−h|(0,∞) = µG̃h |(0,∞), for all h > 0

(by which we mean the equality of the restriction of the respective measures
to the space ((0,∞),B(0,∞))), itself an immediate consequence of (IV.5.9).
Therefore by (Lawh) for u = 0 we have

PG
(
cap(E≥−h(x0)) ∈ (cap({x0}),∞)

)
= PG(ϕx0 ≥ h).

Since PG
(
cap(E≥−h(x0)) ≤ cap({x0})

)
= PG(ϕx0 ≤ −h), we obtain (IV.3.8).
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Remark IV.5.4. 1) Using (IV.5.9) with F = G̃ we get

EG
[

exp
(
−ucap(E≥0(x0)

)
1ϕx0≥h,E≥0(x0) compact

]
= PG

(
ϕx0 ≥

√
2u,

E≥
√

2u compact

)
.

In particular by Proposition IV.4.4, (Law0) is equivalent to

EG
[

exp
(
−ucap(E≥0(x0)

)
1ϕx0≥h,E≥0(x0) unbounded

]
= PG(E≥

√
2u unbounded).

(IV.5.20)

2) One can easily deduce from (IV.5.20) and Theorem IV.3.1 that if E≥0 is
unbounded with positive probability, then E≥

√
2u is unbounded with positive

probability for all u ≥ 0, that is h̃∗ = ∞. Moreover, by Theorem IV.3.1,
when κ ≡ 0, if E≥0 is compact, then hcom

∗ = 0. By Proposition IV.4.4 and
(IV.3.4), we thus get that hcom

∗ = h̃∗ ∈ {0,∞} when κ ≡ 0. One can thus
obtain partial results in Corollary IV.3.6, replacing the condition h0 < 1 by
the condition κ ≡ 0, without using random interlacements. One can then
deduce Corollary IV.3.7 from Corollary IV.3.6, see the end of Section IV.8
for details.

IV.6 Proof using exploration martingales

In this section, we are going to prove Theorems IV.3.1 and IV.3.3 using an
exploration martingale, similar to the one introduced in [24] on Zd, d ≥ 3, or
in Lemma 4.2 of [101] on the (d + 1)-regular tree, d ≥ 2. For a set F ⊂ G̃,
we define the distance d∞F on G̃, such that d∞F (x, y), x, y ∈ G̃, is the minimal
length of a continuous path in F between x and y, when changing the length of
each Ie, e ∈ E from ρe to 1, and of each Ix, x ∈ G, from ρx to ∞, by means
of some strictly increasing bijection [0, ρx) → [0,∞) when κx > 0. We take the
convention d∞F (x, x) = 0 for all x ∈ G̃, and d∞F (x, y) = ∞ if x 6= y and either
x /∈ F or y /∈ F. Let us fix some x0 ∈ G̃, and let Bt be the closed ball of radius t
around x0 for the distance d∞G̃ . Note that Bt is compact for all t ≥ 0, hence our
choice of the distance d∞ here. Under PG, we then define

K(h)
t = {x ∈ E≥h : d∞E≥h(x, x0) ≤ t} andM(h)

t = MK(h)
t
, (IV.6.1)

see (IV.1.6) for the definition of MK . Note that K(h)
t is an increasing sequence

of connected compact with K(h)
t ⊂ Bt, and that K(h)

0 = {x0} is deterministic.
Moreover, looking at geodesics one can easily prove that for all open sets ∅ 6=
O ⊂ G̃, taking a sequence Kp, p ∈ N, of compacts increasing to O, and all t ≥ 0
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we have

{K(h)
t ⊂ O} =

⋃
p∈N

{
{x ∈ O : d∞E≥h∩O(x, x0) ≤ t} ⊂ Kp

}
,

and so K(h)
t is a compatible random compact of G̃, see above (IV.2.30). By

Lemma IV.2.3, we thus have

M(h)
s = E[MBt | Fs] for all 0 ≤ s ≤ t, with F (h)

s = A+

K(h)
s

for all s ≥ 0. (IV.6.2)

Lemma IV.6.1. For all h ∈ R, the process (M(h)
t )t≥0 is a continuous martingale

with respect to (F (h)
t )t≥0 with continuous quadratic variation given by

〈M(h)〉t = cap(K(h)
t )− cap({x0}).

Proof. Using (IV.2.30), one can easily prove that (F (h)
t )t≥0 is a filtration, and so

(M(h)
t )t≥0 is a (F (h)

t )t≥0 martingale, since for all t ≥ 0, by (IV.6.2), (M(h)
s )s≤t is

a Doob martingale. Let us fix some t0 > 0. By (IV.2.31) and (IV.6.2), we can
write for all 0 ≤ t < t0

M(h)
t = E[MBt0

| F (h)
t ] =

∑
x∈∂Bt0

eBt0 (x)EG[ϕx | A+

K(h)
t

] =
∑

x∈∂Bt0

eBt0 (x)ηϕ
K(h)
t

(x).

Since for each 0 ≤ t < t0, (K(h)
s )t<s<t0 decreases to K(h)

t and for each 0 < t < t0,

(K(h)
s )0≤s<t increases to K(h)

t , we have by Lemma IV.2.2 that (M(h)
t )0≤t<t0 is

continuous, and thus (M(h)
t )t≥0 is continuous. We now compute the quadratic

variation of (M(h)
t )t≥0. By Lemma IV.2.3 we have for all s ≤ t

EG[(M(h)
t )2 − cap(K(h)

t ) | F (h)
s ]

= EG[EG[MBt | F
(h)
t ]2 | F (h)

s ]− EG[cap(K(h)
t ) | F (h)

s ]

= Var(MBt | F (h)
s ) + EG[MBt | F (h)

s ]2 − EG[Var(MBt | F
(h)
t ) + cap(K(h)

t ) | F (h)
s ]

= cap(Bt)− cap(K(h)
s ) + (M(h)

s )2 − EG[cap(Bt) | F (h)
s ]

= (M(h)
s )2 − cap(K(h)

s ).

By (IV.2.24) and (IV.2.26), the function t 7→ cap(K(h)
t ) is continuous and in-

creasing, and so we can conclude since K(h)
0 = {x0}.

As a consequence of Lemma IV.6.1, as well as Proposition 1.26, Chapter IV,
and Theorem 1.7, Chapter V, in [75], we obtain the following.

Lemma IV.6.2. Let (βt)t≥0 be a standard Brownian motion under some proba-
bility space (Ωβ,Fβ,Pβ), and Tt = inf{s ≥ 0 : cap(K(h)

s ) > t}. If cap(E≥h(x0)) <
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∞, then there exists a random variable M(h)
∞ such that M(h)

t −→
t→∞
M(h)
∞ . More-

over, under Pβ ⊗ PG, the process (W
(h)
t )t≥0, defined by

W
(h)
t−cap({x0}) =

{
M(h)

Tt
− cap({x0})ϕx0 if t ∈

[
cap({x0}), cap(E≥h(x0))

)
M(h)
∞ − cap({x0})ϕx0 + βt−cap(E≥h(x0)) if t ≥ cap(E≥h(x0)),

is a standard Brownian motion.

Moreover, one can easily see that the results of Lemmas IV.6.1 and IV.6.2
still hold under PG(· |ϕx0). Therefore the law of (W

(h)
t )t≥0 under PG(· |ϕx0) does

not depend on ϕx0 , and so

(W
(h)
t )t≥0 is independent of ϕx0 . (IV.6.3)

We now state the main result of this section

Proposition IV.6.3. Let

g(h, a,M) = Pβ
(
βt > ht+ a for all t ∈ [0,M)

)
for all h, a ∈ R and M > 0.

(IV.6.4)
For all h ∈ R, abbreviating Xh = cap(E≥h(x0)) − cap({x0}), for all M > 0 we
have

PG
(
Xh ≥M

)
= EG

[
1ϕx0≥hg(h, cap({x0})(h− ϕx0),M)

]
− EG

[
1Xh∈(0,M)g(h, hcap(E≥h(x0))−M(h)

∞ ,M −Xh)
]
.

Proof. Note that PG-a.s., {ϕx0 ≥ h} = {ϕx0 > h} = {Xh > 0}, and so by
Lemma IV.6.2 we have for all M > 0, that PG-a.s,{
ϕx0 ≥ h,W

(h)
t−cap({x0}) > ht− cap({x0})ϕx0 ∀ t ∈ [cap({x0}),M + cap({x0})

)}
= {Xh ≥M,M(h)

Tt
> ht for all t ∈ [cap({x0}),M + cap({x0}))

)}
∪

{
Xh ∈ (0,M),M(h)

Tt
> ht for all t ∈

[
cap({x0}), cap(E≥h(x0))

)
,

βt > h(t+ cap(E≥h(x0)))−M(h)
∞ for all t ∈

[
0,M −Xh)

) }
.

Moreover, if cap(E≥h(x0)) > cap({x0}), for all t ∈
[
cap({x0}), cap(E≥h(x0))

)
,

we have by continuity of (cap(K(h)
s ))s≥0, that Tt < ∞, cap(K(h)

Tt
) = t <

cap(K(h)
∞ ) = cap(E≥h(x0)). Noting that if eK(h)

t
(x) = 0 for some x ∈ ∂K(h)

t ,

then eK(h)
s

(y) = 0 for all s ≥ t and y ∈ ∂K(h)
s such that y ←→ x in (K(h)

t )c, we

have that there exists x ∈ ∂K(h)
Tt

with eK(h)
t

(x) 6= 0 such that ϕx > h, that is by
(IV.6.1){

Xh > 0, t ∈
[
cap({x0}), cap(E≥h(x0))

)}
=⇒ M(h)

Tt
> hcap(K(h)

t ) = ht.
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We thus obtain{
ϕx0 ≥ h,W

(h)
t−cap({x0}) > ht− cap({x0})ϕx0 ∀ t ∈ [cap({x0}),M + cap({x0}))

)}
= {Xh ≥M

}
∪
{
Xh ∈ (0,M), βt > h(t+ cap(E≥h(x0)))−M(h)

∞ for all t ∈
[
0,M −Xh)

)}
.

Moreover by Lemma IV.6.2 and (IV.6.3)

PG
(
ϕx0 ≥ h,W

(h)
t−cap({x0}) > ht− cap({x0})ϕx0

for all t ∈ [cap({x0}),M + cap({x0}))

)
= EG

[
1ϕx0≥hg(h, cap({x0})(h− ϕx0),M)

]
,

and so we can conclude.

Theorem IV.3.1 follows directly from Proposition IV.6.3.

Second proof of Theorem IV.3.1. Note that a Brownian motion with drift −h
never hits a fixed negative level a with probability 0 if h ≥ 0, and with strictly
positive probability if h < 0, see for instance equation 2.0.2 (1), in Part II of
[13], and so by dominated convergence

lim
M→∞

EG
[
1ϕx0≥hg(h, cap({x0})(h− ϕx0),M)

]
=

{
0 if h ≥ 0,

> 0 if h < 0.

Let us fix some h ≥ 0, then by Proposition IV.6.3 we have that

PG(cap(E≥h(x0)) =∞) ≤ lim
M→∞

EG
[
1ϕx0≥hg(h, cap({x0})(h− ϕx0),M)

]
= 0.

Let us now fix some h < 0, and let us assume that E≥h(x0) is PG-a.s. compact,
then there exists PG-a.s. t0 <∞ such that d∞

E≥h(x, x0) ≤ t0 for all x ∈ E≥h(x0),

and then for all t ≥ t0 we have K(h)
t = E≥h(x0). Moreover since by continuity

ϕx = h for all x ∈ ∂E≥h(x0), we get by (IV.1.6) and (IV.6.1) that M(h)
t =

hcap(E≥h(x0)) for all t ≥ t0, and thus M(h)
∞ = hcap(E≥h(x0)) PG-a.s. Since

β0 = 0 Pβ-a.s, we have g(h, 0,M) = 0 for all h ∈ R and M > 0, and therefore
by Proposition IV.6.3 if h < 0 is such that E≥h(x0) is PG-a.s. compact, then

PG(cap(E≥h(x0)) =∞) = lim
M→∞

EG
[
1ϕx0≥hg(h, cap({x0})(h− ϕx0),M)

]
> 0.

This is a contradiction since the capacity of any compact is finite.



203 IV.6. Proof using exploration martingales

Moreover, it follows from equation 2.0.2, Part II in [13] that the function g
from (IV.6.4) is derivable with respect to M and that

dg(h, a,M)

dM
=

a√
2πM3/2

exp

(
−(hM + a)2

2M

)
for all h ∈ R, a ≤ 0 and M > 0.

(IV.6.5)
Let us define

F (h,M) = EG
[
1ϕx0≥hg(h, cap({x0})(h− ϕx0),M)

]
for all h ∈ R and M > 0.

By (IV.6.5) and dominated convergence, we have that

dF (h,M)

dM

= EG
[
1ϕx0≥h

cap({x0})(h− ϕx0)√
2πM3/2

exp

(
−(hM + cap({x0})(h− ϕx0))2

2M

)]
=

∫ 0

−∞

cap({x0})y
2π
√
g(x0, x0)M3/2

exp

(
− (h− y)2

2g(x0, x0)
− (hM + cap({x0})y)2

2M

)
dy

=
exp

(
− (h2/2)(M + cap({x0}))

)
2π(g(x0, x0)M)3/2

∫ 0

−∞
y exp

(
−y

2(1 +Mg(x0, x0))

2Mg(x0, x0)2

)
dy

= − 1

2π
√
g(x0, x0)M(g(x0, x0)−1 +M)

exp
(
− (h2/2)(M + g(x0, x0)−1)

)
,

where we used the fact that ϕx0 is a centered Gaussian variable with variance
g(x0, x0) and that cap({x0}) = g(x0, x0)−1. By (IV.3.6), we obtain that

dF (h,M − g(x0, x0)−1)

dM
= −ρh(M) for all M > g(x0, x0)−1 and h ∈ R.

(IV.6.6)
In view of Proposition IV.6.3, this result provides us with the desired explicit
formula for the law of cap(E≥h(x0)), Theorem IV.3.3.

Second proof of Theorem IV.3.3. Let us fix some h ≥ 0 such that E≥h is PG-a.s.
bounded, and M > 0. By Proposition IV.4.4, we have that E≥h(x0) is compact,
and then K(h)

t = E≥h(x0) for t large enough and M(h)
∞ = hcap(E≥h(x0)). By

Proposition IV.6.3, since g(h, 0,M ′) = 0 for all M ′ > 0, we have for all M >

cap({x0})

PG
(
cap(E≥h(x0)) ≥M

)
= F (h,M − cap({x0}) = F (h,M − g(x0, x0)−1).

(IV.6.7)
Therefore by (IV.6.6), under {ϕx0 ≥ h} = {cap(E≥h(x0)) ≥ cap({x0})} the
density of cap(E≥h(x0)) is ρh, see (IV.3.6). In view of Lemma IV.4.5, this also
implies (Lawh).
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Let us now assume that (Cap) is verified, and let us fix some h ≥ 0. By
Corollary IV.3.2, E≥h is PG-a.s. bounded, and so (Lawh) and (IV.6.7) hold. Un-
der condition (Cap), by Proposition IV.4.4, we have that if cap(E≥−h(x0)) <

∞, then E≥−h(x0) is compact. Therefore, M(−h)
t is constant and equal to

−hcap(E≥−h(x0)) for all t large enough, and so M(−h)
∞ = −hcap(E≥−h(x0)).

By Proposition IV.6.3, we thus have

PG
(
cap(E≥−h(x0)) ∈ [M,∞)

)
= F (−h,M − g(x0, x0)−1).

Since by (IV.6.6) and (IV.3.6) for all M > 0

dF (−h,M − g(x0, x0)−1)

dM
= −ρ−h(M) = −ρh(M) =

dF (h,M − g(x0, x0)−1)

dM
,

we obtain (IV.3.7). The identity (IV.3.8) follows readily from (IV.3.7).

Remark IV.6.4. Following the proof of Theorem IV.3.3, one can easily see by
Proposition IV.6.3 and (IV.6.6) that if G is a graph such thatM(0)

∞ = 0 PG-a.s,
then (Law0) holds. This is obviously the case when condition (Sign) is verified
as in Theorem IV.3.3, but one could also prove thatM(0)

∞ = 0 even without that
condition, see Remark IV.9.2,3). This is actually an equivalence: if M(0)

∞ > 0

with positive probability, then by Proposition IV.6.3 and (IV.6.6), it is clear that
(Law0) does not hold.

IV.7 Proof using random interlacements

In this section, we are going to prove Theorems IV.3.1 and IV.3.3 using the
isomorphisms between random interlacements, or loop soups, and the Gaussian
free field. We first recall the isomorphism theorems between loop soups and the
Gaussian free field from [57], and deduce from it a version of Theorem IV.3.4, see
Lemma IV.7.2, on finite graphs. Then approximating the Gaussian free field on
any transient graph by Gaussian free field on infinite graphs, see Lemma IV.7.4,
we can prove Theorems IV.3.1 and IV.3.3 with the help of Proposition IV.4.7.

Following [35], one can define a measure on loops µLG̃ associated with P G̃x ,

x ∈ G̃, and, under some probability measure PLG̃ , we define for all α > 0 the loop
soup Lα with parameter α as a Poisson point process in the space of loops on
G̃ with intensity αµLG̃ . We denote by (L

(α)
x )x∈G̃ its field of local times relative to

m on G̃, which can be taken continuous, see Lemma 2.2 in [57]. Moreover we
denote by LG,α the Poisson point process which consist of the print on G of each
loop in Lα, which has the same law as the loop soup associated with P Gx , see
Section 2 of [57] or Section 7.3 of [35] for details, and we will write PLG instead



205 IV.7. Proof using random interlacements

of PLG̃ when we want to stress that we only consider the discrete loops LG,α. An
important property of the loop soup Lα is the restriction property, see Section
6 of [35]: for all connected and open subsets A of G̃, if we denote by LAα the set
of trajectories in LAα entirely included in A, then

LAα has the same law under PLG̃ as Lα under PLG̃A∞ , (IV.7.1)

where GA∞ is a graph with the same vertices, edges and weights as G∂A, but with
killing measure equal to κ on (G ∩ A) \ ∂A and infinity on ∂A ∪ (G ∩ Ac), that
is for all x ∈ A, the diffusion X under P G̃

A
∞

x has the same law as the diffusion X
killed on exiting A under P G̃.

When α = 1
2
, loop soups and the Gaussian free field are linked via an iso-

morphism, first derived for the square of the Gaussian free field and discrete
graphs by Le Jan, see Theorem 2 of [54], and extended to include the sign of the
Gaussian free field both on G̃E and G by Lupu, see [57]. To simplify notation,
we define Lx = L

( 1
2

)
x the local time of the loop soup with parameter 1

2
.

Theorem IV.7.1 ([57]). On some extension P̃LG̃ of P
L
G̃ , let us define an additional

process (σx)x∈G̃ ∈ {−1, 1}G̃, such that, conditionally on L 1
2
, σ is constant on each

cluster of {x ∈ G̃ : Lx > 0} and its values on each cluster are independent and
uniformly distributed. Then

under P̃LG̃ the law of
(
σx
√

2Lx
)
x∈G̃ is PGG̃ . (IV.7.2)

Moreover, on some extension P̃LG of PLG , let us define a random set Ê ⊂ E such
that, conditionally on LG, 1

2
, Ê contains each edge crossed by a loop in LG, 1

2
,

and each additional edge e ∈ E conditionally independently with probability 1−
pGe (
√
L), where pGe is defined in (IV.2.34). Then Ê has the same law under

P̃LG as E := {e ∈ E : Lx > 0 for all x ∈ Ie} under P̃LG̃ . In particular, if we
define a process (σ̂ux)x∈G ∈ {−1, 1}G, such that, conditionally on LG, 1

2
and Ê , σ̂

is constant on each of the clusters induced by Ê and its values on each cluster
are independent and uniformly distributed, then(

σ̂x
√

2Lx
)
x∈G has the same law under P̃LG as (ϕx)x∈G under PGG . (IV.7.3)

The equality between the squares of the processes in (IV.7.2) follows from
Theorem 3.1 in [35] and the law of σ on G̃ follows from a version of Lemma 3.2 in
[57] on G̃ instead of G̃E . Moreover Corollary 3.6 in [57] provides us with the law
of {e ∈ E} conditionally on LG, 1

2
, and one can then directly derive (IV.7.3), see

Theorem 1.bis in [57]. Note that the process σ on G̃ can be explicitly constructed.
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Let (xn)n∈N be a dense sequence in G̃ and (σ′n)n∈N ∈ {−1, 1}N be a sequence of
independent and uniformly distributed random variables under some probability
Q. Under P̃LG̃ = PLG̃ ⊗Q, we define m(x) as the smallest n ∈ N such that xn and
x are in the same cluster of {x ∈ G̃ : Lx > 0}, and since (xn)n∈N is dense and
(Ly)y∈G̃ is continuous, we have that m(x) < ∞ when Lx > 0. We then define
σx = σ′m(x) if Lx > 0, and σx = 1 otherwise, which has the desired properties.
In the isomorphism between random interlacements and the Gaussian free field,
Theorem IV.3.4, one could also construct explicitly the law of the signs σu by a
similar procedure.

For each x0 ∈ G̃, one can use the following decomposition for the loop soup
L 1

2
= L{x0}c

1
2

+ L{x0}
1
2

, into the loops L{x0}c
1
2

which never hit x0, and the loops

L{x0}
1
2

which hit x0 at least once, and these two processes are independent. In
Theorem 2 of [58], see also section 2 of [55], this decomposition is used to deduce
the second Ray-Knight theorem from Theorem IV.7.1, which is an equivalent of
Theorem IV.3.4, but replacing random interlacements by the diffusion X killed
at time τx0

u , the first time `x0(t) reaches u, and ϕ by the Gaussian free field
conditioned on being equal to 0 in x0. More precisely, they use that by (IV.7.1),
L{x0}c

1
2

is just a loop soup on G̃{x0}c
∞ , and so its local times is the square of the

Gaussian free field on G̃{x0}c
∞ by (IV.7.2), and that the concatenation of the loops

in L{x0}
1
2

has the same law under PL as (Xt)t<τx0
u

under Px0 . In fact, as noted

in [54], L{x0}
1
2

is also linked to random interlacements on finite graphs, and very
similarly as in the proof of Theorem 2 of [58], we can obtain the isomorphism
between random interlacements and the Gaussian free field, Theorem IV.3.4,
on finite graphs. For completeness, we have included the proof in the case of
random interlacements in the Appendix.

Lemma IV.7.2. If G is a transient graph such that G is finite, then (Isom’)
holds. Moreover, conditionally on ωGu and (ϕx)x∈G, the family {e ∈ Eu}, e ∈
E ∪G, in independent, and for all e ∈ E ∪G

P̃I(e ∈ Eu |ωGu , ϕ) = 1e∈IuE ∨ (1− pu,Ge (ϕ, `.,u)). (IV.7.4)

Note that the probability 1 − pu,Ge (ϕ, `.,u) in (IV.7.4) corresponds in [58],
after replacing random interlacements by the diffusion X, to the probability
of the combination of O(ϕ) and the additional edges opened independently of
(Xt)t<τx0

u
.

Remark IV.7.3. 1) In the Appendix, we prove Lemma IV.7.2 using the isomor-
phism between loop soups and the Gaussian free field, Theorem IV.7.1. Sim-
ilarly as in Theorem 2.4 of [101], one could in fact use the Markov property
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(IV.2.31) to prove that (Isom) holds on any finite transient graph, or even
on any transient graph with bounded Green function such that (Sign) holds.
However, this proof does not directly provide us with the discrete isomor-
phism described by (IV.7.4). Moreover, it uses the “squared version” of the
isomorphism (IV.1.5), which can also be seen as a consequence of the “squared
version” of Theorem IV.7.1, thus making our proof conceptually shorter.

2) Similarly as in Theorem 2 of [58], one could also use Theorem IV.7.1 to deduce
a theorem between random interlacements and the Gaussian free field even if
G is infinite. More precisely, if G is a graph such that |{x ∈ G : κx > 0}| <∞,
then one can prove an isomorphism similar to Theorem IV.3.4, but replacing
random interlacements on G̃ by killed random interlacements on G̃, that is
all the trajectories in the random interlacement process whose forward and
backward parts are both killed before escaping all bounded sets, and replacing
ϕ +
√

2u by ϕ +
√

2uh0, see (IV.3.16). One could then try to extend this
theorem to any graph G with κ 6≡ 0 by using a similar strategy as in Section
IV.8, but we will not need this fact here.

We are now going to approximate the Gaussian free field on any transient
graph G by Gaussian free fields on finite graphs. We say that a sequence of
graphs Gn increases to G if Gn = Gκ(n) for some sequence κ(n) ⊂ [0,∞]G of killing
measures such that κ(n)

x decreases to κx for all x ∈ G. Note that we can see G̃n
as a subset of G̃, that G̃n increases to G̃, and that for each compact K of G̃ we
have K ⊂ G̃n for n large enough.

Lemma IV.7.4. Let G be a transient graph, and let Gn, n ∈ N, be a sequence
of transient graphs increasing to G. There exists a probability space (Ω,F ,P)

on which one can define processes (ϕ
(n)
x )x∈G̃n , n ∈ N, and (ϕ

(∞)
x )x∈G̃, with the

following properties: for each n ∈ N∪{∞}, taking G∞ = G, the process (ϕ
(n)
x )x∈G̃n

has law PGG̃n . Moreover, P-a.s, for each compact K ⊂ G̃, ϕ(n)
x = ϕ

(∞)
x for all

x ∈ K and n large enough, and, for all x0 ∈ G̃ and h ∈ R, defining E≥hn (x0) as
in (IV.1.3) but for ϕ(n), n ∈ N ∪ {∞}, we have

lim inf
n→∞

capG̃n
(
E≥hn (x0)

)
≥ capG̃

(
E≥h∞ (x0)

)
. (IV.7.5)

Proof. Let L(∞)
1
2

be a process under some probability space (Ω,F ,P) with the

same law as L 1
2
under PLG̃ . For each n ∈ N we define (L

(n)
x )x∈G̃n as the total local

times of the loops in L(∞)
1
2

which are entirely contained in G̃n ⊂ G̃. One can

clearly identify G̃n with G̃G̃n∞ , and by (IV.7.1), the law of (L
(n)
x )x∈G̃n is the same

as the law of (Lx)x∈G̃ under PLG̃n . Moreover for each x ∈ G̃, the sequence L(n)
x ,
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n ∈ N, is increasing, and we denote by L(∞)
x its limit. Since each loop of L(∞)

1
2

is

compact, it is contained in G̃n for n large enough, and so (L
(∞)
x )x∈G̃ correspond

to the total local times of the loops in L(∞)
1
2

which are entirely contained in G̃.

For each n ∈ N, let (A(n)
p )p∈N be some enumeration of the clusters {x ∈ G̃ :

L
(n)
x > 0}, and let (σp)p∈N ∈ {−1, 1}N be an independent sequence of uniformly

distributed random variables. For each n ∈ N and x ∈ G̃n we define ELn (x) =

{y ∈ G̃n : x ↔ y in {z ∈ G̃n : L
(n)
z > 0}}, and if L(n)

x 6= 0, we define kn(x) ∈
{1, . . . , n} such that ELn (x) ∩ G̃kn(x) 6= ∅ and ELn (x) ∩ G̃kn(x)−1 = ∅, with the
convention G̃0 = ∅. We also define pn(x) = inf{p ∈ N : Akn(x)

p ⊂ ELn (x)},
with the convention inf ∅ = +∞. Note that since L(n)

x , n ∈ N, is increasing
for all x ∈ G̃ and kn(x) ≤ n, we have that pn(x) < ∞. For each n ∈ N and
x ∈ G̃n, we also define σ(n)

x = σpn(x) if L(n)
x > 0 and σ(n)

x = 1 otherwise, as well

as ϕ(n)
x = σ

(n)
x

√
2L

(n)
x . By Theorem IV.7.1, (ϕ

(n)
x )x∈G̃ has law PGG̃n . Moreover for

each x ∈ G̃ with L
(∞)
x > 0, we have that x ∈ G̃n with L

(n)
x > 0 for n large

enough, and that kn(x) is constant for n large enough since ELn (x) increases to
EL∞(x). Therefore the sequence pn(x), n ∈ N, is decreasing for n large enough,
and we denote by p∞(x) its limit. Note that we then have pn(x) = p∞(x) for
n large enough. We define σ(∞)

x = σp∞(x) if L(∞)
x > 0 and σ

(∞)
x = 1 otherwise,

and ϕ
(∞)
x = σ

(∞)
x

√
2L

(∞)
x . We then have ϕ(n)

x −→
n→∞

ϕ(∞)
x for all x ∈ G̃ and since

gG̃n(x, y) −→
n→∞

gG̃(x, y) for all x, y ∈ G̃, we have that (ϕ
(∞)
x )x∈G̃ has law PG.

For each connected compact K of G̃, there exists N ∈ N, such that for all
n ≥ N, K ⊂ G̃n and no trajectory in L(∞)

1
2

hitting K hits G̃ \ G̃n, and then for all

n ≥ N, L
(n)
x = L

(∞)
x for all x ∈ K and the clusters of {x ∈ G̃ : L

(n)
x > 0} entirely

included in K are equal to the clusters of {x ∈ G̃ : L
(∞)
x > 0} entirely included

in K. Therefore, σ(n)
x = σ

(∞)
x for all these clusters and n ≥ N. Since ∂K is finite,

we also have σ(n)
x = σ

(∞)
x for all x ∈ ∂K and n large enough. We thus obtain

that ϕ(n)
x = ϕ

(∞)
x for all x ∈ K and n large enough.

For each connected compact K of G̃ and n ∈ N such that K ⊂ G̃n, since
P Gx (H̃K = ∞) ≤ P Gnx (H̃K = ∞) for all x ∈ ∂K, we have capG̃n(K) ≥ capG̃(K)

by (IV.2.14), (IV.2.18) and (IV.2.20). For each connected compact K ⊂ G̃
containing x0, defining E≥hn (x0, K) = {x ∈ G̃n ∩K : x0 ←→ x in E≥hn ∩ K}
for all n ∈ N ∪ {∞}, we have that ϕ(n) = ϕ(∞) on K for n large enough, and
so E≥hn (x0, K) = E≥h∞ (x0, K) for n large enough. Therefore, by (IV.2.24) and
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(IV.2.26)

lim inf
n→∞

capG̃n
(
E≥hn (x0)

)
≥ lim inf

n→∞
capG̃n

(
E≥hn (x0, K)

)
≥ lim inf

n→∞
capG̃

(
E≥hn (x0, K)

)
= capG̃

(
E≥h∞ (x0, K)

)
.

Taking a sequence of compacts (Kn)n∈N increasing to G̃, E≥h∞ (x0, Kn) is a se-
quence of compacts increasing to E≥h∞ (x0), and we obtain (IV.7.5) by (IV.2.27).

We are now ready to do the proof of Theorem IV.3.1, as a consequence of
(IV.1.5) and Lemmas IV.7.2 and IV.7.4.

Third proof of Theorem IV.3.1. Let us fix some x0 ∈ G and for a sequence Un,
n ∈ N, of finite connected subsets of G, increasing to G, let us define the killing
measure κ(n)

x = κx if x ∈ Un and κ(n)
x = ∞ otherwise, and let Gn = Gκ(n) . Then

the sequence of graphs Gn, n ∈ N, increases to G, and Gn is finite for each
n ∈ N. Considering the sequence (ϕ

(n)
x )x∈G̃n from Lemma IV.7.4, we have by

Lemma IV.7.2 and (Law0) that for all n ∈ N

E
[
exp

(
−ucapG̃n(E≥0

n (x0))
)
1
ϕ

(n)
x0
≥0

]
= P(ϕ(n)

x0
≥
√

2u) for all u > 0. (IV.7.6)

Taking the limit as n → ∞, by dominated convergence and (IV.7.5), we thus
have

EG
[
exp

(
−ucapG̃(E

≥0(x0))
)
1ϕx0≥0

]
≥ PG(ϕx0 ≥

√
2u) for all u > 0.

Taking the limit as u→ 0, we obtain by dominated convergence

PG(cap(E≥0(x0)) <∞, ϕx0 ≥ 0) ≥ 1

2
.

Since E≥0(x0) = ∅ when ϕx0 < 0 and PG(ϕx0 < 0) = 1
2
, we obtain that

cap(E≥0(x0)) is PG-a.s. finite.
Let us now fix some h < 0, and let u = h2/2. By (IV.2.38), Iu = {x ∈ G̃ :

`x,u > 0} intersects {x0} with positive probability, and all components of Iu
are non-compact by definition. Therefore by (IV.1.5) the component of x0 in
{x ∈ G̃ : (ϕx + h)2 > 0} is non-compact with positive probability, that is by
continuity and symmetry of the Gaussian free field, either E≥h(x0) or E≥−h(x0)

is non-compact with positive probability. Since E≥−h(x0) ⊂ E≥h(x0), we obtain
that E≥h(x0) is non-compact with positive probability.
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Third proof of Theorem IV.3.3. Let G be a transient graph, and let Gn, n ∈ N,
be a sequence of finite graphs increasing to G with Gn finite for all n ∈ N, as
in the third proof of Theorem IV.3.1. Let us fix some x0 ∈ G̃, and assume
that E≥h∞ (x0) is compact. By Lemma IV.8.2, we have that ϕ(n) = ϕ(∞) on a
neighborhood of E≥h∞ (x0) for all n large enough. Moreover, one can easily prove
by (IV.2.14) that the equilibrium measure of any compact set K on G̃n converge
to the equilibrium measure of K on G̃, and thus by (IV.2.20) we obtain that for
all h ∈ R, if E≥h∞ (x0) is compact

lim
n→∞

capG̃n
(
E≥hn (x0)

)
= lim

n→∞
capG̃n

(
E≥h∞ (x0)

)
= capG̃

(
E≥0
∞ (x0)

)
.

Since Gn is finite for each n ∈ N, we have by Lemma IV.7.2 that (Isom’) holds
on Gn, and so by Proposition IV.4.7 we have

E
[
exp

(
−ucapG̃n(E≥hn (x0))

)
1
ϕ

(n)
x0
≥h

]
= P(ϕ(n)

x0
≥
√

2u+ h2) for all u > 0.

Now assume that (Sign) is fulfilled on G and fix some h ≥ 0, then E≥h∞ (x0)

is P-a.s. compact, and then taking the limit as n → ∞, we obtain by domi-
nated convergence that (Lawh) holds on G, and thus (IV.3.6) also holds on G by
Lemma IV.4.5.

If (IV.3.8) is fulfilled on G, then either cap(E≥h∞ (x0)) <∞, and then E≥h∞ (x0)

is bounded, and thus compact by Proposition IV.4.4, or cap(E≥h∞ (x0)) =∞, and
so, using (IV.7.5), we have that for all h < 0, P-a.s,

lim
n→∞

capG̃n
(
E≥hn (x0)

)
= lim

n→∞
capG̃n

(
E≥h∞ (x0)

)
= capG̃

(
E≥0
∞ (x0)

)
.

For each n ∈ N, (Cap) holds trivially on Gn, and so by Proposition IV.4.7 we
have for all h > 0

E
[
exp

(
−ucapG̃n(E≥−hn (x0))

)
1
ϕ

(n)
x0
≥h

]
= P(ϕ(n)

x0
≥
√

2u+ h2) for all u > 0.

Taking the limit as n→∞, we obtain by dominated convergence that (IV.3.7)
holds on G. Therefore by (Lawh) for u = 0 we have

PG
(
cap(E≥−h(x0)) ∈ (cap({x0}),∞)

)
= PG(ϕx0 ≥ h).

Since PG
(
cap(E≥−h(x0)) ≤ cap({x0})

)
= PG(ϕx0 ≤ −h), we obtain (IV.3.8).

Remark IV.7.5. 1) With the help of Lemma IV.7.4, we directly obtain a way to
prove (Law0). Indeed if G is a graph such that there exists a sequence Gn of
graphs increasing to G, and such that (Law0) hold on Gn for all n ∈ N and,
P-a.s,

lim sup
n→∞

capG̃n
(
E≥0
n (x0)

)
≤ capG̃

(
E≥0
∞ (x0)

)
for all x0 ∈ G̃, (IV.7.7)
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then, using (IV.7.5), we thus have capG̃n
(
E≥0
n (x0)

)
−→
n→∞

capG̃
(
E≥0
∞ (x0)

)
, and

taking the limit in (IV.7.6), we obtain that (Law0) holds.

2) By Proposition IV.4.7 and Lemma IV.7.2, we have that if G is finite graph,
then the compact clusters of E≥−h and E≥h have the same law, and so for all
compacts K of G̃, the clusters of E≥−h and E≥h included in K have the same
law. Let us now consider a general transient graph G, then the graph GK∗ ,
defined above (IV.2.35), is finite, and so we directly obtain that the clusters
of E≥−h and E≥h included in K also have the same law for the graph G.
Approximating any connected and closed set F by an increasing sequence of
compacts, this is thus a generalization of Corollary IV.5.3.

IV.8 Proof of the signed isomorphism with ran-
dom interlacements

In this section we prove the isomorphism between random interlacements and the
Gaussian free field, Theorem IV.3.4. We first compare random interlacements
on G with random interlacements on Gκ′ for some κ′ ≥ κ in Lemma IV.8.1, and
use this comparison to approximate random interlacements on any transient
graphs by random interlacements on finite graphs in Lemma IV.8.2. Using the
approximation of the Gaussian free field on transient graphs by Gaussian free
fields on finite graphs from Lemma IV.7.4, and that Theorem IV.3.4 holds on
finite graph, see Lemma IV.7.2, we can prove Theorem IV.3.4, see Lemma IV.8.3.
Finally at the end of the section, we prove Proposition IV.3.5 and deduce from
Theorem IV.3.4, that Corollaries IV.3.6 and IV.3.7 also hold.

We are now going to approximate random interlacements on any transient
graph G by random interlacements on a sequence of finite graphs Gn increasing
to G. We are first going to compare random interlacements on G with random
interlacements on Gκ′ , for some killing measure κ′ ≥ κ. Note that we can see G̃κ′
as a subset of G̃, and for all compacts K of G̃κ′ and w ∈ W 0

K,G̃, we define we

define the killing times ζ̃+
κ′,K(w) and ζ̃−κ′,K(w) by

ζ̃+
κ′,K(w)

def.
= inf

{
t ∈ [0, ζ̃+) : w(t) /∈ G̃κ′

}
and

ζ̃−κ′,K(w)
def.
= sup

{
t ∈ (ζ̃−, 0] : w(t) /∈ G̃κ′

}
,

with the convention inf ∅ = ζ̃+(w) and sup∅ = ζ̃−(w). We also define πG̃,κ′,K :
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W 0
K,G̃ → W 0

K,G̃κ′
by

πG̃,κ′,K(w) =

{
w(t) if t ∈ (ζ̃−κ′,K(w), ζ̃+

κ′,K(w)),

∆ otherwise,

as well as π∗G̃,κ′,K : W ∗
K,G̃ → W ∗

K,G̃κ′
as the unique function such that p∗G̃κ′

◦πG̃,κ′,K =

π∗G̃,κ′,K ◦ p
∗
G̃. In other words π∗G̃,κ′,K(w∗) is the doubly infinite trajectory modulo

time-shift on G̃κ′ , whose forward and backward parts on hittingK are the forward
and backward parts on hitting K of w∗, both stopped on exiting G̃κ′ .

Lemma IV.8.1. Let G be a graph with killing measure κ, let κ′ be another killing
measure such that κ′ ≥ κ, and let K and K ′ be compacts of G̃κ′ with K ′ ⊂ K.

There exists a measure µK,K
′

G̃,κ′
on W ∗

K,G̃κ′
such that

(νG̃)|W ∗K,G̃\W
∗
K′,G̃
◦
(
π∗G̃,κ′,K)−1 + µK,K

′

G̃,κ′
= (νG̃κ′ )|W

∗
K,G̃κ′

\W ∗
K′,G̃κ′

. (IV.8.1)

Moreover we have

µK,K
′

G̃,κ′
(W ∗

K,G̃κ′
) = capG̃κ′ (K)− capG̃κ′ (K

′)− capG̃(K) + capG̃(K
′). (IV.8.2)

Proof. Considering the graph G∂K∪∂K′ , see Lemma IV.2.1, we can assume with-
out loss of generality that ∂K ⊂ G and ∂K ′ ⊂ G. Considering the graph GA,
where A ⊂ G̃κ′ is a set containing exactly 1 vertex on Ix for all x ∈ K ∩G, we can
also assume without loss of generality that κx = κ′x = 0 for all x ∈ K ∩G. Let
us recall the notation Xκ′ and ζ̃κ′ from (IV.2.8), and note that for all w ∈ W 0

K,G̃,

the forward part of πG̃,κ′,K(w) on hitting K is Xκ′(w+), where w+ is the for-
ward part of w. We define the signed measure µ̃K,K

′

G̃,κ′
on WK,G̃κ′

which is given
on W0

K,G̃κ′
by

µ̃K,K
′

G̃,κ′
=
∑
x∈∂K

(
eK,G̃κ′ (x)P G̃κ′x

(
·+, HK′ = ζ̃κ′

)
PK,G̃κ′
x (·−)

− eK,G̃(x)P G̃x
(
Xκ′ ∈ ·+, HK′ = ζ̃κ

)
PK,G̃
x

(
Xκ′ ∈ ·−

))
,

and such that µ̃K,K
′

G̃,κ′
(A) = 0 for all A ∈ WK,G̃κ′

with A ∩ W 0
K,G̃κ′

= ∅. We

also define µK,K
′

G̃,κ′
= µ̃K,K

′

G̃,κ′
◦ (p∗G̃κ′

)−1, and by (IV.2.36) and (IV.2.37), it is clear

that (IV.8.1) holds. Let us denote by (X̂κ
n)n∈N the discrete Markov chain which

jumps to a new vertex of G every time Xκ hit this new vertex, that is for each
x ∈ G, the Markov chain X̂κ has the same law under P G̃x as Ẑ under P Gx . Let
us denote by L̂κK = sup{n ∈ N : X̂κ ∈ K} the last exit time of K for X̂κ, and
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LκK = sup{t ≥ 0 : Xκ ∈ K} the last exit time of K for X, with the convention
sup∅ = ∞, and then {Xκ

LκK
= x} = {X̂κ

L̂κK
= x}. By definition of PK,G̃

x and
(IV.2.29) we have for all x ∈ ∂K with eK,G̃(x) > 0

eK,G̃(x)PK,G̃
x

(
Xκ′ ∈ ·

)
= eK,G̃(x)P G̃x

(
(Xκ′

t )t>LκK ∈ · |X
κ
LκK

= x
)

=
1

gG̃(x, x)
P G̃x
(
(Xκ′

t )t>LκK ∈ ·, X̂
κ
L̂κK

= x
)

=
1

gG̃(x, x)

∑
n≥0

P G̃x
(
(Xκ′

t )t>LκK ∈ ·, X̂
κ
n = x, L̂κK = n

)
= λxP

G̃
x

(
(Xκ′

t )t>LκK ∈ ·, L̂
κ
K = 0

)
,

where we used in the fourth inequality the strong Markov property and the
identity

gG̃(x, x) =
1

λx

∑
n≥0

Px(X̂
κ
n = x).

Similarly we have, using similar notations, by (IV.2.9),

eK,G̃κ′ (x)PK,G̃κ′
x

(
·
)

= λ′xP
G̃κ′
x

(
(Xκ′

t )t>Lκ′K
∈ ·, L̂κ′K = 0

)
= λ′xP

G̃
x

(
(Xκ′

t )t>Lκ′K
∈ ·, L̂κ′K = 0

)
.

On the event L̂κK = 0, since κx = κ′x for all x ∈ K, we have Lκ
′
K = LκK . Therefore,

by a similar argument as before, for all x ∈ ∂K with eK,G̃(x) > 0,

λx
λ′x
eK,G̃κ′ (x)PK,G̃κ′

x

(
·
)
− eK,G̃(x)PK,G̃

x

(
Xκ′ ∈ ·

)
= λxP

G̃
x

(
(Xκ′

t )t>Lκ′K
∈ ·, L̂κ′K = 0 < L̂κK

)
=
λx
λ′x
eK,G̃κ′ (x)P G̃x

(
(Xκ′

t )t>Lκ′K
, Lκ

′

K < LκK |XLκ
′
K

= x
)
.

Note that if eK,G̃(x) = 0 and eK,G̃κ′ (x) > 0, then Lκ
′
K < ∞ = LκK P G̃x -a.s, and

so the previous equality still holds. Moreover, using (IV.2.9), we have for all
x ∈ ∂K

P G̃κ′x

(
·, HK′ = ζ̃κ′

)
− P G̃x

(
Xκ′ ∈ ·, HK′ = ζ̃κ

)
= P G̃x

(
Xκ′ ∈ ·, ζ̃κ > HK′ > ζ̃κ′

)
.
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We obtain that, on W0
K,G̃κ′

,

µ̃K,K
′

G̃,κ′

=
∑
x∈∂K

(λ′x − λx
λ′x

eK,G̃κ′ (x)P G̃κ′x

(
·+, HK′ = ζ̃κ′

)
PK,G̃κ′
x

(
·−
)

+
λx
λ′x
eK,G̃κ′ (x)P G̃κ′x

(
·+, HK′ = ζ̃κ′

)
P G̃x
(
(Xκ′

t )t>Lκ′K
∈ ·−, Lκ′K < LκK |XLκ

′
K

= x
)

+ eK,G̃(x)P G̃x
(
Xκ′ ∈ ·+, ζ̃κ > HK′ > ζ̃κ′

)
PK,G̃
x

(
Xκ′ ∈ ·−

))
, (IV.8.3)

and so µ̃K,K
′

G̃,κ′
is positive onW0

K,G̃κ′
. By the monotone class theorem it is a positive

measure on WK,G̃κ′
, and so µK,K

′

G̃,κ′
is also a positive measure. Moreover we have

by (IV.2.20) and (IV.2.23)

µK,K
′

G̃,κ′
(W ∗

K,G̃κ′
) = µ̃K,K

′

G̃,κ′
(W 0

K,G̃κ′
)

=
∑
x∈∂K

(
eK,G̃κ′ (x)P G̃κ′x (HK′ = ζ̃κ′)− eK,G̃(x)P G̃x (HK′ = ζ̃κ)

)
= capG̃κ′ (K)− capG̃κ′ (K

′)− capG̃(K) + capG̃(K
′).

The difference between the trajectories under νG̃ and νG̃κ′ hitting K but
not K ′, when K ′ ⊂ K compact G̃κ′ , comes into three parts: first the difference
between the weights λ′x ≥ λx, then it is more likely for the forward trajectories to
not hit K ′ before time ζ̃κ′ than before time ζ̃κ, and finally it is more likely for the
backwards trajectories to not come back in K before time ζ̃κ′ than before time
ζ̃κ. These three differences are all contained in the measure µK,K

′

G̃,κ′
from (IV.8.1),

see (IV.8.3). Taking a sequence (Kp)p∈N of compacts increasing to G̃κ′ , one can
then use Lemma IV.8.1 to construct a random interlacement process on G̃κ′ from
the random interlacement process ω on G̃κ: take the image through π∗G̃,κ′,Kp of
each trajectory in ω hitting Kp but not Kp−1 for all p ∈ N, with K0 = ∅, and
add Poisson point processes with intensity µ

Kp,Kp−1

G̃,κ′
⊗ λ for all p ∈ N. Using

this construction and the estimate (IV.8.2), we can now approximate random
interlacements on G by random interlacements on Gn, where Gn is a sequence of
finite graphs increasing to G.

Lemma IV.8.2. Let G be a transient graph, and let Gn, n ∈ N, be a sequence
of transient graphs increasing to G. There exists a probability space (Ω

′
,F ′ ,P′)

on which one can define a sequence of processes ω(n), n ∈ N, and ω(∞) with the
following properties: for each n ∈ N ∪ {∞}, taking G(∞) = G, the process ω(n)



215 IV.8. Proof of the signed isomorphism with random interlacements

has the same law as ω under PIG̃n . Moreover, there exists an increasing sequence

(an)n∈N such that for each u > 0 and compact K of G̃, P′-a.s, there exists N ∈ N
such that for all n ≥ N the restriction to K of the set of trajectories hitting K
is the same for ω(an)

u and ω(∞)
u .

Proof. Let (Kn)n∈N be such that Kn is a compact of G̃n for each n ∈ N, and Kn,

n ∈ N, increases to G̃. Let ω(∞) be a Poisson point process under (Ω′,F ′,P′) with
the same law as the random interlacement process ω under PIG̃. For each n ∈ N
and k ∈ {1, . . . , n}, we define ω(k,n)

1 as the Poisson point process which consist of
the image through π∗G̃,κ(n),Kk

of all the trajectories in ω(∞)
u which hit Kk but not

Kk−1, with the notation K0 = ∅, which is a Poisson point process with intensity
(νG̃)|W ∗Kk,G̃

\W ∗
Kk−1,G̃

◦
(
π∗G̃,κ(n),Kk

)−1.We also define ω(k,n)
2 as an independent Poisson

point process with intensity µKk,Kk−1

G̃,κ(n)
⊗ λ and ω

(n)
3 as an independent Poisson

point process with intensity (νG̃n)|(W ∗
Kn,G̃n

)c ⊗ λ. Defining for each n ∈ N

ω(n) = ω
(n)
3 +

n∑
k=1

(
ω

(k,n)
1 + ω

(k,n)
2

)
,

we have by Lemma IV.8.1 that ω(n) has the same law as as ω under PIG̃n . Let us
now fix some u > 0 and p ∈ N. By definition, no trajectories of ω(k,n)

1 , ω
(k,n)
2 and

ω
(n)
3 hits Kp if p < k ≤ n.Moreover there is a only a finite number of trajectories

in ω(∞)
u hitting Kp, and so for each k ∈ {1, . . . , p}, we have that the restriction to

Kp of all the trajectories of ω(k,n)
1 at level u hitting Kp is constant for all n large

enough. By (IV.8.2), for each n ≥ p, the number of trajectories in
∑p

k=1 ω
(k,n)
2 at

level u is a Poisson random variable with parameter u(capG̃n(Kp) − capG̃(Kp)),

and one can easily prove by (IV.2.14), (IV.2.18) and (IV.2.20) a sinceKp compact
that capG̃n(Kp) − capG̃(Kp) −→

n→∞
0. Using Borel-Cantelli Lemma, one can find a

sequence (an)n∈N such that P′-a.s,
∑p

k=1 ω
(k,an)
2 contains no trajectory at level

u for all u > 0 and n large enough, and by a diagonal argument, one can take
(an)n∈N independent of the choice of p. Therefore for all compacts K of G̃, there
exist p ∈ N such that K ⊂ Kp, and P′-a.s, the restriction to Kp of all the
trajectories of ω(an)

u hitting Kp is constant for all n large enough, and we can
conclude.

From Lemmas IV.7.4 and IV.8.2, we obtain a way to approximate the Gaus-
sian free field and random interlacements on a graph G̃ by Gaussian free fields
and random interlacements on a sequence of graphs finite graphs increasing to
G. With the help of Lemma IV.7.2, we obtain the following Lemma, from which
Theorem IV.3.4 readily follows.
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Lemma IV.8.3. If either (Sign) or (Law0) is fulfilled, then (Isom’) and (IV.7.4)
hold on G.

Proof. Let Gn, n ∈ N be a sequence of finite graphs increasing to G, and
consider the space (Ω × Ω′,F ⊗ F ′,P ⊗ P′) from Lemmas IV.7.4 and IV.8.2.
Up to considering a subsequence of Gn, n ∈ N, we can assume that an = n

in Lemma IV.8.2. Note that Gn is finite for each n ∈ N, and so one can
use Lemma IV.7.2 for Gn. For each n ∈ N ∪ {∞}, let (`

(n)
x,u)x∈G̃n be the to-

tal local times of the trajectories of ω(n)
u , Iun = {x ∈ G̃n : `

(n)
x,u > 0} and

E
|≥0|
n (x) = {y ∈ G̃n : x ←→ y in {z ∈ G̃n : ϕ

(n)
z sign(ϕ

(n)
x ) ≥ 0}} for all x ∈ G̃n.

Let us prove that there exists a sequence (bn)n∈N such that, P ⊗ P′-a.s. for all
x ∈ G̃ {

Iu∞ ∩ E|≥0|
∞ (x) 6= ∅

}
= lim inf

n→∞

{
Iubn ∩ E

|≥0|
bn

(x) 6= ∅
}

= lim sup
n→∞

{
Iubn ∩ E

|≥0|
bn

(x) 6= ∅
}
.

(IV.8.4)

If y ∈ Iu∞ ∩ E
|≥0|
∞ (x), then y ∈ Iun for n large enough and there is a path π ⊂ G̃

between x and y in {z ∈ G̃ : ϕ
(∞)
z sign(ϕ

(∞)
x ) ≥ 0}. Since π is compact, by

Lemma IV.8.2, ϕ(n) = ϕ(∞) on π for n large enough, and thus π is also a path
between x and y in {z ∈ G̃ : ϕ

(n)
z sign(ϕ

(n)
x ) ≥ 0}, and so y ∈ Iun ∩ E

|≥0|
n (x) for n

large enough, that is{
Iu∞ ∩ E|≥0|

∞ (x) 6= ∅
}
⊂ lim inf

n→∞

{
Iun ∩ E|≥0|

n (x) 6= ∅
}

(⊂ lim sup
n→∞

{
Iun ∩ E|≥0|

n (x) 6= ∅
}

).
(IV.8.5)

We now prove the other inclusions in (IV.8.4), and first assume that (Sign) is
fulfilled. Let us fix some x ∈ G̃ such that Iun ∩ E

|≥0|
n (x) 6= ∅ infinitely often.

By Lemma IV.8.2, since E|≥0|
∞ (x) is compact, we have that ϕ(n) and Iun are

constant for n large enough on an open neighborhood of E|≥0|
∞ (x), and then

E
|≥0|
n (x) ∩ Iun = E

|≥0|
∞ (x) ∩ Iu∞ for n large enough. Therefore, infinitely often,

Iu∞ ∩ E
|≥0|
∞ (x) = Iun ∩ E

|≥0|
n (x) 6= ∅, and combining with (IV.8.5), we obtain

(IV.8.4) for bn = n.

Let us now assume that (Law0) is fulfilled for G. For all n ∈ N ∪ {∞}, by
(IV.2.38)

(P⊗ P′)
(
Iun ∩ E|≥0|

n (x) 6= ∅
)

= 1− E
[

exp(−ucapG̃n(E|≥0|
n (x)))

]
.

Since Gn is finite for each n ∈ N, we have by Lemma IV.7.2 and Proposi-
tion IV.4.7 that (Law0) holds on G̃n, and therefore, denoting by Φ the distri-
bution function of a N (0, 1)-distributed random variable, we have by (IV.2.38)



217 IV.8. Proof of the signed isomorphism with random interlacements

and symmetry of the Gaussian free field

(P⊗ P′)
(
Iun ∩ E|≥0|

n (x) 6= ∅
)

= 1− E
[

exp(−ucapG̃n(E|≥0|
n (x)))

]
= 1− 2PGG̃n(ϕx ≥

√
2u)

= 2Φ
(√

2u(gG̃n(x, x))−1/2
)
− 1

−→
n→∞

2Φ
(√

2u(gG̃(x, x))−1/2
)
− 1

= (P⊗ P′)
(
Iu∞ ∩ E|≥0|

∞ (x) 6= ∅
)
,

where we used (Law0) for the graph G in the last equality. Therefore, using
(IV.8.5), there exists a sequence (bn)n∈N such that for all n ∈ N∑

n∈N

P⊗ P′
({
Iubn ∩ E

|≥0|
bn

(x) 6= ∅
}
\ {Iu∞ ∩ E|≥0|

∞ (x) 6= ∅
})

<∞.

By Borel-Cantelli Lemma, we thus obtain that P⊗ P′-a.s.

lim sup
n→∞

{
Iubn ∩ E

|≥0|
bn

(x) 6= ∅
}

= {Iu∞ ∩ E|≥0|
∞ (x) 6= ∅

}
.

Using a diagonal argument and separability of G̃, we can actually choose the se-
quence (bn)n∈N uniformly in x ∈ G̃. Combining with (IV.8.5), we obtain (IV.8.4).

Up to taking a subsequence of Gn, n ∈ N, we can from now assume that
bn = n in (IV.8.4). For each n ∈ N ∪ {∞} and x ∈ G̃n, we define σu,nx = 1

if E|≥0|
n (x) ∩ Iun 6= ∅ or ϕ(n)

x = 0, and σu,nx = sign(ϕ
(n)
x ) otherwise. Then by

Theorem IV.7.1, for each n ∈ N ∪ {∞}, the law of (`
(n)
x,u, |ϕ(n)

x |, σu,nx )x∈G̃n under
P⊗P′ is the same as the law of (`x,u, |ϕx|, σux)x∈G̃n under P̃IG̃n , for a certain choice
of σu, and thus by Lemma IV.7.2 we have for all n ∈ N(

σu,nx

√
2`

(n)
x,u + (ϕ

(n)
x )2)

)
x∈G̃

κ(n)
has the same law as

(
ϕ(n)
x +

√
2u
)
x∈G̃

κ(n)
.

(IV.8.6)
Let x ∈ G̃. If Iu∞∩E

|≥0|
∞ (x) 6= ∅, then by (IV.8.4), we have σu,nx = 1 for all n large

enough, and thus σu,nx −→
n→∞

σu,∞x . If ϕ(∞)
x = 0, then ϕ(n)

x = 0 for n large enough,

and thus σu,nx −→
n→∞

σu,∞x . If ϕ(∞)
x 6= 0 and Iu∞ ∩ E

|≥0|
∞ (x) = ∅, then by (IV.8.4),

Iun ∩ E
|≥0|
n (x) = ∅ for n large enough, and thus σu,nx = 1

ϕ
(n)
x ≥0

−→
n→∞

1
ϕ

(∞)
x ≥0

=

σu,∞x . Therefore, P⊗ P′ a.s,

σu,nx

√
2`

(n)
x,u + (ϕ

(n)
x )2 −→

n→∞
σu,∞x

√
2`

(∞)
x,u + (ϕ

(∞)
x )2 for all x ∈ G̃,

and ϕ(n)
x +

√
2u −→

n→∞
ϕ(∞)
x +

√
2u. Using (IV.8.6), we obtain that (Isom’) holds

for G.
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Let us now define for all n ∈ N ∪ {∞} the random set of edges and vertices
E (n)
u = {e ∈ E ∪G : 2`

(n)
x,u + (ϕ

(n)
x )2 > 0 for all x ∈ Ie}. By (IV.7.4), we have for

all n ∈ N that

(P⊗ P′)
(
e ∈ E (n)

u |ωG,(n)
u , ϕ(n)

)
= 1e∈IuE,n ∨ p

Gn
e (ϕ(n), `(n)

.,u ),

where IuE,n is the set of edges crossed by the trace ωG,(n)
u of ω(n)

u on G, and of
vertices on which a trajectory of ωG,(n)

u is killed. Moreover, using (IV.2.32) and
(IV.2.39), we have that for each n ∈ N ∪ {∞}, conditionally on (ϕ

(n)
x )x∈G and

ω
G,(n)
u , the family {e ∈ E (n)

u }, e ∈ E ∪G, is independent, and for all e ∈ E ∪G,

(P⊗ P′)
(
e ∈ E (n)

u |ωG,(n)
u , ϕ(n)

)
= (P⊗ P′)

(
e ∈ E (n)

u |ωG,(n)
e,u , (ϕ(n))|e

)
.

Note that (P ⊗ P′)-a.s. for each e ∈ E ∪G, (ϕ(n))|e = (ϕ(∞))|e, ω
G,(n)
e,u = ω

G,(∞)
e,u ,

IuE,n = IuE,∞, and by (IV.3.13) and (IV.3.14), pGne (ϕ(n), `
(n)
.,u ) = pu,Ge (ϕ(∞), `

(∞)
.,u )

for all n large enough, and so

(P⊗ P′)
(
e ∈ E (∞)

u |ωG,(∞)
u , ϕ(∞)

)
= 1e∈IuE,∞ ∨ p

u,G
e (ϕ(∞), `(∞)

.,u ),

which is equivalent to (IV.7.4) for the graph G.

Let us now quickly explain how one can deduce Theorem IV.3.4 and Corol-
laries IV.3.6 and IV.3.7 from Lemma IV.8.3, and prove Proposition IV.3.5.

Proof of Theorem IV.3.4. We start with the proof of (IV.3.12). If (Isom’) holds,
then (Lawh)h>0 also holds by Proposition IV.4.7. If (Lawh)h>0 holds, then
(Law0) also holds by taking the limit as h ↘ 0 in (Lawh) and using (IV.2.24).
If (Law0) holds, then (Isom’) also holds by Lemma IV.8.3. Therefore, we only
need to prove that the two versions (Isom) and (Isom’) of the isomorphism be-
tween random interlacements and the Gaussian free field are equivalent. Since
for all x /∈ C∞u , ϕx = sign(ϕx)

√
ϕ2
x + 2`x,u, and by Theorem IV.7.1, the law of

(sign(ϕx)1x/∈C∞u + 1x∈C∞u )x∈G̃ under (PIG̃ ⊗ PGG̃ )(· | |ϕ|, ωu) is the same as the law
of σu under P̃IG̃(· | |ϕ|, ω

u), this is clear.
Let us now assume that one of the conditions in (IV.3.12) hold. Then by

Lemma IV.8.3, we have that (Isom’) and (IV.7.4) hold. Moreover, the family
{e ∈ Eu}, e ∈ E ∪G, is independent by (IV.2.32) and (IV.2.39), and, by (IV.7.4)
it is thus clear that (Eu, (σux)x∈G, (ϕx)x∈G, ω

G
u ) has the same law under P̃IG̃ as

(Êu, σ̂u, ϕ, ωGu ) under P̃IG. The equality (IV.3.15) then follows directly from (Isom’)
since by (IV.2.38) and (IV.4.4), PI(Iu ∩ Ix 6= ∅) = 1 for all x ∈ G with κx >
0.
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Proof of Corollary IV.3.6. Let G be a graph such that (Law0) is fulfilled, then
(Isom’) holds by Lemma IV.8.3. Let us assume that E≥0 contains at least one
non-compact component with positive probability, then there exists x0 ∈ G̃
such that E≥0(x0) is non-compact with positive probability. Moreover by The-
orem IV.3.1, we have cap(E≥0(x0)) < ∞ PG-a.s, and so by Proposition IV.4.4,
E≥0(x0) is also unbounded with positive probability. By (IV.2.38) we have
that, for all u > 0, with P̃I positive probability, E≥0(x0) is unbounded and
E≥0(x0) ∩ Iu = ∅, and therefore the component of x0 in {x ∈ G̃ : σux = −1} is
unbounded with positive probability. By (Isom’) and symmetry of the Gaussian
free field, we obtain that for all u > 0 E≥

√
2u(x0) is unbounded wit positive

probability. Therefore if hcom
∗ > 0, E≥0 contains a non-compact component with

positive probability, and so E≥h contains an unbounded component for all h > 0,

that is h̃∗ =∞.
If moreover h0 < 1, then with positive probability Iu contains a trajectory

which is not killed before blowing up, and thus unbounded, and by (Isom’)
we then have that E≥−

√
2u is also unbounded with positive probability, that is

h̃∗ ≥ 0. Therefore by (IV.3.3), we have hcom
∗ ≥ h̃∗ ≥ 0. Since h̃∗ =∞ if hcom

∗ > 0,

we thus obtain h̃∗ = hcom
∗ ∈ {0,∞}.

Proof of Corollary IV.3.7. Let us assume that h̃∗ ≤ 0, then E≥h is PG-a.s.
bounded for all h > 0. By Theorem IV.3.3, we thus have that (Lawh) holds
for all h > 0, and so (Law0) also holds by (IV.3.12). Since E≥h is PG-a.s.
bounded for all h > 0, we thus obtain by Corollary IV.3.6 that E≥0 is PG-a.s.
bounded.

Remark IV.8.4. 1) From Proposition IV.4.7 and Lemma IV.8.3, one could im-
mediately prove again Theorem IV.3.3.

2) In view of Remark IV.7.5,1), if (Law0) and (IV.7.7) hold for some sequence
Gn of graphs increasing to G, then (Law0) holds on G, and thus also (Isom’)
and (Lawh). Similarly, by Remark IV.6.4, ifM(0)

∞ = 0 PG-a.s, then (Law0),
(Isom’) and (Lawh) hold on G.

3) As explained in Corollary IV.3.6, if (Isom’) and h0 < 1 are fulfilled, then
h̃∗ ∈ {0,∞}. If h0 = 1 it is however possible that (Isom’) is verified but
h̃∗ = −∞, for instance on finite graphs since finite graphs are bounded but
trivially verify (Cap). It is thus an interesting open question to know whether
the equality h̃∗ = hcom

∗ = 0 can still hold on some transient graphs satisfying
(Isom’), or equivalently (Law0), and h0 = 1.

4) Another interesting open question is whether a transient graph G exists such
that (Law0) does not hold. In view of Corollary IV.3.6, one could also ask if
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a transient graph G exists, such that h0 < 1 is fulfilled, but h̃∗ ∈ (0,∞) or
hcom
∗ ∈ (0,∞), and then (Law0) would not hold. On such a graph, we would

still have by Theorem IV.3.3 that (Lawh) holds for all h > hcom
∗ .

IV.9 An example of a graph with infinite critical
parameter

In this section, we are going to provide an example of a graph for which the
critical parameters h̃∗ and hcom

∗ are strictly positive, and in fact infinite, thus
providing a counterexample to Corollary IV.3.2 if we do not assume (Cap) to
hold. For any α ∈ (0, 1) and d ∈ N, d ≥ 2, we define Tαd the (d+ 1)-regular tree,
such that, denoting by Tn the set of vertices in Tαd at generation n,

λ(α)
x,y = αn if x ∈ Tn and y ∈ Tn+1,

and 0 otherwise. We moreover take κ(α) = 0 if α > 1
d
and κ(α) = 10 otherwise,

where 0 is the root of the tree. Since for x ∈ Tn and α > 1
d
,

P
Tαd
x (Ẑ1 ∈ Tn+1) = d

αn

αn−1 + dαn
=

dα

1 + dα
>

1

2
,

we have that Tαd is a transient graph for all α ∈ (0, 1) and d ∈ N, d ≥ 2.

Proposition IV.9.1. There exists a constant C0 < ∞, such that for any α ∈
(0, 1) and d ∈ N, d ≥ 2, with d

(
1− exp

(
−
√
α

dα+1

))
> C0, E

≥h
Tαd

contains PG
T̃αd

-a.s.

an unbounded connected component for all h ∈ R, and so h̃∗ = hcom
∗ = ∞ and

hcap
∗ ≤ 0.

Proof. Using the Markov property (IV.2.31), one can construct a Gaussian free
field on (T̃αd )E recursively on the generation Tn. Indeed let Yx, x ∈ Tαd , be a family
of i.i.d. random variables with distribution N (0, 1), and let ψ0 = Y0

√
gTαd (0, 0).

Recursively on n, we then define

ψx
def.
= ψx−PxTαd (H{x−} <∞) + Yx

√
gT cn(x, x) for all x ∈ Tn+1,

where x− is the first ancestor of x. One can then easily prove by (IV.2.31) that
(ψx)x∈Tαd has the same law as (ϕx)x∈Tαd under PGTαd . Moreover, let Be, e ∈ E ∪G,
be a family of independent process, such that for each edge e = {x, y} ∈ E

between x ∈ Tn and y ∈ Tn+1, B
e is a Brownian bridge of length 1

2αn
between 0

and 0 of a Brownian motion with variance 2 at time 1, and let

ψx+t·Ie = 2αntψy + (1− 2αnt)ψx +Bt for all t ∈
[
0,

1

2αn
]
.
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Then (ψx)x∈(T̃αd )E has the same law as (ϕx)x∈(T̃αd )E under PG
T̃αd
, see Section II.2

for a proof of a similar fact on Zd, d ≥ 3. One could also easily extend this
construction to T̃αd by similarly adding on I0 an independent Brownian bridge
of length 1/2 between ϕ0 and 0 with variance 2 at time 1 if α ≤ 1

d
, as well as an

independent Brownian motion starting in ϕx and with variance 2 at time 1 for
every other vertices x.

Now for each x ∈ Tn+1, we have that,

P
(
ψx ≥ (λ(α)

x )−1/2
∣∣ψx−)1ψx−≥(λ

(α)

x−
)−1/2 ≥ P

(
Yx ≥ (λ(α)

x gT cn(x, x))−1/2
)

≥ P(Y0 ≥ 1),

since x spends at least a time E(λ
(α)
x ) in x before hitting Tn under P Tαd

x , and
so gT cn(x,x)λ

(α)
x ≥ 1. Moreover using (IV.2.33), we have for all x ∈ Tn+1, writing

e = {x, x−}, on the event ψx ≥ (λ
(α)
x )−1/2, ψx− ≥ (λ

(α)

x− )−1/2,

P(ψy ≥ (λ(α)
x )−

1
4 )∀ y ∈ Ie |ψx, ψx−)

= 1− exp
(
− 2αn(ψx − (λ(α)

x )−
1
4 )(ψx− − (λ(α)

x )−
1
4 )
)

≥ 1− exp
(
− αn(λ(α)

x )−
1
2 (λ

(α)

x− )−
1
2

)
≥ 1− exp

(
−
√
α

dα + 1

)
,

for all n large enough. Therefore for all n large enough and each y ∈ Tn+1, the
cluster of y in {x ∈ (T̃αd )E : ψx ≥ (λ

(α)
x )−

1
4} contains with positive probability

an independent Galton-Watson tree, with average number of children

d
(

1− exp
(
−
√
α

dα + 1

))
P(Y0 ≥ 1).

Taking C0 > P(Y0 ≥ 1)−1, letting n go to infinity, we thus have that {x ∈ T̃αd :

ψx ≥ (λ
(α)
x )−

1
4} contains P-a.s. an unbounded component if d

(
1−exp

(
−
√
α

dα+1

))
>

C0, and since λ(α)
x → 0, |x| → ∞, we obtain h̃∗ =∞. By (IV.3.4), we thus have

hcom
∗ =∞, and the inequality hcap

∗ ≤ 0 follows directly from Theorem IV.3.1.

Remark IV.9.2. 1) In both cases α > 1
d
and α ≤ 1

d
, It is possible to find α ∈

(0, 1) and d ∈ N, d ≥ 2 such that d
(
1 − exp

(
−

√
α

dα+1

))
> C0. For instance,

one can take α = a
d
for some constant a > 0, and choose dG̃ large enough.

2) One can easily derive from Proposition IV.9.1 an example of a graph G with
λx,y = 1 for all x, y ∈ G and κx = 0 for all x ∈ G, which is the usual setting
of graphs without weights, on which h̃∗ = hcom

∗ = ∞. Fix some d ∈ 2N,

d ≥ 2 such that d
(
1− exp

(
−
√

2/d

3

))
> C0, and then by Proposition IV.9.1
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we have that E≥h contains PG
T̃2/d
d

-a.s. an unbounded connected component

for all h ∈ R. Now let U be the set which contains x− + (k/2) · I{x−,x} for
all k ∈ {1, . . . , (d/2)n−1 − 1}, x ∈ Tn and n ∈ N, and let G = (T2/d

d )U , the
graph which corresponds to the tree T2/d

d plus 2n−1 − 1 equidistant vertices
on I{x−,x} for each x ∈ Tn and n ∈ N. Then one can identify G̃E with (T̃2/d

d )E ,

and so E≥h contains also PGG̃ -a.s. an unbounded connected component for all
h ∈ R, and λ ≡ 1 and κ ≡ 0 on G.

3) If α ≤ 1
d
and d

(
1 − exp

(
−

√
α

dα+1

))
> C0, we have P Tαd

x (HTn−1 < ζ) = 1 for
all x ∈ Tn, since the generation of Z has the same law as a random walk on
N, with a negative drift and a killing at 0. Therefore for each compact K of
T̃αd , if x ∈ K is such that x− ∈ K, we have eK(x) = 0, and so {x ∈ K(0)

t :

eK(0)
t

(x) 6= 0} is constant and M(0)
t = 0 for all t large enough, where M(0)

is the martingale from (IV.6.1). By Remark IV.6.4, Tαd is thus an example
of a graph on which (Law0) holds but h̃∗ = hcom

∗ = ∞, and so both cases
in Corollary IV.3.6 are possible. Note that one could also construct such a
graph on which κ ≡ 0, and thus h0 < 1 is verified, by replacing the killing at
0 on Tαd by a copy of Z3 attached to 0.

4) One can also easily construct an example of a graph G not fulfilling condition
(Cap), but for which we still have h̃∗ = hcap

∗ = hcom
∗ = 0. Consider G to be the

graph Z3 plus a copy of N attached to the origin, with unit weights and zero
killing measure. The cable system G̃ can then be identified with Z̃3, the cable
system of Z3, by identifying I0 ⊂ Z̃3 with the cables corresponding to the edge
of N in G̃. Since condition (Cap) is clearly verified on Z3, using Lemma IV.4.1
for instance, we obtain h̃∗ = hcap

∗ = hcom
∗ = 0 by Corollary IV.3.2. Now for

each n ∈ N, the equilibrium measure of {0, . . . , n} is only supported on 2

points, and so the capacity of N is at most 2 by (IV.2.27), that is G does not
fulfills (Cap).

IV.A Appendix: Proof of Lemma IV.7.2

In this Appendix we are going to prove that the coupling between loop soups
and the Gaussian free field, Theorem IV.7.1, implies the coupling between ran-
dom interlacements and the Gaussian free field on finite graphs, Lemma IV.7.2,
following similar ideas to the proof of Theorem 2 in [58]. From now on, we will
always assume that G is a transient graph such that G is finite and κx ∈ [0,∞)

for all x ∈ V, which we can assume without loss of generality by considering the
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graph G(∞), see below (IV.2.4). Let us define

Uκ
def.
= {x ∈ G : κx > 0},

and let G∗ be the graph with vertex set G, plus an additional vertex x∗. The
symmetric weights on G∗ are

λ∗x,y =


λx,y when x, y ∈ G
κx when x ∈ Uκ and y = x∗

0 when x /∈ Uκ and y = x∗,

and the killing measure κ∗ = 1x∗ . We write G∗ = G ∪ {x∗} and E∗ = {{x, y} ∈
G∗ : λ∗x,y > 0} for the vertex and edge set of G∗. Note that each edge Ie of G̃∗,
e ∈ E∗, can be identified with some edge Ie of G̃, e ∈ E ∪ Uκ, and one can then
identify the cable system G̃∗ \ {Ix∗ ∪

⋃
x∈Uκ Ix} with G̃ and then by (IV.2.9), one

can show that for all x ∈ G̃ the law of the print of X on G̃ killed on hitting x∗
under P G̃∗x is P G̃x . Recall the decomposition of the loop soup L 1

2
= L{x∗}

c

1
2

+L{x∗}1
2

on G∗ defined above Theorem IV.7.2, and define the local times (L
x∗
x )x∈G̃∗ of

L{x∗}1
2

under PLG̃∗ , and L
{x∗}
G∗, 1

2
as the print of L{x∗}1

2
on G∗. Each loop in L{x∗}G∗, 1

2

can be decomposed into its excursions outside x∗, that is a trajectory entirely
contained in G, starting and ending in Uκ, and the process Le,{x∗}G∗, 1

2
of excursions

is then defined as the point process consisting of all the excursions outside x∗ for
all the loops in L{x∗}G∗, 1

2
. We can now compare the Gaussian free field on G̃∗ with

the Gaussian free field on G̃, and the loops L{x∗}1
2

hitting x∗ on G̃∗ with random

interlacements on G̃.

Proposition IV.A.1. Let G be a transient graph such that G is finite. For any
u > 0,

(ϕx)x∈G̃ has the same law under PGG̃∗(· |ϕx∗ =
√

2u) as (ϕx+
√

2u)x∈G̃ under PGG̃ ,
(IV.A.1)

and

Le,{x∗}G∗, 1
2

has the same law under PLG∗(· |Lx∗ = u) as ωGu under PIG. (IV.A.2)

In particular,

(L
x∗
x )x∈G̃ has the same law under PLG̃∗(· |Lx∗ = u) as (`x,u)x∈G̃ under PIG̃.

(IV.A.3)
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Proof. We begin with (IV.A.1). By the Markov property applied to the graph
G∗, see (IV.2.31), conditionally on A+

{x∗}, (ϕx)x∈G̃ is a Gaussian field with mean
ηϕ{x∗} = ϕx∗ and variance g{x∗}c = gG̃, and thus (ϕx − ϕx∗)x∈G̃ has the same law
under PGG̃∗(· | A

+
{x∗}) as ϕ under PGG̃ , and (IV.A.1) follows.

Let us now prove (IV.A.2). Following Section 7 of [54], see also Proposi-
tion 3.7 in [58], conditionally on Lx∗ = L

x∗
x∗ = u, the excursions outside x∗ in

L{x∗}G∗, 1
2
have the same law as the excursions of the Markov jump process Z outside

x∗ stopped when reaching local time u at x∗ under P G
∗

x∗ , which can be described
as follows: first stay an exponential time with parameter λx∗ in x∗, then jump
to an x ∈ Uκ with probability κx

λx∗
and follow on G a process with the same law

as Z under P Gx . Once this process is killed, jump back in x∗ and iterate this
process until reaching local time u in x∗. By a property of exponential variables,
the number of time this process is iterated is a Poisson variable with parameter
uλx∗ , and thus Le,{x∗}G∗, 1

2
is a Poisson point process with intensity

u
∑
x∈Uκ

κxP
G
x .

Note that, under P Gx , we have H̃G = ∞ if and only if x ∈ Uκ and the discrete
skeleton Ẑ of Z is killed at time 1, and thus eG(x) = κx for all x ∈ Uκ and
eG(x) = 0 otherwise. Therefore by (IV.2.36) and (IV.2.37) with K = G, condi-
tionally on Lx∗ = u, Le,{x∗}G∗, 1

2
is a Poisson point process with intensity uνG, where

νG is the intensity measure of discrete random interlacements on G, and we ob-
tain (IV.A.2). This implies in particular that (L

x∗
x )x∈G has the same law under

PLG̃∗(· |Lx∗ = u) as (`x,u)x∈G under PIG̃, and thus (IV.A.3) follows by considering
the graph GA for any finite subset A of G̃, see Lemma IV.2.1.

Using Theorem IV.7.1 for the graph G∗, and decomposing L 1
2
on G̃∗ into

L{x∗}
c

1
2

and L{x∗}1
2

, we are now ready to prove Lemma IV.7.2.

Proof of Lemma IV.7.2. Let us define (Lx∗x )x∈G̃∗ the total local times of the loops
in L{x∗}

c

1
2

under PLG̃∗ . By (IV.7.1), (Lx∗x )x∈G̃ has the same law as the restriction

to G̃ of the local time of a loop soup on G̃{x∗}
c

∞ , and thus the same law as the
local time of a loop soup on G̃. By (IV.7.2), (Lx∗x )x∈G̃ has thus the same law
under PLG̃∗ , or also P̃LG̃∗(· |σx∗ = 1, L

x∗
x∗ = u), as 1

2
ϕ2 under PGG̃ . Moreover, under

P̃LG̃∗(· |σx∗ = 1, L
x∗
x∗ = u), using the equality Lx = Lx∗x + L

x∗
x for all x ∈ G̃,

the law of (σx)x∈G̃ can be described as follows: conditionally on (Lx∗x )x∈G̃ and
(L

x∗
x )x∈G̃, σ is constant on each cluster of {x ∈ G̃ : L

x∗
x + Lx∗x > 0}, with σx = 1

for all x ∈ G̃ such that Lx∗x > 0, and the values of σ on each other cluster are
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independent and uniformly distributed. Using (IV.A.3) we thus have that, under
P̃LG̃∗(· |σx∗ = 1, L

x∗
x∗ = u),

(σx
√

2Lx)x∈G̃ has the same law as (σux
√

2`x,u + ϕ2
x)x∈G̃ under P̃IG̃.

According to (IV.7.2), the law of (σx
√

2Lx)x∈G̃ under P̃LG̃(· |σx∗ = 1, Lx∗ = u)

is the same as the law of (ϕx)x∈G̃ under PGG̃∗(· |ϕx∗ =
√

2u), and thus by (IV.A.1)
the same as the law of (ϕx +

√
2u)x∈G̃ under PGG̃ , and we obtain (Isom’).

By (IV.2.32) and (IV.2.39), it is clear that, conditionally on ωGu and (ϕx)x∈G,

the family {e ∈ Eu}, e ∈ E ∪G, is independent. We define Ex∗ = {e ∈ E∗ :

Lx∗x > 0 for all x ∈ Ie}, and conditionally on L{x∗}
c

1
2

, let σx∗ be an independent

additional process, such that σx∗ is constant on each cluster of {x ∈ G̃∗ : Lx∗ > 0}
and its values on each cluster are independent and uniformly distributed. Under
P̃LG̃∗(· |Lx∗ = u), by (IV.7.1) and (IV.7.2), (σx∗x

√
2Lx∗x )x∈G̃ has then the same law

as ϕ under PGG̃ , by (IV.A.2) Le,{x∗}G∗, 1
2

has the same law as ωGu under PIG, and by

(IV.A.3), E has the same law as Eu \ {Ix, x ∈ U c
κ} under P̃IG̃. Let us also write

ILE ⊂ E ∪G for the set of edges of G which are entirely crossed by a trajectory
in Le,{x∗}G∗, 1

2

and of vertices in G killed by a trajectory in Le,{x∗}G∗, 1
2

, which has the

same law under P̃G̃∗(· |Lx∗ = u) as IuE under PIG. For each e ∈ E∗, the event
{e /∈ Ex∗} is independent of L{x∗}G, 1

2
, and, conditionally on {e /∈ Ex∗}, L{x∗}G, 1

2
and

Lx∗|G = (Lx∗x )x∈G, the event {e /∈ E} is independent of σx∗|G = (σx∗x )x∈G. Therefore,
since {e /∈ Ex∗} ⊂ {e /∈ E}, we obtain

P̃LG̃∗
(
e /∈ E |L{x∗}G, 1

2
, Lx∗|G, σ

x∗
|G
)

= P̃LG̃∗
(
e /∈ Ex∗ |Lx∗|G, σ

x∗
|G
)
P̃LG̃∗
(
e /∈ E |L{x∗}G, 1

2
, Lx∗|G, e /∈ E

x∗
)
.

Now, since (σx∗x
√

2Lx∗x , {e /∈ Ex∗}) has the same law as ((ϕx)x∈G, {∀y ∈ Ie :

|ϕy| > 0}c) under PGG̃ , it follows from (IV.2.33) that for all e ∈ E∗,

P̃LG̃∗
(
e /∈ Ex∗ | (σx∗x

√
2Lx∗x )x∈G,

)
= pGe (σx∗

√
2Lx∗)1e∈E + 1e/∈E, (IV.A.4)

where we identified e with the corresponding edge or vertex of E ∪G. Now since
{e /∈ Ex∗} is independent of L{x∗}G, 1

2
, we have by Theorem IV.7.1 that for all edges

e ∈ E

P̃LG̃∗
(
e /∈ E |L{x∗}G, 1

2
, Lx∗|G, e /∈ E

x∗
)

=
ẼLG̃∗
[
P̃LG̃∗
(
e /∈ E |LG, 1

2

)
| L{x∗}G, 1

2
, Lx∗|G

]
ẼL
G̃∗
[
P̃L
G̃∗
(
e /∈ Ex∗ | L{x∗}

c

G, 1
2

)
|Lx∗|G

]
=
pG
∗
e

(√
Lx∗ + L

x∗)
pGe (
√
Lx∗)

1e/∈ILE
,
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Combining with (IV.A.4), we thus obtain that for all edges e ∈ E,

P̃LG̃∗
(
e /∈ E |L{x∗}G, 1

2
, Lx∗|G, σ

x∗
|G
)

=
pG
∗
e

(√
Lx∗ + L

x∗)
pGe
(
σx∗
√

2Lx∗
)

pGe
(√

Lx∗
) 1e/∈ILE

= pu,Ge
(
σx∗
√

2Lx∗ , L
x∗)

1e/∈ILE
,

where we used (IV.3.13) and (IV.2.34) in the last equality. Now if e ∈ E∗ \ E,
then one can identify e with some x ∈ Uκ, and by (IV.A.4), we have e /∈ Ex∗
P̃LG̃∗-a.s, and so e is crossed by a loop in LG, 1

2
if and only if e is crossed by a loop

in L{x∗}G, 1
2
, that is e ∈ ILE . Therefore by Theorem IV.7.1,

P̃LG̃∗
(
e /∈ E |Le,{x∗}G∗, 1

2
, Lx∗|G, σ

x∗
|G , L

x∗
x∗ = u

)
= P̃LG̃∗

(
e /∈ E |Le,{x∗}G∗, 1

2
, Lx∗|G, L

x∗
x∗ = u

)
= pG

∗

e

(√
Lx∗ + L

x∗)
1e/∈ILE ,L

x∗
x∗=u

= pu,Gx
(
σx∗
√

2Lx∗ , L
x∗)

1e/∈ILE
,

where we used (IV.3.13) and (IV.2.34) in the last equality. Finally, if x ∈ G \ Uκ,
then κx = 0, x /∈ IuE, and P̃IG̃(x /∈ Eu |ωGu , (ϕx)x∈G) = 1 = pu,Gx

(
σ̂′
√

2Lx∗ , L
x∗)
,

and we can conclude.



Chapter V

Random interlacements on massive
graphs

V.1 Introduction

Random interlacements is a model introduced on Zd, d ≥ 3, in [93], to study
disconnection of cylinders by a random walk, and which was extended to any
transient weighted graphs in [103]. In this chapter, we are going to be interested
in random interlacements on massive transient weighted graphs, that is a graph
G on which the random walk can be killed in a finite random time by a killing
measure κ. In Chapter IV, we already took advantage of this definition of random
interlacements on massive graphs, see for instance Lemmas IV.7.2, IV.8.1 or
IV.8.2, and we are going to investigate the particularities of this model in depth
here. Random interlacements on a massive graph consist of a Poisson point
process of trajectories modulo time-shift, and, when fixing arbitrarily a time
zero for each trajectory, the corresponding forwards trajectory behave like a
random walk on G and can thus either be finite, when they are killed in finite
time by the killing measure κ, or infinite, and similarly for the corresponding
backwards trajectories. In particular, if the probability that the random walk
on G is killed in finite time by the killing measure κ is equal to one, then random
interlacements consists of doubly finite trajectories modulo time-shift, with a
starting and ending point.

Since the trajectories of random interlacements on massive graphs can be
finite, it is not anymore true that the random interlacement set always contain
an infinite connected component, and it will in fact often exhibit a phenomenon
of phase transition. We are interested in understanding how does changing the
killing measure κ, i.e. changing the speed at which the trajectories are killed,
affects this phase transition, and in particular under which conditions does the
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phase transition stays non-trivial when changing the killing measure. Similar
questions are raised for level sets of the Gaussian free field, and the results are
gathered in Theorems V.1.1 and V.1.2.

The setting for this chapter is similar to the setting for Chapter IV, and we
recall it briefly. We consider a graph G = (G, λ, κ), where G is a countable set
of vertices, λ = (λx,y)x,y∈G ∈ [0,∞)G×G are called weights, and κ = (κx)x∈G ∈
[0,∞)G is called the killing measure. We always assume that the associated
graph with vertex set G and edge set E = {{x, y} ∈ G2 : λx,y > 0} is connected,
locally finite, and that the Markov jump process Z on this massive weighted
graph is transient, where Z starts in z under P Gz , z ∈ G, and jumps from x to y
at exponential speed with parameter λx,y and is killed at x at exponential speed
with parameter κx. We denote by λx =

∑
y∈G λx,y + κx the total weight of the

vertex x ∈ G.
Our study of random interlacements on massive graphs also includes the

cable system G̃ of G, which is defined by glueing together segments Ie with
length ρe = 1/(2λx,y), e = {x, y} ∈ E, through their endpoints, and glueing the
endpoint of half-open intervals Ix with length ρx = 1/(2κx) to x, x ∈ G. One
can endow G̃ with a distance dG̃, such that dG̃(x, y) is the length of the shortest
path between x and y when replacing the length of Ie by 1 for each e ∈ E ∪G,
through some given increasing bijection [0,∞)→ [0, 1) for Ix when κx = 0. The
associated metric space G̃ is a Polish space, and a connected set K is compact
for this topology if and only K ∩G is finite and K ∩ Ie is a connected compact
of Ie for all e ∈ E ∪G. For simplicity, we say that K is a compact of G̃ if it is
compact for the distance dG̃ and has finitely many components. One can then
define a diffusion X on G̃, starting at x under P G̃x , x ∈ G̃, through its associated
Dirichlet form, see (V.2.1). It behaves locally like a Brownian motion on each
Ie, e ∈ G ∪ E, and its print on G behaves like the Markov jump process Z.

The diffusion X stays in G̃ until a time ζ̃ ∈ [0,∞], after which it remains in
some cemetery state ∆, and, as t ↗ ζ̃ , either Xt reaches the open end of the
cable Ix for some x ∈ G, and we say that X has been killed, or Xt exits every
bounded and connected sets, and we say that X blows up. We define h0 as the
probability to be killed before blowing up and h1 as the probability to blow up
before being killed: for all x ∈ G̃,

h0(x)
def.
= P G̃x

(
(Xt)t≥0 is killed before blowing up

)
and h1(x)

def.
= 1− h0(x).

(V.1.1)
We define similarly the time ζ at which the jump process Z on G is either killed
by the killing measure κ or exits every finite set, that is blow up, and h0(x) is
also equal to the probability under P Gx that Z is killed before blowing up for all
x ∈ G. One can easily check that this definition of h0 is equivalent to the one
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given in (IV.3.16).
We show in Proposition V.2.2 that a measure νG̃ on the set W ∗

G̃ of doubly
non-compact trajectories modulo time-shift on G̃ exists, which correspond to
the usual measure underlying random interlacements on the cable system, see
(V.2.11) and (V.2.12). One can then classically define under some probability PIG̃
the random interlacement process ω as a Poisson point process on W ∗

G̃ × (0,∞)

with intensity νG̃ ⊗ λ, where λ is the Lebesgue measure on (0,∞). It consists
of an infinite number of independent doubly non-compact trajectories modulo
time-shift, each with a forwards and backwards part behaving like the diffusion
X. Random interlacements on the discrete graph G then correspond to the print
of ω on G.

When κ 6≡ 0, there are four possible types of trajectories in ω: they are
either killed, that is both their forwards and backwards part are killed before
blowing up, or surviving, that is both their forwards and backwards parts blow
up before being killed, or backwards-killed, that is their backwards parts are
killed before blowing up but their forwards parts blow up before being killed,
or forwards-killed, that is their backwards parts blow up before being killed,
but their forwards parts are killed before blowing up. We call killed random
interlacements, surviving random interlacements, backwards-killed random in-
terlacements and forwards-killed interlacements the point processes consisting
of the corresponding trajectories in ω, and we denote them respectively by ωK,
ωS , ωKS and ωSK, see Definition V.3.1 for details on notation.

For random interlacements on transient massless graphs, the random inter-
lacement set Iu consists of unbounded trajectories, and thus always contains
an unbounded connected component, and this is also true on massive graph for
surviving, backwards-killed or forwards-killed random interlacements whenever
they are not empty. However, the killed random interlacement set IuK, i.e. the
open set of points in G̃ reached by a trajectory in the killed random interlacement
process ωK with label at most u, does not automatically contain an unbounded
connected component, since it consists only of bounded trajectories. We thus
naturally define the following critical parameter associated to the percolation of
IuK

ũK,I∗ (G)
def.
= sup

{
u ≥ 0 : PKIG̃ (IuK contains an unbounded cluster) = 0

}
.

It depends on the choice of the graph G whether the phase-transition for the per-
colation of IuK is non-trivial, that is ũK,I∗ (G) ∈ (0,∞), or not, see Remark V.5.3,5.
In particular, it also depends on the choice of the killing measure κ, and we will
now compare the values of ũK,I∗ when changing the value of κ.

For any killing measures κ′ ∈ [0,∞)G, we define the graph Gκ′ = (G, V, κ′),
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that is Gκ′ is the same graph as G but with killing measure κ′ instead of κ, and
we define hκ

′
0 as in (V.1.1) but for the graph Gκ′ . Our first result compare the

critical parameter for the percolation of killed random interlacements on G = Gκ
and Gκ′ when κ′ ≤ κ.

Theorem V.1.1. Let G = Gκ be a transient graph with κ 6≡ 0. For all killing
measures κ′ 6= 0 with κ′ ≤ κ let

c(κ, κ′)
def.
=
(

sup
x∈G

κx
κ′x

)(
sup
x∈G

κx
κ′x + (κx − κ′x)hκ

′
0 (x)

)
. (V.1.2)

If supx∈G
κx
κ′x
<∞, then

ũK,I∗ (Gκ′) ≤ ũK,I∗ (Gκ)c(κ, κ′).

Note that supx∈G
κx
κ′x
≤ c(κ, κ′) ≤ (supx∈G

κx
κ′x

)2, and so c(κ, κ′) < ∞ if
and only if supx∈G

κx
κ′x

< ∞. An easy consequence of Theorem V.1.1 is that
if ũK,I∗ (Gκ) > 0, then for all constants C ≥ 1 we have ũK,I∗ (GCκ) > 0, and if
ũK,I∗ (Gκ) < ∞, then for all constants 0 < c ≤ 1 we have ũK,I∗ (Gcκ) < ∞. Sim-
ilar results could also be obtained when considering percolation for the vacant
set VuK := IuK of killed random interlacements or percolation for the discrete set
IuK ∩ G of random interlacements, see Remark V.5.3,4). If hκ0 = hκ

′
0 = 1, then

all the trajectories in the random interlacement process are doubly-killed, and
so killed random interlacements are equal to random interlacements, and The-
orem V.1.1 let us compare critical parameter for the percolation of the random
interlacement set at different values of κ.

Random interlacements are linked through isomorphisms theorems to the
Gaussian free field, see [96], [57] and [101], and this let us derive a result similar
to Theorem V.1.1 for the Gaussian free field on the cable system, that we now
describe. We denote by ϕ = (ϕx)x∈G̃ the Gaussian free field on G̃ under some
probability PGG̃ , that is the canonical centered Gaussian free field with covariance
function the Green function (g(x, y))x,y∈G̃. We are going to study percolation for
the killed level sets of the Gaussian free field, defined for all h ∈ R and x0 ∈ G̃
by

E≥hK
def.
= {x ∈ G̃ : ϕx ≥ h× h0(x)} and E≥hK (x0)

def.
=
{
x ∈ G̃ : x←→ x0 in E≥hK

}
.

One can see E≥hK as the level sets for the Gaussian free field associated with the
diffusion X conditioned on being killed before blowing up, see Proposition V.4.2
for details. We define similarly the surviving level sets of the Gaussian free field
E≥hS by replacing h0 by h1. When h = 0, the level sets E≥0

K = E≥0
S , and also

coincide with the usual level sets of the Gaussian free field, and we will often
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simply denote them by E≥0. Let h̃K be the critical parameter associated with
the percolation of the killed level sets of the Gaussian free field, that is

h̃K∗ (G)
def.
= inf

{
h ∈ R : PGG̃ (E≥hK contains an unbounded cluster) = 0

}
. (V.1.3)

Let us also recall the following condition on the graph G from Chapter IV

E≥0 contains PGG̃ -a.s. only bounded connected components. (Sign)

In Corollary IV.3.2, we proved that (Sign) is verified on any graph such that
(Cap) hold, that is the capacity of any unbounded set is infinite, and is thus
verified on a very large class of graphs, but there are also examples of graphs
on which (Sign) does not hold, see Proposition IV.9.1. In both cases, let us now
present the analogue of Theorem V.1.1 for the Gaussian free field.

Theorem V.1.2. Let G = Gκ be a transient graph with κ 6≡ 0. For all killing
measures κ′ 6= 0 with κ′ ≤ κ we have

i) if (Sign) does not hold for Gκ, then (Sign) does not hold for Gκ′ and

h̃K∗ (Gκ′) ≥ h̃K∗ (Gκ) ≥ 0,

ii) if (Sign) holds for Gκ′ and supx∈G
κx
κ′x
<∞, then

0 ≥ h̃K∗ (Gκ′) ≥ h̃K∗ (Gκ)
√
c(κ, κ′),

iii) if (Sign) holds for Gκ but does not hold for Gκ′ , then

h̃K∗ (Gκ′) ≥ 0 ≥ h̃K∗ (Gκ).

Similarly as for random interlacements, we have that if h̃K∗ (Gκ) < 0, then for
all constants C ≥ 1 we have h̃K∗ (GCκ) < 0, and if h̃K∗ (Gκ) > −∞, then for all
constants 0 < c ≤ 1 we have h̃K∗ (Gcκ) > −∞. Moreover, if hκ′0 = hκ0 = 1, then
Theorem V.1.2 let us compare usual level sets of the Gaussian free field on the
cable system on Gκ and Gκ′ . Note that iii) of Theorem V.5.5 is a trivial conse-
quence of the definitions (V.1.3) and (Sign), and we only include it to list all the
possible cases. A result similar to i) of Theorem V.1.2 holds for surviving level
sets of the Gaussian free field, see Remark V.5.6,2), and this is the only relevant
case since the critical parameter associated to the percolation of the surviving
level sets of the Gaussian free field is always non-negative, see Remark V.4.7,4).
It would be interesting to prove an equivalent of Theorem V.5.5 for the Gaussian
free field on the discrete graph G, which could imply percolation for the discrete
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sign clusters of the Gaussian free field, as studied in Chapters II and III, see
Remark V.5.6,2) for details.

Let us now describe the proofs of Theorem V.1.1 and V.1.2, as well as various
intermediate results, which are also interesting in their own right. The intensity
measure underlying killed, surviving, backwards-killed or forwards-killed inter-
lacements can be described directly, in a similar way as the intensity measure
νG̃ underlying random interlacements, see for instance (V.3.2) and (V.3.3) in
the case of killed random interlacements. In particular, one can define the no-
tion of killed capacity capKG̃ (K) of a compact K of G̃, see (V.3.1) and (V.3.4),
and the number of trajectories hitting K in the killed random interlacement
process at level u is then Poi(ucapKG̃ (K))-distributed, similarly as for random
interlacements.

There is however a simpler description of killed random interlacements: for
each x ∈ G, start in x a Poi(uh0(x)κx)-distributed number of independent tra-
jectories, each distributed like the Markov jump process Z conditioned on being
killed before blowing up. Then the point process consisting of these trajectories
modulo time-shift has the same law as the discrete killed random interlacement
process ωK,Gu at level u, that is

ωK,Gu has the same law under PKIG̃ as a Poisson point process with

intensity uν̃KG modulo time-shift, with ν̃KG :=
∑
x∈G

κxh0(x)P Gx
(
· |WK,+

G
)
.

(V.1.4)
We also extend this description of killed random interlacements to the cable
system, and give similar descriptions for backwards-killed and forwards-killed
random interlacements, see Proposition V.3.3.

Using the description (V.1.4) of killed random interlacements, one can show
that for all κ′ ≤ κ and u′ ≥ uc(κ, κ′), see (V.1.2), and x, y ∈ G, the number
of trajectories starting in x and killed in y in the killed random interlacement
process at level u on Gκ is smaller than the number of trajectories starting in
x and killed by κ in y for the killed random interlacement process at level u′

on Gκ′ , see Lemma V.5.1. One can do a similar reasoning on the cable system,
which let us find a coupling of the local times of killed random interlacements
on G̃κ at level u and on G̃κ′ at level u′, see Proposition V.5.2, and Theorem V.1.1
follows directly from this coupling.

Another possible description of killed, or surviving, random interlacements
is through the Doob h-transform. For any harmonic functions h on G̃, we define
a graph Gh, the h-transform of the graph G, such that, after time change, see
(V.4.2) and (V.4.3), the diffusion X on G̃h corresponds to the usual h-transform
of the diffusion X on G̃, see for example Chapter 11 in [22], and we refer to
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Lemma V.4.1 for a more precise statement. In particular, if h = h0, then after
time change, the law of X under P G̃h0

x is the same as the law of X under P G̃x ,
conditioned on being killed before blowing up, see (V.4.2). Moreover,

the random interlacement process ω on G̃h0 has the same law

after time change as the killed random interlacement process ωK on G̃,

see (V.4.5) for details. Similar statements hold when replacing h0 by h1 and
killed random interlacements by surviving random interlacements.

It is easy to also compare the Gaussian free field on G̃h0 and G̃, see (V.4.6),
and using the description of killed random interlacements as random interlace-
ments on the h0-transform graph Gh0 , we can adapt the results from Chapter
IV about the Gaussian free field and random interlacements to results about the
Gaussian free field and killed random interlacements. We thus obtain the law
of the killed capacity of the sign clusters of the Gaussian free field on the cable
system, see (V.4.14), and an isomorphism between killed random interlacements
and the Gaussian free field, Theorem V.4.6, similar to Theorem IV.3.4. Similar
considerations are also available when h = h1 for surviving random interlace-
ments.

The isomorphism between killed random interlacements and the Gaussian
free field (V.4.15) provides us with the following description of negative killed
level sets of the Gaussian free field on the cable system: for all u > 0, E≥−

√
2u

K
has the same law as the union of E≥0

K and the clusters of (E≥0
K )c intersecting IuK.

Following ideas from [57], one can easily find a coupling of non-negative killed
level sets of the Gaussian free field on Gκ and Gκ′ when κ′ ≤ κ, see Lemma V.5.4,
and easily deduce i) of Theorem V.1.2. Combining these observations with the
previously mentioned coupling of the killed random interlacements IuK on Gκ and
Gκ′ , we thus also obtain a coupling of negative killed level sets of the Gaussian
free field on Gκ and Gκ′ , see Proposition V.5.5, from which ii) of Theorem V.1.2
follows readily.

Let us finally give an interesting consequence of the isomorphism between
surviving random interlacements and the Gaussian free field, which let us find
an isomorphism between the trajectories in the surviving random interlace-
ment process avoiding a compact K of G̃, and the Gaussian free field condi-
tioned on being equal to 0 on K, and is proved at the end of Section V.4.
We define HK = inf{t ≥ 0 : Xt ∈ K}, with inf ∅ = ζ̃ , hK(x) = P G̃x (HK =

ζ̃ , (Xt)t≥0blows up before being killed) for all x ∈ G̃, `S,Kc

·,u the total local times
of the trajectories in the surviving random interlacement process ωSu at level u
never hitting K and IuS,Kc = {x ∈ G̃ : `S,K

c

x,u > 0}.
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Theorem V.1.3. Assume that G is a transient graph such that condition (Cap)
is fulfilled, and let K be a compact of G̃. On some extension P̃KI

K,G̃ of PGG̃ (· |ϕ|K =

0)⊗PKIG̃ , let us define for each u > 0 an additional process (σK,ux )x∈G̃ ∈ {−1, 1}G̃,
such that, conditionally on (|ϕx|)x∈G̃ and ωu, σ

u,K is constant on each of the
cluster of {x ∈ G̃ : 2`S,K

c

x,u + ϕ2
x > 0}, σu,Kx = 1 for all x ∈ IuS,Kc , and the values

of σu,K on each other cluster are independent and uniformly distributed. Then

(
σK,ux

√
2`S,K

c

x,u + ϕ2
x

)
x∈G̃ has the same law under P̃KI

K,G̃

as
(
ϕx +

√
2uhK(x)

)
x∈G̃ under PGG̃ (· |ϕ|K = 0).

(V.1.5)

We now describe how this chapter is organized. Section V.2 introduces vari-
ous definitions and notations, which are useful to obtain a last exit decomposition
(V.2.10) for the canonical diffusion X on the cable system G̃, and then to prove
the existence of random interlacements on the cable system of massive weighted
transient graphs, see Proposition V.2.2.

Section V.3 is devoted to the various definitions or characterizations of killed,
surviving, backwards-killed and forwards-killed random interlacements. They
are first introduced as mappings of the random interlacement process ω, see
Definition V.3.1, then directly constructed from the law of X conditioned on
being killed before blowing up, or blowing up before being killed, see (V.3.2) and
(V.3.3) for instance, and finally a more direct description of killed, backwards-
killed and forwards-killed random interlacements is given in Proposition V.3.3.

Section V.4 is centered around the notion of Doob h-transform and its various
consequences. For any harmonic functions h, the h-transform Gh of a graph G
is introduced, so that the diffusion X on G̃h is related to the usual h-transform
of the diffusion X on G̃, see Lemma V.4.1. If h = h0, see (V.1.1), we can
then relate the diffusion X, random interlacements or the Gaussian free field
on G̃h0 to the diffusion X, conditioned on being killed before blowing up, killed
interlacements or the Gaussian free field on G̃, and similarly when h = h1, see
Proposition V.4.2. These relations are turned into correspondences for local
times in Corollary V.4.5, which let us use the results from Chapter IV to obtain
the law for the killed, or surviving, capacity of the sign clusters of the Gaussian
free field, see (V.4.14), and a signed isomorphism between killed, or surviving,
random interlacements and the Gaussian free field, see Theorem V.4.6. Finally,
the proof of Theorem V.1.3 is given at the end of the section.

Section V.5 combines the previous results to give couplings of killed random
interlacement sets, or killed level sets of the Gaussian free field at positive or
negative levels, on Gκ and Gκ′ when κ′ ≤ κ, see Proposition V.5.2, Lemma V.5.4
and Proposition V.5.5, from which Theorems V.1.1 and V.1.2 follow readily.
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Throughout the chapter, we will often remove the subscript or superscript G̃
from the notation when there is no ambiguity about the choice of the graph G.

V.2 Definition of (massive) interlacements

In this section, we explain how to extend the definition of random interlacements
to the cable system of massive weighted graphs. We first recall the definition
of the canonical diffusion X on G̃, and present its last exit decomposition in
(V.2.10), that is a decomposition of the law of X before and after the time
LK at which X leaves the compact K of G̃ forever. We then use this last
exit decomposition to prove the existence of the measure νG̃ underlying random
interlacements, see Proposition V.2.2.

Letm be the Lebesgue measure on G̃, that is the sum of the Lebesgue measure
on each Ie e ∈ E ∪G, W+, be the set of continuous functions from [0,∞) to
G̃ ∪∆, where ∆ is some cemetery point, Xt be the projection function at time
t for all t ≥ 0, and W+ the algebra generated by Xt, t ≥ 0. We simply write
W+ and W+ when there is no ambiguity about the choice of the graph G. For
all measures m̃ on G̃, that is m̃|Ie is a measure on (Ie,B(Ie)) for all e ∈ E ∪G,
and measurable function f : G̃ → R, we define

(f, f)m̃
def.
=

∑
e∈E∪G

∫
Ie

f 2 dm̃|Ie ,

L2(G̃, m̃) = {f : (f, f)m̃ < ∞}, and (f, g)m̃ the associated Dirichlet form on
L2(G̃, m̃). Let also D(G̃, m̃) ⊂ L2(G̃, m̃) be the space of function f ∈ C0(G̃) such
that f|Ie ∈ W 1,2(Ie, m̃|Ie) for all e ∈ E ∪G and∑

e∈E∪G

‖f|Ie‖2
W 1,2(Ie,m̃|Ie ) <∞.

The canonical Brownian motion on G̃ is then defined by taking probabilities P G̃x ,
or simply Px when there is no ambiguity about the choice of the graph G, x ∈ G̃,
under which the process X is an m-symmetric diffusion on G̃ with associated
Dirichlet form on L2(G̃,m)

EG̃(f, g)
def.
=

1

2
(f ′, g′)m for all f, g ∈ D(G̃,m). (V.2.1)

These definitions could also be extended to any killing measure κ ∈ [0,∞] by
replacing G by the graph G(∞), which is the graph with finite killing measure,
obtained by keeping only the vertices x with κx < ∞, and adding a vertex
between each x and y such that κx < ∞, κy = ∞ and λx,y > 0, and such that
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the restriction of the random walk on G(∞) to G is a random walk on G. We
refer to Section IV.2 for more details and properties of the cable system G̃ and
its associated diffusion X.

In order to study random interlacements on the cable system, we are first
interested in describing a decomposition of (Xt)t≥0 before and after the last time
LK at which X exits a compact K of G̃, which will be given in (V.2.10). Using
Theorems 4.1.2 and 4.2.4 in [37], the 0-potential of X has a density that we
denote by (g(x, y))x,y∈G̃, the Green function on G̃, and one can associate to the
diffusion X a family of probability densities (pt(x, y))t>0, x, y ∈ G̃, such that

Px(Xt ∈ dy) = pt(x, y)m(dy) and g(x, y) =

∫ ∞
0

pt(x, y) dt. (V.2.2)

One can show that this definition of the Green function corresponds to the
definition given in (IV.2.12), using for instance Theorem 3.6.5 in [62]. Let us
now recall some useful results from Section 2 of [34] about the existence of
Markovian bridges, that we apply to our m-symmetric diffusion X. Under Px,
the process (pt−s(Xs, y))s∈[0,t) is a martingale, and thus we can define

Px,y,t(A)
def.
=

Ex[pt−s(Xs, y)1A]

pt(x, y)
for all A ∈ Fs := σ(Xu, u ≤ s) and 0 ≤ s < t,

and this definition is consistent. One can extend the definition of Px,y,t to a
probability measure on Ft, which informally corresponds to the law of a bridge
of length t between x and y for X. Applying the optional stopping theorem to
the martingale (pt−s(Xs, y))s∈[0,t), see for instance Theorem 3.2 in Chapter II of
[75], we have that for all t > 0 and stopping time T

Ex[pt−T (XT , y)1A,T<t] = Px,y,t(A, T < t)pt(x, y) for all A ∈ FT , (V.2.3)

where FT = {F ∈ Ft : F∩{T ≤ s} ∈ Fs for all s < t} is the filtration associated
with T. Moreover by m-symmetry of X, we have for all t > 0 and x, y ∈ G̃ that

(Xt−s)s∈[0,t] has the same law under Px,y,t as (Xs)s∈[0,t] under Py,x,t. (V.2.4)

Using (V.2.4), one can derive a decomposition for stopping time on the reversed
time scale: for all random times τ such that {τ ≥ t} is in σ(Xt+u, u ≥ 0),

(Xs)s∈[0,τ ] has the same law under Px(· | Gτ ) as (Xs)s∈[0,τ ] under Px,Xτ ,τ ,
(V.2.5)

where Gτ = σ(τ,Xτ+u, u ≥ 0). We now define for any compacts K of G̃ the last
exit time LK of K by LK = sup{t ≥ 0 : Xt ∈ K}, with sup∅ = −∞, and, for all
x ∈ ∂K with Px(XLK = x) > 0 we define PK,G̃

x as the law of (Xt+LK )t≥0 under
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Px(· |XLK = x), and we simply write PK
x when there is no ambiguity about

the choice of the graph G. Using results for general Hunt processes, see either
Theorem 8 in [66], Proposition 5.9 in [39] or Theorem 2.12 in [38], under Px, on
the event LK ≥ 0, (Xs+LK )s>0 is a Markov process depending on the past only
through XLK , and so we have for all x ∈ G̃,

(Xs+LK )s≥0 has the same law under Px(· |LK , XLK ) as (Xs)s≥0 under PK
XLK

.

(V.2.6)
Combining (V.2.5) and (V.2.6), one can thus describe the law of (Xt)t≥0 both
before and after the last visit LK of K. Let us now describe the law of LK and
XLK . We define a measure the equilibrium measure and the capacity of a set
K ⊂ G by

eK,G̃(x)
def.
= λxP

G
x (H̃K = ζ) for all x ∈ G and capG̃(K)

def.
=
∑
x∈K

eK,G̃(x), (V.2.7)

where H̃K is the first time the Markov jump process Z on G return in K after its
first jump time, which is equal to ζ if Z never comes back in K. We simple write
eK(x) and cap(K) when there is no ambiguity about the choice of the graph
G. One can extend these definitions to any compacts K of G̃, see (IV.2.18) and
(IV.2.20). Using (IV.2.29), we have that

Py(XLK = x) = g(y, x)eK(x) for all x, y ∈ G̃. (V.2.8)

This leads to the following description of the law of LK and XLK .

Lemma V.2.1. For all compacts K of G̃ and x, y ∈ G̃, we have

Px(LK ∈ dt,XLK = y) = pt(x, y)eK(y)dt. (V.2.9)

Proof. For all t > 0, we have by the Markov property at time t and (V.2.8)

Px(LK ≥ t,XLK = y) = Ex
[
PXt(XLK = y)

]
= Ex

[
g(Xt, y)

]
eK(y).

Using (V.2.3), we moreover have Ex[ps−t(Xt, y)] = ps(x, y) for all s > t, and so
by (V.2.2)

Ex
[
g(Xt, y)

]
=

∫ ∞
t

Ex
[
ps−t(Xt, y)

]
ds =

∫ ∞
t

ps(x, y) ds,

and we can conclude.

We are now ready to give the last exit decomposition of (Xt)t≥0 before and
after time LK . We denote by W+,f the set of continuous trajectories in G̃ with
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finite length, that is of continuous functions from [0, t] to G̃ for some t > 0. Let
π : W+ × (0,∞) → W+,f the application π(w, t) = w|[0,t], πt = π(·, t) for all
t > 0, andW+,f the smallest σ-algebra such that π is measurable with respect to
W+ ⊗ B((0,∞)). For all A1 ∈ W+,f and A2 ∈ W+, using (V.2.5) with τ = LK ,

we have that for all x ∈ G̃ and y ∈ ∂K

Px
(
(Xt)t∈[0,LK ] ∈ A1, (Xt+LK )t≥0 ∈ A2, XLK = y

)
= Ex

[
1(Xt+LK )t≥0∈A2,XLK=y(Px,y,LK ◦ π−1

LK
)(A1)

]
= PK

y (A2)Ex

[
1XLK=y(Px,y,LK ◦ π−1

LK
)(A1)

]
,

where we used (V.2.6) in the last equality. By (V.2.9), we moreover have that

Ex

[
1XLK=y(Px,y,LK ◦ π−1

LK
)(A1)

]
= eK(y)

∫ ∞
0

(Px,y,s ◦ π−1
s )(A1)ps(x, y) ds.

Summing over y in ∂K, we thus obtain the following last exit-decomposition for
all compacts K of G̃, x ∈ G̃, A1 ∈ W+,f and A2 ∈ W+

Px
(
(Xt)t∈[0,LK ] ∈ A1, (Xt+LK )t≥0 ∈ A2, LK ≥ 0

)
=
∑
y∈∂K

eK(y)PK
y (A2)

∫ ∞
0

Px,y,s(π
−1
s (A1))ps(x, y) ds.

(V.2.10)

The last exit decomposition (V.2.10) will now let us define random inter-
lacements on the cable system of any massive transient graph. The random
interlacement measure was first defined on Zd, d ≥ 3, in [93], and then on any
discrete transient graph with κ ≡ 0 in [103]. It was then extended to the cable
system of Zd in [57] using the fact that one can obtain the diffusion X by adding
Brownian excursions on the edges to a discrete random walk on Zd, and this
proof can easily be extended to any transient graph on which discrete random
interlacements exist. A continuous analogue of random interlacements, Brow-
nian interlacements, has also been defined on Rd, d ≥ 3, in [99]. We seize the
opportunity here to give a direct construction of random interlacements on the
cable system without using Brownian excursions, which also include the case
κ 6≡ 0.

Let us first recall some definitions from Chapter IV. The set of doubly non-
compact trajectories WG̃ is the set of continuous functions from R to G̃ ∪ ∆,

which take values in G̃ between times ζ̃− ∈ [−∞,∞) and ζ̃+ ∈ (−∞,∞], and is
equal to ∆ on (ζ̃−, ζ̃+)c. We denote by p∗G̃(w) the equivalence class of w modulo
time-shift for each w ∈ WG̃, and W ∗

G̃ = {p∗G̃(w), w ∈ WG̃}. We define WG̃ the
σ-Algebra on WG̃ generated by the coordinate functions, and W∗G̃ = {A ⊂ W ∗

G̃ :
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(p∗G̃)
−1(A) ∈ WG̃}. For each compact K of G̃, we denote by W 0

K,G̃ the set of
trajectories in WG̃ hitting K for the first time at time 0, and by W ∗

K,G̃ the set of
trajectories modulo time-shift inW ∗

G̃ hittingK. The forwards part of a trajectory
w ∈ WG̃ is (w(t))t≥0 and its backwards part (w(−t))t≥0, and we denote by W0

K,G̃
the set of events B ∈ WG̃, B ⊂ W 0

K,G̃, which can be uniquely decomposed into
an event B+ ∈ W+

G̃
concerning the forwards part of the trajectories and an

event B− ∈ W+

G̃
concerning the backwards part of the trajectories. We define a

measure QK,G̃ on WG̃, whose restriction to W0
K,G̃ is given by

QK,G̃
def.
=
∑
x∈∂K

eK,G̃(x)P G̃x (·+)PK,G̃
x (·−), (V.2.11)

and such that QK,G̃(A) = 0 for all A ∈ WG̃ with A ∩W 0
K,G̃ = ∅. As usual, we

will simply remove the subscript G̃ to all the notation introduced in the previous
paragraph when there is no ambiguity about the choice of the graph G.

Proposition V.2.2. There exists a unique measure νG̃ on W ∗
G̃ such that for all

compacts K of G̃

νG̃(A) = QK,G̃
(
(p∗G̃)

−1(A)
)
for all A ∈ W∗G̃, A ⊂ W ∗

K,G̃. (V.2.12)

Proof. The uniqueness is clear since W ∗
K increases to W ∗ as K increases to G̃.

Let us now fix some compacts K and K ′ of G̃ with K ⊂ K ′. For all A ∈ W0
K ,

we denote by A′ = {(w(t + HK′))t∈R, w ∈ A}. In order to prove (V.2.12), it is
enough to prove that for all A ∈ W0

K such that A′ ∈ W0
K′

QK(A) = QK′(A
′). (V.2.13)

Indeed one can then define 1W ∗Kν = QK ◦(p∗)−1 for all compacts K of G̃, and this
definition is consistent by (V.2.13), and we can conclude by taking a sequence
of compacts increasing to G̃. Using (V.2.11) and (V.2.8) we have

QK(A) =
∑
x∈∂K

1

g(x, x)
Px(A

+)Px
(
(Xt+LK )t≥0 ∈ A−, XLK = x

)
.

Taking A± = {(w(t)t∈[0,HK ] : ω ∈ A′}, one can easily check that (Xt+LK )t≥0 ∈ A−
if and only if (Xt+LK′

)t≥0 ∈ (A′)− and (X−t+LK′ )t∈[0,LK′−LK ] ∈ A±. Therefore
using (V.2.10) for K ′ and (V.2.4), we obtain that for all x ∈ ∂K

Px
(
(Xt+LK )t≥0 ∈ A−, XLK = x

)
=
∑
y∈∂K′

eK′(y)PK′

y

(
(A′)−

) ∫ ∞
0

Px,y,s
(
(Xs−t)t∈[0,s−LK ] ∈ A±, XLK = x

)
ps(x, y) ds

=
∑
y∈∂K′

eK′(y)PK′

y

(
(A′)−

) ∫ ∞
0

Py,x,s
(
(Xt)t∈[0,HK ] ∈ A±, XHK = x

)
ps(y, x) ds.
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Moreover by (V.2.3), we can write∫ ∞
0

Py,x,s
(
(Xt)t∈[0,HK ] ∈ A±, XHK = x

)
ps(y, x) ds

=

∫ ∞
0

Ey
[
ps−HK (x, x)1(Xt)t∈[0,HK ]∈A±,XHK=x

]
ds

= Ey

[
1(Xt)t∈[0,HK ]∈A±,XHK=x

∫ ∞
HK

ps−HK (x, x) ds
]

= g(x, x)Py
(
(Xt)t∈[0,HK ] ∈ A±, XHK = x),

where we used (V.2.2) in the last equality. Combining the previous equations,
we thus obtain by the strong Markov property at time HK that

QK(A) =
∑

x∈∂K,y∈∂K′
eK′(y)Px(A

+)Py
(
(Xt)t∈[0,HK ] ∈ A±, XHK = x

)
PK′

y

(
(A′)−

)
=

∑
x∈∂K,y∈∂K′

eK′(y)Py
(
(A′)+, XHK = x

)
PK′

y

(
(A′)−

)
= QK′(A

′),

where we used in the second equality the fact that (Xt)t≥0 ∈ (A′)+ if and only
if (Xt)t∈[0,HK ] ∈ A± and (Xt+HK )t≥0 ∈ A+, and we can conclude.

The measure νG̃ from Proposition V.2.2 is the intensity measure underlying
random interlacements on G̃, and as usual we then define ω the random inter-
lacement process under some probability PIG̃ as a Poisson point process with
intensity measure νG̃⊗λ, where λ is the Lebesgue measure on (0,∞).We simply
write ν and PI when there is no ambiguity about the choice of the graph G. We
also denote by ωu the point process, which consist of the trajectories in ω with
label less than u, by (`x,u)x∈G̃ the continuous field of local times with respect to
m on G̃ of ωu and by Iu = {x ∈ G̃ : `x,u > 0} the interlacement set at level u.
Remark V.2.3. Similarly as in (1.40) of [93] or (2.16) of [99], it is easy to show
that random interlacements on the cable system are invariant under time rever-
sal. Indeed for all connected compacts K of G̃ we have by (V.2.11), (V.2.10)
and (V.2.5) that for all A′, A′′ ∈ W+ and A′ ∈ W+,f ,

QK

(
(X−t)t≥0 ∈ A, (Xt)t∈[0,LK ] ∈ A′, (Xt)t≥LK ∈ A′′

)
=
∑

x,y∈∂K

eK(x)eK(y)PK
y (A′′)PK

x (A)

∫ ∞
0

Px,y,s(A
′)ps(x, y) ds

= QK

(
(X−t)t≥0 ∈ A′′, (XLK−t)t∈[0,LK ] ∈ A′, (Xt)t≥LK ∈ A

)
.

Denoting ν̌ the image of ν under time reversal, taking a sequence of compacts
increasing to G̃, we thus directly obtain by (V.2.12) that

ν = ν̌. (V.2.14)
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V.3 Killed and surviving random interlacements

In this section, we introduce the notion of killed, or surviving, random interlace-
ments, corresponding to the trajectories in the random interlacement process
ω which are doubly killed before blowing up, or blows up doubly before being
killed. We also present a direct construction of killed and surviving random
interlacements, see (V.3.2) and (V.3.3), and prove another characterization of
killed random interlacements when replacing doubly non-compact trajectories
by forwards trajectories starting at a given vertex, see Proposition V.3.3 and
(V.1.4). Similar results are also presented for backwards-killed and forwards-
killed random interlacements.

For w∗ ∈ W ∗
G̃ , we say that the forwards part of w∗ has been killed before

blowing up if there exists w ∈ (p∗G̃)
−1(w∗) such that w(0) ∈ G̃ and the trajectory

(w(t))t≥0 has been killed before blowing up, using similar terminology as above
(V.1.1), and similarly for the backwards part of w∗ by considering (w(−t))t≥0

instead. Let WK,∗
G̃

be the set of doubly non-compact trajectories modulo time-
shift whose forwards and backwards parts have been killed before blowing up,
W S,∗
G̃

be the set of doubly non-compact trajectories modulo time-shift whose
forwards and backwards parts blow up before being killed, WKS,∗

G̃
be the set

of doubly non-compact trajectories modulo time-shift whose backwards parts
have been killed before blowing up and forwards parts blow up before being
killed, and W SK,∗

G̃
be the set of doubly non-compact trajectories modulo time-

shift whose forwards parts have been killed before blowing up and backwards
parts blow up before being killed. We also define similarly the subsets WK

G̃ ,

W S
G̃ , W

KS
G̃ and W SK

G̃ of the set WG̃ of doubly non-compact trajectories, WK,+
G̃

the set of forwards trajectories in W+

G̃
which are killed before blowing up, and

W S,+
G̃

the set of forwards trajectories in W+

G̃
which blow up before being killed,

and we denote byW ·G̃ all the associated σ-algebras, generated by the coordinate
functions.

Definition V.3.1. Let νKG̃ := (νG̃)|WK,∗
G̃

the measure underlying killed random

interlacements, νSG̃ := (νG̃)|WS,∗
G̃

the measure underlying surviving random inter-

lacements, νKSG̃ := (νG̃)|WKS,∗
G̃

the measure underlying backwards-killed random

interlacements and νSKG̃ := (νG̃)|WSK,∗
G̃

the measure underlying forwards-killed
random interlacements. We also define the killed random interlacement process
ωK under some probability space PKIG̃ , as a Poisson point process with intensity
νKG̃ ⊗ λ, where λ is the Lebesgue measure on R+, ω

K
u the Poisson point process

which consist of the trajectories in ωK with label at most u > 0, (`Kx,u)x∈G̃ the
field of total local times with respect to m of all the trajectories in ωKu and
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IuK := {x ∈ G̃ : `Kx,u > 0} the killed random interlacement set on G̃. We use sim-
ilar notations for surviving random interlacements under PSIG̃ , backwards-killed
random interlacements under PKSIG̃ , and forwards-killed random interlacements
under PSKIG̃ .

Note that by definition, we have that

ω has the same law under PIG̃ as

ωK + ωS + ωKS + ωSK under PKIG̃ ⊗ PSIG̃ ⊗ PKSIG̃ ⊗ PSKIG̃ ,

and that ωK = ωKS = ωSK = 0 if h0 ≡ 0, i.e. κ ≡ 0, and ωS = ωKS = ωSK = 0

if h0 ≡ 1, where h0(x) = P G̃x (WK,+
G̃

) was defined in (V.1.1). If κ 6≡ 0, one can
directly describe the law of killed random interlacements as follows. We say that
the Markov jump process Z is killed before blowing up if Z is killed by the killing
measure κ at time ζ <∞, and we denote by WK,+

G the corresponding event. For
any finite sets K ⊂ G, let us define similarly as in (V.2.7) the killed equilibrium
measure by

eKK,G(x)
def.
= λxh0(x)P Gx

(
H̃K = ζ,WK,+

G
)
for all x ∈ ∂K. (V.3.1)

This definition of the killed equilibrium measure can be extended to an equilib-
rium measure eK

K,G̃ on the cable system G̃ for any compactsK of G̃ by considering

the graph G∂K with ∂K ⊂ G, similarly as for the equilibrium measure on G̃, see
Lemma IV.2.1 and (IV.2.18). Let now QK

K,G̃ be the probability measure on WKG̃ ,
whose restriction to W0

K,G̃ ∩W
K
G̃ is given by

QK
K,G̃

def.
=
∑
x∈∂K

eK
K,G̃(x)P G̃x (·+ |WK,+

G̃
)PK,G̃

x (·− |WK,+
G̃

), (V.3.2)

and such that QK
K,G̃(A) = 0 for all A ∈ WK

G̃ with A ∩W 0
K,G̃ ∩W

K
G̃ = ∅. Since

PK,G̃
x (WK,+

G̃
) = P Gx (WK,+

G | H̃K = ζ) for all K ⊂ G and x ∈ K with P Gx (H̃K =

ζ) > 0, one can easily show by (V.2.12) and Definition V.3.1 that for all compacts
K of G̃

νKG̃ (A) = QK
K,G̃

(
(p∗G̃)

−1(A)
)
for all A ∈ W∗G̃, A ⊂ WK,∗

K,G̃
, (V.3.3)

withWK,∗
K,G̃

= W ∗
K,G̃∩W

K,∗
G̃
. In other words, the restriction of ωKu to the trajectories

hitting a compact K of G̃ can be described as follows: for each x ∈ ∂K, there are
Poi(ueK

K,G̃(x)) independent trajectories hitting K for the first time in x, and each
of these trajectories has a forwards part which behave like a Brownian motion
on G̃ conditioned on being killed before blowing up, and a backwards part which
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behave like a Brownian motion on G̃ conditioned on never coming back in K and
being killed before blowing up. We also define the killed capacity of a compact
K of G̃ by

capKG̃ (K)
def.
=
∑
x∈∂K

eK
K,G̃(x), (V.3.4)

and the killed interlacement set is then characterized by the following identity

PKIG̃ (IuK ∩K = ∅) = exp
(
−ucapKG̃ (K)

)
. (V.3.5)

One can also give similar definitions and results for surviving random interlace-
ments by replacing h0 by h1 and WK,·

G̃
by W S,·

G̃
, or for backwards-killed and

forwards-killed random interlacements. Note that since random interlacements
are invariant under time reversal, see (V.2.14), killed and surviving random in-
terlacements are also invariant under time reversal, and the time reversal of
backwards-killed interlacements is forwards-killed interlacements. In particular,
the law of the number of trajectories hitting a given set is the same for backwards-
killed and forwards-killed interlacements, that is backwards-killed and forwards-
killed capacity are equal: for all finite K ⊂ G,

capKSG̃ (K)
def.
=
∑
x∈K

λxh1(x)P Gx
(
H̃K = ζ,WK,+

G
)

=
∑
x∈K

λxh0(x)P Gx
(
H̃K = ζ,W S,+

G
) def.

= capSKG̃ (K).
(V.3.6)

This equality can easily be generalized to any compacts K of G̃ by considering
the graph G∂K from Lemma IV.2.1, and one could also prove it directly using the
last exit decomposition (V.2.10). As usual, we will simply remove the subscript
G̃ to all the previous definitions when there is no ambiguity about the graph the
choice of the graph G.

Let G̃E be the subset of G̃ consisting of only the edges Ie for e ∈ E, that is
removing the edge Ix starting from x for all x ∈ G. There is an easier way to di-
rectly describe the restriction to G̃E of killed, backwards-killed, or forwards-killed
random interlacements, instead of describing them through their restriction to
compacts as in (V.3.3). Before giving this description, let us begin with an inter-
mediate lemma. In essence, it states that, starting with the " killed equilibrium
measure of G", that is κh0, the probability to hit U in y and then to be killed
before blowing up is the killed equilibrium measure of U in y, which bears some
similarity with (IV.2.23).

Lemma V.3.2. For all y ∈ G and all finite U ⊂ G we have∑
x∈G

κxP
G
x (HU < ζ, ZHU = y) = λyP

G
y (H̃U = ζ,WK,+

G )1y∈U , (V.3.7)



Chapter V. Random interlacements on massive graphs 244

and ∑
x∈G

κxP
G
x (HU < ζ,WK,+

G ) = capKG̃ (U). (V.3.8)

Proof. Let us denote by (Ẑn)n∈N0 the discrete skeleton of the jump process Z on
G, which is equal to ∆ after being killed. Let us fix some sequence Un, n ∈ N,
of finite subsets of G increasing to G, and let

L̂Un
def.
= inf{k ≥ 0 : Ẑk ∈ Un, Ẑk+1 6= ∆, Ẑp /∈ Un for all p ≥ n+ 1},

with the convention inf ∅ =∞. By the Markov property, we have for all x ∈ Un

P Gy (ẐL̂Un
= x, L̂Un <∞) =

∑
k≥0

P Gy (Ẑk = x, Ẑk+1 6= ∆, Ẑp /∈ Un for all p ≥ n+ 1)

=
∑
k≥0

P Gy (Ẑk = x)P Gx (Ẑ1 6= ∆, Ẑp /∈ Un for all p ≥ 1)

= g(y, x)(eUn(x)− κx).

Therefore we obtain by (IV.2.21), that for all n ∈ N large enough such that
y ∈ Un ∑

x∈Un

κxg(x, y) =
∑
x∈Un

g(y, x)eUn(x)−
∑
x∈Un

P Gy (ẐL̂Un
= x, L̂Un <∞)

= 1− P Gy (L̂Un <∞).

Note that L̂Un <∞ for all n large enough if and only if the trajectory blows up
before being killed, and thus∑

x∈G

κxg(x, y) = lim
n→∞

1− P Gy (L̂Un <∞) = 1− P Gy (W S,+
G ) = h0(y). (V.3.9)

Now we have for all z ∈ G that∑
y∈G

g(z, y)
∑
x∈G

κxP
G
x (HU < ζ, ZHU = y) =

∑
x∈G

κxE
G
x [g(ZHU , z)1HU<ζ ].

Moreover by Hunt’s switching identity, see for instance (1.50) in [98], we have
EGx [g(ZHU , z)1HU<ζ ] = EGz [g(ZHU , x)1HU<ζ ], and so using (V.3.9) we obtain

∑
y∈G

g(z, y)
∑
x∈G

κxP
G
x (HU < ζ, ZHU = y) = EGz

[∑
x∈G

κxg(ZHU , x)1HU<ζ

]
= EGz [h0(ZHU )1HU<ζ ]

= P Gz (HU < ζ,WK,+
G ),
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where we used the strong Markov property at time HU in the last equality. Let
us now define

LU
def.
= inf{k ≥ 0 : Ẑk ∈ U, Ẑp /∈ U for all p ≥ k + 1},

with the convention inf ∅ = ∞. By simple Markov property, we have for all
z ∈ G∑
y∈G

g(z, y)λyP
G
y (H̃U = ζ,WK,+

G )1y∈U =
∑
y∈U

∑
k≥0

P Gz (Ẑk = y)P Gy (H̃U = ζ,WK,+
G )

=
∑
y∈U

∑
k≥0

P Gz (Ẑk = y, LU = k,WK,+
G )

= P Gz (LU <∞,WK,+
G ).

Noting that {LU < ∞} = {HU < ζ}, and that the operator Gf(x) :=∑
x∈G g(x, y)f(x) is invertible, see for instance (1.37) in [98], we obtain (V.3.7).

The equality (V.3.8) follows directly since by the strong Markov property,
(V.3.1) and (V.3.4) we have∑

x∈G

κxP
G
x (HU < ζ,WK,+

G ) =
∑
y∈U

∑
x∈G

κxP
G
x (HU < ζ, ZHU = y,WK,+

G )

=
∑
y∈U

h0(y)
∑
x∈G

κxP
G
x (HU < ζ, ZHU = y)

=
∑
y∈U

λyh0(y)P Gy (H̃U = ζ,WK,+
G )

= capK(U).

Lemma V.3.2 let us derive another description of killed, backwards-killed
and forwards-killed random interlacements. For all x ∈ G with κx > 0, we
denote by P Icx,G̃

x the law of (Xt+LIcx
)t≥0 under Px(· |XLIcx

= x, LIcx < ζ̃), which
has the same law as a BES3(0) process on Ix starting in x and stopped when
reaching the open end of Ix, see for instance Theorem 4.5, Chapter XII in [75].
Similarly as above (V.2.11), we define W 0

G̃E ,G̃ as the set of trajectories in W

hitting G̃E at time 0 for the first time, the set W0
G̃E ,G̃ of B ∈ W , B ⊂ W 0

G̃E ,G̃,

which can be uniquely decomposed into an event B+ concerning the forwards
part of the trajectories and an event B− concerning the backwards part of the
trajectories, and the set WK,∗

G̃E ,G̃
= p∗(W 0

G̃E ,G̃ ∩W
K). We then have that W0

G̃E ,G̃
and {A ∈ W : A ∩W 0

G̃E ,G̃ = ∅} generate W .
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Proposition V.3.3. Let ν̃KG̃ , ν̃
KS
G̃ and ν̃SKG̃ be the probabilities on (WG̃,WG̃) given

on W0
G̃E ,G̃ by

ν̃KG̃
def.
=
∑
x∈G

κxh0(x)P G̃x
(
·+
G̃E
|WK,+

G̃

)
P Icx,G̃
x

(
·−
G̃E
)
,

ν̃KSG̃
def.
=
∑
x∈G

κxh1(x)P G̃x
(
·+
G̃E
|WS,+

G̃

)
P Icx,G̃
x

(
·−
G̃E
)
,

ν̃SKG̃
def.
=
∑
x∈G

κxh1(x)P Icx,G̃
x

(
·+
G̃E
)
P G̃x
(
·−
G̃E
|WS,+

G̃

)
,

and such that ν̃KG̃ = ν̃KSG̃ = ν̃SKG̃ = 0 for all A ∈ WG̃ with A ∩W 0
G̃E ,G̃ = ∅. Then

νKG̃ (A) = ν̃KG̃
(
(p∗G̃)

−1(A)
)
for all A ∈ W∗G̃, A ⊂ WK,∗

G̃E ,G̃
, (V.3.10)

and similarly for backwards-killed and forwards-killed random interlacements.

Proof. Let us first consider killed random interlacements. Let K be a compact
of G̃ such that K ⊂ G̃E and ∂K ⊂ G, and let (Kn)n∈N be a sequence of compacts
increasing to G̃E such that for all n ∈ N K ⊂ Kn and ∂Kn ⊂ G. If A ∈ W with
A ⊂ WK

K,G̃ := (p∗)−1(W ∗
K,G̃) ∩W

K, we write AG̃E = {(w(t + HG̃E ))t∈R : w ∈ A}.
For all n ∈ N and A ∈ W0

Kn,G̃
such that A ⊂ WK

K,G̃ and AG̃E ∈ W0
G̃E ,G̃

, we have
by (V.3.2)

QKKn(A)− ν̃K(AG̃E ) =
∑
x∈∂Kn

eKKn(x)Px(A
+ |WK,+)PKn

x (A− |WK,+)

−
∑
x∈G

κxh0(x)Px(A
+

G̃E
|WK,+)P Icx

x (A−
G̃E

).

Let us define ∂extKn = {x ∈ ∂Kn : ∃ y ∈ G ∩Kc
n, y ∼ x} for each n ∈ N, as

well as a measure µn on WK
K,G̃ := {A ∈ WK : A ⊂ WK,G̃}, which is given for all

A ∈ W0
Kn,G̃

such that A ⊂ WK
K,G̃ and AG̃E ∈ W0

G̃E ,G̃
by

µn(A)
def.
=

∑
x∈∂extKn

eKKn(x)Px(A
+ |WK,+)PKn

x (A− |WK,+)

+
∑

x∈Kc
n∪∂extKn

κxh0(x)Px(A
+

G̃E
|WK,+)P Icx

x (A−
G̃E

),

and µn(A) = 0 if A ∩W 0
Kn,G̃

= ∅. Such sets A generate WK
K,G̃, and so this is

enough to define µn. For all x ∈ ∂Kn \ ∂extKn, we have

eKKn(x) = λxh0(x)P Gx (H̃Kn = ζ,WK,+
G ) = λxh0(x)P Gx (Ẑ1 = ∆) = κxh0(x),
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AG̃E = A and PKn
x (· |WK,+) = P

Icx
x if κx > 0. Therefore we obtain that

|QKKn(A)− ν̃K(AG̃E )| ≤ µn(A), (V.3.11)

for all A ∈ W0
Kn,G̃

such that A ⊂ WK
K,G̃ and AG̃E ∈ W0

G̃E ,G̃
. Moreover, we have by

(V.3.2), (V.3.3) and (V.3.8)

QKKn(WK
K,G̃) = QKK(WK

K,G̃) = capK(∂K)

=
∑
x∈G

κxPx(HK < ζ̃,WK,+) (V.3.12)

= ν̃K
(
WK
K,G̃

)
,

and so (V.3.11) holds for for all A ∈ WK
K,G̃ with A ⊂ W 0

Kn,G̃
by the π-lambda

theorem, and we obtain that

|QKKn(A)− ν̃K(AG̃E )| ≤ µn(WK
K,G̃) for all A ∈ WK

K,G̃ with A ⊂ W 0
Kn,G̃

. (V.3.13)

Since (WK
K,G̃ ∩ W

0
Kn,G̃

)+ = {X0 ∈ Kn, HK < ζ̃} ∩ WK,+, (WK
K,G̃ ∩ W

0
Kn,G̃

)− =

{X0 ∈ Kn} ∩WK,+, and similarly when considering W 0
G̃E ,G̃, we have

µn(WK
K,G̃) =

∑
x∈∂extKn

eKKn(x)P Gx (HK < ζ |WK,+
G )

+
∑

x∈Kc
n∪∂extKn

κxPx(HK < ζ̃,WK,+).

Using again the equality eKKn(x) = κxh0(x) for all x ∈ ∂Kn \ ∂extKn, we have by
(V.3.2) and (V.3.12)∑

x∈∂extKn

eKKn(x)P Gx (HK < ζ |WK,+
G )

= QKKn(WK
K,G̃)−

∑
x∈∂Kn\∂extKn

κxP
G
x (HK < ζ,WK,+

G )

=
∑

x∈Kc
n∪∂extKn

κxP
G
x (HK < ζ,WK,+

G ).

We obtain for all A ∈ WK
K,G̃ with A ⊂ W 0

Kn,G̃
, that by (V.3.13) and (V.3.8)

|QKKn(A)− ν̃K(AG̃E )| ≤ 2
∑

x∈Kc
n∪∂extKn

κxPx(HK < ζ̃,WK,+) −→
n→∞

0.

Using (V.3.3), we thus have that (V.3.10) hold for all A ∈ WG̃∗ such that
A ⊂ WK,∗

K,G̃
. Since this is true for any compacts K ⊂ G̃E with ∂K ⊂ G, we
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obtain (V.3.10) by the π-lambda theorem. For backwards-killed random inter-
lacements, one can easily obtain from (V.3.7) an equality similar to (V.3.8) but
for capKS(U) by replacing WK,+

G̃
by W S,+

G̃
, and the rest of the proof is simi-

lar. One can then also conclude for forwards-killed random interlacements using
that by (V.2.14) the forwards-killed random interlacement measure is the image
under time reversal of the backwards-killed random interlacement measure.

Proposition V.3.3 provides us with an interesting description of killed inter-
lacements. Indeed, if one is only interested in the killed interlacement process
ωG̃

E ,K
u on G̃E , i.e. the print on G̃E of each forwards part on hitting G̃E of the

trajectories in the killed interlacement process ωKu , then its law can be described
as follows: for each x ∈ G, take a Poisson number of trajectories with parameter
uκxh0(x), each independent and with law P G̃

E

x (· |WK,+), then the point process
which consist of all these trajectories modulo time-shift has the same law as ωG̃E ,Ku

under PKI . The description (V.1.4) of the discrete killed random interlacement
process ωK,Gu , the print of ωKu on G follows also directly from Proposition V.3.3.
The restriction of IuK to G has thus the same law as the set of vertices reached
by a Poisson point process of trajectories with intensity uν̃KG , which could be di-
rectly proved by (V.3.5) and (V.3.8). Similar descriptions can also be obtained
for backwards-killed and forwards-killed random interlacements. Note that fini-
tary interlacements, as introduced in [15], are a special case of killed random
interlacements, and (V.1.4) can be seen as generalization of Proposition 4.1 in
[15].

Remark V.3.4. 1) One could also prove (V.3.10) similarly as (V.2.13), but re-
placing QK by QKK and QK′ by ν̃K, and using that the killed equilibrium
measure of G, defined similarly as in (V.3.1) for K = G, is equal to κh0.

One would also need to extend the decomposition (V.2.10) to include the
case K = G, and then the general strategy is very similar to the proof of
Proposition V.2.2. We chose to present another proof here, which consists of
taking a sequence of compacts Kn, n ∈ N, increasing to G̃E , and show that
QKKn increases to ν̃K.

2) If one applies (V.3.10) to a new graph G ′ which is like G, plus an additional
vertex x′ on each Ix, x ∈ G, then (V.3.10) describes the law of νK on (G̃ ′)E ,
that is on G̃E and on [x, x′](⊂ Ix), x ∈ G. We can approximate the whole
cable system G̃ in that way by letting [x, x′] increase to Ix for all x ∈ G,

and thus (V.3.10) is enough to obtain the complete law of νK. One cannot
however find a direct description similar to (V.3.10) for the complete law of
νK since for all x ∈ G with κx > 0, νK(WI∗x) = capK(Ix) = ∞, by a similar
argument as in (IV.4.4), and so there is an infinite number of trajectories in
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the killed random interlacement process starting at the open end of Ix.

3) When h0 ≡ 1, for instance on finite transient graphs or on graphs with
bounded degree, constant weights and constant killing measure, killed ran-
dom interlacements and random interlacements coincide. Therefore, (V.3.10)
then provides us with a description of the restriction of random interlacements
to G̃E and (V.1.4) with a description of discrete random interlacements.

V.4 Doob h-transform

In this section, we introduce the notion of the Doob h transform Gh of a graph
G, when h : G̃ → (0,∞) is an harmonic function, so that the diffusion X on
the cable system G̃h of Gh is related to the h-transform of the diffusion X on
G̃, see Lemma V.4.1. In particular, if h = h0, then the diffusion X on G̃h0

is related to the diffusion X conditioned on being killed before blowing up,
and if h = h1, conditioned on blowing before being killed, see (V.4.4). One
can then also relate the law of random interlacements on G̃h0 to killed random
interlacements on G̃, and the Gaussian free field on G̃h0 to the Gaussian free field
on G̃, and similarly when h = h1 for surviving random interlacements, see (V.4.5)
and (V.4.6). Similar relations also hold for the field of local times associated to
X, or to random interlacements, see Corollary V.4.5. Therefore, one can use
the results from Chapter IV about the Gaussian free field and local times of
random interlacements on Gh0 , to obtain similar results about the Gaussian free
field and local times of killed random interlacements on G, or surviving random
interlacements when h = h1, see (V.4.14) and Theorem V.4.6. Finally, we use
these results for surviving random interlacements on a suitable graph to obtain
the isomorphism between random interlacements not hittingK and the Gaussian
free field, Theorem V.1.3.

We first define the Doob h-transform, or h-transform, of the graph G, using
similar ideas as in the proof of Proposition 4.6. in [58]. For all e = {x, y} ∈ E
and t ∈ [0, ρe] we denote by x + t · Ie the point of Ie at distance t from x, that
is x = x + 0 · Ie = y + ρe · Ie, and similarly for all x ∈ G and t ∈ [0, ρx), we
denote by x+ t · Ix the point of Ix at distance t from x. We say that a function
h : G̃ → (0,∞) is harmonic on G̃, when h(x+ t · Ie) = tρ−1

e h(y) + (1− ρ−1
e t)h(x)

for all e = {x, y} ∈ E and t ∈ (0, ρe), h(∂Ix) := limt→ρx h(x + t · Ix) exists, is
finite, and h(x+t ·Ix) = tρ−1

x h(∂Ix)+(1−ρ−1
x t)h(x) for all x ∈ G and t ∈ [0, ρx),

and ∑
y∼x

λx,yh(y) + κxh(∂Ix) = λxh(x) for all x ∈ G. (V.4.1)
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When h is an harmonic function on G̃, let us denote by Gh the graph with the
same vertex set Gh = G, with weights λ(h)

x,y = h(x)h(y)λx,y, x, y ∈ G, and with
killing measure κ(h)

x = κxh(x)h(∂Ix), x ∈ G. We say that Gh is the h-transform
of the graph G, and we will often write x for the vertex of Gh corresponding to
x ∈ G, and e for the edge of Gh corresponding to e ∈ E. By (V.4.1), the total
weight of a vertex x ∈ Gh is then λ

(h)
x = h(x)2λx. We also define a function

ψh : G̃ → G̃h such that if e ∈ E ∪G and x ∈ ∂Ie, then

ψh(x+ t · Ie)
def.
= x +

t

h(x)h(x+ t · Ie)
· Ie for all t ∈ [0, ρe),

and we will take the notation ψh(∆) = ∆. One can easily check that this
definition does not depend on the choice of the endpoint x or y of Ie when
e = {x, y} ∈ E, that ψh is bijective, and that ψh(x) = x for all x ∈ G. For any
forwards trajectories w+ ∈ W+

G̃h
on G̃h, we define the time change

θw
+

h (t)
def.
= inf

{
s ≥ 0 :

∫ s

0

h
(
ψ−1
h (w+(u))

)4
du > t

}
, (V.4.2)

with the conventions h(∆) = 0 and inf ∅ = ζ̃ , and

(ξh(w+))(t)
def.
= ψ−1

h

(
w+(θw

+

h (t))
)
for all t ∈ [0,∞). (V.4.3)

The process ξh(X) is thus a stochastic process on G̃ under P G̃hψh(x), x ∈ G̃, and
let us now prove that it corresponds to the h-transform of X. We recall the
definition of the Dirichlet form EG̃ and of the domain D(G̃, m̃) for any measures
m̃ on G̃ from (V.2.1) and above.

Lemma V.4.1. If h is an harmonic function on G̃, then ξh(X) is an (h2 ·m)

symmetric diffusion on G̃ under P G̃hψh(x), x ∈ G̃, with associated Dirichlet form
EG̃(fh, gh) on L2(G̃,h2 ·m) with domain D(G̃,h2 ·m).

Proof. Let mh be the Lebesgue measure on Gh. The Dirichlet form associ-
ated to the ((h ◦ ψ−1

h )4 · mh)-symmetric diffusion (XθXh (t))t<(θXh )−1(ζ̃) under

P G̃hx , x ∈ G̃h is EG̃h(f, g) on L2(G̃h, (h ◦ ψ−1
h )4 · mh) with domain {f ∈

L2(G̃h, (h ◦ ψ−1
h )4 ·mh) ∩ C0(G̃h) : f ′ ∈ L2(G̃h,mh)}, where mh is the Lebesgue

measure on G̃h, see Theorem 6.2.1 in [37]. Let m′h = ((h ◦ ψ−1
h )4 · mh) ◦ ψh.

Following Section 13 of [85], one can prove that the Dirichlet form associated to
the m′h-symmetric diffusion ξh(X) under P G̃hψh(x), x ∈ G̃, is EG̃h(f ◦ψ−1

h , g◦ψ−1
h ) on

L2(G̃,m′h) with domain {f ∈ L2(G̃,m′h) ∩ C0(G̃) : (f ◦ ψ−1
h )′ ∈ L2(G̃h,mh)}. Let

e ∈ E ∪G, then (ψh)′(x) = h(x)−2 for all x ∈ Ie, and (ψ−1
h )′(x) = (h ◦ ψ−1

h (x))2
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for all x ∈ Ie, and so we have by substitution for all e ∈ E ∪G for any Borel
sets A ⊂ Ie

m′h(A) = ((h ◦ ψ−1
h )4 ·mh)(ψh(A)) =

∫
ψh(A)

(h ◦ ψ−1
h )4 dmh

=

∫
A

h2 dm = (h2 ·m)(A),

and som′h = h2 ·m.Moreover for any functions f, g inD(G̃,h2 ·m) and e ∈ E ∪G
we have∫

ψh(Ie)

(f ◦ ψ−1
h )′(g ◦ ψ−1

h )′ dmh =

∫
ψh(Ie)

(f ′ ◦ ψ−1
h )(g′ ◦ ψ−1

h )(h ◦ ψ−1
h )4 dmh

=

∫
Ie

f ′g′h2 dm.

Integrating by parts and noting that h′ = h′e is constant on Ie we have∫
Ie

f ′g′h2 dm =

∫
Ie

(fh)′(gh)′ dm− h′e

∫
Ie

(fg)′h dm− (h′e)
2

∫
Ie

fg dm

=

∫
Ie

(fh)′(gh)′ dm− h′e[fgh]Ie .

Moreover, if e = {x, y} ∈ E, then h′e = ρ−1
e (h(y)− h(x)) = 2λx,y(h(y)− h(x)),

and so we have∑
e∈E

h′e[fgh]Ie = 2
∑

e={x,y}∈E

λx,y
(
f(y)g(y)h(y)− f(x)g(x)h(x)

)(
h(y)− h(x)

)
= 2

∑
x,y∈G

λx,yf(x)g(x)h(x)
(
h(x)− h(y)

)
,

and if e = x ∈ G, then h′e = ρ−1
x (h(∂x)− h(x)) = 2κx(h(∂x)− h(x)), and so∑

x∈G

h′x[fgh]Ix = 2
∑
x∈G

κxf(x)g(x)h(x)
(
h(x)− h(∂Ix)

)
.

Therefore we obtain by (V.2.1) that the process ξh(X) under P G̃hψh(x) is a (h2 ·m)-
symmetric diffusion, and its associated Dirichlet form is

EG̃(fh, gh) +
∑
x∈G

f(x)g(x)h(x)
(
κx
(
h(∂Ix)− h(x)

)
+
∑
y∈G

λx,y
(
h(y)− h(x)

))

on L2(G̃,h2 ·m) with domain D(G̃,h2 ·m). We can conclude by (V.4.1).
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Lemma V.4.1 implies that ξh(X) corresponds to the h-transform of X, see
for instance Chapter 11 of [22], and when h = h0, see (V.1.1), one can then clas-
sically relate the law of the diffusion X on G̃ conditioned on being killed before
blowing up with the h0 transform of X, see Theorem 11.26 in [22]. Therefore,
the law of X on G̃ conditioned on being killed before blowing up can be related
to the diffusion X on the h0-transform G̃h0 of G̃, and since the proof of this
result is short, we include it below for completeness. Similarly, the law of X
on G̃ conditioned on blowing up before being killed can be related to the law of
X on G̃h1 , where h1 := 1 − h0 is the probability that X blows up before being
killed.

As a consequence, one can also relate killed random interlacements on G̃
with random interlacements on G̃h0 , and surviving random interlacements on G̃
with random interlacements on G̃h1 , as well as the corresponding Gaussian free
fields. If w∗ ∈ W ∗

G̃h
, we denote by ξ∗h(w∗) the trajectory in W ∗

G̃ which corre-
sponds to taking the image modulo time-shift of a trajectory with backwards
part ξh((w(−t))t≥0) and forwards part ξh((w(t)t≥0), for some w ∈ (p∗G̃h

)−1(w∗),

and one can easily check that this definition does not depend on the choice of
w.

Proposition V.4.2. If G is a graph with h0 6= 0, then the function h0 is har-
monic on G̃. Moreover, for all x ∈ G̃, the diffusion

ξh0(X) has the same law under P G̃h0

ψh0
(x) as X under P G̃x (· |WK,+

G̃
), (V.4.4)

the random interlacement process

ω ◦ (ξ∗h0
)−1 has the same law under PIG̃h0

as ωK under PKIG̃ , (V.4.5)

and the Gaussian free field(
h0(x)ϕψh0

(x)

)
x∈G̃ has the same law under PGG̃h0

as (ϕx)x∈G̃ under PGG̃ . (V.4.6)

Similar results hold when replacing h0 by h1, WK,+G̃ by WS,+
G̃

, and killed random
interlacements by surviving random interlacements.

Proof. We only do the proof for h0, the proof for h1 is similar. It is clear that
h0(∂Ix) = 1 if κx 6= 0 and that h0(∂Ix) = h0(x) if κx = 0. If e = {x, y} ∈ E and
t ∈ [0, ρe], then the probability beginning in x + t · e that X hits y before x is
tρ−1
e , and by the Markov property h0 is harmonic on Ie. If x ∈ G with κx 6= 0

and t ∈ [0, ρx), then the probability beginning in x + t · e that X hits x before
being killed is 1 − ρ−1

x t, and thus by the Markov property h0 is harmonic on
Ix. If x ∈ G with κx = 0, then h0 is constant equal to h0(x) on Ix, and thus
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harmonic on Ix. Moreover for all x ∈ G using the Markov property at the first
time another vertex of G is hit, we have

λxh0(x) =
∑
y∼x

λx,yh0(x) + κx =
∑
y∼x

λx,yh0(x) + κxh0(∂Ix).

The function h0 is thus harmonic on G̃. For all x ∈ G̃, t ∈ [0,∞) and f ∈
L2(G̃,h2

0 ·m) we have by the Markov property at time t

EG̃x
[
f(Xt) |WK,+

G̃

]
=

1

h0(x)
EG̃x
[
f(Xt)1WK,+

G̃

]
=

1

h0(x)
EG̃x [f(Xt)h0(Xt)] .

Let Pt be the semi-group associated with X under P G̃x , then 1
h0
Pt(h0f) is

the semi-group associated with the (h2
0 · m)-symmetric diffusion X under

P G̃x (· |WK,+
G̃

), and thus its associated Dirichlet form on L2(G̃,h2
0 ·m) is

lim
t→0

1

t

(
f − 1

h0

Pt(fh0), g
)
h2

0·m
= lim

t→0

1

t
(fh0 − Pt(fh0), gh0)m = EG̃(fh0, gh0),

with domain D(G̃,h2
0 ·m), and we obtain (V.4.4) by Lemma V.4.1.

We now turn to the proof of the identity (V.4.12) for random interlacements.
By (V.2.12) and (V.3.3), it is enough to prove that

Qψh0
(K),G̃h0

◦ (ξ∗h0
◦ p∗G̃h0

)−1 = QK
K,G̃ ◦ (p∗G̃)

−1 (V.4.7)

for all compacts K of G̃, see (V.2.11) and (V.3.2). Considering the graph G∂K
from Lemma IV.2.1, we can assume without loss of generality that ∂K ⊂ G. By
(V.2.7) and (V.3.1) we have for all x ∈ ∂K that

eψh0
(K),G̃h0

(ψh0(x)) = λ(h0)
x P

Gh0

ψh0
(x)(H̃ψh0

(K) = ζ)

= λxh0(x)2P Gx (H̃K = ζ |WK,+
G )

= eK
K,G̃(x), (V.4.8)

where we used (V.4.4) in the second equality, and the fact that Z has the
same law as the print of X on G. Moreover by (V.4.4), one can easily prove

that Pψh0
(K),G̃h0

ψh0
(x) (ξh0(X) ∈ ·) = PK,G̃

x (· |WK,+
G̃

), and we obtain (V.4.7), and thus
(V.4.5).

Let us now prove (V.4.6). By the Markov property, we have that for all t ≥ 0

and x, y ∈ G̃

P G̃x (Xt ∈ dy |WK,+
G̃

) =
1

h0(x)
pt(x, y)h0(y)m(dy),
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and so by (V.2.2) we obtain that, with respect to m,

the Green function associated to X under P G̃· (· |WK,+
G̃

) is
(h0(y)gG̃(x, y)

h0(x)

)
x,y∈G̃

.

(V.4.9)
Let us denote by (X̂n)n∈N the discrete time Markov chain on G, which cor-
responds to the discrete skeleton of the print of X on G. In other words, if
X̂n = x ∈ G, then X̂n+1 jumps to y ∈ G with probability λx,y

λx
and is killed in ∆

with probability κx
λx
. It easily follows from (V.4.3) and (V.4.4) that ψ−1

h0
(X̂) has

the same under P G̃h0

ψh0
(x) as X̂ under P G̃h0

x (· |WK,+
G̃

) for all x ∈ G. Therefore we
have for all x, y ∈ G

gG̃h0
(ψh0(x), ψh0(y)) =

1

λ
(h0)
ψh0

(y)

E
G̃h0

ψh0
(x)

[ ∞∑
k=0

1X̂k=ψh0
(y)

]
=

1

h0(y)2
× 1

λy
EG̃x

[ ∞∑
k=0

1X̂k=y

∣∣WK,+

G̃

]
=

gG̃(x, y)

h0(x)h0(y)
,

where we used (V.4.9) in the last equality. This relation can be extended to any
x, y ∈ G̃ by considering the graph G{x,y} from Lemma IV.2.1, and therefore the
two processes considered in (V.4.6) are centered Gaussian fields with covariance
function gG̃, and they thus have the same law.

Remark V.4.3. Let us describe the analogue of Proposition V.4.2 but for the
discrete graph G. We define for all continuous time trajectories w+ on Gh

θ
w+

h (t)
def.
= inf

{
s ≥ 0 :

∫ s

0

h
(
ψ−1
h (w+(u))

)2
du > t

}
= inf

{
s ≥ 0 :

∑
x∈G

`x(s)h(x)2 > t
}
,

with the conventions h(∆) = 0 and inf ∅ = ζ, and

(ξh(w+))(t)
def.
= ψ−1

h

(
w+(θ

w+

h (t))
)
for all t ∈ [0,∞).

Then the results from Proposition V.4.2 still hold when replacing ξh by ξh, the
diffusion X by the jump process Z, the random interlacement process ω by the
discrete random interlacement process ωG, and the Gaussian free field (ϕx)x∈G̃
on G̃ by the Gaussian free field (ϕx)x∈G on G. One can deduce this statement
from Proposition V.4.2 by using the fact that Z and ωG are the prints of X and
ω on G, or prove it directly, see the proof of Proposition 4.6 in [58] for a proof
of a similar statement.
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In view of (V.4.5) and (V.4.6), one can transform any results about random
interlacements or Gaussian free field on G̃h0 into results about killed random
interlacements or Gaussian free field on G̃. We want to apply this strategy to
the results of Chapter IV, which involve the field of local times associated to
random interlacements, and in order to do that, let us first compute the local
times of ξh.

Lemma V.4.4. Let h be an harmonic function on G̃. Under P G̃hψh(·), with respect
to the measure m,

the field of local times associated to ξh(X) is
(
h(x)2`ψh(x)(θ

X
h (t))

)
t≥0,x∈G̃.

(V.4.10)

Proof. Following Section 2 of [57], we have for all x ∈ G̃ and t ≥ 0 that P G̃h· -a.s.

`ψh(x)(t) = lim
ε→0

1

mh(ψh(B(x, ε)))

∫ t

0

1Xu∈ψh(B(x,ε)) du,

where B(x, ε) = {x + t · Ie ∈ G̃ : t ∈ [0, ε] and e ∈ E ∪G with x ∈ Ie}. Taking
u = θXh (s), we have∫ t

0

1(ξh(X))s∈B(x,ε) ds =

∫ θXh (t)

0

1Xu∈ψh(B(x,ε))h
(
ψ−1
h (Xu)

)4
du,

and since
mh

(
ψh(B(x, ε))

)
m
(
B(x, ε)

) −→
ε→0

1

h(x)2
,

we obtain that

lim
ε→0

1

m(B(x, ε))

∫ t

0

1(ξh(X))s∈B(x,ε) ds

= lim
ε→0

1

h(x)2mh

(
ψh(B(x, ε))

) ∫ θXh (t)

0

1Xu∈ψh(B(x,ε))h
(
ψ−1
h (Xu)

)4
du

= h(x)2`ψh(x)(θ
X
h (t)).

This corresponds to the field of local times associated to the process ξh(X) in x
at time t, see for instance Theorem 3.6.3 in [62].

Combining (V.4.4) and (V.4.10) let us compare the local times of the diffusion
X conditioned on being killed before blowing up on G̃ with the local times of
X on G̃h0 , see (V.4.11). Using (V.4.5) and (V.4.10), one can also compare the
local times of killed random interlacements on G̃ with the local times of random
interlacements on G̃h0 , see (V.4.12). Let us now gather these results, as well as
the corresponding statements for h1.
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Corollary V.4.5. For each y ∈ G̃, if h0 6= 0, the process

(`x(t))t≥0,x∈G̃ has the same law under P G̃y (· |WK,+
G̃

)

as
(
h0(x)2`ψh0

(x)(θ
X
h0

(t))
)
t≥0,x∈G̃ under P G̃h0

ψh0
(y),

(V.4.11)

and the process

(`Kx,u)x∈G̃ has the same law under PKIG̃ as (h0(x)2`ψh0
(x),u)x∈G̃ under PIG̃h0

.

(V.4.12)
Similar results hold when replacing h0 by h1, W

K,+
G̃

by W S,+
G̃

, and killed random
interlacements by surviving random interlacements.

We are now ready to take advantage of the results from Chapter IV about
the Gaussian free field and random interlacements on Gh. The first interesting
result is Theorem IV.3.3, which gives the law of the capacity of the level sets of
the Gaussian free field on the cable system. We first need to relate the capacity
of a set in G̃h0 to the killed capacity of a set in G̃. Considering the graph G∂K
from Lemma IV.2.1, one can easily extend the equality (V.4.8) to any compacts
K of G̃, and thus by (V.2.7) and (V.3.4)

capG̃h0

(
ψh0(K)

)
= capKG̃ (K) for all compacts K of G̃. (V.4.13)

A similar equality also holds when replacing h0 by h1 and killed capacity by
surviving capacity. It then follows directly from (Lawh), (V.4.6) and (V.4.13),
that, if (Sign) holds, then for all h ≥ 0, u ≥ 0 and x0 ∈ G̃

EGG̃
[
exp

(
−ucapKG̃

(
E≥hK (x0)

))
1ϕx0≥h×h0(x0)

]
= PGG̃ (ϕx0 ≥ h0(x0)

√
2u+ h2),

(V.4.14)
and a similar identity holds when replacing h0 by h1, killed capacity by surviving
capacity and killed level sets by surviving level sets. In particular for h = 0, one
has an explicit formula for the capacity, the killed capacity, and the surviving
capacity of the sign clusters of the Gaussian free field on the cable system. When
h < 0, one could also derive identities similar to (IV.3.7) and (IV.3.8) for the law
of the killed capacity of the level sets E≥hK , and the law of the surviving capacity
of the level sets E≥hS .

One can similarly deduce from the isomorphism between random interlace-
ments and the Gaussian free field, Theorem IV.3.4, an isomorphism between
killed interlacements, or surviving interlacements, and the Gaussian free field.
Let us first introduce some notation: we denote by ωK,Gu the print of ωu on
G, which corresponds to a killed random interlacement process on the discrete
graph G, and by IuE,K ⊂ E∪G the set of edges crossed by at least one trajectory
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of ωK,Gu , and of vertices on which a trajectory of ωK,Gu is killed, either for its
forwards or its backwards part. We will write PIG instead of PIG̃ when we want to
stress that we only consider ωK,Gu , and PGG instead of PGG̃ when we want to stress
that we only consider (ϕx)x∈G, which has the same law as a discrete Gaussian
free field on G.

Theorem V.4.6. Assume that G is transient and h0 6= 0. On some extension
P̃KIG̃ of PGG̃ ⊗ PKIG̃ , let us define for each u > 0 an additional process (σK,ux )x∈G̃ ∈
{−1, 1}G̃, such that, conditionally on (|ϕx|)x∈G̃ and ωKu , σu,K is constant on each
of the cluster of {x ∈ G̃ : 2`Kx,u + ϕ2

x > 0}, σu,Kx = 1 for all x ∈ IuK, and the
values of σu,K on each other cluster are independent and uniformly distributed.
Then (V.4.14) holds for h = 0 if and only if for all u > 0(

σK,ux

√
2`Kx,u + ϕ2

x

)
x∈G̃ has the same law under P̃KIG̃

as
(
ϕx +

√
2uh0(x)

)
x∈G̃ under PGG̃ .

(V.4.15)

Moreover, if (V.4.14) holds for h = 0, let us define for each u > 0 a random
set ÊKu ⊂ E ∪ G such that, conditionally on (ϕx)x∈G and ωK,Gu , ÊKu contains
each edge and vertex in IuE,K, and each additional edge and vertex e ∈ E ∪G
conditionally independently with probability 1−pu,Ge (ϕ, `K.,u), where pu,Ge is defined
in (IV.3.13) and (IV.3.14). Then ÊKu has the same law under P̃KIG as EKu :=

{e ∈ E ∪G : 2`Kx,u + ϕ2
x > 0 for all x ∈ Ie} under P̃KIG̃ . In particular, if we

define a process (σ̂K,ux )x∈G ∈ {−1, 1}G, such that, conditionally on (ϕx)x∈G, ω
K,G
u

and ÊKu , σ̂K,u is constant on each of the clusters induced by ÊKu , σ̂K,ux = 1 for all
x ∈ ÊKu ∩ G, and the values of σ̂K,u on each other cluster are independent and
uniformly distributed, then(

σ̂K,ux

√
2`Kx,u + ϕ2

x

)
x∈G has the same law under P̃KIG

as
(
ϕx +

√
2uh0(x)

)
x∈G under PGG .

(V.4.16)

Similar results hold when replacing h0 by h1, killed random interlacements by
surviving random interlacements and 1− pu,Ge by 1e∈E(1− pu,Ge ).

Remark V.4.7. 1) When κ 6≡ 0 and {x ∈ G : κx > 0} is finite, (V.4.16) can be
seen as a reformulation of Theorem 8 in [58]. Indeed, one can then define
the graph G∗ which corresponds to G, but replacing the open end of each Ix,
x ∈ G with κx > 0, by a common vertex x∗, and using (V.4.5), one can show
that the law of the excursions on G of (Xt)t<τx∗u under P G∗x∗ (· | τx∗u < ζ) is the
same as the law of ωK,Gu under PKIG̃ , where τx∗u = inf{s > 0 : `x∗(s) > u},
see (IV.A.2) for a proof of a similar statement. One can then easily find an
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equivalence between (V.4.16) and Theorem 8 in [58], and we refer to the proof
of Lemma IV.7.2 in the Appendix of Chapter IV for details. Moreover, it is
easy to see that a version of Theorem 8 in [58] on the cable system, as given
in their proof, holds on any transient graph, and by a similar equivalence as
before we obtain that (V.4.15) holds on any transient graph such that κ 6≡ 0

and {x ∈ G : κx > 0} is finite, and thus (V.4.14) as well.

2) One can prove (V.4.15) or (V.4.16) directly, without using Theorem IV.3.4.
Indeed, let Kn, n ∈ N, be a sequence of finite subsets of G increasing to
G, κ(n) = κ1Kn , and Gn be the same graph as G, but with killing measure
κ(n) instead of κ. Since {x ∈ G : κ

(n)
x > 0} is finite, as explained before,

one can use Theorem 8 in [58] to obtain Theorem V.4.6 on Gn for all n ∈
N. Using the description of killed random interlacements from (V.3.10) and
Remark V.3.4,2), one can compare for each n ∈ N the killed interlacements
measures νKG̃n and νKG̃ on the whole cable system, instead of their restriction
to compacts as in Lemma IV.8.1. Proceeding similarly as in the proof of
Lemma IV.8.3, one can then approximate killed random interlacements on
G̃ by killed random interlacements on the sequence G̃n, decreasing to G̃, to
obtain (V.4.15) for G̃ if (V.4.14) holds for h = 0. It seems more complicated
to find a direct proof for surviving random interlacements.

3) Following the proof of Proposition IV.4.7, one can easily prove that (V.4.15)
implies (V.4.14) for all h ≥ 0, and in particular, if the law of the killed
capacity of the level sets of the Gaussian free field is given by (V.4.14) for
h = 0, then the law of the killed level sets of the Gaussian free field for all
h ≥ 0 is also given by (V.4.14).

4) Since capKG̃ (A) ≤ capG̃(A) and capSG̃(A) ≤ capG̃(A) for all connected and
closed sets A ⊂ G̃, we have by Theorem IV.3.1 that capKG̃ (E≥0(x0)) <∞ and
capSG̃(E≥0(x0)) < ∞. Moreover, by Corollary IV.3.2, if condition (Cap) is
fulfilled, then E≥hK (x0) and E≥hS (x0) contains PG-a.s. only compact connected
components for all h ≥ 0, and so (V.4.14) and (V.4.15) hold for both killed
and surviving random interlacements. When h < 0, the situation is less clear.
Using Theorem IV.3.1 for the graph Gh1 , we have that E

≥h
S (x0) is unbounded

with positive probability if h1 6= 0. We however expect that E≥hK (x0) stays
compact for some h < 0 on a large class of graphs with h0 6= 0, that is
h̃K∗ (G) < 0.

Using Theorem V.4.6 for surviving random interlacements on a suitable
graph, let us finally prove the isomorphism between the trajectories in the ran-
dom interlacement process ωu avoiding a compact K of G̃ and the Gaussian free
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field conditioned on being equal to 0 on K, Theorem V.1.3.

Proof of Theorem V.1.3. We write GKc

∞ for the same graph as G∂K , as defined in
Lemma IV.2.1, but with killing measure equal to κ on G ∩Kc, and infinity on
(G ∩K) ∪ ∂K. We refer to the discussion below (IV.2.4) for an explanation of
why all our results still hold when allowing infinite killing measure, and, up to
considering each connected component of Kc individually, we will assume that
Kc is connected. In other words, GKc

∞ is the graph such that G̃Kc

∞ is obtained
by "removing" K from G̃, and then the law of (Xt)t<HK under P G̃x is P G̃

Kc
∞

x for
all x ∈ Kc, see Theorem 4.4.2 in [37], and we will often identify Kc and G̃Kc

∞ .

Moreover, using the Markov property for the Gaussian free field, see (IV.2.31),
one can easily see that

(ϕx)x∈Kc has the same law under PGG̃ (· |ϕ|K = 0) as (ϕx)x∈G̃Kc∞ under PGG̃Kc∞ .

(V.4.17)
Using the last exit decomposition (V.2.10) and that the event W S,+

G̃Kc∞
for a tra-

jectory in W+

G̃Kc∞
corresponds to the event {HK = ζ̃} ∩W S,+

G̃
, for a trajectory in

W+

G̃
, one can also easily show that for all compacts K ′ of G̃Kc

∞

eK′,G̃Kc∞ (x)PK′,G̃Kc∞
x

(
·,W S,+

G̃Kc∞

)
= eK′,G̃(x)PK′,G̃

x (·, HK = ζ̃ ,W S,+
G̃

) for all x ∈ G̃Kc

∞ .

Therefore, by (V.2.11), (V.2.12) and Definition V.3.1, we obtain that νSG̃Kc∞ =

νSG̃ ((W ∗
K,G̃)

c, ·), where we identify with a slight abuse of notation the trajectories
in W ∗

G̃ not hitting K with trajectories in W ∗
G̃Kc∞

. In particular we obtain that

(`S,K
c

x,u )x∈Kc has the same law under PSIG̃ as (`Sx,u)x∈G̃Kc∞ under PSIG̃Kc∞ . (V.4.18)

Moreover, the function hK on Kc corresponds to the function h1 on G̃Kc

∞ , and
sinceK is compact and G is transient, we have hK 6= 0. Noting that capG̃Kc∞ (F ) ≥
capG̃(F ) for all F ⊂ G ∩Kc, we also have that if condition (Cap) holds for G,
then it also holds for GKc

∞ . By Remark V.4.7,4), we thus have that (V.4.15) holds
for surviving random interlacements on G̃Kc

∞ , and thus by (V.4.17) and (V.4.18),
we obtain (V.1.5).

Remark V.4.8. One could also derive a version of (V.1.5) for the discrete graph
G similar to (V.4.16), or a formula for the law of the capacity, for the diffusion
X on G̃ not hitting K, of the level sets of the Gaussian free field conditioned on
being equal to 0 on K, similar to (V.4.14).
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V.5 Coupling for different killing measures

In this section we prove Theorems V.1.1 and V.1.2. We first use Proposi-
tion V.3.3 to obtain a coupling of the local times of killed random interlacements
under PKIG̃κ for different values of the killing measure κ, see Proposition V.5.2,
from which Theorem V.1.1 follows readily. Following ideas from [57], we also
present a coupling of positive level sets E≥hK of the Gaussian free field under PGG̃κ ,
h ≥ 0, for different values of the killing measure κ, see Lemma V.5.4. Combining
the two previous results with the isomorphism between killed random interlace-
ments and the Gaussian free field, Theorem V.4.6, we finally obtain a coupling
of the negative level sets E≥hK of the Gaussian free field under PGG̃κ , h ≤ 0, for
different values of κ, see Proposition V.5.5, and deduce Theorem V.1.2.

Let us begin with an auxiliary lemma, which will be useful in the proof
of Theorem V.1.1. Recall that for any killing measures κ′ we defined Gκ′ =

(G, λ, κ′), that we see G̃κ as a subset of G̃κ′ if κ′ ≤ κ, and the definition of
c(κ, κ′) from (V.1.2). We also write WK,+

G̃κ
(y) ⊂ WK,+

G̃κ
for the event that a

trajectory on G̃κ is killed on Iy, y ∈ G and HG̃cκ the first time the diffusion X on
G̃κ′ leaves G̃κ.

Lemma V.5.1. For any κ′ ≤ κ, x, y ∈ G and A ∈ W+

G̃κ
we have

κxh
κ
0(x)P G̃κx

(
A ∩WK,+

G̃κ
(y)
∣∣WK,+

G̃κ

)
κ′xh

κ′
0 (x)P

G̃κ′
x

(
(Xt)t<HG̃cκ

∈ A ∩WK,+
G̃κ

(y)
∣∣WK,+

G̃κ′

) =
κxκy

κ′x(κ
′
y + (κy − κ′y)hκ

′
0 (y))

≤ c(κ, κ′).

Proof. Let zy ∈ G̃κ′ be the only point in Iy ∩ ∂G̃κ if κ′y < κy, and zy = ∆

otherwise. By (IV.2.9) and the strong Markov property at time HG̃cκ , we have

P G̃κ′x

(
(Xt)t<HG̃cκ

∈ A ∩WK,+
G̃κ

(y),WK,+
G̃κ′

)
= P G̃κx

(
A ∩WK,+

G̃κ
(y)
)
hκ
′

0 (zy),

with the convention hκ
′

0 (∆) = 1. Since X behave like a Brownian motion on
Iy until the first time it hits y, we have using general results about Brownian
motion, see for instance equation 3.0.4 (b), in Part II of [13]

P G̃κ′zy (Hy = ζ̃) =
1/(2κy)

1/(2κ′y)
=
κ′y
κy
,

and so

hκ
′

0 (zy) =
κ′y
κy

+
(
1−

κ′y
κy

)
hκ
′

0 (y) =
κ′y + (κy − κ′y)hκ

′
0 (y)

κy
,

and the result then follows from the definition of c(κ, κ′), see (V.1.2).
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Applying Proposition V.3.3 and Lemma V.5.1, we find a coupling of local
times of killed random interlacements on Gκ and Gκ′ , κ′ ≤ κ. The restriction G̃Eκ′
of G̃κ′ to edges, as defined above Lemma V.3.2, is independent of the choice of
κ′, and we will simply denote it by G̃E .

Proposition V.5.2. For any κ′ ≤ κ, there exists a probability space (Ω,F ,P)

on which one can define for all u > 0 families (`K,κx,u )x∈G̃E ∈ [0,∞)G̃
E and

(`K,κ
′

x,u )x∈G̃E ∈ [0,∞)G̃
E with the same law as the restriction of the local times

(`Kx,u)x∈G̃E of killed random interlacements to G̃E , respectively under PKIG̃κ and

PKIG̃κ′ , and such that if u′ ≥ uc(κ, κ′), then `K,κx,u ≤ `K,κ
′

x,u′ for all x ∈ G̃E .

Proof. On some probability space (Ω,F ,P), let us define for each x ∈ G a
Poisson point process ωx on WK,+

G̃κ′
× (0,∞) with intensity P

G̃κ′
x (· |WK,+

G̃κ′
) ⊗ λ,

where λ is the Lebesgue measure on (0,∞). For all x ∈ G and u > 0, let ωx,κ′u

be the point process on W+

G̃κ′
consisting of the trajectories of ωx with label at

most uκ′xhκ
′

0 (x). For all x, y ∈ G let ωx,y,κu be the point process on W+

G̃κ
obtained

by only keeping the trajectories of ωx with label at most

uκ′xh
κ′

0 (x)
κxκy

κ′x(κ
′
y + (κy − κ′y)hκ

′
0 (y))

,

which leave G̃κ on Iy for the first time, and stopping them after the first leaving
time HG̃cκ of G̃κ. It follows from Lemma V.5.1 that ωx,y,κu is a Poisson point
process with intensity uκxhκ0(x)P G̃κx

(
·,WK,+

G̃κ
(y) |WK,+

G̃κ

)
. For each x, y ∈ G, let

(`x,κ
′

z,u )z∈G̃E be the restriction to G̃E of the local times of all the trajectories in ωx,κ′u

and (`x,y,κz,u )z∈G̃E be the restriction to G̃E of the local times of all the trajectories
in ωx,y,κu . Defining for all z ∈ G̃E and u > 0

`K,κ
′

z,u =
∑
x∈G

`x,κ
′

z,u and `K,κz,u =
∑
x,y∈G

`x,y,κz,u ,

it follows from Proposition V.3.3 that (`K,κ
′

z,u )z∈G̃E and (`K,κz,u )z∈G̃E have the same
law as (`Kx,u)x∈G̃E respectively under PKIG̃κ′ and PKIG̃κ . By Lemma V.5.1, if u′ ≥
uc(κ, κ′), then for all x, y ∈ G any trajectory in ωx,y,κu corresponds to a trajectory
in ωx,κ

′

u′ stopped when exiting G̃κ on Iy, and thus `K,κz,u ≤ `K,κ
′

z,u′ for all z ∈ G̃E .

Noting that finding an unbounded connected component in IuK is equivalent
to finding an unbounded connected component in IuK ∩ G̃E , Theorem V.1.1 is a
direct consequence of Proposition V.5.2
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Proof of Theorem V.1.1. Let us define for all u > 0 the random sets IuK,κ = {x ∈
G̃E : `K,κx,u > 0} and IuK,κ′ = {x ∈ G̃E : `K,κ

′
x,u > 0}, which have the same law as the

killed random interlacement set IuK ∩ G̃E respectively under PKIG̃κ and PKIG̃κ′ . For

all u > uK,I∗ (G̃κ), we have that IuK contains PKIG̃κ -a.s. an unbounded connected
component, and so IuK,κ contains P-a.s. an unbounded connected component.
Using Proposition V.5.2, taking u′ = uc(κ, κ′), we have IuK,κ ⊂ Iu

′

K,κ′ , and so Iu′K,κ′
contains P-a.s. an unbounded connected component, that is u′ ≥ uK,I∗ (G̃κ′).

Remark V.5.3. 1) One could also derive from Proposition V.3.3 results similar
to Proposition V.5.2 and Theorem V.1.1 for backward-killed and forwards-
killed random interlacements, but this is less interesting since backwards-
killed and forward-killed interlacements are either empty or always contain
an unbounded connected component, that is their phase transition is always
trivial.

2) One cannot extend Proposition V.5.2 in order to find families (`K,κx,u )x∈G̃κ and
(`K,κ

′
x,u )x∈G̃κ′ with the same law as the local times of killed random interlace-

ments respectively under PKIG̃κ and PKIG̃κ′ , and such that for a right choice of

u, u′ > 0, `K,κx,u ≤ `K,κ
′

x,u′ for all x ∈ G̃κ. Indeed let us fix some x ∈ G with
κ′x 6= κx, and let y ∈ Ix ∩ ∂G̃κ. Then limz→y `

K
z,u = u PKIG̃κ -a.s, which follows

from instance from (V.4.15), whereas PKIG̃κ′ (`
K
y,u′ = 0) = PKIG̃κ′ (y /∈ I

u′) > 0 by
(V.3.5), which would be a contradiction.

3) Since c(κ, aκ) ≤ a−2 for all constants a ∈ (0, 1], it follows from ii) and iii) of
Theorem V.5.5 that if (Sign) holds for Gκ, then a2ũK,I∗ (Gaκ) is increasing in
a ∈ (0,∞). In particular, if ũK,I∗ (Gκ) > 0, then ũK,I∗ (Gaκ) > 0 for all a ≥ 1. It
is an interesting open question whether this also holds when supx∈G

κx
κ′x

=∞,
or more generally if ũK,I∗ (Gκ) is actually increasing in κ.

4) Taking complements in Proposition V.5.2, one can derive a result analogue to
Theorem V.1.1 but for the vacant set of killed random interlacements VuK :=

(IuK)c. More precisely let us denote by ũK,V∗ the critical parameter associated
with the percolation of the vacant set of killed random interlacements on the
cable system, that is

ũK,V∗ (G)
def.
= inf{u ≥ 0 : PKIG̃ (VuK contains an unbounded cluster ) = 0}.

(V.5.1)
For all killing measures κ′ with κ ≥ κ′, we then have

ũK,V∗ (Gκ′) ≤ ũK,V∗ (Gκ)c(κ, κ′).
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Similar results can also be obtained when considering percolation for the
discrete killed random interlacement set IuK ∩G, or the discrete vacant set of
killed random interlacements, VuK ∩G.

5) The phase transition for the percolation of IuK can either be trivial or not
depending on the choice of the graph G, as we now explain. First consider
the case where G is a finite graph with κ > 0, then G̃ is bounded, and so it
is clear that ũK,I∗ (G) =∞, that is the phase transition is trivial. Let us now
consider for some T > 0 and d ≥ 3 the graph GT = (Zd, λT , κT ), d ≥ 3, where
λTx,y = T

T+1
and κTx = 2d

T+1
. Then by Proposition V.3.3, or Corollary 4.2 in

[15], Iu∩Zd = IuK∩Zd has the same law as the finitary random interlacement
set introduced in [15]. One can prove similarly as in Theorem 2 of [71] that
there exists T small such that I1

K is PKIG̃T -a.s. bounded. Moreover for each
edge e = {x, y}, the number of trajectories starting in x and crossing first e
in a Poisson point process with intensity uν̃KG , see (V.1.4), has law

Poi
(
uκTx

λTx,y
λTx

)
= Poi

( uT

(T + 1)2

)
.

Therefore for any u large enough so that 1− exp(−uT/(T + 1)2) > pc, where
pc is the critical parameter for Bernoulli bond percolation on Zd, there is an
infinite connected component of edges crossed by the discrete killed random
interlacement process ωK,GTu , and thus IuK contains an infinite connected com-
ponent. We obtain that 0 < ũK,I∗ (GT ) <∞ when T is small enough, and thus
the phase transition is non-trivial. We expect that this result could actually
be extended to any T > 0.

We now turn to the proof of the inequalities between the critical parameters
for the level sets of the Gaussian free field for different values of the killing
measure, Theorem V.1.2. We first present a coupling of positive killed level sets
of the Gaussian free field under PGG̃κ for different values of κ, which is a direct
consequence of the isomorphism between loop soups and the Gaussian free field
from [57], and will easily imply i) of Theorem V.1.2. The proof is similar to the
proof of Lemma IV.7.4, but we still include it for completeness.

Lemma V.5.4. For any κ′ ≤ κ, κ′ 6= 0, and x0 ∈ G̃κ, there exist a prob-
ability space (Ω′,F ′,P′) on which one can define random fields (ϕ

(κ)
x )x∈G̃κ and

(ϕ
(κ′)
x )x∈G̃κ′ with respective laws PGG̃κ and PGG̃κ′ , and such that |ϕ(κ)

x | ≤ |ϕ(κ′)
x | for

all x ∈ G̃κ and sign(ϕ
(κ)
x0 ) = sign(ϕ

(κ′)
x0 ). In particular, for all 0 ≤ h′ ≤ h, denoting

by E≥hK,κ(x0) the cluster of x0 in {x ∈ G̃E : ϕ
(κ)
x ≥ h × hκ0(x)} and E≥h

′

K,κ′(x0) the
cluster of x0 in {x ∈ G̃E : ϕ

(κ′)
x ≥ h′ × hκ

′
0 (x)}, we have E≥hK,κ(x0) ⊂ E≥h

′

K,κ′(x0).
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Proof. Let (Ω′,F ′,P′) be some probability space on which one can define a loop
soup L′1

2

with parameter 1
2
associated with the diffusion X under P G̃κ′x , x ∈ G̃κ′ ,

as defined in Section 3 of [35]. Let L 1
2
be the point process which consists of the

loops in L′1
2

entirely included in G̃κ(⊂ G̃κ′), which has the same law by Theo-
rem 6.1 in [35] as the loop soup with parameter 1

2
associated with the diffusion X

under P G̃κx , x ∈ G̃κ.We define (Lx)x∈G̃κ and (L′x)x∈G̃κ′ the continuous fields of local
times respectively associated with L 1

2
and L′1

2

, which exist by Lemma 2.2 in [57].

Let finally σ ∈ {−1, 1}G̃κ and σ′ ∈ {−1, 1}G̃κ′ be two additional processes such
that, conditionally on L′1

2

, σ is constant on each cluster of {x ∈ G̃κ : Lx > 0},
and its values on each cluster is independent and uniformly distributed, σ′ is
constant on each cluster of {x ∈ G̃κ′ : L′x > 0}, and its values on each cluster is
independent and uniformly distributed, and coupled so that σx0 = σ′x0

. Then by
Theorem 3.1 in [35] and Lemma 3.2 in [57], we have that

ϕ(κ) def.
= (σx

√
2Lx)x∈G̃κ has law PGG̃κ and ϕ(κ′) def.

= (σ′x
√

2L′x)x∈G̃κ′ has law PGG̃κ′ .

Since σx0 = σ′x0
, Lx ≤ L′x and hκ

′
0 (x) ≤ hκ0(x) for all x ∈ G̃κ, we can easily

conclude.

Using Theorem V.4.6, one can relate negative killed level sets of the Gaussian
free field to sign clusters of the Gaussian free field and killed random interlace-
ment set, and with the help of Proposition V.5.2 and Lemma V.5.4, one can also
find a coupling of negative level sets of the Gaussian free field on the cable system
under PGG̃κ for different values of κ, which will easily imply ii) of Theorem V.1.2.

Proposition V.5.5. Let κ′ ≤ κ, κ′ 6= 0, and assume that Gκ and Gκ′ both
satisfies (Sign). For any x0 ∈ G̃E , there exist a probability space (Ω′′,F ′′,P′′) on
which one can define for all h ≤ 0 random sets E≥hK,κ′(x0) ⊂ G̃E and E≥hK,κ′(x0) ⊂
G̃E with the same law as the level set E≥hK (x0) ∩ G̃E respectively under PGG̃κ and

PGG̃κ′ , and such that if h, h′ ≤ 0 with h′ ≤ h
√
c(κ, κ′), then E≥hK,κ(x0) ⊂ E≥h

′

K,κ′(x0)

if E≥hK,κ(x0) is unbounded.

Proof. Let (Ω′′,F ′′,P′′) = (Ω × Ω′,F ⊗ F ′,P ⊗ P′) be the product of the prob-
ability spaces from Proposition V.5.2 and Lemma V.5.4, and (`K,κx,u )x∈G̃κ and
(`K,κ

′
x,u )x∈G̃κ′ some extensions of (`K,κx,u )x∈G̃E and (`K,κ

′
x,u )x∈G̃E with the same law as

`K·,u respectively under PIG̃κ and PIG̃κ′ . Let us define for all u > 0 the random sets

IuK,κ = {x ∈ G̃κ : `K,κx,u > 0} and IuK,κ′ = {x ∈ G̃κ′ : `K,κ
′

x,u > 0}, and for each
x ∈ G̃κ, E|>0|

K,κ (x) the cluster of x in {y ∈ G̃κ : |ϕ(κ)
y | > 0} and E|>0|

K,κ′(x) the cluster
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of x in {y ∈ G̃κ′ : |ϕ(κ′)
y | > 0}. We also define for all u > 0 and x ∈ G̃κ

ψ(κ,u)
x

def.
=

−
√

2uhκ0(x) +

√
2`K,κx,u + (ϕ

(κ)
x )2 if IuK,κ ∩ E

|>0|
K,κ (x) 6= ∅

−
√

2uhκ0(x) + ϕ
(κ)
x otherwise,

and ψ
(κ′,u)
x for all x ∈ G̃κ′ similarly by replacing κ by κ′. Since (Sign) holds

for both Gκ and Gκ′ , we also have that (V.4.14), and thus (V.4.15), hold as
well. One can thus easily check that ψ(κ,u) and ψ(κ′,u) have the same law as
ϕ respectively under PGG̃κ and PGG̃κ′ , similarly as in (Isom) in Chapter IV. For

all u ≥ 0, we then define E≥−
√

2u
K,κ (x0) as the closure of the cluster of x0 in

{x ∈ G̃E : ψ
(κ,u)
x > −

√
2uhκ0(x)} and E≥−

√
2u

K,κ′ (x0) as the closure of the cluster of
x0 in {x ∈ G̃E : ψ

(κ′,u)
x > −

√
2uhκ

′
0 (x)}, with the convention ψ(κ,0) = ϕ(κ) and

ψ(κ′,0) = ϕ(κ′).

Let us now fix u, u′ > 0 with u′ ≥ uc(κ, κ′) and x←→ x0 in {y ∈ G̃E : ψ
(κ,u)
y >

−
√

2u}, and assume that E≥−
√

2u
K,κ (x0) is unbounded. We then necessarily have

IuK,κ ∩ E
|>0|
K,κ (x0) ∩ G̃E 6= ∅, since otherwise E≥−

√
2u

K,κ (x0) would be either empty
or the closure of the cluster of x0 in {x ∈ G̃E : |ϕx| > 0}, and thus bounded by
(Sign). We then have that x ←→ x0 in {y ∈ G̃E : 2`K,κy,u + (ϕ

(κ)
y )2 > 0}, thus

x ←→ x0 in {y ∈ G̃E : 2`K,κ
′

y,u′ + (ϕ
(κ′)
y )2 > 0} and Iu′K,κ′ ∩ E

|>0|
K,κ′(x0) 6= ∅, by

Proposition V.5.2 and Lemma V.5.4, and so x ∈ E≥−
√

2u′

K,κ′ (x0). Taking closure,

we thus obtain E≥−
√

2u
K,κ (x0) ⊂ E≥−

√
2u′

K,κ′ (x0), and we can easily conclude.

Noting that, PGG̃κ-a.s, E
≥h
K contains an unbounded cluster if and only if E≥hK ∩

G̃E also contains an unbounded cluster, Theorem V.1.2 is a simple consequence
of the couplings from Lemma V.5.4 and Proposition V.5.5.

Proof of Theorem V.1.2. Let us first assume that (Sign) does not hold for Gκ.
Then for all x0 ∈ G̃E , E≥0

K (x0) is unbounded with PGG̃κ positive probability, and
by Lemma V.5.4 with h = h′ = 0, E≥0

K (x0) is also unbounded with PGG̃κ′ positive

probability, that is (Sign) does not hold for Gκ′ , h̃K∗ (Gκ) ≥ 0 and h̃K∗ (Gκ′) ≥ 0. For
all h > h̃K∗ (Gκ′) and x0 ∈ G̃E , we have that E≥hK (x0) is PGG̃κ′ -a.s. bounded, and by

Lemma V.5.4 with h = h′, E≥hK (x0) is also PGG̃κ-a.s. bounded, that is h > h̃K∗ (Gκ),
and we obtain i) of Theorem V.1.2.

Let us now assume that (Sign) holds for Gκ′ and supx∈G
κx
κ′x
<∞. Then (Sign)

also holds for Gκ by i) of Theorem V.1.2, and so (V.4.14) holds for h = 0, and
thus also (V.4.15), for both Gκ and Gκ′ . Moreover h̃K∗ (Gκ′) ≤ 0 and h̃K∗ (Gκ) ≤ 0,

and for all h < h̃K∗ (Gκ) and x0 ∈ G̃E , we have that E≥hK (x0) is unbounded with PGG̃κ
positive probability. Taking h′ = h

√
c(κ, κ′), we have by Proposition V.5.5 that
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E≥h
′

K (x0) is unbounded with PGG̃κ′ positive probability, that is h′ < h̃K∗ (Gκ′), and
we obtain ii) of Theorem V.1.2. Finally, iii) of Theorem V.1.2 follows directly
from the definitions (V.1.3) and (Sign).

Remark V.5.6. 1) Since c(κ, aκ) ≤ a−2 for all constants a ∈ (0, 1], it follows
from ii) and iii) of Theorem V.5.5 that if (Sign) holds for Gκ, then ah̃K∗ (Gaκ) ≥
h̃K∗ (Gκ) for all a ∈ (0, 1], and from i) and iii) of Theorem V.5.5 that if (Sign)
does not hold for Gκ, then h̃K∗ (Gaκ) ≤ h̃K∗ (Gκ) for all a ∈ [1,∞). It is an
interesting open question to prove that either a 7→ ah̃K∗ (Gaκ) or a 7→ h̃K∗ (Gaκ)
is actually decreasing on (0,∞), or even as functions of κ.

2) One can adapt the proof of Lemma V.5.4 to find a coupling of positive sur-
viving level sets of the Gaussian free field on Gκ and Gκ′ , and obtain a result
similar to i) of Theorem V.1.2 for positive surviving level sets of the Gaussian
free field, with an extra term since hκ1 ≤ hκ

′
1 , or even positive usual level sets

of the Gaussian free field. It would be interesting to prove an equivalent of
Theorem V.5.5 for killed level sets of the Gaussian free field (ϕx)x∈G on the
discrete graph G, for instance by proving an equivalent of Lemma V.5.4 for
the discrete Gaussian free field. Indeed, it is reasonable to think that perco-
lation for the sign clusters of the Gaussian free field converges to Bernoulli
percolation for p = 1

2
as κ → ∞, and a statement similar to i) in Theo-

rem V.1.2 would imply that sign clusters of the discrete Gaussian free field
percolate whenever pc < 1

2
, which is so far only known on a smaller class of

graph studied in Chapter III.

3) Proceeding similarly as in the proof of Theorem IV.3.6, one can easily prove
that if (V.4.14) holds and (Sign) does not hold, then h̃K∗ (G) = ∞. We cur-
rently do not know any examples of a graph under which (V.4.14) does not
hold, and thus all the critical parameters appearing in i) of Theorem V.1.2
might always be infinite, and the statement then only says that if hK∗ (Gκ) =

∞, then hK∗ (Gκ′) = ∞ for all κ′ ≤ κ. However, when (Sign) does hold, we
expect that there are many examples of graphs with h̃K∗ (G) ∈ (−∞, 0), for in-
stance on the graphs GT considered in Remark V.5.3,5) on which we already
know that 0 < ũK,I∗ (GT ) <∞ for T small enough.

4) One can easily see that if (V.4.15) holds, then for all u > 0, IuK is stochasti-
cally dominated by E≥−

√
2u

K and E≥
√

2u
K by VuK, similarly as in Theorem 3 of

[57], and thus

−
√

2ũK,I∗ ≤ h̃K∗ ≤
√

2ũK,V∗ , (V.5.2)

where ũK,V∗ is the critical parameter corresponding to the percolation of VuK
as defined in (V.5.1). The inequalities in (V.5.2) also hold on the discrete
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graph G, and it would be interesting to know which of these inequalities are
strict, similarly as in Theorem 3.4 in [1] for instance.
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