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Introduction

At first sight one might think that orbital physics does not contribute to our daily life but is restricted to the labs of some physicists. For the novel collective phenomena proposed for the orbital degree of freedom this is certainly true at this stage. However, looking at a bottle of green glass its green color is given to it by iron(III) and iron(II) ions which are diluted in the silicon dioxide of which a colorless, transparent glass consists. Visible light that passes through the glass of the bottle is absorbed by these so called color centers in a characteristic way. Our visual perception of the resulting spectrum gives us the impression of green. One might ask: Fine, but where is orbital physics involved here? Well, it happens on the color centers. The iron(III) and iron(II) ions are present in their ground state. By the absorption of photons of a certain energy (corresponding to light of a certain color) the electronic state of the iron ions is changed to an excited state. The excited state differs from the ground state by the occupation of the $3d$ orbitals (with excitation energies in the visible spectrum). In a free ion all the states that differ only in the $3d$ orbital occupation have the same energy, i.e. they are degenerate. For an ion within a crystal this degeneracy is lifted at least partially due to the reduction of the rotational symmetry by the crystalline environment. States of different energy will allow transitions between them. For chromium(III) ions in an $\text{Al}_2\text{O}_3$ host lattice (well known as ruby) the absorption spectrum is shown in Fig. 1 [1]. Chromium ions in ruby and the iron ions in green glass are isolated and do not interact with each other. However, new fascinating physics will arise in case of interaction between ions with degenerate or nearly degenerate orbital states. The degeneracy then will be lifted by collective phenomena.

Orbital physics requires an orbital degree of freedom in the sense that there is an electronic shell which is partially filled. One class of compounds where this condition is often fulfilled are transition-metal oxides. But these are famous not only for orbital physics. Transition-metal oxides were placed on top of the agenda of solid-state physicists after the discovery of high-temperature superconductivity in the cuprates in 1986 by Bednorz and Müller [2]. From this strong activity followed not only an increase of the superconducting $T_c$ up to 134 K, but also the discovery of many unusual physical properties in other compounds of this class. One of the most prominent is certainly the colossal magneto resistance\(^1\) that has been found in the manganites [3]. In many cases only small changes of parameters like variation of doping concentration induce drastic changes in physical properties which lead to rich phase diagrams. This complex behavior is founded in the electronic structure of the transition-

---

\(^1\)Colossal magneto resistance denotes a high sensitivity of the resistance of a crystal on a weak applied magnetic field (the resistance drops e.g. about nine orders of magnitude in $\text{La}_{1-x}\text{Sr}_x\text{MnO}_3$).
metal ions. The characteristic feature of transition-metal compounds is that the metal ions exhibit a partially filled 3\textit{d} shell with strong correlations between the electrons. The spin degree of freedom opens the way to a rich variety of magnetic states.

For such a partially occupied shell, band-structure theory predicts a metallic state. However, it is possible that the system is in fact insulating due to the \textit{on-site} Coulomb repulsion between electrons. This phenomenon occurs when the bandwidth (kinetic energy gain) is small compared to the strong Coulomb repulsion \textit{U}. Hence the electrons do not hop to a neighboring site in order to avoid double occupancy. Such an insulator is called Mott insulator. The most important difference from the usual band insulator is that the internal degrees of freedom, spin and orbital, survive in the Mott insulator. The localized electrons occupy a linear combination of atomic states. Interactions of electrons on adjacent sites are mediated on the one hand by the lattice and on the other hand by (virtual) hopping. An increase of virtual hopping lowers the kinetic energy. Thus neither a fully local nor a fully delocalized description applies. A further complication for understanding the physics arises from the strong interaction of several degrees of freedom. In order to solve this problem one has to take all of them into account on an equal footing. At present it is not possible to do so and this intricate problem is far from being understood [4].

In this field of physical research many different new ground states are proposed. The orbital degrees of freedom and the spin degrees of freedom have a similar structure. This
leads to predictions for the existence within the orbital sector of nearly every effect that has been found in the spin channel. For instance different types of orbitally ordered states, orbital liquids \[34\], orbital Peierls \[8\], and the orbital Kondo effect \[12\] have been predicted. However, there exists a big difference between the orbital and the spin degree of freedom: spins couple only weakly to the lattice, but 3\textit{d} orbitals do so much more strongly. Interesting physics and also controversial discussions emerge from the competition of the different interactions. Orbital order may reduce the dimensionality due to the anisotropy of the electron distribution as e.g. in TiOC1 (see chapter 5). An even more striking example is KCuF\textsubscript{3}. It is nearly cubic but due to orbital ordering the magnetic structure turns out to be quasi-one-dimensional \[86\]. The two-dimensionality of the high-\textit{T}\textsubscript{c} cuprates – although largely due to their layered structure – is substantially enhanced by the fact that the charge carriers (holes) occupy mostly the \(x^2 - y^2\) orbitals. Spectacular superstructures are observed in some spinels with transition metals on the B-sites \[39\]. Examples are an “octamer” ordering in CuIr\textsubscript{2}S\textsubscript{4} \[9\] or a “chiral” structural distortion in MgTi\textsubscript{2}O\textsubscript{4} \[10\]. Other interesting orbital physics arise from frustration of the orbital exchange. A prominent example is LiNiO\textsubscript{2} which is suggested to be a realization of an orbital liquid \[11\]. It is impossible to list here all the interesting phenomena where orbital physics is involved. But certainly the field of orbital physics is very vivid and rapidly expanding.

The central aim of this thesis was the observation of novel orbital excitations. In the literature, reports of orbital waves have been based on Raman measurements \[44, 6, 7\]. Optical spectroscopy is a well established tool for the investigation of crystal-field excitations and has become a standard method in chemistry \[88\]. Therefore it provides an excellent means for the study of novel orbital excitations. In particular, the comparison of infrared and Raman data may offer the possibility to decide on the character of the excitations.

This thesis is organized as follows. The first chapter is devoted to introduce the experimental method of Fourier spectroscopy. It includes the physical foundation of optical properties that are presented in this thesis. The second chapter is about orbital physics. It starts with a short review of conventional crystal-field theory, which is the theoretical approach for local crystal-field excitations. The second part reviews the novel ground states that have been predicted for systems investigated in this thesis. As a third subject the orbital excitations of different ground states are discussed.

In the third chapter results on the orbitally ordered compound LaMnO\textsubscript{3} (Mn\textsuperscript{3+} \(t_{2g}^{3} e_{g}^{1}\)) are presented. The key question in this system addresses the nature of the orbitally ordered state. A conventional scenario invokes a collective Jahn-Teller effect (electron-phonon coupling) as the driving force of orbital order. On the other hand, superexchange (electron-electron coupling) is also proposed to lead to an orbitally ordered ground state. These two possible origins of orbital order can be seen as limiting cases, since in fact both interactions are present simultaneously. However, on the basis of the orbital-order pattern it is not possible to decide which of them dominates as both scenarios are able to explain the experimentally observed orbital order. The orbital excitations play an important role in this context as they are well distinct for the two cases. For dominating electron-phonon coupling they are local crystal-field excitations. In the scenario of strong electron-electron coupling, new collective elementary excitations are predicted which exhibit a significant band width. In 2001 Saitoh \textit{et al.} \[44\] reported the observation of peaks in Raman data which have been interpreted as
collective orbital excitations. This has motivated us to determine the optical conductivity in order to check this claim.

In the fourth chapter we compare our results on the compounds RTiO$_3$ (R = La, Sm, Y; with Ti$^{3+}$ $t_{2g}$ $e_g^0$) which in the sense of orbital degeneracy are a $t_{2g}$ analogue to LaMnO$_3$. The orbital ground state of LaTiO$_3$ has been discussed controversially in the literature [34, 49, 57, 59, 60]. The observation of a small spin-wave gap and a strongly reduced magnetic moment in this compound seem to contradict each other, since the former suggests a small orbital moment whereas the latter indicates a large orbital moment. Khalifullin has explained these observations by the novel orbital-liquid ground state [34]. In this scenario, the orbital occupancy resists long-range order by fluctuations. On the other hand, the reduction of the magnetic moment has been explained by enhanced charge fluctuations due to the small Mott-Hubbard gap within the more conventional picture of an orbitally ordered ground state [57]. The orbital excitations may also here give a hint which ground state is realized.

In the fifth chapter the results on TiOX (X = Cl, Br; Ti$^{3+}$ $t_{2g}$ $e_g^0$) are presented. The bilayer systems are structurally two-dimensional [138]. However, the magnetic susceptibility behaves like in the case of a $S = \frac{1}{2}$ Heisenberg chain at high temperatures [50]. At low temperatures it starts to deviate from the spin-chain behavior and drops to zero below a critical temperature. This has been attributed to a spin-Peierls transition. The one-dimensionality is induced by the orbital ground state in which the occupied orbitals have large overlap only in one direction [50, 143]. Unexpected in a spin-Peierls scenario is however a second transition that occurs at higher temperatures. Due to e.g. a broad NMR signal between the two transition temperatures this behavior has been assigned to strong orbital fluctuations [122]. This motivated us to search for orbital excitations below the electronic gap. Moreover, we measured the phonon range in order to see in how far the lattice is involved in the transitions.

Finally in chapter 6 the results obtained within this thesis are summarized.

In the appendix additional information and some useful results are given which are not new but hard to find in the literature. In part A the Wigner-Eckhart theorem is introduced in the most straight and clear way that we can imagine. In particular the mathematical apparatus is reduced to a minimum. We have not found such a distinct view on the main proposition of the theorem elsewhere in the literature, although it will probably already exist somewhere. Part B gives a detailed view on the structure of the octahedral group $O$ and its representations. In part C and D we provide useful information on the transformation of $d$-waves under rotations and on $p$-$d$ matrix elements, respectively. These have been obtained within the research project of this thesis and shall be made available to others. In part E the Kramers-Kronig relations are derived with some additional hints for readers not familiar with complex analysis. In part F the cluster-calculation model used within this thesis is described briefly.
Chapter 1

Optics

Optical properties of matter are near to our own sensory perception. For instance we see that the glass of the window is highly transparent and that a metal spoon is well reflecting (if it is polished). Moreover our eyes are sensitive for colors. We find a golden ring shining yellow, a copper wire red, and a silver server shining white. This tells us immediately that copper is reflecting red light very well but other colors (at higher frequencies) much less. For gold the good reflectivity persists for a wider range in the visible spectrum. Silver however is equally reflecting all components we are able to see to a very proportion. So we are familiar with at least a simple form of optical spectroscopy from our daily live. For more detailed information about a certain material we obviously want to know how its optical properties depend on the frequency (or energy, or wavelength) of the electromagnetic wave, and of course we want to investigate not only the visible part of the spectrum but also below and above it, i.e. the infrared and the ultraviolet spectral range. For this purpose sophisticated experimental setups have been developed which measured the desired properties with very high accuracy. We discuss this subject later in this chapter. Now we turn to the question:

What can we learn from the optical spectra obtained by such measurements? The first answer to this question is: excitation energies! From the transmittance and the reflectance one can calculate the amount of light that has been absorbed by the crystal. But light (photons) of a certain energy is absorbed only if there are states of the crystal that are at the same amount of energy above the ground state, so that a resonance between the photon and the excitation mode may occur. Therefore peaks in the absorption spectrum provide information on the energy of excitations that do exist in the compound under investigation. However not all excitations existing in a crystal can actually be excited by light but only the ones that are dipole active, i.e. that carry a dipole moment. Another restriction of optical spectroscopy is that a dispersive mode is only probed at $k \approx 0$. This is due to the steep dispersion ($\omega = \frac{c}{n} \cdot k$ with $c$ the speed of light in vacuum) and hence a small momentum $k$ of the photons at the considered optical frequencies. However this is true only for processes involving the photon and only one quasiparticle. If more than one particle is involved in the absorption processes this can lead to zero total momentum whereas the single contributions are located throughout the entire Bricoullin zone. For example in a two phonon process the phonons do not have to have $k \approx 0$ but can carry an arbitrary momentum $|k|$ if only the total momentum is zero.
\( k_1 = -k_2 \). In such a case an absorption continuum is observed in which the information of \( k \)-space is inherent in the line shape. This can lead sometimes to an astonishing amount of information on the dispersion if the line shape can be compared with theoretical predictions \[55\]. Another important source of information on the crystalline properties is provided by the temperature dependence of the spectrum. Across phase transition not only the structural and thermodynamical properties change but in general also the optical spectrum. Moreover the polarization dependence gives additional information on the orientation of the dipole moments in the crystal. Structural information is obtained from the phonon energies and their polarization dependence.

In conclusion optical spectroscopy provides a powerful tool for investigating the properties of crystals. This holds equally for insulators and metals, as opaqueness is not a general problem but can be overcome by a Kramers-Kronig analysis of the reflectance spectrum, which is discussed in Appendix E.

1.1 Interaction of light with matter

In this section we will discuss the description of the interaction of light and matter. First we will consider the description on a macroscopic level, and turn than to the microscopic view as a second point. There we will consider the Drude-Lorentz model in detail. This model explains the shape of the quantities observed in experiment. However, preluding the discussion of the optical properties we will introduce the more general concept of response functions to which for instance the optical conductivity and the electrical susceptibility belong.

1.1.1 Response function

Every experimental result we may obtain of a certain crystal has the form of an answer of the crystal to an applied perturbation. For instance we apply a voltage and measure the responding current or we apply a magnetic field and measure the magnetization and so on. A compact form to describe the interaction of a system with an external perturbation \( p \) is provided by a response function \( G \). This function gives the connection between the perturbation \( p(\mathbf{r},t) \) as function of spatial position \( \mathbf{r} \) and time \( t \) and the response \( a(\mathbf{r},t) \) of the crystal, which is also a function of \( \mathbf{r} \) and \( t \). Since the response may be delayed and at a different place, one has to account for all perturbations in time (only before the response) and space. This is a rather complex connection between the stimulus and the response. It can be simplified by the assumption of a linear relation of the response to the amplitude of the stimulus.\(^1\) Assuming linearity we are able to write down the following:

\[
a(\mathbf{r},t) = \int G(\mathbf{r},\mathbf{r}',t,t') \, p(\mathbf{r}',t') \, d(\mathbf{r}',t')
\]

This general connection of the perturbation \( p \) and the response \( a \) (answer) can be simplified for our case of the interaction of light and matter in several ways (we will also assume a weak field for which we are in the linear regime).

\(^1\)The assumption of linearity is reasonable if the perturbation added to the Hamiltonian is small. The amplitude is not that large that higher orders contribute.
• The spatial dependence of the response function $G$ is suppressed, i.e. we do not account for a perturbation elsewhere in the crystal. This is justifiable since the transport of the perturbation through the crystal by quasiparticles like for instance phonons is rather weak compared to the original perturbation. This definitely changes in the regime of non-linear optics.

• The time dependence takes into account only the time difference between the perturbation and the response. So $G$ is a function of $(t' - t)$ only.

Altogether the above equation is reduced to:

$$a(t) = \int G(t - t') p(t') dt'$$

where $G(t - t') = 0$ for times $t < t'$ to obey the principle of causality (no response before the perturbation). The response $a(t)$ is therefore just the convolution of $G(t - t')$ and $p(t')$. Such an integral appears as a simple product in Fourier space:\(^2\)

$$a(\omega) = G(\omega) \cdot p(\omega)$$

An example for a response function in Fourier space is the dielectric function $\varepsilon(q, \omega)$

$$D(q, \omega) = \varepsilon(q, \omega) E(q, \omega).$$

Here $q$ denotes the wave vector. In real space this equation reads

$$D(r, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{t} \varepsilon(r, r', t) E(r', t') \, dt' dr'. $$

This shows that it is convenient to consider the response function in Fourier space.

Finally we discuss the derivative with respect to the time coordinate becomes merely a factor $-i\omega$ in Fourier space which we will use below:

$$\frac{\partial}{\partial t} f(t) = \int_{-\infty}^{\infty} e^{-i\omega t} f(\omega) d\omega$$

$$= \int_{-\infty}^{\infty} e^{-i\omega t} f(\omega) d\omega$$

$$= \int_{-\infty}^{\infty} e^{-i\omega t} (-i\omega f(\omega)) d\omega$$

$$\Rightarrow \frac{\partial}{\partial t} f(t) \quad \text{FT} \rightarrow -i\omega f(\omega)$$

Analogously one obtains for one spatial dimension:

$$\frac{\partial}{\partial x} f(x) = i q_x f(q_x)$$

\(^2\)Expanding the two “real-space” functions in series of cosine functions, i.e. Fourier-transforming them, one finds that - due to the orthogonality of the cosine functions ($\int_{-\infty}^{\infty} \cos(\omega_i t) \cos(\omega_j t) dt = \delta_{i,j}$) - only terms with equal frequency contribute. The product in the integral is hence merely the simple product of the expansion coefficients for equal $\omega$. 
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1.1.2 Macroscopic properties

We start with the Maxwell equations in SI units and use this system of units throughout this thesis. We will present here a derivation of quantities describing the optical properties of solids, namely the dielectric function \( \varepsilon(\omega) \) and the optical conductivity \( \sigma(\omega) \) as well as an equation connecting both. To take into account that these two functions are generally defined as complex functions, we denote them with a hat wherever there can be confusion: \( \hat{\varepsilon} = \varepsilon_1 + i\varepsilon_2 \) and \( \hat{\sigma} = \sigma_1 + i\sigma_2 \). Our starting point will be the Maxwell equations\(^3\):

\[
\begin{align*}
\frac{dD}{dt} &= \rho \\
\frac{dE}{dt} &= \varepsilon_0 \times E \\
\frac{dB}{dt} &= 0 \\
H &= \frac{1}{\mu_0} \times B \\
\frac{dH}{dt} &= j + \dot{D}
\end{align*}
\]

The charge density \( \rho \) and the current density \( j \) amount for all charges and all currents. Even for a crystal in vacuum we will not get rid of these two properties, since any interaction with electromagnetic waves will eventually dissociate the formerly neutralized charges and hence give \( \rho \neq 0 \) and \( j \neq 0 \). It is therefore convenient to divide the total quantities \( \rho_{\text{total}} \), \( j_{\text{total}} \) into two parts. One will apply to the external charges \( \rho_{\text{ext}} \) and currents \( j_{\text{ext}} \) which we are able to control and which will be zero in case of a perturbation of the crystal by an electromagnetic wave. The other part accounts for the charge density \( \rho_{\text{mat}} \) and current density \( j_{\text{mat}} \) which arise within the crystal by the interaction with an electromagnetic wave. This part usually defies control. Because we do not know its microscopic appearance, it will enter the Maxwell equations in a kind of black box. Introducing two auxiliary properties \( D \) and \( H \) (which do not have a physical meaning) the electrical flux \( D \) and the magnetic field \( H \) are replaced by

\[
D = D + P \\
H = H - M
\]

Here \( P \) is defined by

\[
\rho_{\text{mat}} = -dP
\]

and \( M \) by

\[
j_{\text{mat}} - \dot{P} = dM
\]

accounting for the contribution raised within matter. The polarization \( P \) and the magnetization \( M \) are contributions to \( D \) and \( H \), respectively, depending on the electric and the magnetic field applied to the crystal. Like the above Maxwell equations that are containing all charges and currents, the resulting modified Maxwell equations - where we have separated the contribution arising from matter - are exact.

\[
\begin{align*}
\frac{dD}{dt} &= \rho_{\text{ext}}, \\
\frac{dE}{dt} &= \varepsilon_0 \times E + P(E), \\
\frac{dB}{dt} &= 0, \\
\frac{dH}{dt} &= j_{\text{ext}} + \dot{D}
\end{align*}
\]

\(^3\)We make use of the more concise calculus of differential form \([5]\) instead of the conventional vector analysis. The major theoretical benefit of this formalism is that it does not require the underlying space to be euclidian but only needs an analytic manifold (something that only locally looks like an euclidian space).
The problem of the unknown contribution of charges and currents has been shifted to the problem of knowing the functions $P(E)$ and $M(B)$. So the discrimination between external and matter-inherent charges and currents does not help in order to get an exact solution for a microscopic description. But it opens the opportunity to include approximations for the contributions of charges and currents within matter.

We will make use of this opportunity and refer to the linear approximation in the following considerations. The response of the system (crystal) ought to be linear in the perturbation. This means that the polarization $P$ is a linear function in $E$, and the magnetization $M$ is linear in $B$. In space and time coordinates this yields the still cumbersome equations:

$$P(r, t) = \varepsilon_0 \int \int \hat{\chi}_{el}(r, t, t') * E(r', t') dr' dt'$$

$$M(r, t) = \mu_0^{-1} \int \int \hat{\chi}_{mag}(r, t, t') * B(r', t') dr' dt'. $$

The Fourier transformed equations however look much more simple:

$$P(q, \omega) = \varepsilon_0 \hat{\chi}_{el}(q, \omega) * E(q, \omega)$$

$$M(q, \omega) = \mu_0^{-1} \hat{\chi}_{mag}(q, \omega) * B(q, \omega)$$

so we will consider Fourier space from now on. The response functions $\hat{\chi}_{el}$ and $\hat{\chi}_{mag}$ depend in general not only on the frequency $\omega$ but also on the wave vector $q$. Due to the tiny momentum of photons $q \approx 0$ we will consider only $q = 0$ in the following. Then the so called material equations look like

$$D(\omega) = (1 + \hat{\chi}_{el}(\omega)) \varepsilon_0 * E(\omega)$$

$$H(\omega) = (1 - \hat{\chi}_{mag}(\omega)) \mu_0^{-1} * B(\omega).$$

The dielectric function $\hat{\varepsilon}$ is therefore defined as $\hat{\varepsilon} = 1 + \hat{\chi}_{el}$. It depends on many parameters, for instance temperature or the polarization of the electrical field relative to the crystallographic axes (which makes $\hat{\varepsilon}$ in general a tensor of rank 2), but for our purpose only the dependence on the frequency of the electromagnetic wave is of relevance: $\hat{\varepsilon} = \hat{\varepsilon}(\omega)$. Analog one may define the relative magnetic permeability $\hat{\mu}(\omega)$ as $\hat{\mu}^{-1} = 1 - \hat{\chi}_{mag}$. With this the material equations are of the form

$$D(\omega) = \varepsilon_0 \varepsilon(\omega) * E(\omega)$$

$$H(\omega) = \mu_0^{-1} \mu^{-1}(\omega) * B(\omega).$$

Talking here about functions $P(E)$ and $M(B)$ is making an implicit requirement on the system we consider. Namely the system may be considered to be homogenous on a relevant scale set by the wave length of the light. This condition is certainly fulfilled in the case of optical wavelengths of some hundred nm in contrast to the inhomogeneity of crystals which usually is less than 1 nm.

For anisotropic systems the function turns out to be a tensor of rank 2. Note that in this case $1 + \chi$ is interpreted as

$$\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + \begin{pmatrix} \chi_{11} & \chi_{12} & \chi_{13} \\ \chi_{21} & \chi_{22} & \chi_{23} \\ \chi_{31} & \chi_{32} & \chi_{33} \end{pmatrix}$$
In the following we will derive an equation which relates \( \hat{\varepsilon}(\omega) \) and \( \hat{\sigma}(\omega) \). Since the electrical interaction is usually dominating the magnetic interaction by orders of magnitude and so it is justifiable to neglect the magnetic contribution completely in the following and assume a non-magnetic crystal \( (\chi_{\text{mag}} = 0, \mu(\omega) = 1) \).

An additional consequence of the linear approximation is that Ohms law can be applied. It states that

\[
j_{\text{mat}}(\omega) = \hat{\sigma}(\omega)D(\omega) = \hat{\sigma}(\omega)\varepsilon_0 \ast E(\omega).
\]

Here \( j_{\text{mat}} \) denotes the conducting current. The conductivity \( \sigma \) depends also on many parameters but anyway we regard it here as a function of \( \omega \), \( \sigma = \sigma(\omega) \). Now we return to \( j_{\text{mat}} - \dot{P} = dM \) which is in fact the Ampere-Maxwell law \( (j - \dot{D} = dH) \) restricted to the matter inherent charges.

We refer to the assumption of a nonmagnetic crystal \( M = 0 \) \( (\Rightarrow dM = 0) \) which yields

\[
j_{\text{mat}} - \dot{P} = 0.
\]

The Fourier transform of \( \dot{P}(t) \) is \( -i\omega P(\omega) \) (see section 1.1.1). Thus we can rewrite the above equation as follows

\[
\sigma(\omega)\varepsilon_0 \ast E(\omega) + i\omega P(\omega) = 0
\]

Inserting \( P(\omega) = \chi_{\text{el}}(\omega) \ast E(\omega) \) we obtain

\[
\sigma(\omega)\varepsilon_0 \ast E(\omega) + i\omega \chi_{\text{el}}(\omega) \ast E(\omega) = 0
\]

\[
(\sigma(\omega)\varepsilon_0 + i\omega \chi_{\text{el}}(\omega)) \ast E(\omega) = 0.
\]

This must hold independent of the electrical field \( E(\omega) \) and hence we get

\[
\sigma(\omega)\varepsilon_0 + i\omega \chi_{\text{el}}(\omega) = 0
\]

which is equivalent by the use of \( \chi_{\text{el}}(\omega) = \varepsilon(\omega) - 1 \) to the common form\(^6\):

\[
\frac{i\sigma(\omega)}{\omega} = \frac{\varepsilon(\omega) - 1}{\varepsilon_0}
\]

Split up into real and complex part this yields

\[
\sigma_1 = \frac{\omega}{\varepsilon_0} \varepsilon_2 \quad \text{and} \quad \sigma_2 = \frac{\omega}{\varepsilon_0} (1 - \varepsilon_1)
\]

\(^6\)This equation is often presented in cgs units where it reads:

\[
\frac{4\pi i \sigma(\omega)}{\omega} = \varepsilon(\omega) - 1
\]
1.1.3 Microscopic description

We will describe now the microscopic model for the interaction between an electromagnetic wave and matter, i.e. we will open the black box of the macroscopic view. We start with the classical picture assuming classical oscillators present in the crystal. This model is known as Drude-Lorentz model. Clearly the oscillating electromagnetic field will displace charges from their equilibrium position of the ground state and create thereby an oscillating dipole moment. In the following we will neglect again the presence of the magnetic field simply because the magnetic interaction is rather weak compared to the Coulomb interaction. For an insulating, ionic crystal (the kind of crystals considered in this thesis\textsuperscript{7}) the displacement of charges can be separated into different contributions shown in Fig. 1.1.

One way to create a dipole moment is to shift the negatively charged electron cloud against the positively charged nucleus. However, the resonance of this so called electronic polarization is at high frequencies, far above the visible. The second possibility is to displace the negatively charged ions against the positive ones (ionic polarization). Its resonance frequencies lie in the far-infrared region. In other terms this is nothing else than the coupling of the photon to phonons (lattice vibrations). In metals the free charge carriers provide another way to create a dipole moment which is resonant down to zero frequency due to the absence of a force opposed to the displacement. For paraelectric crystals the orientation of already existing electrical dipole moments provides a further mechanism. In a quantum mechanical view in principal a transition to any state higher in energy will contribute if it is dipole allowed. However, we will treat the more instructive classical case here.

Consider now an electromagnetic wave interacting with an ionic crystal. Here, we will restrict the discussion to the process of ionic polarization. The strength of the interaction depends on the frequency $\omega$ of the electromagnetic wave with respect to the eigenfrequency $\omega_0$ of the lattice vibration. This is actually the phenomenon of forced oscillation well known from

\textsuperscript{7}An ionic crystal consists of different charged ions as for example NaCl (Na$^{+1}$Cl$^{-1}$), whereas for example pure silicon is not ionic since the ions are all equal and therefore by symmetry they can not be charged differently.
Figure 1.2: Top panels: typical shape of the transmittance $T$ and the reflectance $R$ for a phonon mode is shown. The data have been generated in two ways: 1) accounting for finite thickness effects (the data exhibits strong interference fringes) 2) neglecting multiple reflections. Bottom panels: Optical properties corresponding to $R$ and $T$ are depicted. The case of zero damping is shown on the left hand. The panels on the right hand display the same data but for a finite (weak) damping.

classical mechanics. Let us discuss the frequency dependence of optical properties like the dielectric function $\varepsilon(\omega)$ and the optical conductivity $\sigma(\omega)$ as well as of measured properties like the reflectance $R$ and the transmittance $T$. In the left panels of Fig. 1.2, these properties are shown for the case of vanishing damping of the oscillators. For clarity we consider here only one mode of the system at the eigenfrequency $\omega_0$, in real systems there are usually more than one mode. In the bottom left panel the frequency range is divided by dashed lines (at $\omega_0$ and $\omega_L$) into three parts.

- At frequencies much lower than $\omega_0$ the system is following the oscillating field more or less, so the dielectric function (or the amplitude of the displacement) has values similar
to the static case ($\omega = 0$). Increasing the frequency of the electromagnetic wave towards $\omega_0$, the amplitude of the oscillating dipole moments in the crystal are rising more and more and diverge at $\omega = \omega_0$. This unphysical behavior follows from the assumption of vanishing damping $\gamma$. The increasing amplitude of the oscillations for $\omega \to \omega_0$ leads to an increase of reflectance, i.e. the reflectance approaches 1 for $\omega \to \omega_0$ and therefore the transmittance decreases. The energy inherent in the electromagnetic wave is not transferred to the oscillators for $\gamma = 0$ except at $\omega = \omega_0$.

- Above $\omega_0$ one might expect a situation approximately symmetric to that below $\omega_0$. However, this is by no means the case. This asymmetry emerges from the fact that the phase shift $\theta$ between the electromagnetic wave and the oscillations of the dipoles within the crystal jumps from 0 for $\omega < \omega_0$ to $\pi/2$ at $\omega_0$ and finally to $\pi$ for $\omega > \omega_0$. This discontinuity at $\omega_0$ results again from the non-physical assumption of vanishing damping $\gamma$. However, for weak damping things do not look much different from the case of completely vanishing damping. A phase shift of $\pi$ means that the dipole moments are oriented just opposite to the applied electrical field, i.e. $\varepsilon(\omega)$ becomes negative for $\omega > \omega_0$. The electromagnetic wave and the outgoing wave of the oscillators are compensating each other in the crystal. The electromagnetic wave is therefore completely reflected and the transmittance is zero. If $\omega$ is moving further away from $\omega_0$, the dielectric function stays below zero as long as the dipole oscillation can compensate the electromagnetic wave. For increasing difference $\omega - \omega_0$ this mechanism is getting less efficient. The amplitude of the oscillators is decreasing which means that the penetration depth of the light is increasing.

- The dielectric function $\varepsilon_1(\omega)$ will reach zero at a frequency $\omega_L$ called plasma frequency. The dielectric function approaches $\varepsilon_1 = 1$ for $\omega \to \infty$. For a single oscillator, there thus has to be a zero of $\varepsilon_1$ between $\omega_0$ and $\infty$. Additional oscillators are assumed to be far away and can be included by a constant offset of $\varepsilon_1$ which is denoted $\varepsilon_\infty$. The frequency $\omega_L$ is the eigenfrequency of a longitudinal oscillation. The difference between the transversal and the longitudinal mode is shown in Fig. 1.3. To avoid any misunderstanding, the longitudinal mode is never excited by a transversal wave. The longitudinal mode has nothing to do with the absorption process, it is just giving the frequency of vanishing $\varepsilon_1$ its name. For frequencies above $\omega_L$ the transmittance is rising and the reflectance is decreasing.

From the formal functional form of $\varepsilon(\omega_L)$ depending on $\varepsilon(0)$, $\varepsilon_\infty$ and $\omega_T$

$$\varepsilon(\omega_L) = \varepsilon_\infty + [\varepsilon(0) - \varepsilon_\infty] \frac{\omega_0^2}{\omega_0^2 - \omega^2}$$

one can deduce the Lyddane-Sachs-Teller relation from $\varepsilon(\omega_L) = 0$. This equation relates the oscillator strength with the ratio of $\omega_L/\omega_0$.

In the above consideration we have excluded dispersion, i.e. the momentum of the excitations. This is justifiable by the steep dispersion of light which stays in the vicinity of $k = 0$ for optical frequencies. In a quantum-mechanical picture (the most appropriate) we would
Figure 1.3: The charge distribution of a longitudinal wave on the left is compared with a transversal wave on the right. Both waves propagate in \( z \) direction with the same wavelength \( \lambda \). The black lines indicate planes (perpendicular to \( z \)) of vanishing displacement of charges, separating layers of the thickness \( \lambda/2 \). The wavelength is assumed to be much larger than the unit cell of the crystal so that one may think of a homogeneous medium. This assumption is certainly fulfilled for optical wave lengths. The direction of the local dipole moment is shown by the green arrows. The difference between both waveforms is seen from the charge distribution of adjacent layers indicated by the orange frames. In the case of a transversal wave, the charge distribution in the adjacent layers support the formation of the dipole moment of the layer in between whereas for the longitudinal wave the formation is hindered by the electrical field of neighboring layers. This leads to a strong restriction for the eigenfrequency of the longitudinal mode. Since the net charge is zero no charges can be accumulated within the crystal it follows that macroscopic by \( dD = 0 \) (no external charges). From \( D = \varepsilon_0 \times E + P = \varepsilon(\omega) \times E \) it follows immediately that \( \varepsilon(\omega_L) \) has to be zero as the gradient of electrical field is clearly \( dE \neq 0 \). In short this tells us that the electrical field induced by the local displacement of charges has to be compensated by the field raised by the displacements of the rest of the crystal. This leads to a macroscopic dipole moment for the longitudinal wave since charges at the surface are not compensated.

not talk of forced oscillation describing the interaction of light with matter but of interaction of photons and phonons.\(^8\) These two particles will interact in general and will therefore loose their own identity in favor of a new mixed mode. This new mode is called polariton. The polariton dispersion as well as the dispersion of the corresponding unperturbed particles (photon and phonon) is shown in Fig. 1.4.

For photonic energies far below the phononic eigenmode the interaction does not matter a lot for photon and phonon since nearly no resonance occurs. This changes drastically

\(^8\)We will think of phonons in the following but any dipole-active eigenmode of the system would do as well.
Figure 1.4: The photon-phonon or polariton dispersion is shown by the solid black curve (two branches). The dotted lines give the linear photonic dispersion for $\omega \ll \omega_0$ and for $\omega \gg \omega_0$. The slope is determined by the value of the dielectric function far away from the resonance ($\omega = 0$ and $\omega \to \infty$). The frequency range between $\omega_0$ and $\omega_L$ indicated by the hatching is forbidden since in this range no eigenmode exists within the crystal.

around the resonance where the two modes are not distinguishable anymore. The branch of the former photon dispersion becomes the phonon branch and vice versa. So the resonance between the photon and the phonon can be seen as a kind of level repulsion avoiding the crossing of the two branches and hence the corresponding degeneracy.

The above statements were made only for the case of an ionic crystal. However, for metals the above considerations can be applied to the free charge carriers by assigning an eigenfrequency of $\omega_0 = 0$ to their oscillations. The electron gas (plasma) is playing the role of the negative ions. The corresponding longitudinal eigenfrequency $\omega_L$ of such an excitation is called plasma frequency. For this longitudinal oscillation of the electron gas within the crystal the corresponding quasiparticle is termed plasmon. Plasmons are not excited by transversal electromagnetic waves (in analogy to the polaritons) but can be observed by for instance inelastic electron energy loss spectroscopy (EELS).

1.2 Fourier spectroscopy

The importance of optical properties for understanding the physics of the solid state has motivated the experimentalists to measure them accurately. The dielectric function or the optical conductivity are hard to measure directly, the quantities one is able to observe in
Figure 1.5: Light can be reflected, transmitted or absorbed by a sample. The corresponding three quantities reflectance, transmittance, and absorption together equal unity.

As \( T + R + A = 1 \) with the absorption \( A \), we will get the latter immediately when measuring \( T \) and \( R \). From these two properties we will be able to calculate other optical property. In order to obtain the transmittance (reflectance) of the sample, it is necessary to compare the transmitted (reflected) amount of light with the amount that has hit the sample from the light source. So one always depends on a reference measurement to determine the proportion of transmittance (reflectance) as the quotient of the transmitted (reflected) light to the incoming intensity.\(^9\) The actual setup of switching between the reference and the sample is shown in Fig. 1.6.

A straightforward experimental setup for measuring \( T \) and \( R \) is shown in Fig. 1.7. Light coming from a source with a continuous spectrum is split up into its frequency components by a grid. A narrow frequency range is picked up by a slit, passes the sample and is measured by a detector. Repeating the measurement without the sample, one gets the amount of light of the particular frequency region in the spectrum of the source. The quotient of the intensity that got through the sample and the incident intensity is the transmittance at that frequency. This method has been used for decades. However, due to some disadvantages compared to a Fourier spectrometer it is more or less replaced by Fourier spectroscopy, especially in the infrared range.

The principle experimental setup of a Fourier spectrometer is shown in Figs. 1.8 and 1.9. The light passes through a Michelson interferometer before hitting the sample. The striking difference to the conventional setup is the absence of a monochromator. So there is no discrimination of the frequency before hitting the sample. Also the detector is not

---

\(^9\)In sophisticated experiments also other quantities are observed, e.g. by ellipsometry the ratio \( R_p/R_s \) (\( R_p \) reflectance of light polarized parallel to the plane of incidence, \( R_s \) reflectance of light polarized perpendicular to the plane of incidence) and the phase shift \( \theta \) of the reflected light are measured. From these two quantities other optical properties are obtained.

\(^{10}\)This is not the case for ellipsometry where no additional reference measurement is needed. Only for calibrating the system a reference sample with known optical properties has to be measured.
Figure 1.6: The position of the sample and of the reference can be switched rapidly at any temperature. Both are mounted on the same copper plate. The picture is taken from [56].

Sensitive to the wavelength of the incident light (in contrast to the human eye). It measures only intensities, i.e., the absorbed energy regardless of the single photon energies. Actually the discrimination between the different frequencies is done after the measurement. The trick is that during a measurement one of the mirrors of the interferometer is moving. Hence the length of the path for the bundle of light reflected at the moving mirror is varying in comparison to the one coming from the fixed mirror. By this the intensity of light of one wavelength is oscillating between constructive and destructive interference with a period that is determined by the mirror velocity and the wavelength. As the velocity of the mirror is the same for all wavelengths, the period of the oscillations is characteristic for the wavelength of the light. The intensity oscillations can be detected by a detector. For a constant mirror velocity the resulting intensity for light of one single wavelength will be a cosine measured as function of the mirror position.

In one scan of the mirror all wavelengths from the source are measured simultaneously.

Figure 1.7: The principle setup of a spectrometer using a monochromator. The light from the source is passing a grid first. Under a certain diffraction angle, a narrow frequency band with its maximum at that angle is selected by a slit. The beam is passing the sample and is detected by a detector $D$. 
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Figure 1.8: The principle components of a Fourier spectrometer. On the time scale relevant for the detector, the light from the source has constant amplitude, indicated by the orange line. After passing the interferometer, the amplitude depends on the difference $x$ (relative to the wavelength) of the paths the two beams have traveled before interfering. Upon moving one of the mirrors, the amplitude oscillates in time between constructive and destructive interference as indicated by the oscillating orange line. After passing the sample the intensity is measured by a detector $D$.

giving a superposition of all cosine terms from all frequencies contained in the spectrum of the source. The intensity as a function of the position of the mirror is called interferogram. An example of an interferogram is given in Fig. 1.10. The original spectrum is obtained by decomposing the interferogram into cosine terms. The coefficient obtained for one frequency indicates the amount of light with the corresponding frequency contributing to the spectrum. This decomposition is actually a Fourier transformation, from which the name of the method is derived from.

So far we have discussed the basic mode of operation of a Fourier spectrometer. However, there are more components which are essential for receiving the spectrum of the sample. First it is important to determine the way the mirror moves in order to find the correspondence between the frequency of the cosine terms and the actual wavelength of the light. This is done by measuring additionally the interferogram of a laser which is detected by a diode after passing the interferometer. The laser gives a well-defined cosine signal. Since the laser intensity is orders of magnitude stronger than the intensity of the light coming from the source, the signal obtained by the diode is not influenced by the light of the source. The signal detected by the diode is used to trigger the detector, so that a data point is collected whenever the mirror has moved by one laser wavelength. The laser wavelength is known with high accuracy of $1$ to $10^6$. Compared to the use of a monochromator, the advantages

---

11In between two minima of the diode signal the detector is triggered electronically, giving a higher density of data points. This is needed to measure a broader range of frequencies. With the density of data points acquired for a laser frequency $\omega_L$, only a frequency interval of width $\omega_L/2$ can be measured.
Figure 1.9: Sketch of the Bruker IFS 66 v/S. All results within this work were obtained with this spectrometer.

of Fourier spectroscopy in the infrared range are

- short measuring times due to the measurement of all frequencies simultaneously.
- the resolution depends only on the length of the interferogram. It can be increased by increasing the distance the mirror moves. Therefore no intensity of the signal is lost, i.e. the signal-to-noise ratio is independent of the resolution.
- due to the precise knowledge of the laser wavelength, Fourier spectroscopy has a very high accuracy in frequency.
- for the short measuring times all other parameters like for instance the temperature stay constant between measuring the sample and the reference.

Triggered by the laser interferogram, the spectrum consists of discrete data points. Therefore a discrete form of the Fourier transformation has to be used.

\[
S(k \cdot \Delta \nu) = \sum_{m=0}^{N-1} I(m \cdot \Delta x) \exp(i 2\pi km/N)
\]

In comparison with the continuous transformation
\[ S(\nu) = \int I(x) \cdot \exp(i2\pi\nu)dx \]

one finds a one-to-one correspondence by \( k \cdot \Delta \nu \equiv \nu \), \( m \cdot \Delta x \equiv x \), and regarding that the sum runs only over a finite range due to the finiteness of the interferogram.\(^\text{12}\) Performing the Fourier transformation one has to be careful since only the measured interferogram has unambiguous physical relevance. The resulting spectrum depends on some choices one has to make when applying the Fourier transformation. This ambiguity is due to the finite length of the interferogram, whereas the cosine function extends from \(-\infty\) to \(\infty\). The finite interferogram may therefore be regarded as an infinite interferogram times a function (apodisation function) that is identical 0 beyond the range of the measured interferogram. The Fourier transformation is also sensitive to this function, i.e. the result of the Fourier transformation is a convolution of the infinite interferogram (which would give the unaltered spectrum) and the apodisation function. However, this effect gets important only for rapid variation of the intensity within the spectrum, i.e. for very sharp lines (compared to the frequency resolution). Such features occur in spectra of for instance molecules. About the results presented in this work we do not have to worry.

Another point one has to keep in mind when applying the Fourier transformation is that the frequency range under investigation is at least as wide as the physical spectrum of the light source. Otherwise frequencies higher than the cut-off frequency are folded back, falsifying the resulting spectrum. It is also worth to note that the resolution of the spectrum corresponds to the length of the interferogram, and that the resolution of the interferogram determines the width of the spectral range obtained. This correspondence opens the opportunity to increase the density of points in the spectrum by adding zeros to the interferogram. However, this is not increasing the information but corresponds to a spline through the discrete spectrum. The final remark is about the occurrence of a phase \( \neq 0 \) of the cosine terms due to a deviation of the mirror symmetry of the measured interferogram at the white-light position. The asymmetry results form the discrete structure that is in general not centered exactly at the white-light position. This phase shift is corrected by taking the absolute value of the amplitude.

In conclusion, Fourier spectroscopy is an excellent tool for the investigation of optical properties of matter. It is fast and provides a very high accuracy. The commercially available spectrometer comes along with a software which makes the measuring procedure rather convenient and the results very satisfying.

1.3 Sample preparation

The method of optical spectroscopy needs planar surfaces of the crystals under investigation in order to give exact values for the measured (and the related) properties. Scattering at surface defects for instance will lead to an overestimation of the absorption. In the transmittance,
Figure 1.10: In the upper panel an interferogram is shown. The peaks (white-light position) correspond to the position for which both mirrors have equal distance to the beamsplitter. Two peaks occur because the mirror has been moved forward and backward, crossing the white-light position twice in one scan. In the lower panel the part between the dashed lines (in the upper panel) is plotted on an enlarged scale in order to show the detailed structure of the interferogram. The inset displays the fine structure of the interferogram away from the white-light peak. It has the same $x$ axis as the whole panel but is enlarged in $y$ direction.

This effect is increasing with decreasing thickness, i.e. decreasing total absorption within the sample. It is therefore important to prepare samples with a high planarity of the surface. For transmittance measurements it is also important to have two parallel surfaces in order to have a well defined thickness. The standard procedure for preparation of such a sample is grinding and polishing afterwards [55]. This has been done mechanically, using a commercial polishing machine. The results have been checked under a microscope. For a well polished surface there were no defects or surface roughness observed by a magnification of 64 times. An estimation of the surface roughness is provided by ellipsometry measurements where in modeling the data of LaMnO$_3$ the parameter for the surface roughness could be determined to be $< 3$ nm [33]. This procedure has been applied to all samples investigated within this work except TiOX which will be discussed later (see chapter 5).
Chapter 2

Orbital physics

In this chapter the state of the art of orbital physics is presented. It is divided into three parts. In the first part a summary of the basic ideas of the crystal-field theory is given. This is well established since the 1960’s. The second part treats more recent approaches for novel scenarios of collective orbital physics. In the third part we will discuss how orbital excitations ought to appear in the optical conductivity.

2.1 Local orbital physics

For electrons in a crystal there exist two limiting cases. Weakly bound electrons delocalize completely and can not any longer be assigned to a single site. These electrons are forming bands and they are best described by band-structure calculations. On the other side there are electronic states of core shells which are strongly bound deep in the potential of the nucleus. These electrons feel the crystalline environment only as a small perturbation which adds to the Hamiltonian of the free ion. Here we will consider the partially filled 3d shell. Band structure theory supposes that a partially filled 3d shell forms a conducting band. However, many transition-metal compounds turn out to be pretty good insulators. The insulating property originates in a comparably small bandwidth and a strong Coulomb repulsion. A double occupancy on one site is several eV higher than the ground state. This prevents the 3d electrons to leave their sites although there were unoccupied states available. This class of insulators is called Mott-Hubbard insulators. It is therefore justifiable to consider the transition-metal ions in a local limit and add the influence of crystalline environment only as an electrostatic potential at the metal site. Effects due to the interaction of adjacent metal sites are apparently neglected within this limit.

The electronic state within the 3d shell of a transition-metal ion in a crystal is characterized by its spin and orbital state. In a partially filled 3d shell the fivefold orbital degeneracy of a free ion is lifted by interaction with the crystal, yielding orbital multiplets of different energy. The most important interaction of the ion with the crystal that accounts for this splitting is the Coulomb potential present at the ion site. It originates from all other ions in the crystal. The other interaction we will take into account is the hybridization with the ligands. The splitting of orbital states gives rise to the possibility of transitions between
different states. These so-called orbital excitations have been observed in optical spectra for many decades and so far were successfully described by the local approach of crystal-field theory that we will consider in the following in detail. The method of crystal-field theory is also the approach behind the cluster calculation performed within this thesis.

2.1.1 Crystal-field theory

We will restrict ourselves to the case of an open 3\textit{d}-shell of a transition-metal ion in a crystal. Let us initially assume a crystal field of octahedral (or cubic) symmetry \textit{O} because it provides the predominant part of the crystalline field not only in the compounds investigated in this thesis but also in many other transition-metal oxides. The most simple case that may occur is that of one electron in the 3\textit{d} shell. In the free ion (no crystal around) the electronic state is fivefold orbitally and twofold spin degenerate due to the full rotational symmetry \textit{SO}(3).

So there are $5 \times 2 = 10$ degenerate states. These states are characterized by the eigenvalues of \textit{S} and \textit{L} since these are good quantum numbers (in a first approximation we neglect the spin-orbit coupling). Reducing now the symmetry from \textit{SO}(3) to \textit{O}, \textit{L} is no longer a constant of motion and one expects to lift the tenfold degeneracy at least partially. The degeneracy according to the spin will not be lifted except a magnetic field is applied which breaks the time-inversion symmetry.\footnote{For systems with an odd number of electrons there exists always a twofold spin degeneracy which is called Kramers doublet. The origin of this degeneracy lies in the time-inversion symmetry. Putting it in other words, the odd number of spins can not be coupled to \textit{S} = 0 and hence the spin states of (\textit{S}_z = \pm \frac{1}{2}) have the same energy if no magnetic field is present that breaks time-inversion symmetry.} The radial wave function is suppressed in the following since only the angular dependence is affected by the reduction of symmetry. Our task is to find the new eigenstates and the corresponding eigenvalues. The Hamiltonian of the free ion

$$H_0 = \frac{\nabla^2}{2m} + V(r)$$

(\textit{V(r)} accounts for the potential of the nucleus and electrons of the inner shells) is solved by the hydrogen wave functions. The potential aroused by all other ions of the crystal (the crystal field) \textit{V}_{\text{CF}} has to be added to \textit{H}_0,

$$H = H_0 + H_{\text{CF}}.$$

The crystal field represents only a small perturbation compared to the field of the nucleus and hence perturbation theory can be applied. The eigenfunctions of the unperturbed system are denoted by $|\psi\rangle$. They form a basis of the 10-dimensional Hilbert space of the free ion. Diagonalization of the matrix $(H_{ij}) = \langle \psi_i | V_{\text{CF}} | \psi_j \rangle$ yields the eigenvalues and eigenstates of the perturbed system. The new eigenstates are linear combinations of the 10 spin-orbital states. These states have to transform under operations of the octahedral group according to a representation of \textit{O}. It turns out that the representation of \textit{SO}(3) for \textit{L} = 2 splits into the representations \textit{E} + \textit{T}_2. We neglect the spin-orbit coupling here and discuss it later in this section. The degeneracy of the spin state is not affected and will be suppressed in the following. Since the rotational symmetry is nearly lost for a strong crystal-field splitting, the corresponding eigenfunctions are combinations of the angular momentum eigenfunctions to
Figure 2.1: On the left the lifting of degeneracy by reduction of the symmetry from full rotational to cubic is shown for a 3d$^1$ configuration. On the right the angular dependence of the basis functions $3z^2 - r^2$, $x^2 - y^2$ (red, $e_g$ symmetry) and $yz$, $zx$, $xy$ (blue, $t_{2g}$ symmetry) is displayed.

$m_L = 0$, i.e. standing waves without a complex phase. The angular dependence of the angular momentum eigenfunctions for $L = 2$ – the spherical harmonics – are denoted by $|l m_l⟩$.

$$u = |2 0⟩ = \frac{1}{3\sqrt{2}} \sqrt{\frac{5}{\pi}} (3z^2 - r^2)$$

$$v = \frac{1}{\sqrt{2}} (|2 2⟩ + |2 - 2⟩) = \frac{1}{3\sqrt{2}} \sqrt{\frac{15}{\pi}} (x^2 - y^2)$$

$$a = \frac{1}{\sqrt{2}} (|2 1⟩ + |2 - 1⟩) = \frac{1}{3\sqrt{2}} \sqrt{\frac{15}{\pi}} yz$$

$$b = \frac{1}{\sqrt{2}} (-|2 1⟩ + |2 - 1⟩) = \frac{1}{3\sqrt{2}} \sqrt{\frac{15}{\pi}} zx$$

$$c = \frac{i}{\sqrt{2}} (-|2 2⟩ + |2 - 2⟩) = \frac{1}{3\sqrt{2}} \sqrt{\frac{15}{\pi}} xy$$

These functions are referred to as $\{u, v, a, b, c\}$ or $\{3z^2 - r^2, x^2 - y^2, yz, zx, xy\}$, respectively. The first two belong to the $E_g$ and the other three to the $T_{2g}$ representation (the subscript $g$ gerade – german for even – indicates the behavior under inversion). The energy of the $E_g$ states are raised by an energy of $10Dq$ with respect to the $T_{2g}$ states, where the energy $Dq$ is given by $Dq = \langle 2 2 | V_{CF} | 2 2 \rangle$. Hence the parameter $10Dq$ represents the strength of the cubic crystal field. If the symmetry of the crystal field is lower than cubic, this leads to a further reduction of degeneracy. The results above are visualized in Fig. 2.1.
Two-electron wave functions

So far we were considering only one electron. This has the advantage that we are dealing with single-particle wave functions and we do not have to consider the Coulomb interaction between different electrons within the 3d-shell. Moreover, we were able to give the wave function in terms of spherical harmonics times a radial part which can be visualized easily. But for two or more electrons the wave functions are more complicated. There is an additional term in the Hamilton operator due to the repulsion of the electrons, and we are dealing with many-body wave functions for which it is not possible to draw a picture. The full Hamiltonian is then

\[ H = H_1 + H_2 + H' \]

\[ H' = \frac{1}{r_{12}} \]

where \( H_{1,2} \) are one-electron Hamilton operators as given above for the two electrons (1,2), \( H' \) is a two-electron operator that accounts for the Coulomb repulsion of the two electrons, and \( r_{12} \) is the distance between them. We will consider here only the minimal case where the Coulomb interaction has to be considered in order to keep things simple. I.e. two electrons are assumed to be accommodated in the 3d-shell.

First we have to find basis functions as starting point for the perturbation theory. It is convenient to choose the products of one-electron wave functions of the crystalline field derived above. We could also choose the terms for the free ion which are already diagonal in the Coulomb interaction and then treat the crystal field as a perturbation. This approach is valid if the crystal field is small (weak-field scheme). The way we will treat things here assumes a strong crystal field and is therefore called strong-field scheme. Nevertheless including the full interaction over all configurations, both ways will give the same results since the eigenbasis is independent of the basis we choose to start with. However, if one considers only a part of the Hamiltonian, i.e. a subspace, then both approaches will give different results since different subspaces are excluded. Back to the product of two of the one-electron functions.

The simple products like for instance \(|a⟩|b⟩ = |ab⟩\) lack antisymmetry under particle exchange which is required by the Pauli principle. To restore antisymmetry one builds the so called Slater determinant of the product.

\[ \Psi_{kl} = \frac{1}{\sqrt{2}} \begin{vmatrix} \phi_k(r_1, s_1) & \phi_l(r_1, s_1) \\ \phi_k(r_2, s_2) & \phi_l(r_2, s_2) \end{vmatrix} = \phi_k(r_1, s_1)\phi_l(r_2, s_2) - \phi_k(r_2, s_2)\phi_l(r_1, s_1) \equiv |φ_kφ_l| \]

Where \( r_1, r_2 \) are the spatial coordinates of the two electrons and \( s_1, s_2 \) denote the spin state, respectively. Because of the antisymmetry of the determinant under exchange of two columns we obtain the desired antisymmetric property

\[ |φ_kφ_l| = -|φ_lφ_k| \]

For sufficiently large octahedral crystal field (large \( 10Dq \)) the two electrons can be assumed to accommodate the \( t_{2g} \) and to avoid the \( e_g \) orbitals. So we can restrict ourselves in this case
to the subspace spanned by the products of the one-electron functions of $t_{2g}$ states. It has $15 = \binom{6}{2} = \binom{\text{number of spin orbitals}}{\text{number of electrons}}$ basis functions instead of $45 = \binom{10}{2}$ for all configurations. These 15 product wave functions transform according to the product $T_2 \times T_2$, which is not an irreducible representation of $O$. Reducing this representation one finds that it decomposes in:

$$T_2 \times T_2 = A_1 + E + T_1 + T_2$$

The sum of the dimensions of the representations accounts only for $1 + 2 + 3 + 3 = 9$ states but not for 15 states. The spin degeneracy $S = 0, 1$ is fourfold (singlet and triplet) and has to be considered, too. But this creates a lot more than 15, namely $9 \times 4 = 36$ states, since in principle all combinations of spin and orbital degeneracy are allowed to occur. So how do we get 15 states out of these? Actually it turns out that the Slater determinants differ substantially from the simple product of one-electron wave functions. The important difference is that due to the antisymmetry of the Slater determinants they are vanishing completely for certain combinations of spin and orbital multiplets. For example the product of $S = 0$ and $T_1$ is completely vanishing. By this property we find only 15 spin-orbitals that are non vanishing. In order to find a basis for which the decomposition is realized we have to transform the old basis by a matrix built from generalized Clebsch-Gordon coefficients. This is exactly the matrix which provides the reduction of the representation of $T_2 \times T_2$ into its irreducible components.

Now that we have found the basis functions for the problem, we may turn towards the task of including the Coulomb interaction between the two electrons. Like for including the crystal field we will treat the Coulomb interaction as a perturbation of the system. Therefore we have to calculate matrix elements of the form

$$\langle \Psi_i | \frac{1}{r_{12}} | \Psi_j \rangle$$

where $\Psi_i$ is one of the basis functions, and $\frac{1}{r_{12}}$ corresponds to the perturbation term $H'$ of the Hamiltonian. These matrix elements give many parameters especially if one wishes to include $e_g$ states, too [1]. Symmetry properties are helpful to reduce the number of parameters but finally there are as many as 10 different two-electron integrals left. This number is reduced further by assuming that the wave function is of similar shape as the $d$-orbitals. The radial part of the wave function might be different, actually the radius is reduced in the crystalline environment. Assuming these changes to be small we are able to reduce the number of parameters further. By using the so called Slater integrals $F_k(dd)$ the ten parameters can be reduced to three. These are the so called Racah parameters $A, B, C$ which are connected to the Slater integrals by:

$$A = F_0 - 49F_4$$
$$B = F_2 - 5F_4$$
$$C = 35F_4$$

The restriction to the $T_2 \times T_2$ is not exact in two ways. First spin-orbit coupling does not care about the octahedral symmetry at all and will therefore mix $e_g$ states into the ground state. Second the $e_g$ states are separated by $10Dq$ which is assumed to be large but certainly not infinite, so a small admixture of $e_g$ states into the ground state is expected.
Figure 2.2: Tanabe-Sugano diagram for 3\textit{d}^{2} configuration. On the left for \(Dq = 0\) the splitting due to Coulomb interaction in a free ion is given (labeled by terms). With rising cubic crystal field the terms split up into levels transforming according to an irreducible representation of the octahedral group labeled on the right. The ground state always refers to the \(x\)-axis.

The parameter \(A\) just accounts for a constant shift of all energies and is hence unimportant for the relative energy positions observed in spectroscopy. The ratio of the parameters \(B\) and \(C\) is nearly constant for transition-metal ions. So in conclusion we are able to give a good (not exact) estimation of the energetic sequence of states as a function of only one parameter: the ratio of the crystal-field strength and the Coulomb interaction \((Dq/B)\). The diagrams that are obtained if the energy of the eigenstates is plotted versus \(Dq/B\) are called Tanabe-Sugano diagrams [1]. The one for a 3\textit{d}^{2} system in octahedral symmetry is given in Fig. 2.2.

For three and more electrons the wave functions are obtained by successively adding one electron. The product of the already constructed many-electron \((n-1)\) wave function and the one-electron wave function still has to be made antisymmetric with respect to the exchange of the added electron with the others. This is again done by building the Slater determinant of all single-electron wave functions. For instance for three electrons it looks like:

\[
\Psi_{klm} = \frac{1}{\sqrt{2}} \begin{vmatrix}
\phi_k(r_1,s_1) & \phi_l(r_1,s_1) & \phi_m(r_1,s_1) \\
\phi_k(r_2,s_2) & \phi_l(r_2,s_2) & \phi_m(r_2,s_2) \\
\phi_k(r_3,s_3) & \phi_l(r_3,s_3) & \phi_m(r_3,s_3)
\end{vmatrix} = |\phi_k\phi_l\phi_m|
\]
In order to find the correct multiplets one has to reduce the product of already obtained many-electron wave functions with the single-electron wavefunction (as it was done in the case of two electrons). For example the wavefunctions of three electrons within the $t_{2g}$-orbitals transform according to the product $T_2 \times T_2 \times T_2$. This decomposes to

$$T_2 \times (T_2 \times T_2) = T_2 \times (A_1 + E + T_1 + T_2) = T_2 \times A_1 + T_2 \times E + T_2 \times T_1 + T_2 \times T_2$$

$$= T_2 + T_1 + T_2 + A_2 + E + T_1 + T_2 + A_1 + E + T_1 + T_2$$

As it is seen from this reduction, one representation may occur several times. This gives rise to several eigenspaces that transform according to the same representation but have different eigenvalues.

Symmetry lower than cubic

In many transition-metal compounds the cubic crystal field is only a rough approximation and the actual symmetry turns out to be lower than cubic. This is especially the case for Jahn-Teller active ions (see below). However, slightly shifting the ligand ions from the positions in cubic symmetry will not turn the energy levels upside down but will introduce a further splitting of degenerate states as seen for instance from Fig. 2.1. The new levels have to transform according to one of the irreducible representations of this point group, hence they will have usually lower degeneracy.

Covalency and molecular-orbital theory

Up to here we have developed a theory that considers the crystal as the origin of an electrostatic potential added to the free-ion Hamiltonian. This purely ionic approach in general does not give satisfying results. The reason for the discrepancy of theoretical and experimental results is that the bonds in the crystal are not purely ionic but exhibit also covalent character. In other words the electrons occupy molecular orbitals, not atomic ones. The molecular orbitals are one-electron wave functions spread over a molecular complex that includes the transition-metal ion and the surrounding ligands. Since the overlap of the wave functions of different ions is comparably small for $3d$ orbitals, the molecular wave functions are expected to be approximately the atomic wave functions near the ion site. Thus the predominant contribution to the potential near one ion is arising from its nucleus, and it is reasonable to assume the molecular wave functions to be linear combinations of atomic orbitals of the respective ions within the complex. This approach is called molecular-orbital theory. In the following the basic idea behind the molecular-orbital theory is pointed out.

Assume a transition-metal ion in octahedral symmetry that is surrounded by six oxygen ligand ions at the corners of an octahedron. If the oxygen ions are sufficiently far away we can assume a purely ionic model. As the metal-oxygen distance decreases, the wave functions will overlap. This means that the electrons of different ions start to interact. But whenever there is an interaction between two systems, the combined system will reorganize to a state lower in energy. This happens schematically in the following way. Consider for example only
two states with the energies $\varepsilon_1$ and $\varepsilon_2$. Without interaction the Hamiltonian $H$ is simply given by

$$H = \begin{pmatrix} \varepsilon_1 & 0 \\ 0 & \varepsilon_2 \end{pmatrix}, \quad H' = \begin{pmatrix} \varepsilon_1 & \delta \\ \delta & \varepsilon_2 \end{pmatrix}.$$  

Including an interaction the off-diagonal elements will become different from zero. Diagonalizing the Hamiltonian $H'$ that includes the interaction one gets new eigenstates as a linear combination of the old ones. The eigenvalues will be shifted: the one raised in energy is called antibonding, the other one lowered in energy is called bonding. This actually will happen also to free-ion states within the complex. Since the $d$-orbitals are higher in energy than the oxygen $p$-states, the metal $d$-states will be raised and the oxygen $p$-states will be lowered. This will affect the $t_{2g}$ states less because they have less overlap with the oxygen $p$ orbitals. The $e_g$ states will be raised further due to there larger overlap. This enhances the pure crystal-field splitting $10Dq$ (see Fig. 2.3).

**Spin-orbit coupling**

The crystal field and the covalency provide the gross structure of the energy levels. But there is another term that has to be considered in the Hamiltonian, namely the spin-orbit coupling. It accounts in particular for lifting the spin degeneracy which is preserved under the action of the crystal field. (The Kramers degeneracy for systems with an odd number of electrons is not concerned, it persists until an internal or external magnetic field is applied.)
The spin-orbit coupling has its origin in the relativistic theory, and in the case of a single electron in an atom it is derived as

$$H_{SO} = \xi \mathbf{l} \cdot \mathbf{s}$$

where the coupling constant $\xi$ is obtained as

$$\xi(r) = -\frac{e\hbar^2}{2m_e^2c^2} \frac{1}{r} \frac{dU(r)}{dr}$$

with the spherical potential $U(r)$ for the electron. Classically it may be viewed as the interaction of the magnetic moment of the electron spin with the magnetic field induced by the motion of the nucleus around the electron: the nucleus is seen from the coordinate system fixed on the electron.

### 2.1.2 Jahn-Teller interaction

As already mentioned, the five $3d$ orbitals ($L = 2$) of a free transition-metal ion are degenerate due to the full rotational symmetry, i.e. the angular momentum $L$ is a constant of motion and it therefore commutes with the Hamiltonian. In a crystalline environment this fivefold degeneracy will be removed at least partially since the symmetry is drastically lowered from full $SO(3)$ to the point group of the crystal. The point group with the highest symmetry that may occur in three-dimensional space permitting also translational symmetry is the octahedral group $O$. The fivefold degeneracy is reduced to a twofold and a threefold one of the $e_g$ and $t_{2g}$ states, respectively. Depending on the number of electrons and their spin, the $e_g$ doublet or the $t_{2g}$ triplet can be occupied partially and the system remains orbitally degenerate. The Jahn-Teller theorem [108] states that such an orbital degeneracy will always be removed by interaction with the lattice. Its statement is a rather general one and not restricted to $3d$ states but accounts for all degenerate electron ground states of ions in crystals or molecules. The only exceptions are linear molecules or chains and the so called Kramers degeneracy. An ion in a crystal with a degeneracy of the electronic state different from these exceptions is called Jahn-Teller active. For instance in octahedral symmetry a groundstate of a $3d$ shell with 1, 2, 4 or 5 electrons in the $t_{2g}$ orbitals or with 1 or 3 electrons in the $e_g$ orbitals is orbitally degenerate and therefore Jahn-Teller active.

For the purpose of clarity let us first consider the Jahn-Teller effect for an isolated Jahn-Teller active impurity in a host lattice. It is assumed to be surrounded by ligand ions (for example O$^{2-}$ or Cl$^{1-}$) on the corners of an octahedron placed in a host lattice of cubic symmetry. Like for example ruby where chromium ions are substituted into a cubic $Al_2O_3$ host lattice giving it its deep red color. The Jahn-Teller theorem states that the orbital degeneracy is unstable with respect to a distortion which lowers the symmetry. In the following we will consider an ion that exhibits a twofold degeneracy within the $e_g$ orbitals if there were no distortion present (e.g. a Mn$^{3+}$ ion with $3d^4$ configuration in the $S = 2$ high-spin state). Lowering the symmetry by a local deformation of the lattice will cause a splitting of the degenerate energy levels. The lowered $e_g$ level will be occupied whereas the raised one will remain vacant (see Fig. 2.4). Since the deformation costs elastic energy, there will be only a small deviation $Q$ of the ligand ions from their position in the undistorted case. Certainly
not any arbitrary kind of distortion will be effective to lift the degeneracy. From the theory of lattice vibrations it is know that any distortion can be written as a linear combination of phonon modes. These phonon modes provide a basis set for all possible deformations of the lattice. It is convenient to choose a basis of eigenvectors of the dynamical matrix, i.e. one of eigenmodes (eigenstates) of the system. For the whole crystal the determination of the eigenmodes is by no means simple. But since we are examining only the local environment of the transition-metal ion, we will consider also only local distortions, the deformation of the surrounding octahedron built up from the six ligand ions. For this cluster of 7 ions there exist $3 \times 7 - 3 - 3 = 15$ linearly independent distortion modes (3 translational and 3 rotational degrees are substracted). Of these 15 modes there are two modes that account for a Jahn-Teller distortion, i.e. an energy splitting within the two $e_g$ orbitals. These modes called $q_2$ and $q_3$ are shown in Fig. 2.5. Every relevant distortion $Q$ has to be a linear combination of the two phonons $q_2$ and $q_3$. The space of the distortion is a plane spanned by the orthogonal vectors $q_2$ and $q_3$. Any point in this space corresponds to an appropriate distortion and it is

Figure 2.5: Jahn-Teller active distortion modes of a MO$_6$ cluster. On the left the $q_3$ mode is shown and on the right the $q_2$ mode. The arrows give the direction in which the ligand ions move (blue: inwards, red: out).
Figure 2.6: For a small lattice distortion $Q$ the elastic energy (red) is increasing quadratically in $Q$ (harmonic approximation). The electronic energy gain due to a lower Coulomb repulsion is linear in $Q$ (blue). The total energy (in green) exhibits therefore a minimum at a certain distortion $Q_0$.

expressed in polar coordinates as

$$Q = \rho(\cos(\phi)q_3 + \sin(\phi)q_2)$$

Now we look at the energy balance which is illustrated in Fig. 2.6. The energy shift of the two orbitals induced by a distortion of amplitude $\rho$ is given by

$$E(\rho) = \frac{C}{2} \rho^2 - g\rho$$

The first term accounts for the elastic energy due to the lattice deformation which is quadratic for small $\rho$ (harmonic approximation). The constant $C$ is the elastic modulus. The second term accounts for the energy in the electronic system. In contrast to the lattice the electronic state on its own is not in an equilibrium, thus the linear term is not vanishing here. The constant $g$ accounts for the interaction of the electronic system with the lattice (electron-phonon coupling). Minimizing $E(\rho)$ leads to a value for the distortion $\rho = g/C$ with the corresponding energy

$$E_{JT} = -\frac{g^2}{2C}.$$  

This gives the total energy gain in the distorted state. However, it does not determine the actual form of the distortion, i.e. it does not provide any information about the linear combination of the two phonon modes $q_2$ and $q_3$ that will actually occur (the angle $\phi$ is not determined). For the following consideration it is convenient to rewrite the orbital state by introduction of a pseudo spin $T$. The ground state of the undistorted system is given by any normalized linear combination of the two $e_g$ orbitals

$$|\psi\rangle = \cos(\theta/2)|3z^2 - r^2\rangle + \sin(\theta/2)|x^2 - y^2\rangle.$$
Figure 2.7: Different orbitals are shown as linear combinations in the pseudo-spin $T_x, T_z$ plane. The $e_g$ orbitals show a threefold rotational symmetry axis ($S(3)$ symmetry, see Appendix B).

The orbitals resulting for different values of $\theta$ are shown in Fig. 2.7. Completely analogue to the spin case ($S = \frac{1}{2}$) one is able to define an operator $T$

$$T = (T_x, T_y, T_z).$$

Its components are hence given by the Pauli matrices:

$$\frac{1}{2} T_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \frac{1}{2} T_y = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix} \quad \frac{1}{2} T_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

These matrices operate on the two-dimensional space spanned by $\{|3z^2-r^2\rangle, |x^2-y^2\rangle\}$. Since $T_y$ gives complex wave functions which is in principle allowed but usually not considered [4], we will take only $T_x$ and $T_z$ into account. Actually there is a more descriptive way to view these operators than the analogy to the spin. The operator $T_z$ is measuring the difference between the occupancy of the orbitals, i.e. it gives extremal value if only one orbital is occupied ($\theta = 0$ or $\theta = \pi$). On the other hand $T_x$ is measuring the mixing of the two orbitals, i.e. it is extremal when both orbitals contribute equally to the ground state ($\theta = \pi/2$ or $= 3\pi/2$). Depending on the electronic state it is easy to predict the distortion. If the $|3z^2-r^2\rangle$ orbital is occupied the $q_3$ mode will be lowest in energy, and if $|x^2-y^2\rangle$ is occupied then $-q_3$ is favorable. Equivalently, the $q_2$ mode is lowest in energy if not $T_z$ but $T_x$ is extremal. Rewriting the local energy in terms of the operators $T_x$ and $T_z$ we find [86]

$$E = \frac{C}{2}(q_3^2 + q_2^2) - g(q_2 T_x + q_3 T_z).$$

It is clear that the contribution of the elastic energy is completely independent of the linear combination of $q_2$ and $q_3$, i.e. of $\phi$. The second term is responsible for the energy gain. The maximum energy gain for constant values of $q_2^2 + q_3^2$ and $T_x^2 + T_z^2$ is achieved if the vectors
Figure 2.8: The “mexican hat”: The $xy$ plane is spanned by the two phonon modes $q_2$ and $q_3$. Using polar coordinates the energy $E$ is only a function of the radius $E(\rho)$.

$Q = (q_2, q_3)$ and $T = (T_x, T_z)$ are parallel, i.e. the angles $\phi$ and $\theta$ are equal. These two degrees of freedom in $\phi$ and $\theta$ are therefore reduced to one by the electron-phonon coupling. This means that for every distortion $\phi$ there is exactly one orbital state $\theta$ lowest in energy and vice versa. But all of these states of a certain orbital occupancy $\theta$ accompanied by the corresponding distortion $\phi$ are still degenerate ($E_{JT} = -\frac{g^2}{2C}$) within the approximations we made above. This can be visualized by the energy dependence of the distortions, the so called “mexican hat” shown in Fig. 2.8. This degeneracy is lifted only by taking terms of higher order into account, i.e. anharmonicity. Doing so it turns out that there are three minima that correspond to a distortion of $q_3$ type along the $x$, $y$ and $z$ axis, respectively. This threefold degeneracy remains for an isolated octahedron since the three minima correspond to an elongation (or compression, depending on parameters) along the $x$, $y$, or $z$ axis, respectively, which obviously are equivalent.

For an isolated impurity the existence of three degenerate ground states opens the opportunity for the system to tunnel between them. If the probability for tunneling is high, i.e. the potential threshold between the degenerate ground states is small, the fluctuation will be fast. This case is called dynamical Jahn-Teller effect. In contrast, the case of only small tunneling probability is called static Jahn-Teller effect [86]. Anyway it depends on the time scale of the experimental method whether one will see fluctuations or static distortions.

\[3\] The constancy of $|T|$ follows from the normalization of the wave function, whereas $|Q| = Q_0$ is fixed as seen from Fig. 2.6.
So far we have regarded a single octahedron which is a situation that is realized only for a small number of impurities in a host lattice. However, by increasing the concentration of impurities the distortions will start to interact. At least if there are impurities on adjacent sites there will be an interaction, since elongation of the metal-ligand bond length on one site corresponds to a compression on the other site and vice versa. In particular for a lattice where each metal site is occupied by a Jahn-Teller active ion this will lead to cooperative phenomena which will be discussed in the next section.

2.2 Collective orbital physics

The interaction between ions in a crystal with orbital degeneracy will lead to collective phenomena which lift this degeneracy. There are different mechanisms that are capable to do so. One is the Jahn-Teller (or electron-phonon coupling) interaction that has already been discussed for a single impurity. The other interaction of importance is the coupling of the electronic states via the so called superexchange. It provides another way for lifting the degeneracy and is addressed below.  

The superexchange involves also the spin degree of freedom. It turns out that the theoretical treatment is difficult since the spin, orbital, and lattice degrees of freedom have to be considered for a complete description of orbitally degenerate systems. Solving the resulting Hamiltonian has not been achieved [4]. However, parts of the Hamiltonian can be solved separately, i.e. one is able to make predictions only for limited cases. For dominating superexchange, novel kinds of ground states with novel elementary excitations have been predicted [38, 39]. Among these are an orbitally ordered state that exhibits new dispersive elementary excitations (e.g. LaMnO$_3$ [45, 106]), an orbital liquid state (e.g. LaTiO$_3$ [34]), and an orbital Peierls state (YVO$_3$ [43, 6]). This variety of fascinating novel scenarios makes orbital physics one of the hot topics in solid state physics that is rapidly developing.

In the following we will first focus on the theoretical description of both the collective Jahn-Teller effect and the superexchange for a system with $e_g$ degeneracy. The more complicated case of a degeneracy within the $t_{2g}$ orbitals will be treated in a separate section.

2.2.1 Orbital order: the collective Jahn-Teller effect

We start from a cubic perovskite structure ABO$_3$. For a given distortion of an octahedron of negatively charged ligands, the electron density will increase towards ligands that moved further away and decrease towards ligands that came closer (as stated above). Actually this minimizes the energy of the system. A distortion of $q_3$ ($q_2$) type corresponds to an eigenstate of $T_z$ ($T_x$). Since the interaction is along the bonds we are interested in the orbitals pointing along the crystallographic (bond) direction. Therefore we form from the two orbital operators ($T_x, T_z$) a set of three operators (which are not any longer linearly independent) for which the electron density is extended along the bond directions. These three operators correspond

\[ T_x, T_y, T_z \]

In principle the quadrupole-quadrupole interaction which originates in the quadrupole charge distribution of the different orbitals is another one. The electron on one site will feel via direct Coulomb interaction which $d$-orbital is occupied on the neighboring site. However, the quadrupole-quadrupole interaction is rather weak and therefore this interaction is negligible.
obviously to a projection onto the orbitals \((|3x^2 - r^2\rangle; |y^2 - z^2\rangle), \((|3y^2 - r^2\rangle; |z^2 - x^2\rangle)\) and \((|3z^2 - r^2\rangle; |x^2 - y^2\rangle)\). From Fig. 2.7 one can easily see the linear combinations of \(T_z\) and \(T_x\) that give the new operators which are denoted by \(\tau^a\), \(\tau^b\) and \(\tau^c\):

\[
\begin{align*}
\tau^a &= -\frac{1}{2}T_z - \frac{\sqrt{3}}{2}T_x \\
\tau^b &= -\frac{1}{2}T_z + \frac{\sqrt{3}}{2}T_x \\
\tau^c &= T_z
\end{align*}
\]

In the same way we may introduce distortions which are orientated along the bonds denoted by \(q^a\), \(q^b\) and \(q^c\). The corresponding phonon modes are obtained from \(q_2\) and \(q_3\) by the same linear combinations as in the orbital case:

\[
\begin{align*}
q^a &= -\frac{1}{2}q_3 - \frac{\sqrt{3}}{2}q_2 \\
q^b &= -\frac{1}{2}q_3 + \frac{\sqrt{3}}{2}q_2 \\
q^c &= q_3
\end{align*}
\]

With these new definitions we turn back to the collective Jahn-Teller effect. If in a crystal of corner-sharing octahedra one octahedron is elongated along for instance the \(c\)-direction, the total energy is lowered if the neighboring octahedron in \(c\)-direction is compressed along \(c\) and vice versa. The distortions on neighboring sites lower the energy if they have opposite sign. At each site \(r\) the distortion is given as a vector \(Q\) that is a linear combination of \(q^a\) and \(q^b\) and therefore also a linear combination of \(q^a\), \(q^b\), and \(q^c\). The modulus \(|Q|\) is constant as seen from Fig. 2.6 and Fig. 2.8, and therefore \(Q\) is assumed to be of unit length. So the Hamiltonian for \(e_g\) orbitals on a cubic lattice with corner-sharing octahedra that accounts for the interaction of phonons is given by

\[
H = \omega_1 \sum_r q^a_{r} q^a_{r+\hat{e}_a} + q^b_{r} q^b_{r+\hat{e}_b} + q^c_{r} q^c_{r+\hat{e}_c}
\]

where \(\hat{e}_{a,b,c}\) are unit vectors along the crystallographic axes, and \(\omega_1\) is the constant for the nearest-neighbor coupling of the phonons. The operators \(q^i_r\) are phonon annihilation operators, the term \(q^i_{r} q^i_{r+\hat{e}_j}\) thus counts whether the same local mode is excited on adjacent sites. For clarity the situation is shown in Fig. 2.9.

This term will obviously lead to orbitally ordered states on its own. Due to the additional interaction of orbitals based on the superexchange, there is another term that also may account for the occurrence of orbital order. Before deriving this term let us first discuss briefly the superexchange interaction itself.

### 2.2.2 Superexchange interaction between orbitals

Superexchange provides a rather effective indirect exchange interaction in Mott-Hubbard insulators where the direct overlap is negligible due to the relative large distance (> 4Å) between neighboring metal ions. In contrast to the Jahn-Teller coupling for which direct Coulomb interaction is responsible, the superexchange is due to a gain in virtual kinetic energy of the electrons. This increase is achieved by hopping of electrons between neighboring

\footnote{A more or less localized electron will not be in a momentum eigenstate but in a superposition of a broad band of momentum eigenstates. As stated by the uncertainty principle, \(\Delta x \Delta p \geq \hbar\). A large momentum
Figure 2.9: Two neighboring $\text{O}^{2-}$ octahedra that are both centered by a Jahn-Teller active metal ion ($\text{M}$). The M-O bonds within one octahedron differ due to a Jahn-Teller distortion (tetragonal elongation depicted here). Longer bonds are shown in red, shorter bonds in blue. It is clear that a long bond on the left side has to point towards a short bond of the octahedron on the right in order to minimize the strain within the crystal.

metal sites. Since the probability of the hopping depends strongly on both the spin and the orbital occupancy on the engaged sites, the superexchange couples the spin state and the orbital state. The hopping involves the $p$ orbitals of the ligand anions between the metal sites. However, in a Mott-Hubbard insulator the electrons feel the strong Coulomb repulsion $U$ in case of double occupancy, and hence the electrons will hop only virtually. A large value of $U$ will decrease the superexchange and hence also the energy gain. In contrast a large overlap with the ligand $p$ orbitals will increases the hopping probability and therefore also the energy gain. The effective transition integral to the ligand $p$ orbital is denoted by $t$. The mechanism is shown in Fig. 2.10 for the case of two holes distributed on two adjacent metal sites, for which only the $3z^2 - r^2$ orbitals are taken into account (no orbital degeneracy on the metal sites).

For parallel spins the Pauli principle forbids the hopping and hence the total energy will not be decreased. For antiparallel spins the energy gain is determined in leading order to be $\frac{4t^2}{U}$. In this situation antiferromagnetism is strongly preferred. If on the other hand the electrons on the two sites occupy orthogonal orbitals, the Pauli principle allows the hopping to the empty orbital for both spin directions. The resulting energy for the different configurations is shown in Fig. 2.11. For parallel spins the Coulomb repulsion energy $U$ is reduced by Hund’s rule coupling $J_H$ to $(U - 3J_H)$ [86]. This favors ferromagnetism. But since $J_H$ is about one order of magnitude smaller than $U$, the difference between the corresponds to a large kinetic energy. A more narrow band of momentum eigenfunctions (i.e. smaller $\Delta p$) can be achieved by increasing the uncertainty $\Delta x$ of the spatial wavefunction. In total this reduces the virtual kinetic energy (“virtual” in the sense that it does not correspond to an actual movement in space).
Figure 2.10: Example for the superexchange between two Cu$^{2+}$ ions ($t_2^6$, $e_g^3$) linked by an O$^{2-}$ ion (Cu-O-Cu bond). The two 3z$^2$−r$^2$ orbitals (green) are each occupied by one electron represented by its spin (red arrow). Holes are indicated by light red arrows. The hopping of electrons is symbolized by curved arrows. Each hopping process (Cu−O and O−Cu) has the hopping amplitude $t$. In the upper part the electronic state with one electron on each copper site is depicted. Double occupancy occurs if one electron hops from the oxygen to e.g. the copper ion on the right and in the same process the hole on the oxygen is refilled by the electron from the left copper site. On the copper ion on the right, the state with double occupancy is higher in energy by the Coulomb repulsion $U$.

hopping processes for different spin states is small compared to the situation of hopping to the same orbital described above. Hence the ferromagnetic coupling is weak. These arguments basically explain the Goodenough-Kanamori-Anderson rules [87, 86]. The general features of these rules may be summarized as follows:

- If half-filled orbitals overlap at adjacent sites, the exchange is antiferromagnetic and comparatively strong.

- If a vacant orbital and a filled orbital overlap, the exchange is ferromagnetic and weaker.

These rules are significantly more detailed in their complete formulation [87]. In particular the angle of the bond along which the exchange occurs turns out to be important. In our case of a cubic lattice a bond angle of 180 degree is realized.
Figure 2.11: The energy of double occupation within the $e_g$ orbitals on the same site derived for a free atom [86]. Three states of different energy exist. On the left: the two electrons occupy the same orbital ($S = 0$ is required by the Pauli principle). In the middle: different orbitals are occupied with $S = 0$. On the right: different orbitals are occupied with $S = 1$. Of course this is only a sketch, the total wave function has to be antisymmetric. According to Hunds rule the high-spin state is lowest in energy. However, a strong crystal-field splitting may give an additional energy that changes this order of states for an ion in a crystal.

2.2.3 Orbital order in $e_g$ systems

So far we have considered the superexchange for a non-degenerate ground state, i.e. we know which orbitals are occupied and which are empty and we can apply the Goodenough-Kanamori-Anderson rules. However, for an orbitally degenerate ground state this is not the case anymore. The superexchange coupling constant $J$ depends on the orbitals that are occupied on adjacent sites. In the case of $e_g$ orbitals this is illustrated in Fig. 2.12. One can state that the exchange interaction is similar to the Jahn-Teller interaction in the sense that it couples the orbital occupation of neighboring sites. It is often not possible to decide form the orbital order pattern which of the two mechanisms is dominating if both prefer the same ordering of orbitals. For instance in LaMnO$_3$ both the Jahn-Teller interaction and the exchange interaction prefer an orbital order pattern where an occupied orbital points towards a vacant orbital on the adjacent site [86, 4]. It is therefore clear that the exchange interaction may also lead to orbitally ordered ground states, just as the interaction of the orbitals via lattice distortions does. Note that also a superexchange-driven orbital order will be accompanied by lattice distortions, i.e. the lattice will relax for a given orbital occupation.

For systems where the orbital order sets in at temperatures far above the spin ordering, it is justifiable to consider only orbital and lattice degrees of freedom. The full Hamiltonian $H$ for the twofold degenerate $e_g$ orbitals on a cubic lattice that considers the orbital state and phonons may be divided into three parts [106, 4].

$$H = H_{orb} + H_{ph} + H_{e-p}$$

One part accounts for the superexchange interaction of orbitals $H_{orb}$, phonons are not involved here. Another term, the electron-phonon coupling $H_{e-p}$, describes the coupling of the orbital state to phonons like discussed for the local Jahn-Teller interaction. The third part $H_{ph}$ gives
Figure 2.12: Four possible configurations for the exchange of $e_g$ electrons along a bond in $z$ direction on a cubic lattice. Hopping is possible only from the $3z^2 - r^2$ orbital. On the left the $3z^2 - r^2$ is occupied on each site (1,2). In this case the exchange is antiferromagnetic. The two configurations in the middle (the $3z^2 - r^2$ occupied on one site and the $x^2 - y^2$ on the other site) are equivalent. Here the exchange is ferromagnetic because the energy for double occupancy is lower in the ferromagnetic case (see Fig. 2.11). In the case on the right hopping is not possible. Therefore the exchange-coupling constant vanishes and the energy gain due to exchange is zero. In e.g. the manganites, one has to take into account also the coupling to the spins that occupy the $t_{2g}$ orbitals (Hund’s rule).

the energy of the phonons and the interaction between them. Let us collect now what has been derived above. The phonon part is of the form [106, 4]

$$H_{ph} = \omega_0 \sum_r (q^\dagger_{2r} q_{2r} + q^\dagger_{3r} q_{3r}) + \omega_1 \sum_r (q^a_{r+\hat{e}_a} q^a_{r} + q^b_{r+\hat{e}_b} q^b_{r} + q^c_{r+\hat{e}_c} q^c_{r}).$$

Here $\omega_0$ is the local phonon energy and $\omega_1$ is the coupling constant between phonons excited on adjacent sites. The sum runs over all sites $r$, and $q^\dagger$ ($q$) is a phonon creation (annihilation) operator. The orbital part is given analogous to the interaction of phonons but with a different coupling constant $J$. The value of $J$ depends on the strength of the superexchange interaction. The orbital operators $T_x$ and $T_z$ correspond to the phonons $q_2$ and $q_3$ on each site, i.e. the vectors $\mathbf{T}$ and $\mathbf{Q}$ are parallel (see section 2.1.2). So one has the freedom of choice to use either $T_x$ and $T_z$ or $q_2$ and $q_3$. For clarity we will choose the pair of orbital operators $T_x$ and $T_z$ (or the linearly dependent set of operators along the bonds $\tau_a$, $\tau_b$, $\tau_c$). The orbital Hamiltonian has the simple form [4]

$$H_{orb} = J \sum_r \tau_a^a \tau_{r+\hat{e}_a} + \tau_b^b \tau_{r+\hat{e}_b} + \tau_c^c \tau_{r+\hat{e}_c}.$$

The term which corresponds to the $\omega_0$ term in $H_{ph}$ vanishes since we start from degenerate orbitals, i.e. in cubic symmetry a local orbital flip is assumed to cost no energy. The on-site electron-phonon interaction has already been mentioned in the discussion of the local Jahn-Teller effect [106],

$$H_{e-p} = g \sum_r T_{2r} q_{2r} + T_{3r} q_{3r}.$$

The magnitude of the coupling constant $g$ will turn out to be crucial for the character of orbital excitations (see below).
At this point we want to discuss the orbital order pattern that is produced by the Hamilton operator given above. It is clear from our considerations that occupied orbitals will avoid pointing towards each other since this costs lattice energy ($\omega_1 > 0$) and at the same time it costs superexchange energy ($J > 0$). The resulting orbital order is shown in Fig. 2.13 [4].

However, the orbital order observed by experiment in LaMnO$_3$ differs from the calculated one [166]. It seems that in the real crystal the occupation of the $x^2 - y^2$ type of orbital is not favorable. This discrepancy is proposed to be due to anharmonic lattice effects [36]. The occupation of the $x^2 - y^2$ orbital always comes along with a compression of the octahedron whereas the $3z^2 - r^2$ orbital corresponds to an elongation of the octahedron. The two distortions belong to different signs of the $q_3$ mode. They are degenerate in the harmonic approximation. Going beyond the harmonic approximation by taking into account the next (third) order of the lattice energy one finds

$$E_{\text{lattice}} = \frac{C}{2} u^2 - \frac{\xi}{2} u^3$$

where $C, \xi > 0$. It is obvious that the harmonic term does not care about the sign of the distortion $u$ whereas the anharmonic term does. It favors the elongation of the octahedron according to $u > 0$. Possible ordering patterns are shown in Fig. 2.14. Both have been observed experimentally [165]. For instance in KCuF$_3$ where two distinct crystal structures exist, the so-called a-type and d-type. The two phases support different orbital ordering patterns and are stable to very high temperature [166]. In a classical system (no quantum fluctuations) these two patterns of orbital order are degenerate [4]. In Fig. 2.15 a) the distortion pattern of a single $xy$ layer is shown. This pattern can be identically repeated in the adjacent layer or it can be shifted. Two possible cases are shown in Fig. 2.15 b) belonging to an ordering type $\eta$ (either $\eta = 0$ for identical pattern or $\eta = \pi$ for altering distortions). Classically both cases have the same energy. So for more than two layers all possible combinations of $\eta$ for successive layers can occur. The degeneracy rises exponentially with the number of layers. However, one ground state is selected in a real system. This is due to a mechanism called “order by disorder”. It simply means that for a system with a
classically degenerate ground state this degeneracy is lifted by quantum fluctuations. Thus fluctuations that usually account for disorder here lead to a single, ordered ground state. This is where the contradictory term “order by disorder” comes from. The free energy of lattice fluctuations depends on $\eta$. Lattice fluctuations can achieve order since the oscillations have different stiffness for different stacking, and soft modes are preferred to hard ones.

2.2.4 Ground states of $t_{2g}$ systems

So far we have only considered the case of degenerate $e_g$ orbitals. But degeneracy can as well occur within the $t_{2g}$ orbitals. However, things turn out to be different from the $e_g$ case [4]. The most obvious difference is the increased number of orbitals. Since there are three degrees of freedom ($xy$, $zx$, $yz$) the operator $T$ is now a vector with three (not complex) components. Hence two angles are necessary to describe $T$ in spherical coordinates, i.e. $T$ lies on the unit sphere, not on a circle. Other differences originate from the different geometry of the $t_{2g}$ orbitals. First, their lobes of high electron density do not point towards the ligand ions in octahedral coordination but in between. Therefore the coupling to the lattice is weaker than for $e_g$ orbitals. Second, along each bond direction there are two equivalent orbitals. Moreover, within the $t_{2g}$ subshell there is a pseudo angular momentum $\tilde{L} = 1$ which gives rise to spin-orbit coupling, whereas in the $e_g$ orbitals the angular momentum is quenched completely.

The Hamiltonian that describes the interaction of the $t_{2g}$ orbitals with a Jahn-Teller distortion turns out to be more complex [4]. The two phonon modes with $e_g$ symmetry ($q_2$ and $q_3$) give rise to an effective Jahn-Teller splitting of the $t_{2g}$ orbitals. The $q_3$ mode (elongation of the ions in $z$ direction and compression in the $xy$ plane, see Fig. 2.5) will lower the $zx$ and the $yz$ orbital and raise the $xy$ orbital in energy. The $q_2$ mode (elongation along $x$ and compression along $y$) will raise the $yz$ and lower the $zx$ orbital, whereas the $xy$ orbital is not affected. Moreover, there are three modes of $t_{2g}$ symmetry that may contribute as well to the electron-phonon interaction. They are shown in Fig. 2.16. In contrast to the
Figure 2.15: Top: distortion pattern in an orbitally ordered ground state within the $xy$ plane of an $e_g$ system. Bottom: stacking of two $xy$ layers can occur in two ways (for the orbital order see Fig. 2.14). Classically this leads to a highly degenerate ground state for the infinite 3D compound. This degeneracy is removed by a mechanism called “order by disorder” based on quantum fluctuations.

bonds-stretching modes $q_2$ and $q_3$, these are bond-bending vibrations. For $e_g$ orbitals the lattice interaction and the superexchange give a similar orbital Hamiltonian [106]. This is quite different for $t_{2g}$ orbitals. A full treatment for the $t_{2g}$ case including the phonon part of the Hamiltonian (like it has been discussed for the $e_g$’s in [106]) is still lacking. However, a model which considers only the electron-electron interaction is investigated by Khaliullin and Okamoto in [34].

**Orbital liquids**

The case of degenerate $t_{2g}$ orbitals turns out to be drastically different from a degeneracy within the $e_g$ orbitals. The fact that there are three $t_{2g}$ orbitals instead of two $e_g$ orbitals changes the situation substantially. In the perovskite structure, the probability of an electron to hop to a neighboring site is reduced compared to the $e_g$ case. The different orientation of the orbitals yields a reduction of the energy gained by fluctuations based on superexchange. In the $e_g$ system LaMnO$_3$ the spin ordering temperature is far below the temperature of the orbital ordering transition. This makes it reasonable to neglect the spin degree of freedom there (see table 4.2). For some $t_{2g}$ systems like LaVO$_3$ both ordering temperatures are similar (see table 4.2) which indicates that orbitals and spins have to be treated on equal footing here.
A spin-orbital Hamiltonian for partially filled $t_{2g}$ orbitals is presented in [38]. It has to be specified to the system under investigation, which has been done in [38] for various cases. For a $3d^1$ system like LaTiO$_3$ the superexchange Hamiltonian in the limit of negligible Hund coupling ($J_H \ll U$) reads as [34, 38]

$$H_{SE} = -\frac{4t^2}{U} + \frac{4t^2}{U} \sum_{\langle i,j \rangle} (S_i \cdot S_j + \frac{1}{4}) J^{(\gamma)}_{ij}$$

Where $4t^2/U$ represents the overall superexchange energy scale. The orbital operator $J^{(\gamma)}_{ij}$ depends on the bond direction $\gamma (= a, b, c)$. For a bond along the c-axis it has the form:

$$J^{(c)}_{ij} = 2 (\tau_{ab} \tau_{ab} + \frac{1}{4} n_{ab} n_{ab})$$

with $n_{ab}^i = n_{a}^i + n_{b}^i$. Here, $n_{a}^i$ is the number operator of the orbital occupation on the $i$-th site, and $\alpha = a, b, c$ corresponds to the $yz$, $zx$, and $xy$ orbital, respectively. $\tau_{ab}$ is the pseudo-spin operator (see 2.1.2) of the subspace of the two orbitals ($a, b$ corresponding to $yz, zx$) that are relevant on a bond along the c-axis. The pseudo-spin operators $\tau_{bc,ca}$ and the orbital operators $J^{(a,b)}_{ij}$ for bonds along the a and b-axis are obtained by cyclic permutation of $a$, $b$, $c$. 

Figure 2.16: Top: The shift of the ligand ions corresponds to the three $t_{2g}$ bond-bending phonon modes ($q_4$, $q_5$, $q_6$) that lift the degeneracy of the $t_{2g}$ orbitals. Bottom: For comparison the two $e_g$ bond-stretching phonon modes are shown which account also for a splitting of the $t_{2g}$ orbitals [4].
Figure 2.17: On every bond of a cubic crystal, two out of three $t_{2g}$ orbitals are equally involved in the superexchange and may resonate. The same two orbitals select also a particular component of the angular momentum. The figure on the right is taken from [42]. It shows the geometry of the $t_{2g}$ orbitals on a 3D cubic lattice. Resonance for all three bond directions will be only possible for fluctuating orbitals.

The spin part $(S_i \cdot S_j + \frac{1}{4})$ and the orbital part $\tau^i_{ab} \tau^j_{ab} + \frac{1}{4} n^i_{ab} n^j_{ab}$ of the Hamiltonian show a remarkable difference. The spin on one site $i$ is either up or down and hence $n_{i,\uparrow} + n_{i,\downarrow} = 1$. This effectively corresponds to half filling, in which case one expects long-range order in 3D. For $e_g$ systems where only two orbitals are available at each site the orbital sector is also half filled which leads to long-range order of orbitals. There a $SU(2)$ (spins) $\times$ $SU(2)$ (orbitals) symmetry is present there. In comparison to this the orbital part of the $t_{2g}$ Hamiltonian considered above is not half filled. Along one bond the orbital part is $(\tau^i_{ab} \tau^j_{ab} + \frac{1}{4} n^i_{ab} n^j_{ab})$ which has only to obey the requirement $n^i_{a} + n^i_{b} + n^i_{c} = 1$. Thus $n^i_{ab}$ is not conserved but fluctuates around the average value $2/3$. This difference between the $e_g$ and the $t_{2g}$ case has far reaching consequences for the resulting ground state. For a $SU(2) \times SU(2)$ symmetry, exchange energy is gained by the resonance of the degenerate states ("orbital triplet $\times$ spin singlet") and ("orbital singlet $\times$ spin triplet") (see Fig. 2.17 and below). The excitations here are mixed modes of $SU(4)$ symmetry. For the above Hamiltonian an exact $SU(2) \times SU(2)$ symmetry is not present, but exchange energy is gained by virtual $SU(4)$ resonance [34]. However, orbitals will not exhibit long-range order due to the fact that the energy gained from spin fluctuations for a static orbital ordering is small compared to the $e_g$ case because of the different geometry of the $t_{2g}$ orbitals. On a cubic lattice, the gain of exchange energy is much larger for an orbitally disordered state (see Fig. 2.17). Therefore static orbital order is not favorable within this model [34]. This ground state with strong quantum fluctuations in the orbital sector is termed "orbital liquid" [34, 35, 38] expressing that no long-range order of orbitals is established even for $T = 0$ K. Such a state can be regarded as a realization of Anderson’s resonating-valence-bond idea [204] in a three-dimensional insulator with orbital degrees of freedom.
In order to gain more insight into the resonating ground state we will consider the situation on a single bond (see Fig. 2.17). At each site only two orbitals are involved. If we assume that only one orbital at each site is occupied (as it is the case in the 3d\textsuperscript{1} titanates), several spin-orbital states different in energy may occur at one bond. They are formed by the spin states (singlet and triplet) times the orbital states (orbital singlet and orbital triplet). The states ("orbital triplet × spin singlet") and ("orbital singlet × spin triplet") are lowest in energy. The energy of the ground state may further be lowered by resonance between these states\textsuperscript{6}. In a three-dimensional crystal with octahedral environment, resonance may occur along the six bonds (see Fig. 2.17). Since the hopping integrals of all orbitals are strongly anisotropic, such a 3D resonance is only possible for fluctuating orbitals.

In the case of LaTiO\textsubscript{3} the experimentally observed reduction of the ordered magnetic moment has been assigned to quantum spin fluctuations induced by orbital fluctuations of the ground state [34]. On the other hand the nearly isotropic spin wave spectrum arises naturally from the cubic symmetry of the fluctuating orbitals. However, the reduction of the ordered magnetic moment can also be explained in a conventional crystal-field scenario [57] (see chapter 4).

However, the model Hamiltonian considered above does not include the interaction of the orbital degree of freedom with the lattice. In the case of \textit{t}\textsubscript{2g} orbitals this interaction is assumed to be weaker than for \textit{e}\textsubscript{g} orbitals. The role played by the coupling to the lattice is discussed controversially in the literature [59, 57, 38]. This role is crucial to decide whether an orbital liquid state is realized in the titanates (see chapter 4).

### 2.2.5 Superexchange vs. Jahn-Teller interactions

The crucial point for the concepts of orbital liquids or of propagating orbital waves is that the superexchange interaction has to be the leading term of orbital interactions, i.e. it has to be dominating over the Jahn-Teller interaction. However, the Jahn-Teller interaction has been shown to give the major contribution to the orbital interactions for an overwhelming number of insulators. For doped, metallic Mott-Hubbard insulators the situation may be different. The mobile charge carriers scramble the lattice distortion and suppress the Jahn-Teller effect. At the same time, the scattering of the mobile charge carriers on orbital degrees of freedom may be very important. This situation is comparable to the case of mobile carriers interacting with localized spins, as encountered e.g. in the high-T\textsubscript{c} cuprates. The physics may then be described by a \textit{t}-\textit{J} model. A recent example may be the doped CoO\textsubscript{2} layers of Na\textsubscript{x}CoO\textsubscript{2} [38]. However, the example of the cuprates shows how complex the physics may become upon doping. It thus may be very helpful to study the undoped case first. In the spin sector this has been pursued very actively in the past years. The important question is whether there is hope to find an insulating system with localized electronic states wherein the superexchange dominates over the Jahn-Teller interaction. Figure 2.18 shows how the parameters of such a system would have to be.

Let’s imagine for a moment that we could control parameters of the crystal continuously. For a small value of the Hubbard energy \textit{U} the system is metallic. With increasing \textit{U} the

\textsuperscript{6}Such a resonance may be regarded as an analog to the splitting of a two-spin system into a singlet and a triplet by mixing the simple product states (|\uparrow\rangle, |\downarrow\rangle, |\downarrow\rangle, |\uparrow\rangle).
Figure 2.18: Two possible scenarios for the relative values of the kinetic energy and the Jahn-Teller coupling as a function of $U/W$. Top: For large values of $U/W$ the Jahn-Teller effect provides the dominating energy scale (blue region). However, in the proximity of the metal-insulator transition the increase of the band width $W$ and hence kinetic energy becomes dominating over the Jahn-Teller energy (red region). In this region collective orbital physics based on the superexchange will arise. Bottom: Immediately after the metal-insulator transition the kinetic energy drops strongly and the Jahn-Teller effect becomes the leading energy scale [98].

system will reach a critical value for which the conducting band splits into a lower and an upper Hubbard band. Beyond this critical value it becomes insulating. With increasing $U$, the kinetic energy of the electrons will strongly decrease, in particular across the metal-insulator transition. If $U$ is not too large compared to the band width $W$, the Hubbard gap may be small and hence the superexchange may still be strong enough to dominate over the Jahn-Teller interaction (indicated by the red region in Fig. 2.18). Anyway this scenario of variation of the exchange interactions with the parameter $U$ is not derived from experimental results and therefore also an alternative scenario could be a suitable description for real systems. It is shown in the bottom panel of Fig. 2.18. Here, the Jahn-Teller effect is rising so strongly upon localization of the electrons that it will immediately take over the control when the Hubbard gap opens and the system becomes insulating. In such a scenario, orbital
Figure 2.19: (a) Schematic view of the Jahn-Teller distorted $xy$ plane of LaMnO$_3$ with ordered orbitals. (b) The lowest electronic excitation with an orbital rotated at the center and the lattice relaxed. This figure has been taken from [178].

physics will in any case be restricted to electron-phonon interactions.

2.3 Orbital excitations

2.3.1 Orbitons vs. crystal-field excitations

In general any kind of order from a spontaneously broken symmetry is giving rise to new elementary excitations. These can be viewed as a disturbance of this order. Excitations with a well-defined, quantized energy and with a long lifetime are quasi-particles. Examples for order and for the corresponding excitations or quasi-particles are the lattice (spontaneously broken translational invariance) and lattice vibrations (phonons) or magnetic order (spontaneously broken rotational invariance of the spins) and spin waves (magnons). In the case of orbital order one expects also novel elementary excitations. The quasi-particles of orbital waves are termed orbitons. However, the properties and the character of these excitations depend strongly on the mechanism that is responsible for the emergence of the orbital order. As already mentioned, the two possible mechanisms are the collective Jahn-Teller effect and the superexchange (electron-electron) interaction. For an orbitally ordered ground state it is therefore a priori not possible to determine which one is dominating. In order to pronounce the difference we will first discuss the limiting cases, although we have to be aware that both mechanisms are present simultaneously in a real crystal, only with different proportion.

Let’s assume first that the Jahn-Teller effect, i.e. the lattice distortion, is the origin of orbital order. How do the orbital excitations look like? Assume we change the orbital occupancy on one site, i.e. we promote an electron from one orbital to a higher-lying one at the same site (see Fig. 2.19). This single site is not in its ground state any more but in an excited state. Since the change of the electronic state happens quickly compared to
phonon energies, there is no time for the lattice to relax, i.e. the lattice is not in its ground state. If the new orbital state is assumed to be fixed, then the lattice can gain energy by accommodating to the new charge distribution. The unrelaxed state can be viewed as a state in which some phonons are excited statically (see Fig. 2.28 below). The lattice relaxes then without emitting radiation by coupling to phonons (see Fig. 2.19). The orbital excitation may be treated as rather local. In order to hop, the electron has to drag along the lattice relaxation. Due to the strong dressing by phonons the orbiton acquires a large effective mass. Therefore the probability to hop to a neighboring site is very small. A hopping process would require that two electrons interchange their sites. One hops from the ground-state orbital of the adjacent site to the ground-state orbital on the first excited site and simultaneously the excited electron hops in the other direction into the excited orbital.

In [178] the energy of such a “local” excitation in LaMnO$_3$ has been calculated in the strong-coupling approximation $U \to \infty$ by considering only states with no double occupancy of $e_g$ orbitals. The hopping of electrons is completely suppressed in this model. The Hamiltonian accounts for vibrational energy and electron-phonon coupling of the occupied $e_g$ orbital at each site. By solving this Hamiltonian Allen and Perebeinos [178] predict that the electronic excitations in LaMnO$_3$ are self-trapped$^7$ by local rearrangements of the lattice. The energy of this excitation is estimated to be about 2 eV. The optical spectrum is expected to show a Franck-Condon series, that is, a Gaussian envelope of vibrational sidebands (see Fig. 3.13).$^8$ The Raman spectrum is predicted to have strong multi-phonon features [171].

Consider the other limit of an orbital order that emerges due to the superexchange interaction only, i.e. assume an undistorted cubic lattice. The propagation of an orbital excitation requires the exchange of two electrons on adjacent sites. This exchange is the very basis of the superexchange interaction, thus a delocalization is natural, in contrast to the Jahn-Teller case. The orbital propagation is analogous to magnetic excitations in a magnetically ordered state (see Fig. 2.20). Like the spin waves, the orbital waves will propagate through the crystal with a significant dispersion. The dispersion of the orbiton has been calculated for instance in [159] for the case of LaMnO$_3$ (see Fig. 2.21), i.e. for a C-type orbitally ordered state with the A-type antiferromagnetic structure. On the basis of this dispersion, Saitoh and collaborators claimed the first observation of orbitons in Raman data of LaMnO$_3$ [44]. The relevant peaks are observed around 150 meV (see chapter 3).

A Hamiltonian that treats the electron-electron superexchange interaction and the lattice dynamics in LaMnO$_3$ on an equal footing has been considered by van den Brink [106]. It has been shown that the orbiton dispersion is strongly reduced by the electron-phonon coupling. The exchange coupling also mixes the orbiton and phonon modes and causes satellite structures in the orbiton and phonon spectral functions. The elementary excitations of the system, in other words, are mixed modes with both orbital and phonon character as seen from Figs.

---

$^7$In principle, an excitation in a translationally invariant system has to be viewed as delocalized. In particular, it does not become local or trap itself. However, excitations with a very large mass hardly show any dispersion and thus may be treated as “local”. Moreover, such heavy excitations may be trapped easily by an impurity.

$^8$Due to the finite dispersion of the phonons and the existence of several relevant phonon modes, usually only very broad features are observed in solids. The observation of Franck-Condon series is usually restricted to molecules or molecular solids.
Figure 2.20: Schematic illustration of an orbital wave. Top: the electron cloud in the ground state. Bottom: a snapshot of the electron cloud when an orbital wave is excited. The wavevector of the orbital wave is chosen to be $(0, 0, 6\pi/a)$, with $a$ being the bond length between nearest-neighbor Mn ions. The figure is taken from [44].

2.22, 2.23 and 2.24. In Fig. 2.22, both orbitons and phonons are assumed to be local. This corresponds to the Franck-Condon limit as discussed by Allen and Perebeinos [178]. In Fig. 2.23, the dispersion of both kinds of excitations is taken into account, but dynamical effects of the electron-phonon coupling are neglected. Only Fig. 2.24 refers to the full Hamiltonian. On the basis of his results van den Brink interprets the features observed around 150 meV in the Raman data of LaMnO$_3$ [44] as orbiton-derived satellites in the phonon spectral function. These satellites are predicted to be observable also in other experiments that probe phonon

Figure 2.21: The dispersion relation of orbital waves calculated for LaMnO$_3$. The energy is given in units of the coupling constant $J_1$, which is estimated to be about 50 meV [44]. The figure is taken from [159].
Figure 2.22: (a) Orbiton and (b) phonon spectral function in the localized limit (dispersion is neglected). The first pole due to the orbital exchange is indicated at $3J$ ($J = \frac{\omega_0}{2}$ and $\omega_0 = 80$ meV). In the orbital spectrum the static crystal-field energy $\bar{J}$ is indicated by $\nabla$. The spectral weight in (b) is multiplied by 10 for $\omega > \omega_0$ [106].

Figure 2.23: Orbiton and phonon dispersion, neglecting dynamical effects due to the electron-phonon coupling. (a) without electron-phonon coupling $g = 0$ and without bare phonon dispersion, (b) no bare phonon dispersion, and (c) $g/\omega_0 = 0.5$, finite bare phonon dispersion ($\omega_1$ is the nearest-neighbor coupling between the phonons). The points of high symmetry in the Brillouin zone correspond to those of Ref. [44]. The figure is taken from [106].

Dynamics, for instance neutron scattering. The resulting value of $g/\omega_0 = 0.35$ corresponds to rather weak electron-phonon coupling, in contrast to the result of Ref. [178]. For larger values of $g$, the orbiton dispersion becomes too small to explain the experimentally observed peaks in the Raman data at 150 meV in the sense of orbiton satellites of the phonon peaks around 80 meV [106, 4].

In [48] a theory of the collective orbital excitations in perovskite titanates and vanadates with triply degenerate $t_{2g}$ orbitals is given. The dispersion relations of orbital waves for orbitally ordered LaVO$_3$, YVO$_3$ and YTiO$_3$ are examined in the effective spin-orbital coupled
Figure 2.24: (a) Orbiton spectral function at the $\Gamma$ and $X$ point, $g = \omega_0/2$. (b) Spectrum of the Raman-active $A_g$ and $B_{1g}$ phonon modes for $\omega_1/\omega_0 = 0.05$ and $g/\omega_0 = 0.35$. The experimental peak positions [44] are indicated by $\triangledown$. For $\omega > \omega_0$ the spectral weight is multiplied by 10. The figure is taken from [106].

Hamiltonians. Ishihara [48] proposes possible scattering processes for Raman and inelastic neutron scattering from orbital waves and calculates the scattering spectra for titanates and vanadates. It is found that both the excitation spectra and the observation methods of orbital waves are qualitatively distinct from those for the orbitally ordered $e_g$ systems.

Another approach was proposed by Khaliullin and Okamoto [46] for YTiO$_3$ in order to explain the isotropy of the spin-wave dispersion [155]. They found that frustration of

Figure 2.25: Dispersion of orbital excitations as calculated in [48]. Left: the dispersion in a $3d^2$ system for different ordering patterns and different spin-correlation functions. Right: the dispersion for a $3d^1$ system with the orbital ordering pattern of YTiO$_3$. The figure is taken from [48].
the interactions leads to an infinite degeneracy of classical states. By quantum effects four distinct orbital orderings are lowest in energy (see Fig. 2.26). They make specific predictions for neutron scattering experiments. From this it should be possible to detect the elementary orbital excitations in YTiO$_3$.

All the theoretical approaches for $t_{2g}$ systems do not consider the coupling to the lattice. We think that although the coupling to the lattice, i.e. the Jahn-Teller effect, is weaker than in the $e_g$ case it can not be neglected. In summary we find

- In the case of dominant Jahn-Teller interactions the orbital excitations are local crystal-field excitations.
For dominant superexchange interactions the orbital excitations are propagating waves with a significant dispersion.

2.3.2 Orbital excitations in optical spectroscopy

In the following paragraph we first consider the physics of a single ion embedded into a host lattice. The effects of interactions between the transition-metal ions will be addressed in the next section.

The case of a single ion

The dominant contribution to the optical conductivity \( \sigma(\omega) \) arises from electric dipole transitions. The matrix element for a \( d-d \) transition induced by a photon is proportional to

\[
\langle \psi_{\text{final}} | \mathbf{p} | \psi_{\text{initial}} \rangle.
\]

The dipole operator \( \mathbf{p} \) has odd parity. Considering a transition-metal site with inversion symmetry, the above matrix element vanishes due to the even parity of the \( 3d \) wave functions (see Appendix A) \( \psi_{\text{final}} \) and \( \psi_{\text{initial}} \),

\[
\langle \text{even} | \text{odd} | \text{even} \rangle = 0.
\]

Hence a mere \( d-d \) transition is forbidden within the dipole approximation in compounds with inversion symmetry on the transition-metal site, i.e. the \( d-d \) transitions do not contribute to \( \sigma(\omega) \). However, there are several processes which allow the observation of \( d-d \) transitions, but one has to keep in mind that the corresponding features are only weak. In this thesis we will show examples for orbital excitations observed in \( \sigma(\omega) \) which are due to (i) the absence of inversion symmetry on the transition-metal site (TiOX, see chapter 5) and (ii) a phonon-activated mechanism (RTiO\(_3\), see chapter 4).

A very attractive way for the observation of orbital excitations opens up if the crystal structure does not show inversion symmetry on the transition-metal site, as e.g. in TiOCl (see chapter 5). In this case, parity is not a good quantum number, so that even and odd states mix. The amount of mixing can be estimated within the point-charge model. It depends on the difference in energy between the even \((3d)\) and odd \((\text{e.g. } 3p \text{ or } 4p)\) states and on how strong the deviations from inversion symmetry are. The small spectral weight of the orbital excitations is taken away from the dipole-allowed absorption band, e.g., from the \( 3d-4p \) transition. The major advantage of this structurally induced mechanism is that it allows to make clear predictions on the polarization dependence of the orbital absorption features because the (local) symmetry of the mixed states can be determined unambiguously within the point-charge model. We use the room-temperature structure of TiOCl as an example (see chapter 5). For this \( 3d^1 \) compound we find that the lowest valence orbital predominantly shows \( d_{yz} \) character\(^9\) with a small admixture of \( p_z \) character. The first excited state shows pure \( d_{xy} \) character, while the second excited state is mixed from \( d_{yz} \) and \( p_y \) states. Therefore,

\( \quad \)

\(^9\)The ligands are located approximately along the diagonals of the \( yz \) plane, hence \( d_{y^2-z^2} \) denotes a state from the \( t_{2g} \) subshell (see section 5.2).
a dipole transition from the ground state to the second excited state is weakly allowed for light polarization parallel to the $y$ axis, but not for $x$ or $z$ polarization:

$$\langle \alpha' d_{yz} + \beta' p_y | y | \alpha d_{y^2-r^2} + \beta p_z \rangle \neq 0,$$

(2.1)

$$\langle \alpha' d_{yz} + \beta' p_y | x | \alpha d_{y^2-r^2} + \beta p_z \rangle = 0.$$  

(2.2)

Such polarization selection rules offer the possibility for a straightforward experimental test.

If the crystal structure shows inversion symmetry on the transition-metal site, this symmetry can be broken by an odd-symmetry phonon which is excited simultaneously with the orbital excitation [78, 88]. This again gives rise to the admixture of a small amount of odd character to the $3d$ wave function (see Fig. 2.27). The dependence on the polarization of the incident light is less pronounced for this phonon-activated mechanism than for the structurally-induced mechanism described above, because in general phonons of arbitrary polarization may contribute, i.e. $x$, $y$ and $z$ character can all be mixed into the $3d$ states. In order to determine the orbital excitation energy, the phonon energy has to be subtracted from the experimentally observed peak position. One has to keep in mind that different phonons may break the symmetry. Typically, stretching and bending modes of the metal-oxygen bonds are most effective in doing so [78]. These modes have typical energies of the order of 50-80 meV. The fact that phonons with different energies may contribute and that these phonons additionally have some dispersion increases the width of the absorption band.
(the most important source for the line width is described by the Franck-Condon effect, see below).

Another way to break the symmetry is to add impurities to the system. However, it has been shown experimentally that this in general is by far less effective than the phonon-activated mechanism described above [78]. One way of testing whether a phonon is involved in the infrared absorption process is to compare the energies of the orbital excitations observed in $\sigma(\omega)$ and in Raman scattering (see e.g. the data on RTiO$_3$ in chapter 4). In compounds with inversion symmetry, the exclusion principle states that selection rules for Raman scattering and infrared absorption are mutually exclusive. Orbital excitations can be observed directly in Raman scattering because two photons are involved in the scattering process, thus the odd dipole operator has to be applied twice. The incoming photon excites an electron from a 3$d$ orbital to, e.g., a 4$p$ state, from which it falls back to an excited 3$d$ state under emission of a photon. Using again the example of a 3$d^1$ system, the transition from, e.g., $d_{xy}$ to $d_{zz}$ is Raman active in crossed polarization, for instance for $y$ ($z$) polarization of the incoming (outgoing) photon:

$$\langle d_{zz}|z|p_x\rangle\langle p_x|y|d_{xy}\rangle \neq 0.$$ 

Other optical experiments which allow the observation of orbital excitations are, e.g., electroreflectance measurements [90] or third-harmonic spectroscopy [91]. Furthermore, $d$-$d$ excitations have been studied by means of electron energy loss spectroscopy (EELS) [92].

Thus far we have neglected the spin selection rule. One has to keep in mind that optical spectroscopy with linearly polarized light is only sensitive to spin-conserving excitations, $\Delta S=0$. This selection rule can be relaxed by taking into account spin-orbit coupling. Another possibility is to excite two spin-carrying modes simultaneously in such a way that the total spin amounts to zero. An orbital excitation from e.g. a triplet state to a singlet may gain a finite spectral weight by the simultaneous excitation of a magnon, giving rise to a so-called magnon-exciton sideband [82, 93, 94]. The spectral weight of these processes is even smaller than in the cases discussed above where the spin was not involved. Nevertheless these processes are dominant in systems with $d^5$ ions such as Mn$^{2+}$ [82, 94], in which none of the excited states carries the same spin value as the $^6S$ ground state. In MnF$_2$, both magnetic-dipole and electric-dipole transitions have been observed [82]. The magnetic-dipole character can be proven experimentally by the observation of a splitting in an applied magnetic field or by a detailed study of the polarization dependence, i.e. by showing that the absorption features depend on the direction of the magnetic field component and not on the electric field component.

For the discussion of the line shape, one has to take the coupling to the lattice into account. The absorption band will be broadened by phonon sidebands according to the Franck-Condon principle, and the line shape depends on the difference of the relaxed bond lengths of the orbital states involved (for details see the caption of figure 2.28). We emphasize that this reflects the mixed, “vibronic” character of the eigenmodes (phonon + orbiton, or vibrational + electronic $\rightarrow$ “vibronic” [78]) and thus holds irrespective of the mechanism responsible for the finite spectral weight of an orbital excitation. In particular, these phonon sidebands may not be confused with the phonon-activated mechanism described above and appear also in the case of, e.g., the structurally induced mechanism relevant for TiOCl or in Raman data.
Figure 2.28: Sketch of the Franck-Condon principle. In both panels, each parabola corresponds to a different orbital state and represents the harmonic potential of the lattice. The lines within a parabola denote phonon excitations. The horizontal position of a parabola indicates the distance to the ligands after the lattice has been allowed to relax in the particular orbital state. Promoting e.g. an electron in an octahedral oxygen cage from $x^2-y^2$ to $3z^2$ tends to push away the two negatively charged oxygen ligands on the $z$ axis. In general, electronic time scales are much faster than the relaxation time of the lattice. A fast electronic excitation, i.e. without relaxation of the lattice, corresponds to a vertical transition (arrow). The transition probability is proportional to the overlap between the wave functions of the ground state and of the excited state. The thick lines denote the amplitudes of the ground-state wave function and of an excited harmonic oscillator. The strongest overlap is obtained for the level which is closest to where the vertical arrow cuts through a parabola. In the final state, both the lattice and the electronic/orbital subsystem are in an excited state, i.e. the excited states are of mixed character (vibrational + electronic $\rightarrow$ “vibronic”). Summing up the contributions from the different excited states results in the broad absorption peak shown on the left in each panel. Due to the dispersion of the phonons and due to the contribution of phonons with different energies, the sharp subbands of individual excited states are usually not resolved in a solid, yielding a single broad band. The width and the line shape of an absorption band in $\sigma(\omega)$ depend on the difference in bond length of the different orbital states. Large differences in the bond length give rise to symmetric absorption bands (left panel), whereas small differences cause a characteristic asymmetric line shape (right panel).

**Interaction effects**

We have to address the question how to distinguish experimentally between a collective orbital excitation and a predominantly “local” crystal-field excitation. A direct observation of the dispersion of the orbital-momentum fluctuations by means of inelastic neutron scattering would manifest a watertight proof. While neutron scattering has been used for the study of
crystal-field excitations of \(f\)-electron compounds [95], we are not aware of such data for the case of \(3d\) electrons. Here, one has to keep in mind that the coupling to the lattice will smear out the orbital excitations significantly. Inelastic x-ray scattering offers another \(k\)-dependent tool, but no collective orbital excitations were found in the study of \(\text{LaMnO}_3\), \(\text{KCuF}_3\) and \(\text{YTiO}_3\) presented in [96].

Under the assumption that the dominant energy scale is set by the exchange interactions, the dispersion relations of orbitons have been calculated for the orbitally ordered states of \(\text{LaMnO}_3\), \(\text{LaVO}_3\), \(\text{YVO}_3\), and \(\text{YTiO}_3\) [44, 45, 48], and within a model focusing on the orbital fluctuations [46, 47] (see section 2.3.1). Predictions have been derived for inelastic neutron scattering and Raman scattering. In the case of a single ion we have discussed a Raman process in which the virtual excitation into a \(p\) state was assumed to take place on a single site. In case of dominant exchange interactions, a two-site process involving the upper Hubbard band is considered [48], in analogy to the well-known two-magnon Raman scattering. For simplicity, we consider per site one electron and two orbitals. In the first step, the incident photon promotes an electron from site 1 to site 2, which becomes doubly occupied. In the second step, an electron hops back from site 2 to 1 under emission of a photon. In the final state, one or both electrons may be in an excited orbital, i.e. the exchange process may give rise to one-orbition and/or two-orbition excitations [48] as seen from Fig. 2.29. Depending on the hopping amplitudes between the different orbitals on adjacent sites, distinct polarization selection rules have been predicted [44, 48]. The excitation of two orbitons with momenta \(k_1 = -k_2\) in principle allows to probe the orbiton dispersion throughout the entire Brillouin zone, since only the total momentum \(k_1 + k_2\) needs to be equal to zero in Raman scattering. Information about the dispersion is contained in the line shape of the two-orbition Raman band, but a detailed analysis of the line shape encounters several problems: (i) in general, the Raman line shape depends on the frequency of the incident photons (resonance behaviour), (ii) the orbiton-orbiton interactions are essential for the line shape, but have not been taken into account thus far, (iii) the coupling to the lattice reduces the orbiton dispersion.

The optical conductivity thus far has not been considered as a tool for the investigation of orbitons. Starting again from the crystal-field limit, we note that the optical data of a crystal-field Frenkel exciton with a dispersion much smaller than its energy is in principle very similar to the data of a single impurity ion embedded in a host lattice. In particular, optical spectroscopy is restricted to the observation of excitations with momentum \(k=0\), and the selection rules are the same as for the case of a single impurity ion. Nevertheless the dispersion may play a role if two modes are excited simultaneously, as e.g. in a magnon-exciton sideband [82] or in the phonon-activated case. Only the total momentum needs to be equal to zero, and one has to sum up contributions from excitons from the entire Brillouin zone.

As far as the intersite exchange processes discussed above for the Raman case are concerned, Khaliullin [98] has pointed out the possibility of two-orbition-plus-phonon absorption, similar to the two-magnon-plus-phonon absorption proposed by Lorenzana and Sawatzky [99, 100] for spin systems. In systems with inversion symmetry in between adjacent sites, the exchange of two electrons does not give rise to a dipole moment. Similar to the phonon-activated mechanism for the observation of crystal-field transitions described above, this selection rule can be relaxed by the simultaneous excitation of a phonon [99, 100]. The two-
Figure 2.29: A Raman process involving two sites is illustrated. On the left the ground state is shown. By the interaction with a photon one electron is excited into a virtual state in the upper Hubbard band. This state is about the energy for a double occupancy $U$ above the ground state. This virtual state is illustrated shown in the middle by hopping of the electron in a vacant orbital on the neighboring site. This virtual intermediate state may decay into an orbitally excited state on one site (blue arrow) or on two sites (green arrow) under re-emission of a photon. The energy of the photon is shifted by one or two times the orbital excitation energy.

“magnon”-plus-phonon absorption\textsuperscript{10} has been established as an interesting tool for studies of antiferromagnetic spin chains, spin ladders, and layered antiferromagnets [27, 101, 102, 89, 103, 104, 105]. Since the phonon contributes to momentum conservation, the optical conductivity probes the two-magnon or two-orbiton spectral function throughout the entire Brillouin zone, in contrast to two-orbiton Raman scattering, which reflects only the $k=0$ part of the two-orbiton spectrum. Thus, both the line shape and the peak position are expected to be different in $\sigma(\omega)$ as compared to Raman data. Here it is also worth to mention that a two-orbiton process may contribute directly to $\sigma(\omega)$ in the absence of inversion symmetry between adjacent sites. This possibility is presently investigated in YVO$_3$ [97].

In spin systems, the excitation of a single magnon does not contribute to $\sigma(\omega)$ due to the spin selection rule. In the case of orbitons, however, the phonon-activated single-site mechanism used for the study of crystal-field excitations will also be at work if the exchange interactions are dominant. Thus one has to expect a superposition of orbiton-plus-phonon and two-orbiton-plus-phonon or direct two-orbiton contributions.

\textsuperscript{10}Here, we have used the term “magnon” to denote spinons in spin chains, triplons in spin ladders and magnons in a long-range ordered antiferromagnet.
Thus far we have discussed the two limiting cases, crystal-field excitations for dominant coupling to the lattice and collective orbital waves for dominant exchange interactions. Detailed theoretical predictions for the contribution of orbital waves to the optical conductivity would certainly be very helpful in order to distinguish experimentally between a predominantly local excitation and a collective mode. However, a quantitative description of experimental data will require to treat both the exchange interactions and the coupling to the lattice on an equal footing [106].
Chapter 3

The quest for orbital excitations in LaMnO$_3$

For about one decade manganites attract great interest due to the discovery of the colossal magneto-resistance (CMR) effect \cite{3}. The CMR effect has been discovered in La$_{1-x}$Sr$_x$MnO$_3$. This system is metallic due to hole doping by the substitution of La$^{3+}$ by Sr$^{2+}$ ions. In contrast to this the undoped compound LaMnO$_3$ is a good correlated insulator with a band gap of approximately 1.5 eV. It belongs to the class of pseudo-cubic perovskites with the orthorhombic crystal structure $Pbnm$. This compound has been brought to the focus of interest when Saitoh et al. \cite{44} claimed that they had observed an orbital wave for the first time in Raman data of LaMnO$_3$.

\cite{3}Colossal magneto-resistance effect means that the resistance changes by several orders of magnitude upon applying a small magnetic field to the sample.

Figure 3.1: On the left the crystal structure of LaMnO$_3$ is depicted. It consists of corner sharing MnO$_6$ octahedra. On the right side the electronic configuration of the Mn$^{3+}$ ions is shown. The orbital degree of freedom in a cubic crystal rises from the electron in the degenerate $e_g$ orbitals. This degeneracy is lifted by deviations from cubic symmetry.
The crystal structure is shown in Fig. 3.1. The Mn^{3+} ions are at the center of O^{2-} octahedra. The orthorhombic distortion of Pbnm is derived from the cubic lattice by tilting the octahedra around the crystallographic b axis and afterwards rotating them around the c axis. The octahedra themselves exhibit a Jahn-Teller type distortion which is expressed by a Mn-O bond length variation of 12% within one octahedron \[163\]. The lattice constants along the crystallographic axes \(a \sim b \sim c/\sqrt{2}\) (the factor of \(1/\sqrt{2}\) comes from the orthorhombic unit cell) are rather similar. This similarity is responsible for a strong twinning of the single crystals investigated here which makes it impossible to measure any polarization dependence.\(^2\) A slice of a single crystal which we investigated is shown in Fig. 3.2 a. The crystals were grown by P. Reutler\(^3\). The photo of this sample of about 4 mm in diameter was taken on a polished surface under a polarization microscope.\(^4\) The domains are of the order of 10 \(\mu\)m which is much smaller than the extension of the sample and as well smaller than the illuminated zone. A zoomed-in picture of a domain structure is given in Fig. 3.2b. It shows the typical pattern of the arrangement of the domains.

The electronic configuration of Mn^{3+} ions is \(3d^4\) (see Fig. 3.1). In the ground state the four electrons form a spin quintet \(S = 2\) (high spin). For a perfectly cubic environment the \(t^{2}_{2g}e^{1}_{g}\) configuration of Mn^{3+} ions is doubly degenerate within the \(e_{g}\) orbitals (see Fig. 3.1). However, the local distortion gives rise to an additional non-cubic crystal field at the Mn sites that lifts the degeneracy. Long-range orbital order occurs at 780 K \[161, 162, 164\]. Note, however, that untwinned single crystals can be obtained by applying uniaxial pressure. The polarization dependence of \(\sigma(\omega)\) has been studied on untwinned samples by Tobe \textit{et al.} \[175\]. The untwinned crystals exhibit a polarization dependence. From this it is not clear whether these crystals are completely untwinned or if one orientation contributes only stronger than the others.\(^5\) P. Reutler, L. Pinsard-Gaudart, B. Büchner, and A. Revcolevschi \[168\]

\(^2\)In a polarization microscope the polarized light from a bright source is reflected by the sample and then passes a second polarizer which is perpendicular to the first. So all of the observed light has changed the polarization upon reflection. The angle about which the polarization plane of the light has been rotated depends on the orientation of the domain. This gives the difference in brightness of different domains.
Figure 3.3: Left: Raman data of LaMnO$_3$ for different polarizations [44]. Right: Theoretical results for the dispersion relation of orbital waves in LaMnO$_3$ (C-type orbital order with A-type antiferromagnetic structure). A schematic picture of the orbitally ordered state in LaMnO$_3$ is shown in the inset.

The spins order antiferromagnetically at 140 K, far below the occurrence of orbital order. In order to explain the existence of orbital order at temperatures far above the spin ordering temperature, it is necessary to invoke the Jahn-Teller effect [38]. The orbital ordering pattern is an alternating occupation of the $|3x^2−r^2\rangle$ and $|3y^2−r^2\rangle$ orbital in the $ab$ plane, whereas adjacent planes are ferro-orbitally ordered, as shown in Fig. 2.14. As discussed there, this experimentally observed orbital ordering pattern can not be explained within a harmonic approximation. But it has been proposed that it can be explained by taking into account anharmonicity [4]. However, it is discussed controversially whether the orbital order is induced predominantly by the Jahn-Teller effect or by the superexchange interaction of the orbitals [31, 44, 178, 179, 171, 106]. The interaction leading to orbital order is crucial for the kind and character of orbital excitations. Dominating electron-phonon coupling would lead to a local crystal-field splitting and the excitations would be on-site excitations between crystal-field levels. These excitations have negligible dispersion. On the other hand the dominance of the superexchange would lead to orbital excitations with a significant dispersion.

3.1 Orbitons versus multi phonons

Raman scattering data reported for orbitally ordered LaMnO$_3$ have been interpreted as the first experimental evidence for the existence of orbitons [44]. This claim is based on the observation of three Raman lines at 126, 144 and 160 meV (see Fig. 3.3), on their temperature dependence and on the analysis of the polarization dependence, all in comparison with the results of a model calculation. Since Raman spectroscopy is restricted to $k=0$ excitations, it is not possible to follow the dispersion of the elementary excitations. However, in the case of LaMnO$_3$ one expects from the model different excitation branches with different symmetries at the $\Gamma$ point, and these were identified with the three Raman lines [44] (see Fig. 3.3). In Fig. 3.4 the temperature dependence of the Raman data are compared to Raman
Figure 3.4: Left panels: temperature variation of Raman scattering spectra in the \((x,x)\) configuration for \(\text{LaMnO}_3\) [44]. (c) prediction by theory and (d) Raman results. Right panels: comparison of Raman data for different polarizations at low temperature (left) with the theory (right). The energy scale \(J_1\) has been estimated to be about 50 meV [44].

Intensities calculated for the orbiton excitations at different temperatures. Moreover, the polarization dependence observed experimentally is analyzed in comparison with the results of a model calculation for the corresponding Raman intensities (see Fig. 3.4). The overall agreement between theory and experiment is pretty good. The main discrepancy is that the predicted peak energies are too high \((4.5 J_1 \approx 225 \text{ meV})\), even though a very small Jahn-Teller contribution of only 28 meV has been assumed. In the following we will challenge the orbiton interpretation on the basis of a comparison with the optical conductivity spectrum [75] (see also [169]).

In \(\text{LaMnO}_3\), the direct observation of orbital excitations is allowed in Raman spectroscopy, but a contribution to \(\sigma(\omega)\) requires to break the parity selection rule, e.g., via the simultaneous excitation of a phonon. Therefore, the orbital excitations are expected to be shifted in \(\sigma(\omega)\) with respect to the Raman lines by the phonon energy of roughly 50-80 meV (see chapter 2 and reference [167]), in agreement with the results for \(\text{RTiO}_3\) discussed in the chapter 4.2.

We have determined \(\sigma(\omega)\) very accurately in the relevant frequency range (see Fig. 3.7) by measuring both the transmittance of thin twinned single crystalline platelets and the reflectance of a sample with \(d \approx 1\) mm (see Figs. 3.6 and 3.5). The small spectral weight of the various features observed in Fig. 3.7 at energies above about 80 meV, i.e., above the range of fundamental phonon absorption, is typical for multi-phonon spectra in insulating transition-metal oxides. For comparison, see, e.g., the spectra of \(\sigma(\omega)\) of \(\text{RTiO}_3\) in the present work or of \(\text{Y}_2\text{BaNiO}_5\) and \(\text{CaCu}_2\text{O}_3\) in [40] and \(\text{LaCoO}_3\) in [75]. The uncertainty in \(\sigma(\omega)\) is
Figure 3.5: The reflectance of LaMnO$_3$ is depicted for different temperatures. The upper panel shows the measured range from the far-infrared to ultraviolet on a logarithmic scale. In the inset the phonon spectrum is shown on a linear scale. In the bottom panel the range above phonon absorptions is displayed on a linear scale.

In $\sigma(\omega)$ we find absorption features at about 118, 130, 146 and 160 meV which are very similar to the three Raman lines mentioned above. Moreover, we identify some weak features at about 240 and 320 meV. At the latter two energies, very similar features have been observed in Raman scattering on the same samples by Choi and collaborators [168] (see Fig. 3.7), using a surface that had been polished for the transmittance measurement. The highest infrared-active fundamental phonon mode is observed in the reflectance data at about 80 meV.

$^5$The Raman measurements have been performed by K.-Y. Choi, P. Lemmens and G. Güntherodt at the RWTH Aachen, Germany [168]. The Raman data have been obtained in a quasi-backscattering geometry using a laser energy of 2.34 eV (Ar$^+$ laser).
Figure 3.6: The transmittance of several samples of varying thickness is compared. All data sets were obtained at 4 K.

(see Fig. 3.5 and references [169, 170]). It has been interpreted as a zone-boundary Mn-O bond-stretching mode which is folded back to $k=0$ in the orbitally ordered state [169]. A weak Raman line has been found at the same frequency [77, 168]. Given the existence of a fundamental mode at 80 meV, the features at 160, 240 and 320 meV are naturally explained as two-, three- and four-phonon modes, respectively. In particular, the Raman line at 160 meV is certainly not too high in energy for a two-phonon mode. At 160 meV, similar two-phonon features are observed also in other pseudocubic perovskites such as LaCoO$_3$ [75] or YTiO$_3$ (see Figs. 4.6 and 4.9). Three-phonon Raman scattering in LaMnO$_3$ at room temperature and above has been reported recently in the range from 210-250 meV [77] (see Fig. 3.9). Multi-phonon Raman scattering is predicted to be strong in orbitally ordered LaMnO$_3$ due to the Franck-Condon effect [171] (see Fig. 3.10). Raman data of the two-phonon range observed for varying laser energies are reported in [76](see Fig. 3.9). It has been found that the dependence of the peak intensity around 150 meV on the laser energy is very similar to that observed for the fundamental Mn-O phonon mode. This corroborates the interpretation of the peaks at 150 meV as two-phonon absorptions.

Let us briefly address the issue of selection rules and the problems for a theoretical description of multi-phonon features. The symmetry of a multi-phonon mode has to be derived
Figure 3.7: Optical conductivity $\sigma(\omega)$ ($T=4$ K) of LaMnO$_3$ [40, 75] showing multi-phonon features at, e.g., two, three and four times 80 meV. For comparison, we plot the Raman-scattering data ($T=15$ K) by Choi et al. from [168]. The two top curves focusing on the high-energy features show the same data multiplied by a factor of 6 and 10, respectively.

Using the multiplication rules of the irreducible representations of the contributing fundamental modes. Thus an overtone of a forbidden fundamental mode may very well be allowed. Peaks within the two- or multi-phonon continua reflect a high density of states and do not necessarily correspond to simple multiples of $k=0$ phonon modes. A precise theoretical treatment of the two- and multi-phonon continua requires a detailed knowledge of the dispersion of the fundamental modes throughout the entire Brillouin zone. Unfortunately, such a detailed analysis of neutron scattering data has failed so far due to the twinning of the samples [172]. Moreover, multi-phonon features may depend strongly on the sample quality and on details of the sample growth [173], which strongly complicates a meaningful comparison with theory. The bottom panel of Fig. 3.11 shows the $k=0$ part of the two-phonon density of states calculated for LaMnO$_3$ in $Pbnm$ symmetry. The calculation is based on a shell model [174], the parameters have been deduced from similar perovskite compounds where the lattice dynamics was studied in detail. The highest two-phonon peak is predicted slightly below 160 meV, the overall structure is in reasonable agreement with the optical data.

Within the orbiton interpretation, an explanation of features at the same energy (e.g., 160 meV) using the multiplication rules of the irreducible representations of the contributing fundamental modes. Thus an overtone of a forbidden fundamental mode may very well be allowed. Peaks within the two- or multi-phonon continua reflect a high density of states and do not necessarily correspond to simple multiples of $k=0$ phonon modes. A precise theoretical treatment of the two- and multi-phonon continua requires a detailed knowledge of the dispersion of the fundamental modes throughout the entire Brillouin zone. Unfortunately, such a detailed analysis of neutron scattering data has failed so far due to the twinning of the samples [172]. Moreover, multi-phonon features may depend strongly on the sample quality and on details of the sample growth [173], which strongly complicates a meaningful comparison with theory. The bottom panel of Fig. 3.11 shows the $k=0$ part of the two-phonon density of states calculated for LaMnO$_3$ in $Pbnm$ symmetry. The calculation is based on a shell model [174], the parameters have been deduced from similar perovskite compounds where the lattice dynamics was studied in detail. The highest two-phonon peak is predicted slightly below 160 meV, the overall structure is in reasonable agreement with the optical data.

Within the orbiton interpretation, an explanation of features at the same energy (e.g., 160 meV) using the multiplication rules of the irreducible representations of the contributing fundamental modes. Thus an overtone of a forbidden fundamental mode may very well be allowed. Peaks within the two- or multi-phonon continua reflect a high density of states and do not necessarily correspond to simple multiples of $k=0$ phonon modes. A precise theoretical treatment of the two- and multi-phonon continua requires a detailed knowledge of the dispersion of the fundamental modes throughout the entire Brillouin zone. Unfortunately, such a detailed analysis of neutron scattering data has failed so far due to the twinning of the samples [172]. Moreover, multi-phonon features may depend strongly on the sample quality and on details of the sample growth [173], which strongly complicates a meaningful comparison with theory. The bottom panel of Fig. 3.11 shows the $k=0$ part of the two-phonon density of states calculated for LaMnO$_3$ in $Pbnm$ symmetry. The calculation is based on a shell model [174], the parameters have been deduced from similar perovskite compounds where the lattice dynamics was studied in detail. The highest two-phonon peak is predicted slightly below 160 meV, the overall structure is in reasonable agreement with the optical data.

Within the orbiton interpretation, an explanation of features at the same energy (e.g., 160 meV) using the multiplication rules of the irreducible representations of the contributing fundamental modes. Thus an overtone of a forbidden fundamental mode may very well be allowed. Peaks within the two- or multi-phonon continua reflect a high density of states and do not necessarily correspond to simple multiples of $k=0$ phonon modes. A precise theoretical treatment of the two- and multi-phonon continua requires a detailed knowledge of the dispersion of the fundamental modes throughout the entire Brillouin zone. Unfortunately, such a detailed analysis of neutron scattering data has failed so far due to the twinning of the samples [172]. Moreover, multi-phonon features may depend strongly on the sample quality and on details of the sample growth [173], which strongly complicates a meaningful comparison with theory. The bottom panel of Fig. 3.11 shows the $k=0$ part of the two-phonon density of states calculated for LaMnO$_3$ in $Pbnm$ symmetry. The calculation is based on a shell model [174], the parameters have been deduced from similar perovskite compounds where the lattice dynamics was studied in detail. The highest two-phonon peak is predicted slightly below 160 meV, the overall structure is in reasonable agreement with the optical data.
Figure 3.8: The optical conductivity of several samples at 4 K is compared. This indicates the error of the obtained data for the optical conductivity (note the rather small values of the optical conductivity). Features like the peaks at 0.16 and 0.24 eV are present in all data sets as seen from the inset. Thus they have to be attributed to intrinsic properties of LaMnO$_3$. The difference in the absolute value can be attributed to slight changes of the impurity concentration (oxygen non-stoichiometry) or to errors due to scattering on the sample surface.

meV in Raman and infrared spectroscopy requires to break the parity-selection rule without the simultaneous excitation of a phonon. This can in principle be achieved by impurities, but the phonon mechanism lined out above turns out to be much more effective [78]. Roughly speaking, a small impurity concentration of, e.g., 1% breaks the selection rule only at a small percentage of sites, whereas the phonon is effective throughout the entire sample. This is corroborated by the shift between the Raman and the infrared data observed in RTiO$_3$ (see chapter 4 and in particular Fig. 4.9). Moreover, the remaining differences between the Raman and the infrared spectra – e.g., the peak energies of 126 and 144 meV as compared to 118, 130 and 146 meV – can easily be attributed in the multi-phonon case to the different selection rules, giving different weight to the two-phonon density of states. However, the orbiton scenario including impurities to account for the parity selection rule predicts identical peak energies in both spectroscopies.

70
Figure 3.9: Raman spectra of LaMnO$_3$ vs. temperature and of the hexagonal compound YMnO$_3$ at room temperature [77]. Above 100 meV the intensities are enlarged by a factor 9. Two- and three-phonon excitations are observed up to 160 meV and 240 meV, respectively.

One argument favoring the orbiton interpretation was the disappearance of the relevant Raman lines upon heating above the orbital ordering temperature $T_{OO}=780$ K [44] (see Fig. 3.4). We have measured the transmittance of LaMnO$_3$ at temperatures up to 775 K (see figure 3.11), the highest temperature available in our experimental setup. The room-temperature spectra before and after heating to 775 K are identical, showing that the oxygen content of the sample did not change significantly upon heating. The absorption bands in the range of 120-160 meV broaden strongly with increasing temperature, but they clearly persist also at 775 K, i.e., close to $T_{OO}$. The sensitivity of the Raman lines [44, 168] indicates that these multi-phonon lines are Raman forbidden in the high-temperature structure and become Raman allowed due to the symmetry change across the phase transition.

The eigenmodes show a mixed character (phonon-orbiton) if the coupling to the lattice (Jahn-Teller effect) and the orbital exchange interactions are taken into account on an equal footing [106] (see chapter 2.3.1). In reference [168], the coupling between phonons and orbitons is discussed on the basis of the changes observed in the (multi-)phonon Raman spectra upon variation of temperature, symmetry or doping level. An interpretation of the Raman features at about 160 meV in terms of phonon-orbiton mixed modes with predominantly orbiton character requires a rather small value for the electron-lattice coupling [106]. However, if the Jahn-Teller splitting is large ($\gtrsim 1$ eV), the spectrum recovers the shape predicted by the Franck-Condon effect (see figure 2.28) [106]. Note that increasing the coupling to the lattice results not only in a blue shift of the average excitation energy but also in a suppression of...
Figure 3.10: Schematic Franck-Condon mechanism for the multiphonon Raman process via the “orbiton” intermediate state (see Fig. 2.28). Left: phonon energy levels of the ground state (GS) (antiferro-orbital order indicated by the box at the bottom left). Right: phonon energy levels of the state with one orbiton excited (Orbiton) (the neighbors become ferro-orbital aligned by the flip of the orbital on the center site). The lowest energy configuration of the orbiton has energy ∆ and large oxygen distortions from the Jahn-Teller ground state. The laser energy is denoted by $\omega_L$. A large probability of transitions to multiphonon states ($\omega_S = \omega_L - n\omega$, where $\omega$ is the phonon energy) is predicted. This figure has been taken from [171].

We have tried very carefully to find the orbital excitations at higher energies by investigating the transmittance of several different samples of LaMnO$_3$, varying the thickness between 2 and 500 $\mu$m. Transmittance measurements on a thick sample are sensitive to very weak absorption features, whereas thin samples are better suited for the determination of larger values of $\sigma(\omega)$. Our data do not show any absorption band between the multi-phonon range and the onset of excitations across the Mott gap at about 1 eV [175, 176] (see Fig. 3.12).

3.2 Observation of orbital excitation

The fact that no orbital excitation has been observed so far is frustrating since only via the observation of its energy it will be possible to determine the electron-phonon coupling in this system. There has been a prediction by Allen and Perebeinos [178] of a strong orbital absorption band in $\sigma(\omega)$ centered around 2 eV with a Gaussian envelope of vibrational sidebands starting at about 1 eV. They identify the strong absorption band observed in $\sigma(\omega)$ (see Fig. 3.12) with this orbital absorption feature. However, the spectral weight of the observed
Figure 3.11: Top: Temperature dependence of the multi-phonon features in LaMnO$_3$. Plotting $-\ln(T)/d$, where $T$ is the transmittance and $d$ the sample thickness, yields an estimate of the absorption coefficient [120]. The curves have been shifted vertically for clarity. Bottom: The $k=0$ part of the two-phonon density of states calculated for LaMnO$_3$ in $Pbnm$ symmetry [172].

band is several orders of magnitude larger than what is typically observed for $d$-$d$ transitions. We thus regard this interpretation as rather unlikely. Note that vibrational sidebands are usually not resolved in solids, with the exception of molecular crystals. Additionally, Allen and Perebeinos predicted a strong temperature dependence close to the onset of the orbital absorption, which in principle is in agreement with our data. However, the shift with temperature of the onset of the strong absorption is much stronger than predicted (see Fig. 3.13). An interpretation in terms of an Urbach tail (of thermally excited phonons) of excitations across the gap is thus much more likely.

In order to investigate the onset of the excitations across the gap up to higher values of $\sigma$, we measured samples with thickness $d$ varying from 2 to 28 $\mu$m. For comparison all data sets of sufficiently thin samples are shown in Fig. 3.14. In principle, the data for $d = 2$ $\mu$m allows to determine $\sigma(\omega)$ up to a value of about 150 (\Omega cm)$^{-1}$ at $\omega \approx 1.6$ eV. However, it is difficult to prepare such thin single crystals. In particular, the variation $\Delta d$ of the thickness is of the same order as the thickness, since the two surfaces are not absolutely parallel after polishing. Since $\sigma(\omega)$ depends exponentially on $d$, it is not possible to determine $\sigma(\omega)$ quantitatively without a detailed knowledge of the thickness profile. In the case of thicker samples, e.g. $d > 20$ $\mu$m, a
variation of $\Delta d$ of a few microns is acceptable. Moreover, the thickness variation $\Delta d$ leads to a modulation of the interference fringes. For a decrease of $d$ these fringes broaden drastically (the distance between two fringes is proportional to $1/d$). Additionally the total absorption within the sample decreases rapidly for thin samples. Therefore surface defects become more important with respect to the intrinsic absorption, giving rise to an increased background. It is very difficult to discriminate a possible weak, broad intrinsic absorption feature from this background and from the modulated interference fringes. From the data of the 2 $\mu$m thick sample we thus cannot clarify whether there is a structure at the onset of the gap or not.

The data of the sample with $d = 14 \mu$m reach only to values of $\sigma$ up to 35 $(\Omega \text{cm})^{-1}$. Unfortunately this sample seems to have a very thin film on the surface, that leads to very broad interference features on top of the usual fringes. The data for $d = 6 \mu$m show very regular interference fringes, which indicates that the thickness variation is only small. This data set thus allows a reliable, quantitative determination of $\sigma(\omega)$ in the region of the onset of the gap.

At low temperatures a shoulder appears at $\approx 1.2$ eV right at the onset of the gap. The intrinsic character of this feature is supported by comparing the data of samples with different thickness in Fig. 3.14. With increasing temperature the gap is smeared out and the broad peak gets lost in the rising background (see Fig. 3.15). Assuming an exponential increase of $\sigma(\omega)$ above the gap, we can identify the shoulder at 1.2 eV up to room temperature in a logarithmic plot.

In total this gives strong evidence that the feature is not merely an artefact but an intrinsic absorption band of LaMnO$_3$. We are confident that additional measurements in the future.
Figure 3.13: Calculated optical conductivity of LaMnO$_3$ [178]. The dotted curve is the lowest Lorentzian oscillator fitted by Jung et al. to the optical conductivity obtained by a Kramers-Kronig analysis of reflectance data [177]. The dashed curve is a $T = 0$ sum of convolved Lorentzians centered at the vibrational replicas shown as vertical bars. The solid curves are $T = 0$ (lower) and $T = 300$ K (upper) sums of convolved Gaussians, also shown in the inset on a logarithmic scale.

This interpretation is corroborated by the results of a cluster calculation (see Appendix F) that we have performed for a MnO$_6$ octahedron. The result for $\Delta = 4.0$ eV and $U = 6.0$ eV is given in Table 3.1 for the five states lowest in energy (in counting levels we neglect the spin degeneracy which is only slightly lifted by spin-orbit coupling).

We find that the first excited state lies 1.16 eV above the ground state, whereas the

<table>
<thead>
<tr>
<th>$E$ (eV)</th>
<th>$S$</th>
<th>$3z^2 - r^2$</th>
<th>$x^2 - y^2$</th>
<th>$yz$</th>
<th>$zx$</th>
<th>$xy$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gs</td>
<td>0.0</td>
<td>2</td>
<td>0.88</td>
<td>0.67</td>
<td>0.75</td>
<td>1.09</td>
</tr>
<tr>
<td>1.</td>
<td>1.16</td>
<td>1</td>
<td>1.19</td>
<td>0.98</td>
<td>0.82</td>
<td>0.53</td>
</tr>
<tr>
<td>2.</td>
<td>1.70</td>
<td>1</td>
<td>0.94</td>
<td>0.70</td>
<td>0.65</td>
<td>0.76</td>
</tr>
<tr>
<td>3.</td>
<td>1.80</td>
<td>1</td>
<td>0.80</td>
<td>0.79</td>
<td>0.64</td>
<td>1.00</td>
</tr>
<tr>
<td>4.</td>
<td>1.93</td>
<td>1</td>
<td>0.72</td>
<td>1.04</td>
<td>0.59</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 3.1: Results of a cluster calculation for LaMnO$_3$ for $\Delta = 4$ eV and $U = 6$ eV.
Figure 3.14: The optical conductivity of samples of different thickness $d$ is compared. All data are obtained at 4 K. The top and bottom panels show the same data on a linear and on a logarithmic scale, respectively. The sinusoidal patterns correspond to interference fringes. Their period is proportional to $1/d$. These periodic features do not represent a true absorption within the sample.

Following states are at least 0.5 eV higher in energy and are therefore beyond the gap. They will not be observable in $\sigma(\omega)$ since they are expected to be weak features (due to the parity selection rule as discussed in chapter 2) on top of absorption bands that are more than 3 orders of magnitude stronger. Note that the lowest excited state shows $S = 1$, in contrast to the
Figure 3.15: Temperature dependence of $\sigma(\omega)$ of LaMnO$_3$ ($d = 6 \mu m$) on a logarithmic scale.

$S = 2$ ground state. The absorption observed at 1.2 eV possibly can be attributed to a crystal-field excitation from the ground state to the first excited state. However, the amplitude of $\approx 2 \ (\Omega cm)^{-1}$ is relatively high for a transition between different spin states. There are two effective mechanisms which bypass the strict spin selection rule and allow such a transition. One is the spin-orbit coupling that mixes spin eigenstates, and second there are two-particle...
processes that involve the excitation of a magnon on an adjacent site. Although it is not possible to give a precise quantitative value for the strength of the absorption, it is expected to be about one order of magnitude weaker than for spin-allowed transitions. However, the intensity may increase by mixing with excitations across the gap, i.e. by “stealing” intensity from the strong interband excitations. An alternative explanation for the shoulder at 1.2 eV may be found in the details of the band structure. The precise shape of $\sigma(\omega)$ at the onset of the Mott-Hubbard gap thus far has only been investigated theoretically for 1D systems [200, 201, 202].

In order to show that the choice of the parameters $\Delta$ and $U$ is robust in reproducing the value of $\approx 1.2$ eV for the first excited state (above the ground state), we varied $\Delta$ and $U$. The dependence of the results on the parameters is shown in Fig. 3.16. That our choice of parameters is very reasonable can also be seen from [203] where $U = 7.5$ eV and $\Delta = 4.5$ eV are determined by x-ray absorption measurements.

In summary, our main intention was to observe collective orbital modes below the band gap, as it has been claimed in [44]. What we found is an absorption at $\approx 1.2$ eV. This high energy justifies to ignore collective phenomena and to consider the orbital excitation as a purely local, self-trapped exciton, i.e. a local crystal-field excitation. Due to the failure of finding orbital excitations at low energies we are convinced that undoped LaMnO$_3$ is not a good model system for the study of orbital waves. The coupling of the bond-directional $e_g$ orbitals to the lattice is large and hence the Jahn-Teller coupling is very effective in lifting the degeneracy that exists in cubic symmetry.

### 3.3 Interband excitations in LaMnO$_3$

In the energy range of interband transitions the optical conductivity usually exceeds values of several hundred $\Omega cm^{-1}$. At such high values of $\sigma(\omega)$ even rather thin samples ($d<10\mu m$) become opaque. Possible ways to determine the optical conductivity in this region would be to measure thin films grown on a transparent substrate or to do ellipsometry. A third possibility is to measure the reflectance in a large frequency range and obtain $\sigma(\omega)$ by a Kramers-Kronig analysis of the reflectance.

The shoulder we have observed at 1.2 eV (see 3.14) is at the edge of the region accessible by transmittance measurements. In order to confirm that this feature is actually an intrinsic property of LaMnO$_3$, we may also look at $\sigma(\omega)$ obtained from a Kramers-Kronig analysis of the reflectivity data. The reflectance data are shown in Fig. 3.5. In the region of interest considered here (i.e. below 2.5 eV), the Kramers-Kronig result for $\sigma(\omega)$ turned out to be independent from the way the reflectance has been extrapolated above 3.5 eV. The resulting optical conductivity spectrum at 4 K is shown in the bottom panel of Fig. 3.17. The comparison with the data of $\sigma(\omega)$ obtained from the combination of transmittance and reflectance shows a sizable discrepancy in the range of high transparency. Note that the optical conductivity is plotted in Fig. 3.17 on a logarithmic scale, hence differences at small values of $\sigma(\omega)$ are pronounced. The transmittance is highly sensitive to weak absorption features, thus the optical conductivity obtained form it is very reliable. In particular, the transmittance data obtained on the sample with $d=200 \mu m$ allows to determine $\sigma(\omega)$ very accurately in the range
where $\sigma(\omega) < 1 \, \Omega cm^{-1}$. The discrepancy with the result obtained from the transmittance of the sample with $d=6 \, \mu m$ can be attributed to e.g. scattering from the surface. The relative importance of such surface effects increases with decreasing sample thickness. The advantage of the thin sample is that it allows to follow the optical conductivity to higher values. In any case we can state that the Kramers-Kronig analysis of the reflectivity strongly overestimates the absolute value of $\sigma(\omega)$ in the frequency range between the phonons and the interband excitations.

In the top panel of Fig. 3.17 the reflectance of LaMnO$_3$ at 4 K is compared with a fit. It is found that the reflectance can not be fitted well in the range of high transmission, in
Figure 3.18: The complex dielectric function obtained from the Kramers-Kronig analysis is compared to $\varepsilon(\omega)$ acquired by ellipsometry. In the bottom panel the dielectric function obtained from transmittance and reflectance is shown additionally. In the inset the region of low values of $\varepsilon_2$ is magnified by the logarithmic scale.

fact the reflectance is slightly higher than the fit. The analysis of the reflectance assumes a semi-infinite sample. The finite sample thickness of about 1 mm becomes relevant in the highly transparent range, where an additional contribution arises in the measured reflectivity due to reflections from the backside of the sample. Thus the measured data is higher than the fit. This is corroborated by the weak dips in the reflectance at the position of the multi-phonon peaks (compare the transmittance in the top panel of Fig. 3.17). The multi-phonon absorption within the sample reduces the transmittance and thus also the contribution of backside reflections. The small contribution from the backside provides a strong effect in $\sigma(\omega)$ relative to the very low value. The Kramers-Kronig analysis of the fit of $R$ is much closer to $\sigma(\omega)$ obtained from the transmittance. We emphasize that the Kramers-Kronig analysis is not capable to determine very low values of $\sigma(\omega)$ accurately. Even if a much

\footnote{This effect is largest in the vicinity of the phonon absorption since there the fit is strongly determined by the shape of the phonon.}
thicker sample was used, the reflectivity change caused by e.g. the multi-phonon features (without backside reflections) is smaller than the typical noise level.

At higher values of $\sigma(\omega)$ the agreement between the two techniques is satisfactory, as seen from the comparison with the data obtained from the transmittance of a 6 $\mu$m thin sample (see bottom panel of Fig. 3.17). Despite the failure of the Kramers-Kronig analysis concerning the absolute value of $\sigma(\omega)$, the shoulder at 1.2 eV is also clearly observed here.

A comparison of the dielectric function ($\varepsilon(\omega)$) derived from the Kramers-Kronig analysis with data obtained by ellipsometry is given in Fig. 3.18. We find a very good agreement between the ellipsometry and the Kramers-Kronig results as far as the shape of $\varepsilon(\omega)$ is concerned. For the absolute value the ellipsometry data turn out to be lower than the Kramers-Kronig result in $\varepsilon_1$ and higher in $\varepsilon_2$. The additional comparison with the data obtained from the combination of transmittance and reflectance clearly shows that the absolute value of the Kramers-Kronig result is more reliable. The systematic difference to the ellipsometry data may result from the way the dielectric function is acquired in ellipsometry. The ellipsometry measurement yields the ratio $R_p/R_s$ and the relative phase shift $\theta$ upon reflection. Optical properties are then obtained from the measured data by fitting them under the assumption of a model. Such a model may have to include not only bulk properties but also parameters like e.g. the surface roughness. These fits were performed independently from the Kramers-Kronig results. A systematic error can therefore be attributed to the choice of the model. For comparison results reported in [175] and [176] are shown in Fig. 3.19. Note that these results...
were obtained on untwinned crystals. However, one finds good agreement of the absolute values. In particular, the data for $E \parallel ab$ – which are expected to contribute stronger than $E \parallel c$ to the results on a twinned crystal – are in good agreement as far as the line shape is concerned.

In summary, we have observed the feature at 1.2 eV also in $\sigma(\omega)$ obtained from a Kramers-Kronig analysis. These data are found to be in good agreement with results reported in the literature.
Chapter 4

Orbital liquid vs. Jahn-Teller effect in RTiO$_3$ (R=La, Sm, Y)

Besides a degeneracy within the $e_g$ orbitals as present in the manganites, orbital physics has been discussed also for a degeneracy within the $t_{2g}$ orbitals. In the perovskites the $t_{2g}$ orbitals on the transition-metal site point in between the ligand ions of the surrounding octahedra. Compounds with nearly degenerate $t_{2g}$ orbitals are the RTiO$_3$ (R = rare-earth ion or Y) titanates which crystallize in a distorted perovskite structure (space group Pbnm) [57, 154, 156]. The Ti$^{3+}$ ions with the electronic configuration 3$d^1$ exhibit a threefold degeneracy in a perfectly cubic symmetry. However, the distortion of the real crystal structure lifts this degeneracy. The magnitude of the distortion varies for different rare-earth ions and also other properties of these compounds differ strongly. The nature of the ground state in these crystals is under discussion since the scenario of an orbital liquid has been proposed for LaTiO$_3$ [49, 34]. We have investigated three compounds within this class which exhibit very different properties.

4.1 LaTiO$_3$ and other titanates

The discussion about novel orbital physics in LaTiO$_3$ has been triggered by the unusual observation of a small spin-wave gap in combination with a strongly reduced magnetic moment by neutron scattering [49]. These two properties of LaTiO$_3$ seem to contradict each other. A small spin-wave gap indicates a small anisotropy in spin space. Without any gap in the spin-wave dispersion, all spins could be rotated together without energy to be paid. This applies to magnons with infinite wavelength, i.e. $k \rightarrow 0$. In other words the continuous rotational symmetry in spin space produces a Goldstone mode. However, breaking this symmetry a gap opens in the dispersion of the corresponding excitation. In our case the gap in the magnon dispersion indicates the coupling of the spin and the orbital momentum (which has a fixed direction in space). This coupling breaks the rotational symmetry of the spins. A small spin gap indicates the coupling to a small orbital momentum. On the other hand the total magnetic moment on the Ti site has been claimed to be only 0.45 $\mu_B$ [49]. The contribution to the magnetic moment from the spin is $gS \approx 1 \mu_B$ which in 3D is reduced
by quantum fluctuations to 0.85 $\mu_B$. The fact that the actually observed value is much smaller indicates a strong reduction of the magnetic moment by the (negative) contribution of a large orbital momentum.\(^1\) However the orbital momentum cannot be large (reduction of the magnetic moment) and small (small spin-wave gap) at once. In order to reconcile the contradicting results it has been proposed by Khaliullin and collaborators that an orbital liquid is realized in LaTiO$_3$ [34]. Within an orbital-liquid scenario, the small spin-wave gap is explained by the non-degenerate quantum-disordered ground state that strongly suppresses the orbital momentum (and hence spin-orbit coupling is small). The reduced moment arises from the coupling of spin and orbital degrees of freedom: the fluctuating orbitals enhance the fluctuations in the spin channel which leads to a reduced magnetic moment.

If one substitutes La by other rare-earth ions, which are all of smaller ionic radius, the structure deviates stronger from the ideal cubic perovskite structure [154]. Also the magnetic

\[\text{Figure 4.1: The magnetic ordering temperature over the ionic radius of the ion on the rare-earth site in RTiO}_3. \text{ Between Gd and Sm the magnetic order changes from ferromagnetic to antiferromagnetic. This plot has been taken from [63].}\]

\(^1\)In the first approximation one assumes the orbital momentum to be quenched in a crystal with a non-degenerate ground state. However, in a cubic environment the degenerate $t_{2g}$ orbitals transform according to the $T_2$ representation so that matrix elements of the form $\langle \psi | \text{operator} | \psi \rangle$ are non-vanishing only if the irreducible representation according to which the operator transforms is contained in the irreducible representation of the reduction of $T_2 \times T_2$. For the magnetic moment $M$ that is transforming according to $T_1$ this is actually the case (for the $e_g$ orbitals this is vanishing since $E \times E$ does not contain $T_1$). The constant $\lambda$ between the eigenfunctions of $M$ and the eigenfunctions of the corresponding eigenspace is found to be $-1$. Hence one may think of a magnetic moment which corresponds to a pseudo (rotational symmetry is not present) angular momentum $\tilde{L}$ with a $g$-factor of $-1$.\]
properties change from antiferromagnetic (LaTiO\(_3\)) to ferromagnetic at low temperatures. The magnetic ordering temperatures for the compounds RTiO\(_3\) are plotted in Fig. 4.1 over the ionic radius of the ion on the rare-earth site. One finds that small ionic radii up to Gd correspond to ferromagnetism whereas for larger radii from Sm on antiferromagnetic order is observed. A decrease of the ordering temperature towards a critical ionic radius is interpreted as the approach to a quantum critical point which lies in between [34]. In Fig. 4.2 a qualitative phase diagram proposed by Khaliullin [34] is presented.

We focused our investigation on the observation of the orbital excitations in order to obtain information about the ground state present in LaTiO\(_3\). We have measured for comparison the systems YTiO\(_3\) and SmTiO\(_3\). It has been proposed [98] that although orbital order has been observed in this compound,\(^2\) YTiO\(_3\) should exhibit at least partially orbital fluctuations in the ground state.

SmTiO\(_3\) is still antiferromagnetic, but lies close to the critical value of the ionic radius [63]. This change is driven by the Ti-O bond angle which is increasing with larger ionic radius on the rare-earth site. A comparison of the crystal structure of the three systems is shown in Fig. 4.3.

Tilting and rotation of the octahedra are not the only deviations from the cubic crystal structure. Additionally, the octahedra deviate from the regular shape. This local distortion is normally measured in the difference of the metal-oxygen bond lengths. In the case of LaTiO\(_3\) the relative difference of the Ti-O bonds within the \(ab\) plane is \(<1\%\) [154] which is rather small. Therefore LaTiO\(_3\) has been considered to be nearly cubic [49]. However, a detailed analysis of the crystal structure revealed that the oxygen-oxygen distances in one octahedron vary by about 4\% [57] (see Table 4.1).

The distortion pattern of the TiO\(_6\) octahedra turns out to be different for La on the one

---

\(^2\)The orbitally ordered state associated with the Jahn-Teller type lattice distortion has been confirmed by resonant x-ray scattering, NMR and polarized neutron scattering experiments. [149, 150, 151].
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Figure 4.3: Comparison of the crystal structure of the three rare-earth titanates investigated here. LaTiO$_3$ (left) exhibits the smallest tilting due to the large ionic radius of the La ions. With decreasing ionic radius the deviation from the cubic structure gets stronger and the Ti-O bond angle decreases. Middle: SmTiO$_3$. Right: YTiO$_3$.

hand and Sm, Y on the other hand. In LaTiO$_3$ the four oxygen ions within the $ab$ plane surround the metal ion in a rectangular shape, i.e. the diagonals are equal and the edges are different. In Sm and Y the situation is the other way around, the diagonals differ and the edges are equal, corresponding to a rhombus. In general such a deviation from a high symmetry can result from different origins:

- Collective Jahn-Teller distortions which are due to the coupling of the orbitals to the lattice. In this case usually a phase transition is observed.

- Ionic-size mismatch effects generate cooperative rotations and tiltings of the octahedra as well as distortions of the octahedra themselves. These distortions occur to establish a closed-packing condition and have nothing to do with the orbital degeneracy at all. The degenerate orbitals may split under the influence of the distortion, but they are not the driving force. This is obvious as even systems with a non-degenerate orbital state such as for instance LaAlO$_3$ (3$d^0$) or LaFeO$_3$ (3$d^5$) exhibit a non-cubic crystal structure. In this case, orbital order is not a cooperative phenomenon.

In general these two contributions both are present and it is not obvious which one is dominant. However, the temperature dependence of the distortion may give some hint. For
The lattice constants and the bond lengths are listed for comparison. The data of LaTiO$_3$ in the first column are given in [57]. The second data set of LaTiO$_3$ and the data of SmTiO$_3$ are from [154]. The data of YTiO$_3$ is taken from [156]. All data sets were obtained at room temperature.

<table>
<thead>
<tr>
<th></th>
<th>LaTiO$_3$ (1)</th>
<th>LaTiO$_3$ (2)</th>
<th>SmTiO$_3$</th>
<th>YTiO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>5.601</td>
<td>5.6336</td>
<td>5.454</td>
<td>5.3350</td>
</tr>
<tr>
<td>b</td>
<td>5.590</td>
<td>5.6156</td>
<td>5.660</td>
<td>5.6840</td>
</tr>
<tr>
<td>c/√2</td>
<td>5.590</td>
<td>5.5964</td>
<td>5.501</td>
<td>5.3846</td>
</tr>
<tr>
<td>Ti-O2</td>
<td>2.023</td>
<td>2.057</td>
<td>2.057</td>
<td>2.073</td>
</tr>
<tr>
<td>Ti-O2</td>
<td>2.016</td>
<td>2.031</td>
<td>2.043</td>
<td>2.026</td>
</tr>
<tr>
<td>Ti-O1</td>
<td>2.015</td>
<td>2.030</td>
<td>2.028</td>
<td>2.027</td>
</tr>
<tr>
<td>O2-O2</td>
<td>2.889</td>
<td>2.935</td>
<td>2.907</td>
<td>2.911</td>
</tr>
<tr>
<td>O2-O2</td>
<td>2.822</td>
<td>2.845</td>
<td>2.891</td>
<td>2.886</td>
</tr>
<tr>
<td>O2-O1</td>
<td></td>
<td></td>
<td>2.892</td>
<td>2.852</td>
</tr>
</tbody>
</table>

Table 4.1: The lattice constants and the bond lengths are listed for comparison. The data of LaTiO$_3$ in the first column are given in [57]. The second data set of LaTiO$_3$ and the data of SmTiO$_3$ are from [154]. The data of YTiO$_3$ is taken from [156]. All data sets were obtained at room temperature.

instance in LaMnO$_3$ a long-range ordering of a distortion of about 15% sets in at 780 K. A large Jahn-Teller binding energy [179] indicates that dynamical distortions of the octahedra are well present above 780 K, thus the structural transition is of order-disorder type for these distortions. The occurrence of long-range orbital order already at high temperature reflects the strong coupling of the $e_g$ orbitals to the lattice. A low orbital ordering temperature which lies in the range of the magnetic ordering temperature suggests that the exchange interaction is more relevant. The lack of an orbital ordering transition in the titanates is discussed controversially in the literature. The temperatures of orbital order and spin order are shown for several compounds in Table 4.2.

### 4.2 Results on twinned crystals of RTiO$_3$

We have measured the transmittance and the reflectance of twinned single crystals of YTiO$_3$ and LaTiO$_3$ as a function of temperature. The results for the reflectance are shown in Fig. 4.4. One finds a strong similarity of the two compounds. Below $\approx 0.1$ eV the spectra are dominated by phonons, followed by a range of nearly constant values. The weak and broad features that occur above 1 eV belong to interband transitions. These spectra are typical for insulators. Transmittance measurements were performed on twinned single crystals of YTiO$_3$, SmTiO$_3$, and LaTiO$_3$ and on untwinned single crystals in the case of YTiO$_3$ and LaTiO$_3$ (see Fig. 4.5 and section 4.3). For the transmittance measurement, the samples were polished to a thickness of $d < 100\mu$m. From the two properties, reflectance and transmittance, we are able to calculate the optical conductivity $\sigma(\omega)$. A comparison of the results at 4 K is shown in Fig. 4.6. In $\sigma(\omega)$ the steep rise at the high-energy edge of the spectra marks the onset of excitations across the gap. On the low-energy side the spectra are limited by
The very sharp additional absorption lines observed in SmTiO$_3$ at about 0.15, 0.3 and 0.45 eV are attributed to crystal-field transitions within the Sm 4f shell [152]. These lines are much narrower than the $d$-$d$ bands because in case of the 4f levels both the coupling to the lattice and the coupling between nearest-neighbor sites are much smaller.

Our interpretation of the features at about 0.3 eV in terms of orbital excitations is strongly corroborated by Raman scattering data of LaTiO$_3$ and YTiO$_3$ shown in Fig. 4.9. A detailed analysis of the Raman data can be found in reference [153, 53]. The Raman spectra show similar features as the optical conductivity but shifted to lower energies by 50-70 meV. As
Figure 4.4: The temperature dependence of the reflectance of twinned single crystals of LaTiO$_3$ (top panel) and YTiO$_3$ (bottom panel). In the phonon range (below 0.1 eV) a typical broadening is observed with increasing temperature, whereas the spectra are nearly temperature independent above 0.1 eV. The values in this range are almost constant for both compounds (LaTiO$_3$ $\approx$ 17%, YTiO$_3$ $\approx$ 14%).

discussed above, $d$-$d$ transitions have even parity and are thus Raman active, whereas a contribution to $\sigma(\omega)$ arises only due to the simultaneous excitation of a phonon breaking the inversion symmetry on the transition-metal site. The observed shift of 50-70 meV is in good agreement with the energies of the Ti-O bond-bending and bond-stretching phonon modes, which are expected to yield the dominant contributions. Moreover, the transition probability for such a multi-particle excitation (orbital excitation plus phonon) is small, in agreement with the small absolute value of $\sigma(\omega)$. We thus conclude that the orbital nature of these excitations is unambiguous. The orbital excitation energy amounts to about 0.2-0.25 eV.
Figure 4.5: The transmittance of a LaTiO$_3$ sample ($d = 20 \mu$m; $T_N = 149$ K) and of two samples of YTiO$_3$ of different thickness. The orbital excitations are clearly observed at $\approx 0.3$ eV as broad dips in the transmittance. The suppression of the transmittance at low energies is due to strong phonon absorption and at high energies it corresponds to electronic transitions across the gap. Strong fringes are observed in the range of high transmittance for the thin sample of YTiO$_3$. The calculated $\sigma(\omega)$ for the two data sets of YTiO$_3$ are found to be in almost perfect agreement. A merged data set of $\sigma(\omega)$ is shown in Fig. 4.6.

The crucial question is whether these features reflect the collective nature of orbital fluctuations [98] or whether they have to be interpreted as local crystal-field excitations. Since predictions including both the coupling to the lattice and superexchange on an equal footing are not available at present, we have to compare our results either with a pure superexchange model or with a cluster calculation for local crystal-field levels. Of the former we know from [38] that there is an excitation of two orbitons predicted for LaTiO$_3$ at 0.24 eV [38](without symmetry-breaking phonon). On the other hand we have performed a cluster calculation for all three compounds (see Appendix F). We compare these results also with a point-charge model which takes into account only the Coulomb potential of the ionic charges.
Figure 4.6: Optical conductivity of twinned single crystals of LaTiO$_3$ ($T_N = 149$ K), SmTiO$_3$ and YTiO$_3$ at $T = 4$ K. An offset of 2 (Ωcm)$^{-1}$ has been added to the data of SmTiO$_3$ for clarity. Phonon-activated orbital excitations are observed at about 0.3 eV in all three compounds. The additional sharp features in SmTiO$_3$ at 0.15, 0.3 and 0.45 eV are due to crystal-field transitions within the Sm 4$f$ shell [152]. For the calculation of the optical conductivity of SmTiO$_3$ we used the reflectance of YTiO$_3$. The error caused by this is negligible since the reflectance of insulating SmTiO$_3$ is only small in the considered energy range, and it will certainly look rather similar to that of YTiO$_3$ or LaTiO$_3$. Moreover the reflectance is nearly constant in a wide frequency range and therefore additional features that are not inherent in the transmittance data are not produced by the reflectance.

The results of the cluster calculation for $\Delta = 4.0$ eV and $U_{dd} = 4.0$ eV $^3$ are compared with the point-charge model in Table 4.3. We have used the structural data of reference [57] for LaTiO$_3$, of reference [154] for SmTiO$_3$, and of reference [156] for YTiO$_3$. The structural data are all obtained at room temperature.

$^3$These parameter values are reasonable (compare for instance [111]).
Figure 4.7: The optical conductivity of several samples of LaTiO$_3$ that differ in the oxygen stoichiometry which is seen from their Néel temperature [58] and from the background contribution in the gap. The broad peak at 0.3 eV is a common feature in all samples.

We find that the point-charge model underestimates the splitting between the $t_{2g}$ and $e_g$ subshells by more than 1 eV. This can be attributed to the neglect of hybridization effects, see chapter 2.1.1 (molecular-orbital theory). At the same time, the predictions of the point-charge model and of the cluster calculation for the splitting of the $t_{2g}$ subshell are rather similar, with a maximum difference of 0.06 eV. We find good agreement between theory and experiment concerning the peak energy of 0.2-0.25 eV in all three compounds (see Table 4.3). Similar values for the $t_{2g}$ splitting in LaTiO$_3$ result from a recent LDA+DMFT study, in which the covalency between R and O ions has been identified as the driving force for the distortions [71]. Significantly smaller values (27 and 181 meV for YTiO$_3$; 54 and 93 meV for LaTiO$_3$) have been derived from tight-binding fits of the $t_{2g}$ band structure [73]. On the basis of x-ray absorption and spin-resolved photo-emission data of LaTiO$_3$, it has been concluded that the splitting between the ground state and the lowest excited state is about 0.1-0.3 eV [60].

The above mentioned change of the magnetic ordering pattern as a function of the ionic radius of the rare-earth ions is accompanied by a change of the character of the distortions [154]. The radius of the Sm$^{3+}$ ions is close to the critical value [154]. One thus may have hoped to find a smaller crystal-field splitting in SmTiO$_3$. However, this is not corroborated.
Figure 4.8: A background (dashed curves) has been subtracted from the optical conductivity in order to obtain the orbital excitations. The background has been obtained by fitting the data at higher energies with a power-law fit. The resulting estimate of the orbital excitations is plotted in Fig. 4.9.

by the cluster calculation, which predicts rather similar values for all three compounds. Also the orbital fluctuation model predicts that the orbital excitations for not too low energies are very similar across the quantum critical point [98], in agreement with the experimental result.

<table>
<thead>
<tr>
<th></th>
<th>point charge</th>
<th>cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>La</strong></td>
<td>0 0.21 0.23 0.9 1.0</td>
<td>0 0.24 0.26 2.2 2.4</td>
</tr>
<tr>
<td><strong>Sm</strong></td>
<td>0 0.15 0.26 0.9 1.0</td>
<td>0 0.21 0.31 2.2 2.5</td>
</tr>
<tr>
<td><strong>Y</strong></td>
<td>0 0.14 0.28 0.9 1.0</td>
<td>0 0.19 0.33 2.2 2.4</td>
</tr>
</tbody>
</table>

Table 4.3: Crystal-field splitting of $3d^1$ Ti$^{3+}$ in LaTiO$_3$, SmTiO$_3$ and YTiO$_3$ as calculated in the point-charge model and in a cluster calculation. All values are given in eV. For comparison with the optical conductivity data in Figs. 4.6 and 4.9, the energy of the symmetry-breaking phonon has to be added.
Our calculations predict that the splitting between the first and the second excited state increases from La via Sm to Y. However, the energies are not as sensitive to the radius of the R ions as one may have expected, and we consider these small differences as smaller than the absolute uncertainty of the calculation. Moreover, the experimental features are too broad and too close in energy to the excitations across the gap in order to test this prediction.

Nevertheless, the uncertainty of the theoretical predictions for the crystal-field splitting is too large to rule out a finite contribution from orbital fluctuations. The energy of 0.2-0.25 eV is certainly too high for a one-orbiton excitation in a collective mode scenario. However, it possibly can be reconciled with two-orbiton excitations [98], or with the sum of crystal-field and fluctuation contributions. Additional information can be derived from the Raman data. The resonance behavior and the polarization dependence yield evidence for a collective...
nature of the orbital excitations in $\text{RTiO}_3$ [153].

The Raman intensities of $\text{YTiO}_3$ for polarization along the three crystallographic axes have been compared in [153]. It has been observed that the intensity is equal for all three directions. This is in contradiction to a crystal-field scenario where the matrix elements for the Raman process should differ by about a factor of two. However, this is only valid for an ideal Raman experiment in which the intermediate state is only virtual. In real experiments the laser energy is chosen to be near a resonance of the system in order to increase the signal. Hence the intermediate state becomes real instead of virtual. The intensity is then determined not only by the matrix element, but it also reflects the matrix element for the intermediate state. This transition probability can vary for the different directions. An experiment that will reveal the matrix elements for the different polarizations is ellipsometry. If the optical conductivity shows significant difference for the different polarizations, this may explain the observed intensity values. Recent results show that this is actually the case [53].

4.3 Results on untwinned crystals of $\text{RTiO}_3$

The superexchange model assumes cubic symmetry for the orbital state and thus predicts no polarization dependence of the orbital excitations. This prediction does not hold only for the case of $\text{LaTiO}_3$ but was at least partially extended to $\text{YTiO}_3$ [153, 155]. In the case of $\text{LaTiO}_3$ it took a large effort to prepare untwinned samples [54] since the proximity of the cubic lattice increases the tendency to twinned samples. The degree of twinning of the crystals has been checked with a polarization microscope and x-ray diffraction. Transmittance measurements on untwinned samples and nearly untwinned\(^4\) samples have been performed in the case of $\text{LaTiO}_3$. The optical conductivity for a nearly untwinned sample is shown in Fig. 4.13. The observed polarization dependence is very weak and cannot be discriminated from experimental effects that do not belong to an intrinsic polarization dependence. Other measurements of untwinned samples do not show any polarization dependence, as seen e.g. from the transmittance data in Fig. 4.10. The lack of a polarization dependence in the untwinned sample might be due to the orientation of the measured surface which contained the (111) direction. This result is in agreement with the orbital-liquid scenario. On the other hand within the local crystal-field approach one would also not expect a drastic polarization dependence. There are in principle two distinct mechanisms that may give rise to a polarization dependence. As we consider a two-particle process, both constituents may exhibit a polarization dependence.

- The two different excitations within the $t_{2g}$ subshell may have different matrix elements for measurement with different polarization.
- The phonon may also show different energies in different crystallographic directions. By adding different phonon energies one should obtain a certain polarization dependence. Note that such a polarization dependence should also be observed for orbital excitations from an orbital-liquid ground state. However, the energy difference and thus the polarization dependence is certainly small.

\(^4\)One orientation contributes by more than 90% of the sample.
Figure 4.10: Transmittance for different polarizations of an untwinned sample of LaTiO$_3$. The measured surface includes a (111) direction. In the inset the value of the transmittance at 0.31 eV is plotted over the rotation angle of the polarizer.

- Third, a certain polarization dependence of the phonons may cause a difference in the coupling to the orbital excitations and thus a different spectral weight.

For LaTiO$_3$ the phonon contribution to the anisotropy should be rather small since the structure is close to the cubic case. The small energy difference between the first and second excited state obtained from the cluster calculation would lead to a shift of the maximum of the peak by at most that energy difference (assuming that each excitation is seen exclusively in one direction). By the width of the absorption of at least $\gtrsim 0.1 \text{eV}$ it becomes clear that a shift of less than 0.02 eV will be hard to observe. Moreover, the matrix elements for coupling the orbital excitation to phonons should be rather similar since the ground-state orbital (of approximately $3z^2 - r^2$ shape) points along the (111) direction, as shown in Fig. 4.11. Hence similar phonons along the $a$, $b$, and $c$ direction will give rise to similar matrix elements since the orbital is nearly isotropic. Thus from the polarization dependence of the spectra it is not possible to draw any conclusion about the orbital ground state in LaTiO$_3$.

In YTiO$_3$ the growth of untwinned single crystals is comparably easy. However, to determine the orientation of the single crystal turned out to be difficult and we were only able to identify the $c$ axis unambiguously. The perpendicular axis lies in the $ab$ plane, but it is not

---

Note that the main axes of $\sigma(\omega)$ have to be along the crystallographic axes in orthorhombic symmetry. This is due to the fact that gliding mirror planes of non-symomorphous space groups can be regarded as simple mirror planes for the symmetry properties of the conductivity tensor. Therefore all off-diagonal elements vanish for a basis along the crystallographic axes.
Figure 4.11: The angular dependence of the ground-state orbital of LaTiO$_3$ as obtained in the cluster calculation. The orbital is shown in relation to the surrounding oxygen octahedron [57].

further specified since $a$ and $b$ axis are very similar. We measured the transmittance of a 37 µm thick sample with polished surfaces. The result for the optical conductivity is shown in Fig. 4.12. It has been obtained using the reflectance data of the unpolarized measurement. This is justifiable since the reflectance in the considered frequency range is small (about 15%) and featureless, as shown in Fig 4.4.

We observe a remarkable polarization dependence of the orbital excitations. The conductivity in the $ab$ plane looks similar to the one obtained from the unpolarized measurement of a different sample (see Fig. 4.6). This suggests that the surface of the sample used in the unpolarized measurement was close to the $ab$ plane. However, for the light polarized along the $c$ direction the orbital excitation is shifted by about 10 meV towards lower energies. This shift can be explained by different phonon energies along the two axes. The peak for $E \parallel c$ also appears to be slightly sharper which might be due to a different coupling to phonons (Franck-Condon effect) along the different crystallographic directions. This may also cause a certain difference in the peak energy. This kind of differences between the two polarizations are not surprising and can be well explained in both scenarios (orbital liquid and crystal field).

However, for light polarized along the $c$ direction there is a sizable shoulder at about 0.21 eV. Let us first discuss the origin of this shoulder. Magnetic excitations can be excluded, as discussed above. In this energy range, three-phonon processes are expected. However the observed shoulder is rather unusual for three-phonon excitations due to the following arguments:

- The strength of multi-phonon absorption is decreasing by at least one order of magnitude with each additional phonon involved. Consider for instance LaMnO$_3$ with a
Figure 4.12: The optical conductivity of YTiO$_3$ for light polarized parallel to the $c$ axis (green) and perpendicular (blue) is shown. The direction within the $ab$ plane could not be specified further. The peak energies are marked by dash lines.

- The strong polarization dependence. Three-phonon modes should also be observed within the $ab$ plane.

- The disappearance of the shoulder above 100 K (see Fig. 4.14) is not expected for multi-phonon features. Normally they simply broaden with increasing temperature, as seen for example from the two-phonon spectra of LaMnO$_3$ in Fig. 3.11.

So from this we consider it to be rather unlikely that this feature is due to three-phonon processes. Hence it is most likely that the origin is an orbital excitation. This interpretation is corroborated by the broad line shape which is explained by phonon sidebands (see Fig. 2.28).
Let us assume that we are dealing with an orbital excitation at 0.2 eV. What can be concluded for the question which kind of ground state is present in YTiO$_3$? The result is in good agreement with the crystal-field scenario, as the calculation predicts two well-separated orbital excitations in this energy range (see Table 4.3). The energies of 0.19 and 0.33 eV given by the cluster calculation are too high, as the phonon energy has to be added. But within the uncertainty of the model the agreement is satisfactory. The polarization dependence is not easily explained in the crystal-field scenario. Actually it is expected to be not that drastic. Since the phonon may have arbitrary polarization, we expect only a small polarization dependence of phonon-assisted crystal-field excitations. Nevertheless we have observed pronounced polarization effects of the crystal-field excitations in Y$_2$BaNiO$_5$ which has a highly anisotropic structure [40]. The strong temperature dependence of the shoulder is unusual, too. Let us assume now an orbital-liquid ground state. The orbitons are predicted at about 120 meV at $k = 0$ [38]. An energy of about 240 meV accounts for two orbitons to

Figure 4.13: The optical conductivity of untwinned LaTiO$_3$ for light polarized along two perpendicular directions. The orientation of the crystal is unknown. The inset shows the dependence of the transmittance at 0.248 eV over the rotation angle of the polarizer. A clearly observable but weak polarization dependence is found.
which the energy of an additional symmetry-breaking phonon has to be added. This is in good agreement with the strong absorption observed at around 0.3 eV.

So far this fits perfectly, but then the question about the origin of the shoulder arises. Obviously this can not be explained by a polarization dependence of the phonon since the energy difference of 0.08 eV is larger than the whole single phonon range. However, due to the cubic symmetry required for the orbital-liquid state the only polarization dependence arises from the phonon anisotropy. Therefore the polarization dependence of the second peak is not explained in an orbital-liquid scenario. We therefore regard the polarization dependence as strong evidence for the crystal-field scenario in YTiO$_3$. The existence of a second peak can in principle be attributed to the orbiton dispersion calculated within the orbital-liquid model (see Fig. 2.26). A two-orbiton absorption in $\sigma(\omega)$ requires $k_{\text{total}} = k_1 + k_2 \approx 0$, but the momentum $k_1$ of an orbiton may vary throughout the entire Brioullin zone.

This result shows also LaTiO$_3$ in a new light. It has been proposed that in YTiO$_3$ the major part of the orbital occupation is fluctuating and only a smaller part exhibits order [46].
The idea of orbital fluctuations in this compound is based on the experimental observation of an isotropic spin-wave dispersion by neutron scattering [155]. This would also explain why a transition to an orbitally ordered phase is missing not only in LaTiO$_3$ but also in YTiO$_3$. The lack of such a transition has been regarded [38] as evidence for the orbital-liquid scenario where no (or only partial) orbital order is expected. However, the similarity of YTiO$_3$ and LaTiO$_3$ now leads to the conclusion that the absence of a transition to an orbitally ordered phase is not due to the formation of an orbital-liquid state. Alternatively the mismatch of ionic radii may lead to a distortion present already at high temperatures. This distortion lifts the degeneracy of the $t_{2g}$ orbitals so that no transition temperature is observed at which an additional Jahn-Teller distortion sets in. This result on YTiO$_3$ therefore strongly challenges also the orbital-liquid scenario in LaTiO$_3$.

4.4 Size of the electronic gap in RTiO$_3$

The electronic gap of $\approx 0.6$ eV observed in YTiO$_3$ is of reasonable magnitude. Substituting larger ions on the rare-earth site can be regarded as a decrease of chemical pressure. The gap is expected to decrease with increasing ionic radius of the rare-earth ions, since the larger Ti-O-Ti bond angle gives rise to an increased band width. This relation of the gap and the ionic radius is observed for SmTiO$_3$ where the gap is lower than in YTiO$_3$ (see Fig. 4.6). However, LaTiO$_3$ does not seem to fit in this picture. In comparison, La has the largest ionic radius but the steep increase sets in only at $\approx 0.8$ eV, which is even larger than in YTiO$_3$. This is also in contrast to predictions of the Hubbard gap of LaTiO$_3$ and YTiO$_3$ to be 0.3 eV and 1 eV, respectively [71] (these results have been obtained using the LDA + DMFT approach). Moreover in an orbital-liquid scenario as well as in a crystal-field picture a small Hubbard gap is required. For the former a small gap is necessary to enhance the superexchange coupling. In the latter a small gap leads to strong charge fluctuations that explain the reduction of the ordered magnetic moment.

The puzzling experimental observation in the optical data of LaTiO$_3$ can be reconciled with theoretical predictions by assuming that the electronic gap is indeed much smaller than 0.8 eV. However, the excitation into the lowest band may be dipole forbidden by additional selection rules (e.g. spin, momentum, the character of the occupied orbitals in the relaxed state, etc.). Such a mechanism would explain that the actual gap is not observed in the optical conductivity. This idea of a small but optically forbidden excitation gap is corroborated by the observation of an absorption tail that extends down to about 0.2 eV. We compare this absorption tail of four samples with different $T_N$ in Figs. 4.7 and 4.15. A decrease of the Néel temperature is considered here as an increase of the amount of defects in the crystal. These defects are predominantly due to deviations of the oxygen content from 3.0. An absorption tail which increases strongly with the impurity concentration is naturally explained by the idea of a small but optically forbidden excitation gap. Since in the local environment of the defects the strict selection rule is broken, the transition into the lowest band becomes weakly allowed.

In [72] the optical conductivity of several compounds of the series La$_x$Y$_{1-x}$TiO$_3$ has been
Figure 4.15: The optical conductivity of samples of LaTiO$_3$ with different Néel temperatures is compared. Below 1 eV a strong increase of $\sigma(\omega)$ is observed with decreasing $T_N$. Both $\sigma(\omega)$ and $T_N$ depend on the oxygen stoichiometry, as determined by thermo-gravimetry measurements [54].

presented (see Fig. 4.16). These results have been obtained by a Kramers-Kronig analysis of reflectivity data. The data of the pure compounds ($x = 0$ and $x = 1$) can be compared with our results. For YTiO$_3$ the values in the gap are much higher than what we found from the transmittance. This discrepancy may be attributed to the Kramers-Kronig analysis (see discussion of the results on LaMnO$_3$ in section 3.3). In the case of LaTiO$_3$ the discrepancy is far too large to be explained in the same way. Since the background in the optical conductivity is strongly increasing with oxygen doping (see Fig. 4.15), a deviation from the stoichiometric value of 3.0 could be responsible for the obtained values of $\sigma(\omega)$. Remarkably, the onset of $\sigma(\omega)$ in LaTiO$_3$ is observed at about 0.2 eV in Fig. 4.16, in agreement with our data.

Summary

In summary we state that the orbital excitation energy and the observed distortions [57] can be described satisfactorily within a local crystal-field scenario, in which the $t_{2g}$ splitting
Figure 4.16: The optical conductivity of samples of La$_x$Y$_{1-x}$TiO$_3$ at 300 K for several values of $x$ [72]. These data were obtained by a Kramers-Kronig analysis of the reflectance.

is dominated by the coupling to the lattice. On the basis of our optical conductivity data, we did not find any clear evidence for strong orbital fluctuations. Also the isotropic spin-wave dispersion of LaTiO$_3$ observed in inelastic neutron scattering [49] can be explained within a crystal-field scenario [157, ?]. The small ordered moment may result from the combination of quantum fluctuations within the spin channel, spin-orbit coupling and the small Hubbard gap. The latter gives rise to enhanced fluctuations both in the charge and in the orbital channel and thus may contribute significantly to the reduction of the ordered moment [158]. The observation of a polarization dependence in YTiO$_3$ strongly challenges the interpretation of predominant orbital fluctuations in this compound.

\textsuperscript{6}At the same time, this is the central idea behind the orbital liquid scenario: the small gap gives rise to strong orbital fluctuations which in turn reduce the spin order [34].
Chapter 5

Zero-field incommensurate spin-Peierls phase with interchain frustration in TiOX

Low-dimensional quantum spin systems have generated a great deal of interest since the discovery of high-$T_c$ superconductivity in the cuprates. These systems have in common two-dimensional $S = 1/2$ layers. The proposal that the mechanism behind high-temperature superconductivity in these systems may be related to exotic properties of low-dimensional quantum spin systems has been a major driving force behind the advance of quantum magnetism. Although a lot of effort has been spent, many interesting questions still remain in such systems. Naturally, the initial emphasis was placed on understanding materials involving Cu$^{2+}$ ions with the 3$d^9$ configuration [123, 124]. However, more recently $S = 1/2$ systems containing ions of the early transition-metal oxides with a 3$d^1$ configuration like V$^{4+}$ and Ti$^{3+}$ have attracted considerable interest. For the doped metallic states of these Mott insulating systems, superconductivity has been predicted [145]. The main difference of the 3$d^1$ systems and the 3$d^9$ systems is that the orbital degeneracy is within the $t_{2g}$ orbitals instead of the $e_g$ degeneracy in the cuprates (in cubic symmetry). In contrast to the $e_g$ systems with an almost completely quenched orbital moment, in the early transition-metal ions the orbital angular momentum is partially preserved by a pseudo angular momentum $\tilde{L} = 1$. In lower symmetry the orbital degeneracy is removed further, but for a sufficiently small splitting within the $t_{2g}$ subshell some orbital angular momentum is still present. As an example for such an interesting system we consider NaV$_2$O$_5$ [125, 126] where due to the mixed valency of V$^{4+}$ and V$^{5+}$ also a charge degree of freedom is present. This system undergoes an orbital-ordering and charge-ordering transition at 34 K, where a large energy gap of $E_g = 98$ K opens [126, 127, 128, 129]. The ratio of $2E_g/k_BT = 6$ is much larger than the BCS value of 3.5 expected for conventional spin-Peierls transitions with lattice dimerization. Intensive theoretical and experimental effort has been spent to understand this exotic phase. Also in the absence of charge degrees of freedom fascinating physics may arise, as for instance the concept of orbital-liquid states that has been discussed in the previous chapter.
Figure 5.1: View along the \(b\) (\(y\)) axis on the crystal structure of TiOCl. TiOBr is isostructural with slightly different lattice constants due to the larger ionic radius of bromine compared to chlorine. In the bilayer on the left the arrangement of the strongly distorted \([\text{TiO}_4\text{Cl}_2]\) octahedra is depicted, whereas on the right the open faces of the octahedra give a view on the buckled Ti-O layers. As a local reference frame we use \(x \parallel a\), \(y \parallel b\), and \(z \parallel c\). For convenience, we use this coordinate system not only in the high-temperature phase, but for the whole temperature range.

5.1 The case of TiOX

Another material that fits well in this class of \(3d^1\) \(S = 1/2\) systems with peculiar properties is TiOX (X=Cl, Br). From a structural point of view it is a two-dimensional system. At room temperature it is present in the space group \(Pmmn\) (No.59). As seen from the crystal structure shown in Fig. 5.1 it is build up from buckled Ti-O bilayers which are well separated from each other by Cl ions. The bilayers are stacked along the \(c\) direction. The local environment of the Ti ions is an octahedron \([\text{TiO}_4\text{Cl}_2]\) where two adjacent corners are occupied by Cl ions. Throughout this chapter we will use the crystallographic axes \(a\), \(b\), \(c\) as the local reference frame \(x\), \(y\), \(z\). Note that with this choice \(xy\) and \(3x^2 - r^2\) are \(e_g\) orbitals and \(zx\), \(yz\), \(y^2 - z^2\) are \(t_{2g}\) orbitals.

It has been suggested by Beynon and Wilson in [121] that TiOCl is a realization of
a resonating valence-bond state. This suggestion has been based on the two-dimensional structure that built an analogy to the high-$T_c$ cuprates and on an unusual temperature dependence of the magnetic susceptibility. The latter does neither show a Curie-Weiss type behavior nor does it exhibit standard antiferromagnetic order, giving rise to the expectation that an unconventional state is present in this compound.

However, recently TiOCl has been investigated by Seidel et al. [50]. Renewed measurements of the magnetic susceptibility led to the results shown in Fig. 5.2, different from the former ones [121]. For temperatures above 130 K the susceptibility can be fitted to a Bonner-Fisher curve [205] of a $S = 1/2$ chain with a magnetic coupling constant $J$ of 660 K. Below 130 K the data starts to deviate from the fit, and at 67 K the magnetic susceptibility drops suddenly to zero.

Additionally the results of LDA+$U$ band-structure calculations [50] are shown in Fig. 5.3. In LDA (without $U$) six bands around the Fermi level are identified as $t_{2g}$ bands which are well separated from the $e_g$ bands. As seen from Fig. 5.3, two nearly degenerate, one-dimensional bands split off from the rest of the $t_{2g}$ bands in LDA+$U$. From this gap the
Figure 5.3: The results of a LDA+$U$ calculation for TiOCl [50]. The two bands lying directly below the Fermi energy (indicated by the dashed red line) are $t_{2g}$ bands. They are separated from the other $d$ bands that are lying above the Fermi level.

insulating behavior of TiOCl results (note that there are two atoms per unit cell). These two bands are derived from the $d_{y^2-z^2}$ orbitals ($d_{xy}$ in the coordinate system used in [50]) corresponding to linear chains shown in the left panel of Fig. 5.4. The exchange constant in an effective Heisenberg model has been estimated via $J = 4t^2/U = 714$ K (the bandwidth of 0.9 eV has been identified with $4t$, where $t$ is the nearest-neighbor hopping in a one-dimensional tight-binding model, $U = 3.3$ eV), in agreement with the value derived from the fit of the

Figure 5.4: The direction of the occupied states calculated by LDA+$U$ for TiOCl [50]. Two possible directions of the chains: On the left side the occupied $d_{y^2-z^2}$ band ($d_{xy}$ in the coordinate system used in [50]) leads to the formation of spin chains in the crystallographic $b$ direction. On the right a zigzag chain along the $a$ direction results from the occupation of the $(d_{xy} + d_{xz})/\sqrt{2}$ orbital. Also the $(d_{xy} - d_{xz})/\sqrt{2}$ orbital could form a chain. Thus orbital ordering is needed to break this symmetry. However, interchain coupling effects and LDA+$U$ favor the scenario of linear chains along the $b$ direction.
magnetic susceptibility. Thus the band structure suggests the existence of one-dimensional spin-1/2 chains in TiOCl, where the spins are localized in Ti $d_{yz}$ orbitals. Hence the system turned out to be actually one-dimensional instead of the two-dimensionality suggested from the structure.

From this one-dimensional electronic structure the vanishing of the magnetic susceptibility at low temperatures is assigned to the opening of a spin gap, which corresponds to a dimerization within the spin chain. Such a nonmagnetic spin-Peierls ground state at low temperatures has been confirmed in many experiments and calculations that followed [51, 113, 122, 130, 131, 132, 133, 134, 135, 137, 141, 142, 143, 145, 146, 147]. In particular temperature-dependent x-ray scattering revealed a doubling of the unit cell in $b$ direction at low temperature (the direction of the chains) [135]. Note that besides CuGeO$_3$ TiOCl is hence the second example of an inorganic spin-Peierls system.

Additionally there is a well pronounced kink in the magnetic susceptibility at about 94 K, indicating another transition. However, a second phase transition is not expected in a conventional spin-Peierls scenario.

NMR data of TiOCl [122] provides a lot of further information on the transition at $T_{c1} = 67$ K and in particular about the striking feature at $T_{c2} = 94$ K, that actually turns out to be a second phase transition. Due to relaxation-time measurements the feature at $T_{c2}$ has been interpreted as the actual emerging of a gap in the spin-excitation spectrum accompanied by a static distortion of the lattice. Consider the nuclear spin-lattice relaxation rate of Ti (see Fig. 5.5) [122]. The closed circles display the property $1/(T_1 T)$ which is
proportional to the low-frequency magnetic fluctuations. These fluctuations are enhanced by the growth of short-range correlations with decreasing temperature in absence of a gap in the spin excitation spectrum. The suppression of spin fluctuations starts already at \( T^* \approx 135 \) K, discussed as a pseudo-gap phase [122]. At \( T_{c2} \approx 94 \) K the drop of \( 1/(T_1 T) \) is accelerated, suggesting a second-order phase transition at \( T_{c2} \). The opening of the spin gap already at 94 K is also corroborated by the analysis of specific heat measurements [134] (see Fig. 5.6).

Moreover, considering \( 1/T_1 \) of \( ^{35}\text{Cl} \) it is found that the curve starts to deviate from a constant value even far above \( T^* \), somewhere below 200 K. This has been interpreted in the way that the pseudo-gap phase is driven by a drastic softening of the lattice [122]. This is observed in Raman data as unusual softening of phonons that sets in already at temperatures much higher than \( T^* \). These results are depicted in the right panel of Fig. 5.6 [130].

The lineshape of the NMR signal at the resonance reflects the thermal motion of the ion in the electrical potential surrounding its equilibrium position. This electrical potential is given by the lattice so that a change in the line shape indicates a structural change of the lattice. The lineshapes of the central resonance of \(^{47}\text{Ti} / ^{49}\text{Ti} \) and \(^{35}\text{Cl} \) are shown in Fig. 5.7 [122]. At temperatures above \( T_{c2} \) only a single NMR line is observed for both the Cl and the Ti signal, indicating that all Ti sites as well as all Cl sites are equivalent. Below \( T_{c2} \) the lineshape of the Ti signal and the Cl signal exhibit a broad continuum. This implies the presence of numerous inequivalent Ti and Cl sites in the crystal suggesting an incommensurate structure. The involvement of the lattice is corroborated by Raman measurements of the phonon spectrum [130]. The temperature dependence of the phonon energies shows a feature at \( T_{c2} \) [130] as seen from Fig 5.6.
Figure 5.7: The lineshape of the NMR signal of Cl (left) and Ti (right) for different temperatures. For both Cl and Ti the lineshape broadens below $T_{c2}$ and the peaks are split up below $T_{c1}$. This plot is taken from [122].

At $T_{c1}$ the lineshape exhibits again sharp peaks but the former (above $T_{c2}$) single lines are now split into two close-lying peaks. This is unexpected for a dimerized chain since all sites are equal. The existence of two inequivalent sites indicates that interchain coupling plays a role in TiOCl. The peaks are already emerging above 67 K in the vicinity of $T_{c1}$ as a kind of precursor of the transition. This transition into a nonmagnetic (fully dimerized) ground state turns out to be of first order due to a hysteresis that has been observed in the specific heat [134].

Summarizing these results we can state that TiOCl undergoes two phase transitions. One of first order at $T_{c1} = 67$ K and another one of second order at $T_{c2} = 94$ K. Additionally at $T^* \approx 135$ K the onset of an instability of the lattice is observed. The different phases are interpreted as follows:

- Coming from room temperature, the lattice begins to soften somewhere below 200 K. At about $T^* \approx 135$ K a suppression of the spin fluctuations emerges, which indicates a pseudo-gap phase [122].
- At $T_{c2} = 94$ K a second-order structural transition into an incommensurate phase takes place. It is characterized by accelerated decrease of the magnetization.
Finally at $T_{c1} = 67$ K a first-order transition to a nonmagnetic ground state takes place. Here the system appears to be in a conventional spin-Peierls state with a doubling of the room-temperature unit cell in chain direction (crystallographic $b$ direction).

The question that is still open at this point is why the system is not entering the low-temperature spin-Peierls phase already at $T_{c2} = 94$ K when the spin gap opens. What is the actual driving force for interesting physics observed in TiOCl? It has been speculated [50, 113, 122, 130, 131, 132, 133, 134] that this unconventional behavior is caused by strong orbital fluctuations, assuming a near degeneracy of the $t_{2g}$ subshell or at least two nearly degenerate orbital states. This assumption has been the starting point for our investigation of this system. Our aim has been to determine the orbital excitations.

5.2 Crystal structure of TiOX

Before discussing our results in the next section, we will take a closer look at the crystal structure of TiOCl. TiOBr is isostructural to TiOCl. The structure of TiOCl consists of bilayers that are build up from edge sharing $[\text{TiO}_4\text{Cl}_2]$ octahedra. In Fig 5.8 the view is along the $c$ axis onto an $ab$ plane, i.e. onto the bilayers. This viewpoint is obtained by rotating the layer in Fig. 5.1 by $90^\circ$ around the vertical ($x$) axis. The Ti sites of the two layers that make up one bilayer are shifted with respect to each other by half of the Ti-Ti distance in both the $a$ and the $b$ direction.

Remarkable is also that the $[\text{TiO}_4\text{Cl}_2]$ octahedra are strongly distorted (see Fig. 5.9). In particular, they are strongly compressed along the $a$ ($x$) axis. At room temperature, the Ti-O bond lengths differ considerably, as seen from table 5.1.

The space group is $Pnnm$ at 300 K and $P2_1/m$ at 4 K [135]. The low-temperature structure results from the dimerization along the chains. In the low-symmetry phase the ions
Figure 5.9: View along the three crystallographic axes on the local octahedral environment of the Ti ions. Ti (gray) is placed in the center of the [O₄(blue)Cl₂(green)] octahedron. Remarkable is the strong distortion that destroys the inversion symmetry at the Ti site. The local symmetry at the Ti site is given by two mirror planes, namely the $yz$ and the $zx$ plane. These two symmetry elements give a strong restriction on the orbital contribution with odd character.

are shifted only within the $bc$ plane (with respect to the $Pmmm$ structure), minimizing the strain that is introduced by the dimerization. Important is also that there is no inversion symmetry on the Ti site (see Fig. 5.9). Thus orbital excitations are directly infrared active, i.e., they contribute to $\sigma(\omega)$ without the additional excitation of a phonon, in contrast to RTiO$_3$ and LaMnO$_3$ (see also section 2.3.2). From the symmetry at the Ti site it is also possible to deduce the polarization dependence of the directly allowed dipole excitations by considering $p$-$d$ dipole matrix elements.

5.3 Orbital excitations vs. orbital fluctuations

The crucial question in the system TiOX is what kind of mechanism prevents the system to undergo a simple second-order transition into a dimerized phase already at the opening of a spin gap at $T_c$. This mechanism should also be capable of producing an incommensurate structure in the chain direction and also perpendicular to it [122, 136]. It has been speculated [50, 113, 122, 130, 131, 132, 133, 134] that this unconventional behavior is caused by strong

<table>
<thead>
<tr>
<th>bond</th>
<th>direction</th>
<th>TiOCl</th>
<th>TiOBr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti-O</td>
<td>$x$ direction</td>
<td>1.962</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$yz$ plane</td>
<td>2.191</td>
<td></td>
</tr>
<tr>
<td>Ti-X</td>
<td>$yz$ plane</td>
<td>2.398</td>
<td></td>
</tr>
<tr>
<td>Ti-Ti</td>
<td>$y$ (chain) direction</td>
<td>3.361</td>
<td>3.4853</td>
</tr>
<tr>
<td>Ti-Ti</td>
<td>interchain direction</td>
<td>3.177</td>
<td>3.1787</td>
</tr>
</tbody>
</table>
orbital fluctuations of the single 3d electron on the Ti site, assuming a near degeneracy of the $t_{2g}$ subshell or at least two nearly degenerate orbital states. Such a near degeneracy should lie in the range of thermal fluctuations ($\ll 100$ meV $\approx 1140$ K). It would contribute to the optical conductivity at low frequencies. Our aim has therefore been the observation of the orbital excitations in this system.

The samples we measured in optical spectroscopy were prepared by a gas transport reaction [206]. The crystals were grown by L. Jongen\textsuperscript{1}. The purity of the crystals was checked by x-ray powder diffraction. The typical dimensions of single crystalline samples are a few mm$^2$ in the $ab$ plane and less than 30 $\mu$m in $c$ direction. The magnetic susceptibility of these TiOCl samples has been measured in a Faraday balance in a temperature range from 4 K - 550 K, and in case of the TiOBr samples in a SQUID magnetometer from 4 K - 300 K in an applied magnetic field of 1 Tesla\textsuperscript{2}. In order to increase the signal several crystals were aligned so that the total quantity had been $\approx 10$ mg [113, 143]. Additionally, the specific heat $C_p$ has been determined on pressed pellets from crashed single crystals. The measurements were performed in different calorimeters using the continuous heating method for TiOCl ($\approx 29$ mg) in a temperature range from 40 K to 300 K and the relaxation-time method for TiOBr ($\approx 3$ mg) for temperatures from 2 K to 300 K. The linear thermal expansion $\alpha = \partial \ln L/\partial T$ has been measured along the $c$ axis ($L \parallel c$) using a capacitance dilatometer. To increase the effect, seven single crystals have been stacked on top of each other. The results are compared in Fig. 5.10. For the magnetic susceptibility the results are in agreement with the data shown in [50]. The thermal expansion exhibits the strongest features at both transition temperatures. The data clearly show that TiOBr exhibits the same physics as TiOCl, only with somewhat reduced energy scales ($J_{Br} \approx 375$ K, $T_{c1} = 48$ K, $T_{c2} = 28$ K). Thus the appearance of a second transition is an intrinsic feature of this system.

In order to determine the orbital excitations we performed transmittance measurements of single-crystalline samples of TiOCl as well as of TiOBr. The result on TiOCl is depicted in Fig. 5.11 for two polarization directions, $E \parallel a$ and $E \parallel b$. Unfortunately, measurements with $E \parallel c$ could not be performed since the available samples are very thin in the stacking direction. Our data are in agreement with unpolarized measurements reported for energies above 1.3 eV [139]. Above about 2 eV, the sample is opaque due to excitations across the electronic gap. The transmittance is strongly suppressed at 0.6-0.7 eV for $E \parallel a$ and 1.5-1.6 eV for $E \parallel b$. The absorption feature at 0.65 eV appears as a weak peak also for $E \parallel b$, and the feature at 1.5 eV gives rise to a weak shoulder for $E \parallel a$. The corresponding data of TiOBr are shown in Fig. 5.13. Since the sample measured here has been thicker than the one of TiOCl, the transmittance drops to zero at the strong absorption features. Therefore the transmittance $T$ itself and not $(-\ln T)$ is plotted. The similarity to TiOCl is obvious. In both polarization directions, $E \parallel a$ and $E \parallel b$, peaks are observed at slightly lower energies than in TiOCl, 0.62 eV ($E \parallel a$) and 1.4 eV ($E \parallel b$). Also the electronic gap is about 0.1 eV lower in energy compared to TiOCl. Due to the larger sample thickness, the shoulder at 1.4 eV for $E \parallel a$ is more pronounced in the transmittance of TiOBr than in the data for TiOCl.

\textsuperscript{1}L. Jongen, A. Möller, G. Meyer, Institut f. Anorganische Chemie, University of Cologne.
\textsuperscript{2}The data of the magnetic susceptibility, the thermal expansion, and the specific heat have been measured by J. Baier and M. Kriener at the II. Physical Institute, University of Cologne.
Figure 5.10: The macroscopic properties of TiOCl (left column) and TiOBr (right column). These are from the top the magnetic susceptibility, the thermal expansion, and the specific heat. The vertical lines indicate the two transition temperatures $T_{c1}$ and $T_{c2}$. The inset in the upper panel shows the high-temperature range of the magnetic susceptibility in each case. In the middle panel the inset magnifies the range around $T_{c2}$. The plot is taken from [143].

Moreover it is remarkable that a strong background rises immediately after the phonon range at 0.2 eV, especially for $E \parallel b$. From our measurements it is not clear whether this is an intrinsic feature of the compound or due to scattering at defects.

An interpretation of the strong absorption features in terms of phonons or magnetic excitations can be excluded at such high energies. The excitation energies and in particular the polarization dependence are in good agreement with the results for the orbital excitations obtained in a cluster calculation (see table 5.2). We conclude therefore that these features can unambiguously be attributed to orbital excitations.

The dependence of the peak positions on temperature is very small. The peak at 1.5
Figure 5.11: The negative logarithm of the transmittance of TiOCl is shown. Below ≈ 0.1 eV phonon absorption sets in, multi-phonon peaks are observed up to about 0.15 eV, orbital excitations at about 0.65 eV ($E \parallel a$) and 1.5 eV ($E \parallel b$), and the band gap $\Delta \approx 2$ eV. The periodic Fabry-Perot fringes in the highly transparent range indicate multiple reflections within the sample.

E V shifts between 300 K and 4 K about 40 meV towards higher frequencies. Additionally a broadening of the peaks for increasing temperature is observed. Such a behavior is expected for peaks which are broadened due to the Franck-Condon effect. At the transition temperatures $T_{c1}$ and $T_{c2}$ no sizable changes occur. This clearly rules out a significant change of the orbital occupation as a function of temperature. A more detailed discussion of the temperature dependence is given below.

The absorption at about 1.5 eV shows an asymmetric profile with a steep drop of the transmittance on the low-energy side, in agreement with the expectations for phonon sidebands in case of small changes of the relaxed bond length (see Fig. 2.28). A precise determination of the line shape requires measurements of a thinner sample, in which the transmittance is not suppressed to zero in the vicinity of the center frequency (see TiOCl Fig. 5.11).
Figure 5.12: The negative logarithm of the transmittance of TiOCl for temperatures above room temperature is shown. The dips that occur below 0.6 eV are an artefact from the polarizer. The sample used here was slightly thicker compared to the one used for the measurements depicted in Fig. 5.11.

The two phase transitions of TiOX are observed in the phononic absorption spectrum (see section 5.4). Therefore we have clear evidence that these transitions are structural transitions. We have also demonstrated that the orbital excitations do not change significantly at the transition temperatures. However, at the transition temperatures the orbital excitations should be influenced somehow. In Fig. 5.14 we plot the negative logarithm of the transmittance of TiOCl for $E \parallel a$ at 471 meV over the temperature. This energy is on the low-energy side of the orbital excitation centered at 650 meV. Unfortunately the peak position could not be determined with satisfying accuracy, therefore this energy at the side has been chosen. The absolute value of the transmittance at 471 meV will reflect a shift of the center frequency, but it also may change due to broadening of the absorption band. We find an exponential increase with temperature above 100 K. This increase is due to the broadening of the absorption peak that transfers spectral weight from the center of the peak to its sides. Towards
Figure 5.13: The transmittance of TiOBr is shown. Below $\approx 0.1$ eV phonon absorption sets in, multi-phonon peaks are observed up to about 0.15 eV, orbital excitations at about 0.6 eV ($E\parallel a$) and 1.4 eV ($E\parallel b$), and the band gap $\Delta \approx 2$ eV. The periodic Fabry-Perot fringes in the highly transparent range indicate multiple reflections within the sample.

In low temperatures the slope of this increase decreases and it becomes very small in the limit $T \to 0$. In between these two ranges we observe a sharp step at $T_{c1}$ and a decrease of the slope, which is in opposition to the trend that the slope increases with temperature. In order to check that this behavior is not merely observed by accident, we compare the temperature dependence of the negative logarithm of the transmittance at 471 meV with that at 446 meV in the inset of Fig. 5.14.

The negative logarithm of the transmittance of TiOCl for temperatures up to 500 K is shown in Fig. 5.12. The measurements before and after heating the sample were on top of each other within the small error bar of time stability of the spectrometer. This indicates that the sample has not been modified during the heating procedure. We observe a broadening of the two absorption peaks and a narrowing of the gap as the temperature increases. The orbital occupation clearly does not change up to 500 K. The dips observed below 0.6 eV for
Figure 5.14: The temperature dependence of the negative logarithm of the transmittance at 471 meV is shown. The inset compares this data in the temperature region around the intermediate phase with the data obtained at a second energy (446 meV).

$E \parallel a$ are artificially produced by absorptions of the polarizer (Glan-Thomson prism), as seen from comparison with the data in Fig. 5.11.

A weak and broad feature is observed, especially in the data of TiOCl shown in Fig. 5.15, at about 0.62 eV for $E \parallel b$, i.e. in the polarization perpendicular to the one for which the strong absorption is found. This feature may possibly be attributed to a small misalignment of the polarizer. However, this is unlikely since this weak peak appears in different measurements using different samples and polarizers. Another origin of this absorption could be the phonon-activated mechanism, but the temperature dependence is hard to understand by this mechanism since one would expect that the peak is becoming sharper by lowering the temperature. The most plausible explanation is a very small admixture of $xy$ character to the ground state (see below), e.g. by spin-orbit coupling or due to the dispersion (i.e. away from the $\Gamma$ point).

In the cluster calculation for TiOCl, we have to take into account the hybridization between the Ti ions and both, O as well as Cl ions. In comparison to for instance LaTiO$_3$ or LaMnO$_3$, we thus have two additional parameters, namely the charge-transfer energy
Figure 5.15: The transmittance of TiOCl for $E \parallel b$ is displayed in the mid-infrared region for some temperatures. A weak absorption is observed as broad dip in the transmittance which is losing weight with decreasing temperature. The temperature dependence of the transmittance at one energy at the center of this dip is shown in the inset. The Fabry-Perot fringes indicate multiple scattering within the sample.

$\Delta_{\text{Cl}}$ between Ti and Cl, and the Ti-Cl hybridization $t_{\text{Cl}}$. A comparison of the results of a cluster calculation with the results of a point-charge model is given in table 5.2. The ground-state orbital obtained in both models is the $y^2 - z^2$ orbital. Note that due to the choice of the axes in the $yz$ plane this orbital has $t_{2g}$ character. It turns out that an accurate description of hybridization effects is essential in order to reproduce the splitting between the $t_{2g}$ and $e_g$ subshells. Due to the strong compression of the octahedra along $x$, the electrostatic contribution of the point-charge model predicts that the lowest excited state has $d_{yz}$ character, i.e., belongs to the $e_g$ subshell.\textsuperscript{3} At the same time, the polarization selection rules given in

\textsuperscript{3}The ligands are located approximately along the diagonals of the $yz$ plane, hence $d_{yz}$ denotes a state from
table 5.2 predict for 300 K that this transition to the $d_{yz}$ level (with a small admixture of $y$ character) can be observed for $E \parallel b$. Experimentally, the corresponding absorption feature for $E \parallel b$ is found at about 1.5 eV, i.e., more than 1 eV higher than predicted by the point-charge model. However, the energy of this transition can be described correctly by taking into account the hybridization between Ti and its ligands, which typically adds more than 1 eV to the splitting between $t_{2g}$ and $e_g$ subshells (see the discussion of the molecular-orbital theory in section 2.1.1).

The parameters $U_{dd}=4$ eV, $\Delta_O=5$ eV, and $\Delta_{Cl}=3$ eV are estimated following the LDA+U results of reference [133]. The orbital excitation energies depend only weakly on $U_{dd}$. In order to model the relative strength of the Ti-O and the Ti-Cl hybridization, we have to consider the larger ionic radius of Cl compared to O ($r_{Cl} - r_O \approx 0.4$ Å) as well as the larger polarizability. For the former we assume that the hybridization is the same for the two ligands if the bond length equals $r_{Ti} + r_X$ (X=O, Cl). Additionally, the larger polarizability of Cl compared to O is modelled by a factor $t^*$ by which the Ti-Cl hybridization is further enhanced. Good agreement between the calculated energies and the experimental results at both temperatures, 4 K and 300 K, is obtained for $t^* \approx 1.3$ (see table 5.2).\footnote{Enhancing $t_{Cl}$ by $t^*$ is necessary in order to push the $d_{yz}$ level (from the $e_g$ subshell) up to 1.5 eV. With increasing $t^*$, the energy of the $d_{yz}$ orbital increases strongly, whereas the energies of $d_{xy}$ and $d_{xz}$ (from the $t_{2g}$ subshell) decrease. For $t^*=1$ we find the following excitation energies: 0.32, 0.79, 1.32, and 2.21 eV at 4 K for the site labeled Ti$_a$ in table 5.2.}

The point-charge model does allow to estimate the polarization dependence and the strength of the orbital excitations can be predicted (see equation 2.1). In principle the polarization dependence can be seen from the symmetry of the structure by utilizing $p$-d matrix elements (see Appendix D). The strength is obtained by adding 4$p$ states to the possible states considered in the point-charge calculation. These 4$p$ states are assumed to be some eV away from the 3$d$ states. However, there will be a small 4$p$ contribution to the ground state giving rise to a finite 3$d$ to 4$p$ dipole transition probability. In particular, this leads to strict polarization selection rules in the room-temperature structure (see table 5.2).

The energy of the lowest excited state ($xy$ orbital) is crucial in order to determine whether orbital fluctuations are the correct explanation for the interesting physics observed in TiOCl. In the room-temperature structure, the transition to the first excited state is not directly infrared active, but it becomes directly infrared active in the distorted low-temperature structure below $T_c$. According to our cluster calculation, the lowest excited state is expected at about 0.2-0.25 eV. However, our infrared data do not show a distinct absorption feature in this range (see Fig. 5.11). A rough estimate of the spectral weight is obtained from the point-charge model, which predicts that the dipole matrix element at 4 K is about one order of magnitude smaller than for the transition to the $xz$ orbital. Due to a factor of $1/\omega$, this means that the spectral weight of the excitations to the $xy$ and to the $xz$ orbital should be comparable in $\sigma(\omega)$. One possible explanation for the lack of a corresponding feature in our infrared data is that the first and the second excited states are nearly degenerate, as indicated by band-structure results [50, 133].

The scenario of strong orbital fluctuations assumes a near degeneracy of the states $y^2-z^2$ and $xy$. However, a sizeable admixture of the state with $xy$ character to the ground state $e_g$ subshell.
would have drastic consequences for the selection rules. A transition from \( xy \) to \( xz + x (yz + y) \) will give rise to absorption for \( E \parallel b \) (\( E \parallel a \)), i.e. just the opposite of the selection rules derived for the transitions from the \( y^2-z^2 \) state. This may explain the weak features at about 0.65 eV for \( E \parallel b \) and 1.5 eV for \( E \parallel a \), but at the same time the weakness of these features compared to the strong absorption in the perpendicular direction puts a severe limit to the admixture of \( xy \) character to the ground state. Moreover, the \( g \) factor observed in ESR spectroscopy is close to 2 [113], which indicates that the orbital moment is quenched by a significant splitting (\( \geq 0.2 \) eV) within the \( t_{2g} \) subshell. A sizeable splitting of the \( t_{2g} \) subshell is in agreement with recent LDA+U and LDA+DMFT results [145, 146, 147]. However, the degree of orbital polarization still needs to be clarified. In reference [145], the lowest orbital (\( y^2-z^2 \) in our notation) is populated by only 70\%, indicating the possible importance of inter-orbital fluctuations, whereas a population with 0.98 electrons was reported in reference [146].

Both our cluster calculation and in particular the observed polarization dependence show

Table 5.2: Crystal-field splitting of 3\( d^1 \) Ti\(^{3+} \) in TiOCl and polarization dependence for infrared absorption at 300K and 4K. Comparison of experimental data (see Fig. 5.11) and theoretical results obtained using the point-charge model and a cluster calculation based on the molecular-orbital theory (see section 2.1.1 and appendix F). The cluster calculation uses \( U_{dd}=4 \) eV, \( \Delta_O=5 \) eV, \( \Delta_{Cl}=3 \) eV, and an enhancement of the Ti-Cl hybridization by \( t^*=1.3 \) (see text). The calculations are based on the 300K structure reported in reference [138] and on the 4K data of reference [135]. At 4K, there are two inequivalent Ti sites. For convenience, we use \( x \parallel a \), \( y \parallel b \), and \( z \parallel c \) at both temperatures. All energies are given in eV. At 300K, the given polarization selection rules are strict. Due to the lower symmetry at 4K, only “effective” selection rules survive in the sense that the dipole matrix elements for the “main” transitions indicated at 4K are about three orders of magnitude (or more) larger than those not given in the table.
that there is no significant admixture of the $xy$ orbital to the ground state. Thus orbital fluctuations are clearly suppressed. In order to understand the interesting physics of TiOCl it is therefore sufficient to consider the interplay of lattice and spin degrees of freedom. We suggest that the occurrence of two phase transitions results from the frustration of interchain interactions in this peculiar bilayer structure (see section 5.5)[143].

The remarkable splitting of 0.65 eV of the $t_{2g}$ subshell is caused by the strong distortions of the $[\text{TiO}_4\text{Cl}_2]$ octahedra and by the different charges on O and Cl sites within an octahedron. This large splitting clearly shows that $t_{2g}$ systems are not necessarily good model compounds for the study of orbital effects based on (near) orbital degeneracy within the ground state.

5.4 Far-infrared data of TiOX

We will now consider the far-infrared data of TiOX. We measured both reflectance and transmittance since both compounds are transparent over a wide range due to the small number of phonons. The number of phonons is determined by the number of ions in the unit cell. In the case of TiOX this is twice the stoichiometric formula ($2 \times 3 = 6$ ions) at 300 K (space group $Pmmn$) [138]. This gives $(3 \times 6 - 3) = 15$ optical phonons. Not all of these phonons are dipole active. It turns out that only six modes are actually dipole active, as seen from the group theoretical analysis for the space group $Pmmn$.

\[ \Gamma_{\text{vibr}} = 3A_g + 2B_{1u} + 3B_{2g} + 2B_{2u} + 3B_{3g} + 2B_{3u} \]

The infrared-active modes are the odd modes ($u$ from the German "ungerade"). They are labelled by the representation of the point group according to which the phonon is transforming (here $D_{2h}$). The infrared-active phonons correspond to the representations $B_{1u}$, $B_{2u}$, and $B_{3u}$. For room temperature, group theory thus predicts two infrared-active phonons in each of the three polarization directions, $E \parallel a$, $E \parallel b$, and $E \parallel c$. The symmetry considerations hold for both compounds (Cl and Br) since they have the same symmetry.

5.4.1 Far-infrared reflectance

First we will consider the reflectivity data at 300 K. The results of the reflectance for both compounds (X=Br,Cl) are compared in Fig. 5.16 and Fig. 5.17. The identical space group and the similarity of the structure leads to very similar reflectivity spectra of the two crystals. For polarization parallel to the $a$ axis, two dominant phonons are observed (Fig. 5.16). There is one sharp phonon at low energies (at 9.3/13.0 meV for Br/Cl, respectively). For TiOBr this phonon is at the lower end of the frequency range of this measurement. Reflectivity data at lower frequency require the use of larger samples. However, this mode is clearly observed in

---

5The group $D_{2h}(mmm)$ consists of the following symmetry elements: twofold axes along $x$, $y$, and $z$, three mirror planes at the coordinate planes $yz$, $zx$, and $xy$, inversion, and identity. Since there occur only one-dimensional representations there ought to be eight of them (the number of representations is determined by the order of the group). These are labeled $A$, $B_1$, $B_2$, $B_3$, each with an index $u$ or $g$ that accounts for their behavior under inversion.
Figure 5.16: The reflectance of TiOBr and TiOCl at 300 K together with a fit for polarization $E \parallel a$ is shown. The data of TiOBr show strong interference fringes in the transparent region due to backside reflections in the thin sample. These fringes are partially suppressed by surface defects especially of the backside, and they are modulated by slightly non-parallel surfaces.

Our transmittance data (see below). A second, much stronger phonon is observed at 52.2/53.5 meV for Br/Cl, respectively. The region of high reflectivity reaches beyond 80 meV, the range that had been observed in the far-infrared measurement. For light polarized parallel to the $b$ axis, also two phonons are observed. A strong phonon at 34.2/36.4 meV for Br/Cl, and a weaker one at 24.1/25.0 meV. The spectra of both compounds exhibit interference fringes in the range of weak absorption. In TiOBr these fringes are much stronger and more regular, caused by the sample geometry of two nearly parallel surfaces. In TiOCl these fringes are not that regular corresponding to a bit more irregular surfaces. The weaker phonon at 25.0 meV is lying within the fringes, which makes it difficult to observe it directly. However its
Figure 5.17: The reflectance of TiOBr and TiOCl at 300 K together with a fit for polarization $E \parallel b$ is shown. The data of TiOBr show strong interference fringes in the transparent region due to backside reflections in the thin sample. These fringes are partially suppressed by surface defects especially of the backside, and they are modulated by slightly non-parallel surfaces.

The presence can be extracted by a fit unambiguously. It is also observed in the transmittance data in Fig. 5.22.

Additionally a fit to the data based on a Drude-Lorentz model is plotted. The parameters of the fitting curves are given in Table 5.3. In the high-temperature structure at 300 K one expects two IR-active phonon modes in each of the three polarizations ($E \parallel a$, $b$, $c$). As already mentioned, the polarization $E \parallel c$ is not accessible due to the sample geometry. TheFit

---

4For the fitting procedure we made use of the program RefFIT of Alexey Kuzmenko. This program is freely available on his homepage at the University of Geneva.
energies of the phonon modes have been calculated in a shell model in [132]. We compare these theoretical results with the energies (given in wave numbers, cm$^{-1}$) obtained from the fits of our data in the following Table.

<table>
<thead>
<tr>
<th></th>
<th>$E \parallel a$</th>
<th>$E \parallel b$</th>
<th>$E \parallel a$</th>
<th>$E \parallel b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>experiment</td>
<td>75.03 421.69 194.49 276.02</td>
<td>104.81 434.40 201.78 294.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>theory [132]</td>
<td>69 410 148 311</td>
<td>91 431 198 333</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The overall agreement between experiment and theory is rather satisfactory. The largest discrepancy ($\approx 25\%$) is observed in TiOBr for $E \parallel b$. In three of the four cases (Br/Cl, $a/b$) an additional mode has been included into the model in order to reduce the deviation.
from the measured data. These additional modes are only very weak as seen from the optical conductivity. They may be assigned to multi-phonon contributions\(^7\). The very broad modes lying at the shoulder of a strong mode are typical and also observed in other oxides [140].

The temperature dependence of the phonon excitations in the far-infrared range is of particular interest since any structural change of a crystal at a phase transition will result in a change of its phonon absorption. The reflectance of TiOCl at four different temperatures is given in Fig. 5.19 and in Fig. 5.20 for \( E \parallel a \) and \( E \parallel b \), respectively. These temperatures are chosen as they are in the different phases. Only 100 K and 300 K belong structurally to the

\(^7\)The multi-phonon excitations are not restricted to \( k \approx 0 \) for the contributing phonons but may involve phonons from the entire Brioullin zone. Since only the total momentum has to be zero, the single phonon momenta have to vanish in the sum but each on its own may differ from zero momentum. Via the dispersion of the phonon modes, the energy of the multi phonon is not necessarily twice the energy of a \( k = 0 \) mode.

Figure 5.19: The reflectance at four different temperatures of TiOCl in the far-infrared region for \( E \parallel a \) is shown. For the reference measurement, in-situ gold evaporation has been used.
Table 5.3: Parameters of the fit to the reflectance of TiOCl and TiOBr at 300 K. The variation of the thickness $d$ is assumed to be of the shape of a wedge with the relative change in thickness $\frac{\delta d}{d}$. The proportion is given here in percent of the absolute thickness. The contribution of oscillators far above the considered frequency range is taken into account by a constant contribution $\varepsilon_\infty$ to the dielectrical function. The phonon modes are fitted with oscillators determined by the eigenfrequency $\omega_0$, the plasma frequency $\omega_p$, and the damping $\gamma$.

<table>
<thead>
<tr>
<th>TiOCl</th>
<th>TiOBr</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_\infty$</td>
<td>4.103</td>
</tr>
<tr>
<td>$d$</td>
<td>16.9 $\mu$m</td>
</tr>
<tr>
<td>$\frac{\delta d}{d}$</td>
<td>20.6 %</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>$\omega_p$</td>
</tr>
<tr>
<td>1. oscillator</td>
<td>104.81</td>
</tr>
<tr>
<td>2. oscillator</td>
<td>434.40</td>
</tr>
<tr>
<td>3. oscillator</td>
<td>566.77</td>
</tr>
<tr>
<td>$\varepsilon_\infty$</td>
<td>4.069</td>
</tr>
<tr>
<td>$d$</td>
<td>16.8 $\mu$m</td>
</tr>
<tr>
<td>$\frac{\delta d}{\pi}$</td>
<td>20.9 %</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>$\omega_p$</td>
</tr>
<tr>
<td>1. oscillator</td>
<td>201.78</td>
</tr>
<tr>
<td>2. oscillator</td>
<td>294.13</td>
</tr>
<tr>
<td>3. oscillator</td>
<td>457.99</td>
</tr>
</tbody>
</table>
same phase, but 100 K is in the proposed pseudogap phase. So changes at the two transition temperatures $T_{c1}$ and $T_{c2}$ and also in the pseudogap phase may be observed in the phonon spectrum.

The main phonon modes in both polarizations do not change significantly with temperature, except a conventional broadening due to an increase of damping. However, for both polarizations ($a$, $b$) a closer look at the ascent of the reflectance towards the strongest mode (at 53, 36 meV) reveals that in the 4 K and 70 K data a shoulder emerges which is foreshadowed already at 100 K, as seen from Fig. 5.24. By comparison with a fit to the 4 K data it is shown that such a shoulder arises from the splitting of the single mode at 300 K. This splitting occurs since the dimerization along $b$ leads to new modes along all other crystallographic directions. In addition to the splitting of the dominant phonon mode, weak

Figure 5.20: The reflectance at four different temperatures of TiOCl in the far-infrared region for $E \parallel b$ is shown.
Figure 5.21: The transmittance of TiOCl at different temperatures is shown in the far-infrared region for $E \parallel a$ and $E \parallel b$ in the top. The bottom panels are magnifying two phonon modes at 22 meV for $E \parallel a$ and 66 meV for $E \parallel b$, respectively. For the latter data at additional temperatures of a different (thicker) sample are plotted. This measurement has been performed without polarizing the light. However, since the $a$ direction is opaque due to strong phonon absorption the sample itself acts like a polarizer.

absorptions emerge at $T_{c1}$ and also at $T_{c2}$ for both polarizations. For $E \parallel a$ a phonon mode at 22.7 meV occurs as a weak dip at 70 K which is softened to 22.2 meV and getting stronger at 4 K. For $E \parallel b$ four absorptions are observed at 4 K at the energies 19.6, 37.2, 47.2, and 53.3 meV. The strongest of this four at 53.3 meV is discussed in detail later. These modes are preceded more weakly at 70 K. We summarize the values of parameters and oscillators in table 5.4.1. Especially at $T_{c1}$ additional phonons are expected to occur in the low-temperature spin-Peierls phase, wherein the unit cell is doubled and the symmetry is lowered. However, already below $T_{c2}$ additional weak phonon absorptions emerge (see Fig. 5.19, Fig. 5.20, and
Figure 5.22: The transmittance of TiOBr at several temperatures is shown in the far-infrared region for $E \parallel a$ and $E \parallel b$ in the top panels. The bottom panels are magnifying two phonon modes at 22 meV for $E \parallel a$ and 66 meV for $E \parallel b$, respectively. The temperatures shown here are focused on the intermediate phase.

Fig. 5.23), indicating that the lattice is involved in this transition, too. These results are in agreement with a transition to an incommensurate phase due to the opening of a spin gap at $T_{c2}$ followed by a first-order lock-in transition at $T_{c1}$ which is discussed below (see section 5.5).

We analyze now the temperature dependence of the most apparent phonon mode at 53 meV for $E \parallel b$ that occurs only in the low-temperature phase. Its temperature dependence observed in the reflectance is depicted in Fig. 5.23. Remarkable is that already at temperatures above $T_{c1}$ a precursor is observed at 70 K and possibly even at 85 K (the latter is a bit ambiguous due to superposition by noise). Moreover, the increase of the reflectance observed
Figure 5.23: Magnified view on the strongly temperature dependent phonon mode observed in the reflectance of TiOCl. The curves of different temperature are shifted along the vertical axis for clarity.

as a broad bump around 55 meV is already present at 150 K (compared with the 300 K data). Above $T_{c2}$ the system "feels" the spin-gapped state which becomes nearly degenerate with the high-temperature ground state. Also above $T_{c1}$ in the vicinity of the first-order transition to the commensurate phase, the weak dip at 53 meV indicates that the system moves towards that transition. The appearance of this feature indicates that the periodicity of the incommensurate structure increases strongly. The phonon mode that occurs stronger and sharper in the low-temperature phase becomes already weakly allowed in the incommensurate phase for increasing periodicity of the incommensurability, i.e. the local environment becomes similar to the low-temperature phase. The deviation of the perfectly ordered commensurate state may lead to a lower energy of this mode above $T_{c1}$ compared to the corresponding mode below $T_{c1}$. This softening emerges since the dimerized structure is yet not that rigid as it is in the low-temperature phase.

### 5.4.2 Far-infrared transmittance

To measure the transmittance provides a complementary method to reflectance measurements for the observation of weak absorptions. On the one hand, in an energy region of high values of the reflectivity only a tiny absorption within the crystal leads to a considerable lowering of the reflectivity, whereas the crystal turns out to be opaque in this region which prevents
Table 5.4: Parameters of the fits to the far-infrared data of TiOCl. Note that the energies are given in cm\(^{-1}\).

<table>
<thead>
<tr>
<th>TiOCl</th>
<th>(E \parallel a) 300 K</th>
<th>100 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon_{\infty})</td>
<td>4.103</td>
<td>4.107</td>
</tr>
<tr>
<td>(d)</td>
<td>16.9 (\mu m)</td>
<td>16.3 (\mu m)</td>
</tr>
<tr>
<td>(\frac{\delta d}{\varepsilon})</td>
<td>20.6 %</td>
<td>20.65 %</td>
</tr>
<tr>
<td>(\omega_0)</td>
<td>(\omega_p)</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>1. oscillator</td>
<td>104.81</td>
<td>163.97</td>
</tr>
<tr>
<td>2. oscillator</td>
<td>434.40</td>
<td>1211.8</td>
</tr>
<tr>
<td>3. oscillator</td>
<td>566.77</td>
<td>87.99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TiOCl</th>
<th>(E \parallel b) 300 K</th>
<th>100 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon_{\infty})</td>
<td>3.728</td>
<td>3.742</td>
</tr>
<tr>
<td>(d)</td>
<td>16.8 (\mu m)</td>
<td>17.0 (\mu m)</td>
</tr>
<tr>
<td>(\frac{\delta d}{\varepsilon})</td>
<td>20.24 %</td>
<td>20.24 %</td>
</tr>
<tr>
<td>(\omega_0)</td>
<td>(\omega_p)</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>1. oscillator</td>
<td>106.10</td>
<td>157.09</td>
</tr>
<tr>
<td>2. oscillator</td>
<td>183.63</td>
<td>19.17</td>
</tr>
<tr>
<td>3. oscillator</td>
<td>426.10</td>
<td>284.04</td>
</tr>
<tr>
<td>4. oscillator</td>
<td>437.24</td>
<td>1211.8</td>
</tr>
<tr>
<td>5. oscillator</td>
<td>538.30</td>
<td>48.90</td>
</tr>
<tr>
<td>6. oscillator</td>
<td>569.81</td>
<td>80.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TiOCl</th>
<th>(E \parallel b) 70 K</th>
<th>4 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon_{\infty})</td>
<td>4.069</td>
<td>4.642</td>
</tr>
<tr>
<td>(d)</td>
<td>16.8 (\mu m)</td>
<td>15.1 (\mu m)</td>
</tr>
<tr>
<td>(\frac{\delta d}{\varepsilon})</td>
<td>20.9 %</td>
<td>19.98 %</td>
</tr>
<tr>
<td>(\omega_0)</td>
<td>(\omega_p)</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>1. oscillator</td>
<td>201.78</td>
<td>91.33</td>
</tr>
<tr>
<td>2. oscillator</td>
<td>294.13</td>
<td>695.13</td>
</tr>
<tr>
<td>3. oscillator</td>
<td>457.99</td>
<td>111.56</td>
</tr>
<tr>
<td>4. oscillator</td>
<td>487.42</td>
<td>133.77</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TiOCl</th>
<th>(E \parallel b) 4 K</th>
<th>70 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon_{\infty})</td>
<td>4.730</td>
<td>4.632</td>
</tr>
<tr>
<td>(d)</td>
<td>15.0 (\mu m)</td>
<td>15.1 (\mu m)</td>
</tr>
<tr>
<td>(\frac{\delta d}{\varepsilon})</td>
<td>19.6 %</td>
<td>19.93 %</td>
</tr>
<tr>
<td>(\omega_0)</td>
<td>(\omega_p)</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>1. oscillator</td>
<td>207.17</td>
<td>68.22</td>
</tr>
<tr>
<td>2. oscillator</td>
<td>284.76</td>
<td>344.29</td>
</tr>
<tr>
<td>3. oscillator</td>
<td>294.35</td>
<td>676.58</td>
</tr>
<tr>
<td>4. oscillator</td>
<td>301.04</td>
<td>140.35</td>
</tr>
<tr>
<td>5. oscillator</td>
<td>426.22</td>
<td>16.08</td>
</tr>
<tr>
<td>7. oscillator</td>
<td>502.93</td>
<td>156.27</td>
</tr>
</tbody>
</table>
Figure 5.24: The reflectance of TiOCl at several temperatures is shown in the region of the ascent towards the strong phonon mode. The 4 K data is compared to a fit assuming two phonon modes close to each other in order to reproduce the shoulder at 35 (top) and 53 meV (bottom).

to measure transmittance data. On the other hand in energy regions that exhibit high values of the transmittance, weak absorptions are superposed by noise in the reflectance, but the lowering of the transmittance can be clearly observed. For the reflectance an example is shown in Fig. 5.19. The mode in TiOCl at 70 meV for $E \parallel a$ is rather weak, but clearly observed in the reflectance, whereas the transmittance vanishes in that energy range. A mode seen only in the transmittance is for example the mode at 66 meV for $E \parallel b$ in Fig. 5.21. This mode, that exists only in the intermediate phase, is clearly observed in the transmittance, but not detectable in the reflectance (see Fig. 5.20). Thus to regard the transmittance of a crystal will certainly provide additional information.
Figure 5.25: The frequency of the phonon mode at \( \approx 66 \) meV observed in the polarization along the \( b \) axis in both compounds TiOBr/Cl is plotted against temperature. Since this mode is absent above \( T_{c2} \) and below \( T_{c1} \), the relevant temperature range is that of the intermediate phase. The left and bottom axis scaling belongs to the data of TiOBr (red), and the right and top axis scaling belongs to the data of TiOCl (blue).

The far-infrared transmittance of TiOCl and TiOBr for both polarizations (\( a \) and \( b \)) is displayed in the top panels of Fig. 5.21 and of Fig. 5.22, respectively. For polarization along \( a \) the temperature dependence of the phonon mode at about 22 meV is considered more closely in the bottom left panel. In the range of the strong modes that have been observed in the reflectance, the transmittance is vanishing. For \( E \parallel a \) this is the case for energies above \( \approx 50 \) meV up to the highest measured frequencies 80 meV in both compounds. Hence the data are shown only below 50 meV. For \( E \parallel b \) this region lies between \( \approx 30 \) meV and \( \approx 50 \) meV. As the temperature decreases the phonon modes get sharper and hence the region of opaqueness shrinks. Towards low energies the transmittance is dominated by interference fringes, as seen from a fit for TiOCl in the bottom panel of Fig. 5.18.

Besides the two strong modes which are expected in the \( Pmmn \) structure, a new mode emerges for \( E \parallel a \) in the low-temperature phase. This mode is observed nearly at the same energy (\( \approx 22 \) meV) in both compounds, which indicates that it involves almost exclusively Ti and O ions. Also the temperature dependence is similar: for both compounds the mode softens with decreasing temperature (see Fig. 5.21 and Fig. 5.22). The more detailed temperature resolution of the data of TiOBr provides further inside in the evolution of this mode. It starts to rise below \( T_{c2} \), and its spectral weight increases as it shifts to lower energies for decreasing temperature. Towards lower temperatures this shift gets accelerated, and in the vicinity of \( T_{c1} \) spectral weight is transferred to the low-temperature position which is not reached continuously. It is not clear from the data if the transfer starts already above \( T_{c1} \).
Figure 5.26: The temperature dependence of the transmittance in the ascent for energies above the strong phonon absorption is magnified. The curves for temperatures below 50 K are shifted by offset of 0.03 with respect to each other for clarity.

or if the occurrence at higher temperature is due to temperature inhomogeneity (< 1 K) within the sample, i.e. some parts are already in the low-temperature phase whereas other parts are not. However, the transition at $T_{c1}$ is found to be of first order in thermodynamical properties which makes a jump more likely.

For $E \parallel b$ also new modes appear below $T_{c2}$ in both compounds, as seen from Fig. 5.21 and Fig. 5.22. The most obvious mode is magnified in the bottom right panels of these figures. Its temperature dependence is similar to the one observed for $E \parallel a$, but it vanishes below $T_{c1}$ instead of jumping to a new position. The acceleration of the softening towards $T_{c1}$ is depicted in Fig. 5.25. Also this mode appears at roughly the same energy in both compounds, which gives again evidence for a mode that predominantly involves Ti and O ions. This temperature behavior is due to a lowering of the symmetry in the incommensurate phase which lifts the strict dipole selection rule for this phonon.

Other additional modes that occur in the low-temperature phase and have a precursor in the intermediate phase are shown in Fig. 5.26. Also weak and broad features are observed
above $T_{c2}$. One mode is observed at 56 meV, another one at 54 meV, and there may be a rather weak feature at 52.8 meV which is not separable unambiguously from the underlying noise.

In Fig. 5.18 we show results for the transmittance of TiOCl at 4 K in the far- and mid-infrared region. The transmittance drops to zero in the range of strong phonon absorption, outside this range the samples are sufficiently transparent. We compare the data of each polarization with a fit to the curve. This fit is based on a Drude-Lorentz model and has been performed using RefFit (see footnote above). It includes only the assumption of a Lorentzian line shape and the adjustment of experimental parameters like the thickness and the thickness spread of the sample. We find good agreement between the fit and the experimental data over the entire range. Exceptions to this good agreement are the multi-phonon range, the suppression of interference fringes, and for $E \parallel b$ in the mid-infrared range. The deviation in the range of the multi phonons has a rather simple origin. Since multi-phonon absorptions are difficult to describe theoretically, they have not been included in the model used in the fitting procedure. The reason why we show the data of $E \parallel a$ only up to 250 meV is that for higher energies the strong orbital absorption in this polarization sets in (see Fig. 5.11). This absorption is not included in the model and leads hence to a strong deviation of the experimental results from the fitted curve. The strong suppression of the interference fringes in the experimental result compared to the fit is due to the fact that the surfaces in the model are assumed to be absolutely even planes. This is however not the case for real crystals where always surface defects occur. Remarkable is also the deviation of the fit for $E \parallel b$ in the region above 300 meV. This discrepancy is attributed to an absorption that shows a significant temperature dependence as discussed above (Fig. 5.15). Probably, this has to be attributed to an orbital excitation to the $xy$ level which is dipole forbidden as a direct excitation but becomes weakly allowed for a phonon-assisted transition.

Summarizing the results of this section it can be stated that at both transition temperatures structural changes are observed. In conclusion these results are in agreement with an incommensurate structure in the intermediate phase and a doubling of the unit cell in the low-temperature phase, as reported from x-ray structure analysis [136].

5.4.3 Interference fringes vs. additional phonon modes

Far-infrared data of TiOX have been reported by Caimi et al. in [131, 132]. They claim that additional phonon modes are present at room temperature which are not expected from a symmetry analysis (see above). In the following we will discuss these results in comparison to our data. Lets first consider briefly the procedure of acquiring infrared data in general. For obtaining optical properties of the sample, one has to measure the sample and additionally a reference in order to eliminate the contribution of the experimental setup (source, beam splitter, detector, etc.) to the spectrum. For transmittance measurements the reference spectrum is obtained by a second measurement where simply the sample has been removed from the sample aperture. For reflectance measurements this is obviously not practical and one is therefore returning to measuring a gold mirror ($R \approx 1$ for infrared light) at the position of the sample. This method of obtaining a reference is working well for large samples with a planar, polished surface. However, in the case of TiOX the samples are not rigid crystals.
but flexible and it is hence impossible to prepare them within the standard procedure. One can only take a crystal as it has been grown and fix it on the sample holder. By doing so one achieves only a more or less planar surface. However, the result is far from the flatness of a surface prepared by grinding and polishing. It is clear that one will not get reliable results by using a planar mirror as reference for such a sample. The method of choice in such a case is to coat the sample’s surface in situ with gold after measuring and create by this a golden surface exactly equal to the sample surface measured before. The reflectance data discussed above have been obtained using in-situ gold evaporation. For comparison, the result of a measurement with a planar Au mirror as reference is shown in Fig. 5.4.3.

Another problem occurring in the reflectance measurements of TiOX is the small thickness of the available samples. In the transparent range, thin samples show strong interference fringes not only in transmittance but also in reflectance measurements. (One therefore usually uses thick samples with an uneven backside in order to suppress fringes.) The interference fringes are strongly modulated for samples of varying thickness. We have proofed by fitting the reflectance at 300 K of both compounds in the far-infrared region (covering the phononic excitations) that no additional phonon contributions are present (see Figs. 5.16 and 5.17). This is corroborated by the analysis of the transmittance data at 300 K where also a reasonable fit is obtained without additional phonon modes.

In Fig. 5.4.3 we plot the polariton dispersion obtained from the extrema of the interference
fringes observed in the reflectance for both compounds (see for instance [140]). The regularity is not expected for phonon energies. From this result it is evident that the additional phonons reported in [131, 132] actually have to be interpreted as interference fringes, although the authors of [131, 132] exclude this origin.

5.5 Incommensurate spin-Peierls phase

The question “what is the driving force for the formation of an incommensurate phase at the actual emerging of the spin gap” is still open. As it has been shown in the beginning of this chapter, orbital fluctuations as origin can be ruled out. Now we will discuss the bilayer geometry as the origin of this unusual behavior. The particular geometry of one bilayer is sketched in Fig. 5.29.

The remarkable feature of this structure is that the Ti sites of one layer are in the middle of the Ti-plaquettes of the second layer (indicated by the dashed boxes in Fig. 5.30). This opens in principle the way to the possible formation of several different dimerization patterns. Consider first only a single $S=1/2$ chain. In one chain we will distinguish neighboring Ti-Ti bonds, denoting one bond even and the adjacent bond odd. So the dimers may reside either on the even or on the odd bonds. A single layer can be regarded as an array of parallel chains. The dimerization in such an array of nearest-neighbor chains may be in-phase (dimers on the same odd/even bonds; Fig. 5.30 a) or out-of-phase with respect to each other (dimers alternating on odd and even bonds; Fig. 5.30 b). In the out-of-phase case, all Ti sites are equivalent (Fig. 5.30b), facing one dimer on the surrounding plaquette. However, there are two inequivalent Ti sites in the in-phase case, facing either two or zero dimers, as indicated by
the yellow and the green dashed boxes in Fig. 5.30a). The observation of two distinct Ti sites in NMR [122] at low temperatures thus clearly indicates that an in-phase pattern is realized. This is corroborated by structural data [135], which show that two Ti ions forming a dimer display displacements with different signs perpendicular to the layers, and by an analysis of the phonons in Raman data of TiOBr [148].

For a single bilayer there exist four degenerate in-phase patterns, with dimers on the even/even, even/odd, odd/even or odd/odd bonds of the red/blue layers (see Fig. 5.30a). In principle, this allows for several phase transitions between different superstructures, e.g., from an undimerized high-temperature phase to a dimerized phase where all bilayers realize the even/even pattern and finally to a low-temperature phase in which the dimerization alternates between even/even and odd/odd on adjacent bilayers. However, in this scenario both the NMR signal of two inequivalent Ti sites and the commensurate superstructure satellites are expected to appear at the high-temperature phase transition at $T_c$, in contrast to the experimental observation.

The second scenario we will discuss focuses on the experimental observation of two inequivalent Ti sites at low temperatures [122, 135]. In principle, this inequivalence may serve as a second order parameter, i.e., the system may undergo both a spontaneous spin-Peierls transition and, at a different temperature, a spontaneous transition to a state with Ti site inequivalence. In the present bilayer structure these two order parameters are coupled, but a Landau expansion [143, 144] shows that there still may be two distinct phase transitions.
Figure 5.30: Schematic view onto one bilayer (ab plane). On the left the in-phase dimerization pattern is shown. All dimers of one layer (blue/red) reside on the same bonds (even/odd) indicated by the dotted arrow. The two inequivalent sites created in this dimerization pattern are indicated by the dashed boxes. The Ti ion at the center of the green box is facing no dimers in the red layer, whereas the ion at the center of the yellow box is surrounded by two dimers of the red layer. On the right the out-of-phase dimerization pattern is depicted. The dimers of one layer (blue/red) reside on alternate bonds as shown by the arrow. For such a dimerization pattern all Ti sites are equal. They face one dimer of the adjacent layer.

Roughly, this scenario predicts the onset of dimerization with some admixture of site inequivalence at $T_{c2}$, and the development of full site inequivalence below $T_{c1}$ (or vice versa). In fact, indications of two inequivalent Ti sites are observed in NMR already above $T_{c1}$ [122]. In this scenario, commensurate superstructure satellites are predicted to appear at the high-temperature phase transition at $T_{c2}$, in disagreement with the experimental data on both TiOCl and TiOBr [136, 142].

In the intermediate phase, superstructure satellites have been reported which are incommensurate both in b and a direction [136, 137]. Incommensurate order was also proposed to explain the very broad NMR signal in the intermediate phase. In compounds with commensurate band filling, incommensurability may arise from the frustration of competing interactions.

Figure 5.31: The definition of $\delta_1$ and $\delta_2$ is shown on the right. The arrows are indicating the couplings. Magenta for the intra-chain coupling, green for the inter-chain coupling to the second layer (red), and light blue for the inter-chain coupling within one layer. The former two are taken into account in the expansion of the free energy (Eq. 5.1). The latter coupling arises from displacements perpendicular to the chain direction (see text).
which favor different ordering wave vectors. We propose that the incommensurate wave vector arises from the frustration inherent to the bilayer structure. The Landau expansion for the free energy as a function of the displacement $\phi_i^y$ of the Ti ion $i$ parallel to the chains reads to quadratic order \cite{143, 144}

\[ \Delta F = \frac{a_0}{2} \sum_i (\phi_i^y)^2 + \frac{a_1}{2} \sum_i \phi_i^y \phi_{i+\delta_1+\delta_2}^y + \frac{b}{2} \sum_i \phi_i^y (\phi_{i+\delta_1}^y + \phi_{i-\delta_2}^y) \]

\[ = \frac{1}{2} \sum_{(k,h)} |\phi_{(k,h)}^y|^2 (a_0 + a_1 \cos(k) + 2b \cos(k/2) \cos(h/2)) \]

where $k$ and $h$ denote the momenta parallel and perpendicular to the chains, respectively. Here, the $a_1$ term describes the tendency towards a spin-Peierls distortion ($a_1 > 0$). For $b=0$, the system undergoes spontaneous dimerization with $k = \pi$ if $a_0 - a_1 < 0$. However, for $b \neq 0$ the free energy is minimized for $h = 0$ and $k = 2 \arccos(-b/2a_1) \approx \pi + b/a_1$, i.e., the system becomes incommensurate for any finite value of $b$. This is due to the fact that the coupling between the layers described by the $b$ term vanishes for $k = \pi$. The system has to become incommensurate in order to gain energy from the interlayer coupling.

In order to explain the additionally observed incommensurability perpendicular to the chains we have to consider a coupling of $\phi_i^y$ to the displacements $\phi_j^x$ and $\phi_j^z$ in $a$ and in $c$ direction, where $i$ and $j$ are neighbors on adjacent chains. The formation of a dimer on sites $i$ and $i + \delta_1 + \delta_2$ and the corresponding $\phi_i^y$ and $\phi_{i+\delta_1+\delta_2}^y$ push away the Ti ion on site $i + \delta_1$, i.e., they couple to $\phi_{i+\delta_1}^x$. This gives rise to an effective intralayer coupling between the chains, i.e., between site $i$ and $i + \delta_1 - \delta_2$. The coupling via $\phi^z$ leads to a term approximately proportional to $-\cos(h/2)$, favoring the in-phase pattern (Fig. 5.30 a). In contrast, the coupling via $\phi^x$ produces a term approximately proportional to $\sin(h/2)$, favoring the out-of-phase pattern. In total this yields an incommensurate value of $h$. This scenario implies two consequences which can be tested experimentally. First, it predicts finite values of $\phi_i^x$ in the intermediate phase. Second, the incommensurability $\Delta k = b/a_1$ is predicted to decrease with decreasing temperature, because the tendency $a_1$ towards a spin-Peierls distortion grows with decreasing temperature. Considering in addition $\Delta F_{\text{quartic}} = \sum_i (\phi_i^4)^3$, a first-order lock-in transition to commensurate order is expected for small enough $\Delta k$ at low-temperatures, as observed.

In conclusion, we have shown that TiOCl and TiOBr do not display canonical spin-Peierls behavior. The peculiar properties of TiOX cannot be attributed to orbital fluctuations due to the large crystal-field splitting of the 3$d$ levels. The bilayer structure offers a clear explanation for the appearance of two distinct phase transitions. The incommensurate phase at intermediate temperatures arises due to the frustration of interchain interactions. These compounds offer the possibility to study a spin-Peierls transition in a predominantly two-dimensional, frustrated lattice.
Chapter 6

Summary

Here we will collect the main results of this thesis and give an outlook to further investigations.

The nature of orbital excitations in \( \text{LaMnO}_3 \)

The \( e_g \) system \( \text{LaMnO}_3 \) with the electronic configuration \( t_{2g}^3 e_g^1 \) has been predicted to exhibit collective orbital excitations (termed orbitons) from an orbitally ordered ground state \[45\]. These excitations are expected to have a significant dispersion. Saitoh \textit{et al.} claimed the first experimental observation of orbitons in Raman data of \( \text{LaMnO}_3 \) \[44\]. The claim is based on a comparison with theory and on the assumption that the observed peaks around 150 meV are too high in energy to originate from two-phonon scattering. We have determined the phonon spectrum from reflectance measurements and observed the highest phonon mode at about 80 meV. Moreover the peaks around 150 meV are observed in the optical conductivity at nearly the same energies, although orbital excitations in \( \sigma(\omega) \) require an additional phonon to be excited in order to break the dipole selection rule. Thus orbital excitations should be shifted in \( \sigma(\omega) \) by the phonon energy which typically amounts to 50-80 meV. Hence we conclude that these peaks have to be attributed to two-phonon excitations. Additionally weak features are observed around 230 meV and around 300 meV in both Raman and IR data. These features are interpreted as three and four phonon excitations corroborating the nature of the peaks around 150 meV. We found no further low-energy absorptions. However a shoulder at the rise of the first electronic excitation has been observed. By comparison with the results of a cluster calculation it is attributed to a local crystal-field excitation. From this we conclude that the coupling to the lattice is the dominant mechanism that lifts the degeneracy of the \( e_g \) orbitals in \( \text{LaMnO}_3 \).

Orbital excitations and ground state properties in the titanates

For the \( t_{2g} \) system \( \text{LaTiO}_3 \) a novel ground state has been proposed by Khaliullin and Maekawa in order to reconcile the seemingly contradicting observations of a small spin-wave gap and a strongly reduced magnetic moment \[34\]. The Hamiltonian they considered accounts for the orbital and spin system (interactions with the lattice are not taken into account). The
ground state they obtain is dominated by orbital fluctuations and has been termed orbital liquid. On the other hand a sizeable distortion of the octahedral environment of the Ti site has been found [57]. By this distortion an intra $t_{2g}$ splitting of about 0.25 eV has been predicted. In this scenario, the electrons occupy the lowest orbital at each site, giving rise to orbital order. The controversially discussed question in this system is whether in the ground state orbital order or orbital fluctuations are present [34, 35, 49, 62, 60, 71, 57]. The former corresponds to dominating coupling to the lattice, whereas the latter arises in the presence of dominating superexchange interactions. We have determined the optical conductivity of RTiO$_3$ (R=La, Sm, Y) in order to observe the low-energy excitations. We have found a broad peak at about 0.3 eV in all three compounds. The peak energies as well as the lineshape are in good agreement with a crystal-field scenario. For such a large intra $t_{2g}$ splitting a significant role of fluctuations can be ruled out. However, a back door has been opened up for the orbital-liquid picture by assuming that the large observed energy actually corresponds to a two-orbiton process [38]. The fact that only one peak with a not very characteristic lineshape is observed makes it impossible to draw a final conclusion for the ground state of LaTiO$_3$. The observation of a polarization dependence in LaTiO$_3$ has been complicated by the twinning of crystals. Furthermore both scenarios predict only a small polarization dependence in this compound. In YTiO$_3$ orbital order has been observed experimentally [149, 150, 151]. But the proportion that orders is still under discussion since neutron scattering revealed an isotropic spin-wave dispersion [155]. In this compound a significant polarization dependence as well as two clearly separated peaks have been found. This observation is in agreement with the crystal-field scenario which predicts for YTiO$_3$ the largest difference between the intra $t_{2g}$ excitations. In an orbital-liquid scenario the pure orbital excitation is predicted to be isotropic since in this scenario cubic symmetry remains unbroken [35]. In the light of our results on YTiO$_3$ the dominant role of orbital order in this compound becomes apparent. This definitely favors the description of YTiO$_3$ within the crystal-field scenario.

Unconventional spin-Peierls transition in TiOX (X = Cl, Br)

Structurally TiOX is a bilayer system. The magnetic susceptibility in contrast is well described in terms of a $S = \frac{1}{2}$ Heisenberg chain which shows that the magnetism is one-dimensional [50]. The susceptibility vanishes below a temperature $T_{c1}$ which is attributed to a spin-Peierls transition. A second feature is observed at $T_{c2} > T_{c1}$ which is unexpected in a canonical spin-Peierls scenario. This second transition has been discussed in connection with orbital fluctuations [113, 122, 131, 132, 130, 141]. We have measured the transmittance of single crystals and observed in each polarization ($E \parallel a$ and $E \parallel b$) a strong absorption at 0.65 and 1.5 eV for X=Cl, 0.62 and 1.4 eV for X=Br, respectively. Comparison with the results of a cluster calculation for TiOCl gives good agreement between experiment and theory. The lowest intra $t_{2g}$ excitation is not directly dipole allowed due to symmetry. The cluster calculation predicts it at 0.25 eV. Such a large splitting of the $t_{2g}$ orbital suppresses orbital fluctuations. This result is corroborated by ESR data which give a g-factor of $\approx 2$ [113]. We have shown that the bilayer geometry is responsible for the unconventional second phase transition [143]. The interchain coupling between chains of one layer and chains of the
adjacent layer is frustrated in the spin-Peierls order pattern realized at low temperatures. This leads to a second-order transition to an incommensurate phase below $T_{c2}$ which is the actual spin-Peierls transition temperature. At $T_{c1}$ the fully dimerized spin-Peierls phase locks in by a first-order transition. Experimental evidence for this scenario is found in the phonon spectra. In the range of phonon excitations we have measured the transmittance and the reflectance. In both properties changes are observed at $T_{c1}$ and $T_{c2}$, which indicates that the lattice is involved in both transitions. Moreover, in the intermediate phase phonon modes are observed which are absent in the low- and the high-temperature phase and which show a significant shift with temperature. This indicates that the symmetry is lowered, as expected for the incommensurate phase.

Outlook

In the $e_g$ system LaMnO$_3$ the Jahn-Teller coupling is found to be the driving force towards orbital order. Therefore orbital excitations are local crystal-field excitations. For LaTiO$_3$ an orbital-liquid ground state is not ruled out but the experimental results are well explained in a conventional crystal-field scenario, which suggests that coupling to the lattice has to be considered in order to describe the system properly.

At this point one might pose the question: Are there new systems worth looking at in terms of dispersive orbital excitations? Considering transition-metal oxides which exhibit an orbital degeneracy and are Jahn-Teller active one finds two limiting cases. On one side there are Jahn-Teller distorted compounds indicating that the coupling to the lattice lifts the distortion. On the other side there are compounds which exhibit no distortion at all. However these compounds turn out to be metallic which indicates that the formation of bands provides the largest energy gain. These limiting cases will not be suitable for the search for orbitons but one has to find systems placed somewhere in between.

One peculiar compound in this context is CoO in which from a structural point of view a degeneracy persists down to lowest temperatures. However, spin-orbit coupling is strong in this system and may do the job of lifting the degeneracy. Anyway it will be interesting to look at the orbital excitations in this compound, too.

The vanadates are an interesting candidate since the degeneracy lies within the $t_{2g}$ orbitals and they show a small crystal-field splitting in a cluster calculation (especially for the large rare-earth ions). Also different to the titanates, the vanadates exhibit an orbital order transition. The transition temperatures of orbital ordering are comparable or even equal (LaVO$_3$) to the magnetic ordering temperature. This suggests that the spin and orbital interactions originate from the same mechanism, namely superexchange. A puzzling polarization dependence of low-energy excitations has been observed in YVO$_3$ recently [97]. This raises hope that unconventional orbital excitations may be observed in this compound.

It might be worth looking also at compounds different from the perovskites. One class one might mention in this context are the spinels. However, in this complex field one is never secure from surprises and there certainly are new and interesting phenomena still waiting to be revealed. So further work has to be done here.
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Appendix A

Wigner-Eckhart theorem

Here we will derive the Wigner-Eckhart theorem as straight as possible without involving more mathematical framework as actually needed. The concept behind the deduction is to show that each step follows in a natural way by asking simple questions. Although there exists a large variety of literature on this subject we have not found a similar treatment there. However, for additional reading some texts may be recommended.

We start with the definition of the symmetry group and find representations naturally as transformations properties of eigenspaces. Simple questions about representations lead us to the definition of irreducible representations. Invariant physical properties are recognized as matrices that commutes with all representations. With some basic properties of homomorphisms we are then able to deduce the Wigner-Eckhart theorem. In the following the product of two physical objects (wave function or operator), i.e. of their representations, is shown to be the tensor product of the corresponding matrices. This yields the form of the theorem which is used in practice. Some examples illustrate the variety of applications. Since working with characters is convenient in practice they are also introduce. Followed by some further examples.

How does symmetry enter the quantum mechanical description of a physical system?

First we will sharpen the concept of symmetry. If a physical system is invariant under a certain transformation then we will call this transformation a symmetry transformation. For example three identical atoms on the corner of an equilateral triangle can be rotated by 120° or $-120^\circ$ without changing anything (Fig. A.1). We could also reflect the system on each of the three bisectors and it would look the same afterwards. There are three fundamental properties of symmetry transformations:

1. Applying consecutively two symmetry transformations $(S, T)$, the system will remain unchanged since the first leaves the system as it has been before and the second does not change it, either. So we find that carrying out consecutively two symmetry transformations, the resulting transformation $ST = U$ is again a symmetry transformation.
2. Every transformation can be reversed (since one should not lose any points of space the transformation has to be bijective, and the reversed transformation of a symmetry transformation is also one.

3. Finally, mapping each point onto itself gives obviously a symmetry transformation (of every system), which moreover commutes with every other transformation (symmetry or not). It is called the neutral element or identity.

These three properties make the symmetry transformations to be a group in the mathematical sense. It is called the symmetry group. The number of symmetry transformations can be finite (compare Fig. A.1) as well as infinite (e.g. rotations). For convenience we will think first of finite groups in the following and consider infinite (continuous) groups later. But anyway everything known about a group can be applied to the symmetry group.

Now we come back to our main question proposed in the beginning. Consider an eigenfunction $|\psi\rangle$ of the system. $|\psi\rangle$ is a solution of the Schrödinger equation

$$H|\psi\rangle = \varepsilon|\psi\rangle.$$  

Applying a symmetry transformation $T$ to the system, it will not change any of its physical properties. In particular the energy will stay the same. This implies that $THT^{-1} = H$ or equivalently $HT = TH$. Hence we find

$$THT^{-1}|\psi\rangle = T\varepsilon|\psi\rangle$$

$$HT|\psi\rangle = \varepsilon T|\psi\rangle$$
Figure A.2: the wave function solid black line transforms under $C_3$ into the red (dashed) one and under $C_3^2$ into the green (dotted) one. The mirror plane $\sigma_1(\sigma_2)$ leads to the green(red) wave function whereas $\sigma_3$ gives the original wave function.

Therefore $T|\psi\rangle$ is also an eigenfunction. Note that although the system remains unchanged, $T|\psi\rangle$ does not have to be equal to $|\psi\rangle$ in general. Consider Fig. A.2: the three wave functions are degenerate but well distinct. Applying every element of the symmetry group to $|\psi\rangle$ we get a set of degenerate eigenfunctions $T_1|\psi\rangle, T_2|\psi\rangle, ..., T_n|\psi\rangle$. This set includes also $\psi$ itself since the identity is always among the transformations, $E|\psi\rangle = |\psi\rangle$. The so-caused degeneracy is only due to the symmetry of the system. It hence can only be removed by lowering the symmetry (reducing the symmetry group)\(^1\) and is therefore called **natural degeneracy**. Of course there might be by accident other eigenfunctions with the same eigenvalue $\varepsilon$, but this degeneracy can always be removed by varying only a parameter (e.g. the strength of the crystal field) and preserving the symmetry. Such a degeneracy is therefore called **accidental degeneracy**.

**Representations**

Now we focus on a naturally degenerate eigenspace $\mathcal{E}$ like the one spanned by $T_i|\psi\rangle$. Its dimension is $\leq n$ ($n$ the number of elements in the symmetry group). The case $\dim(\mathcal{E}) = n$ means that the wave functions $T_i|\psi\rangle$ are all linear independent. Actually it is often the case that $\dim(\mathcal{E}) < n$, and then one has to choose linearly independent eigenfunctions as a

---

\(^1\)This can not be done by leaving out only some arbitrary elements of the symmetry group. The group property would then be lost, which would be in contradiction to the above considerations about the group property of the symmetry elements. It therefore can only be reduced to a proper subgroup (a subset forming a group itself, it hence always contains the identity).
basis of $\mathcal{E}$. In the following we will always assume that this (if necessary) has already been done. Under a transformation $T_k$ the eigenspace $\mathcal{E}$ is mapped onto itself. Hence every wave function will be in general sent onto a linear combination of the basis wave functions $T_i|\psi\rangle$ ($i = 1, \ldots, n$). For example $T_k$ applied to the wave function $T_i|\psi\rangle$ will send it onto $T_kT_i|\psi\rangle$. If the product $T_kT_i$ equals $T_m$ according to the group multiplication, then $T_kT_i|\psi\rangle$ will be equal to $T_m|\psi\rangle$. So the group multiplication of the symmetry group determines the result under consecutive transformations. Going now over from the eigenspace $\mathcal{E}$ to the coordinate vector space $\mathbb{R}^n$, the wave functions $|\psi_i = T_i|\psi\rangle$ correspond to vectors of the form $e_i=(0,\ldots,1,\ldots,0)^2$. For clarity the situation is shown in Fig. A.3 the symmetry Transformation $T_i$ corresponds to a $n \times n$ matrix $A_i$ mapping $\mathbb{R}^n$ (isomorphic to $\mathcal{E}$) onto itself. The matrix multiplication of two of the $A_i$ has to obey also the group multiplication of the corresponding transformations.

$$T_kT_i = T_m \Rightarrow A_k A_i = A_m$$

Such a set of matrices $A_i$ obeying the group multiplication is called representation of the (abstract) symmetry group. Note that two group elements may correspond to the same matrix. For example mapping all the elements of the group (all transformations) on the $(1 \times 1)$ matrix 1, we always get a representation since $1 \cdot 1 = 1$ fulfills every group multiplication. \footnote{To be general one should consider here complex spaces. It will actually turn out that this is relevant in some aspects but we do not need this aspect here. However, here we want to use objects that are as familiar as possible.} The appearance of the matrices depends on the choice of the basis. Choosing one basis the matrices are determined and each basis function is transforming according to one row of the matrices. For instance for a five-dimensional eigenspace with the basis $\{|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle, |\psi_4\rangle, |\psi_5\rangle\}$, the third function $|\psi_3\rangle$ transforms according to the third row of $A_3$.

\footnote{This is the so called trivial representation.}

Figure A.3: The commutative diagram illustrates the relation of transformations and the corresponding matrices.
the matrix \((a_{ij})\).

\[
\begin{pmatrix}
a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
a_{21} & a_{22} & a_{23} & a_{24} & a_{25} \\
a_{31} & a_{32} & a_{33} & a_{34} & a_{35} \\
a_{41} & a_{42} & a_{43} & a_{44} & a_{45} \\
a_{51} & a_{52} & a_{53} & a_{54} & a_{55}
\end{pmatrix}
= (a_{31}, a_{32}, a_{33}, a_{34}, a_{35})
\]

How many representations do exist?

Infinitely many! Two representations \(A_i\) and \(B_i\) can always be combined to give another set of matrices that act on the direct sum of the original vector spaces \(V_a \oplus V_b\) and form another representation. By this we can easily produce arbitrarily large matrices that are block diagonal. By choosing a different basis in \(V_a \oplus V_b\) one will destroy the form of the block diagonal character, i.e., the origin of this new representation is not obvious anymore.

Example of a matrix that is block diagonal:

\[
\begin{pmatrix}
\Box & 0 \\
0 & \Box
\end{pmatrix}
\]

But what happens upon going in the opposite direction and trying to find invariant subspaces of a given representation? This means that we have to find a basis of the vector space for which all matrices of the representation will be block diagonal. Obviously we can not follow this procedure up to infinity, but we will end up with representations that do not contain invariant subspaces anymore. These representations are called irreducible representations, all the others are called reducible.

Now we ask: How many irreducible representations do exist?

The answer is: Not many! A finite number depending on the group.\(^4\) This gives a strong restriction on possible naturally degenerate eigenspaces since they have to transform according to an irreducible representation. This is because reducible representations would include at least two accidentally degenerate eigenspaces.

Let us consider again the symmetry group of the triangle. What are its irreducible representations? First there must be the trivial representation, where all elements correspond to 1 (since it is one-dimensional it has to be irreducible, there are no subspaces possible). Then the transformations in the \(x-y\) plane represented by \(2 \times 2\) matrices form another irreducible two-dimensional representation. That this is an irreducible one is clear due to the fact that the rotations (e.g. \(C_3\)) have no diagonal form with real eigenvectors and hence can not be made a block diagonal matrix by any transformation and has no invariant subspaces. There is only one other irreducible representation. To deduce it we will have to say a bit more about groups, so the reader interested purely in results may skip this part and continue with the next paragraph.

\(^4\)Note that we have restricted ourselves to finite groups, for infinite groups things are different.
Invariant subgroups and classes

A subgroup is the same for groups as a subspace is for a vector space: a subset which is closed about multiplication and so forms a group of its own. If $G$ is a group and $H(\subset G)$ is a subgroup, then for every pair of elements $a, b \in H$ the product $ab$ is still in $H$ ($ab \in H$). We also consider now the mapping $xgx^{-1}$ where $g$ is one fixed element and $x$ runs over the group (it is called the inner homomorphism). Before turning to its properties we will first recall that the set $xg$ ($g$ fixed, $x$ variable), called left translation, covers the whole group\(^5\). This is in general not the case for $xgx^{-1}$. If there is an element $x$ so that $xax^{-1} = b$, then $a$ and $b$ are called equivalent. This is actually an equivalence relation\(^6\) and hence the group splits up in disjoint subsets of pairwise equivalent elements which are called classes. An invariant subgroup ($H \subset G$) is a subgroup consisting only of whole classes. It has the property that for every element $a \in H$ and any element $x \in G$ the element $b = xax^{-1}$ is still in $H$.\(^7\) With an invariant subgroup we can construct a new group. One element $x$ of $G$ multiplied by every element of $H$ gives a set $K \subseteq G$. This set has the property that every $y \in K$ multiplied again by every element of $H$ will be in $K$. The elements of our new group are then these disjoint equivalence classes $K_I$ of $G$ according to the invariant subgroup $H$. The multiplication is the multiplication of $G$ for one arbitrarily chosen element of each $K_I$. More practically: take one element of $K_I$ (no matter which one) and multiply it according to the multiplication of $G$ with one element of $K_m$ (it also does not matter which one). If the result lies in the equivalence class $K_n$, then $K_m \cdot K_I = K_n$ is the multiplication in the new group. The new group is called the factor group and is denoted by $G/H$. Its order is $\text{order}(G)/\text{order}(H) \in \mathbb{N}$. By this one finds that the order of an invariant subgroup must be a divisor of the order of the group. What does this mean for representations of the group? Every representation of the factor group provides a representation of the whole group by identifying each element $x \in K_I$ with the matrix belonging to its equivalence class $K_I$.

In case of the symmetry group of the equilateral triangle we find one invariant subgroup consisting of $\{\text{id}, C_3, C_3^2\}$. The corresponding group contains only two elements which are $\{\text{id}, C_3, C_3^2\}, \{\sigma_1, \sigma_2, \sigma_3\}$. Since there exists (up to isomorphism) only one group with two elements and with two (1dim) representations, i.e., one besides the trivial one we have now found the third representation of the symmetry group of the triangle. The elements $\{\text{id}, C_3, C_3^2\}$ are identified with 1 an the rest $\{\sigma_1, \sigma_2, \sigma_3\}$ are identified with -1. Since one can proof that the dimension of the representations (dimension of the representation = dimension of the corresponding vector space) squared and summed up equal the order of the group, we are sure to have found all irreducible representations ($1^2 + 1^2 + 2^2 = 6$).

---

\(^5\)This is clear if we find that every left translation is injective because their are $n$ (order of the group) elements $x$ mapped on a set (the group) with $n$ elements $xg$. So injectivity implies surjectivity. Consider two elements $x_1 \in G$ and $x_2 \in G$ with the same image $x_1g = x_2g = y, y \in G$. Multiplying this equation with $g^{-1}$ from the right gives $x_1 = x_2$. So there can not be different elements with the same image $xg$ and with this the left translation and analog the right translation are injective.

\(^6\)For an equivalence relation the following holds:

1) Every element is equivalent with itself: $eae^{-1} = a$

2) The relation is symmetric: $xax^{-1} = b \then a = x^{-1}bx$

3) The relation is transitive: $xax^{-1} = b$ and $yby^{-1} = c$ then $y(xax^{-1})y^{-1} = (yx)a(x^{-1})y^{-1} = c$

\(^7\)This is obvious since $a$ and $b$ are in the same class and the hole class belongs to $H$ as assumed.
So in conclusion we have the following representations:

<table>
<thead>
<tr>
<th></th>
<th>(A_1)</th>
<th>(A_2)</th>
<th>(T_1)</th>
</tr>
</thead>
</table>
| id | 1      | 1      | \[
\begin{pmatrix} 1 \\ 1 \end{pmatrix}
\] |
| \(C_3\) | 1 | 1 | \[
\begin{pmatrix} \frac{1}{2} & \frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}
\] |
| \(C_3^2\) | 1 | 1 | \[
\begin{pmatrix} \frac{1}{2} & -\frac{\sqrt{3}}{2} \\ \frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}
\] |
| \(\sigma_3\) | 1 | -1 | \[
\begin{pmatrix} -1 \\ 1 \end{pmatrix}
\] |
| \(\sigma_2\) | 1 | -1 | \[
\begin{pmatrix} \frac{1}{2} & \frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}
\] |
| \(\sigma_1\) | 1 | -1 | \[
\begin{pmatrix} \frac{1}{2} & -\frac{\sqrt{3}}{2} \\ \frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}
\] |

Let us look at another example highly relevant in this thesis: In octahedral (cubic) symmetry, the symmetry group \(O\) has only five irreducible representations of dimensions \(3\) (two times), \(2\) and \(1\) (two times). So for instance the fivefold degenerate 3d orbitals have to split up in at least two eigenspaces which are well known as \(e_g\) and \(t_{2g}^\ast\). We will discuss this group later on (see Appendix B). Here we want to emphasize that only by general considerations of the symmetry group we are able to predict a splitting of the fivefold degenerate \(d\) wave functions. The question which of the irreducible representations occur can not be answered this way. To determine them one has to apply some transformations to the eigenstates and look at the resulting linear combinations. This gives the corresponding matrices. It would be a lot of work to find the irreducible representation by considering the products of these matrices.

Since the eigenfunctions of one eigenspace transform into linear combinations of each other, their form will in general not be invariant under symmetry transformations as in real space vectors change their coordinates under an orthogonal transformation. \(^{10}\) With this we might ask: What is then an invariant property of the physical system? Let’s look at real space again. The angle of two vectors, i.e. the scalar product is an invariant property.

\(^{8}\)Even the labeling of these eigenspaces is adopted from the irreducible representations according to which they transform.

\(^{9}\)A simplification of this procedure is given by the use of characters which is discussed later on.

\(^{10}\)As a geometrical object they are of course invariant but their appearance depend on the choice of the coordinate system.
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Corresponding to this we find the scalar product $\langle \psi | \phi \rangle$ to be an invariant property. Obviously the overlap of two arbitrary wave functions should stay the same under a symmetry transformation, as it does even under the more general group of unitary transformations.

**The crucial point**

Consider the scalar products $\langle \psi_i | \phi_j \rangle$ of two sets of eigenfunctions $\{ \langle \psi_1 |, \ldots, \langle \psi_n | \}$ and $\{ | \phi_1 \rangle, \ldots, | \phi_m \rangle \}$, each building a basis of their eigenspaces $(E_{\psi}, E_{\phi})$. The matrix $(m_{ij}) = \langle \psi_i | \phi_j \rangle$ corresponds to a map of $E_{\psi}$ onto $E_{\phi}$. Applying the same symmetry transformation $T_k$ to both eigenspaces, the matrix $M = (m_{ij})$ has to have the same form since the scalar product is not changed by $T_k$. As the overlap of two wave functions is a physical property it can not depend on the choice of the coordinate system (it is therefore invariant even under the wider class of unitary transformations). From a mathematical point of view one would say that the diagram in Fig. A.4 commutes. This simply means one should get the same result first applying $M$ and then $T_k$ or vice versa.

Moreover we find that $M$ is a vector-space homomorphism $(E_{\psi}, E_{\phi})$ since it is a linear map.\footnote{Homomorphy requires that $M(|\psi) + |\phi \rangle) = M(|\psi \rangle) + M(|\phi \rangle)$ and $M(\alpha|\psi \rangle) = \alpha M(|\psi \rangle)$, which certainly is fulfilled here.} The set of the elements that are mapped onto neutral element $e = (0, 0, \ldots, 0)$ is called the kernel of $M (M^{-1}0)$. The kernel of a homomorphism is always an invariant subspace. On the right side of the diagram A.4 the $T_k$ is mapping the neutral element onto itself for all transformations $T_k$. On the left side $\text{kern}(M)$ is an invariant subspace of $E_{\psi}$ that has to be mapped onto itself by $T_k$. Otherwise it would not be sent to the identity by applying $M$ afterwards. In general every map has two trivial invariant subspaces, namely the whole space $V$ and $e = (0, 0, \ldots, 0)$.

Up to this point we have collected all necessary parts. For getting the theorem we desire we just have to look at the diagram again. Remember that we are considering an irreducible representation, i.e., one without invariant subspaces different from the trivial ones (the transformations are mixing the whole space). But the kernel has to be an invariant subspace. Hence, there are two possibilities for the kernel. It has to be one of the two trivial invariant subspaces i.e. it can only be the whole space or $e$. If not, $\text{kern}(M)$ would be also an invariant subspace of $T_k$. Since the diagram in Fig. A.4 commutes it is $MT = TM$. So whatever the transformation $T$ will be it will map $e'$ on $e'$ on the right hand side therefore the invariant subspace has to be mapped onto itself. Hence it would be an invariant subspace of $T_k$ but this would be in opposition to our assumption that $T_k$ is irreducible.

**Consequences:**

1. If the whole space is mapped on $e$, $M$ has to be identical to $(0)$. This is especially the case if $E_{\psi}$ and $E_{\phi}$ are of different dimensions. In this case the kernel of $M$ is non zero (or maybe $M^{-1}$ depending on which of the eigenspaces is of larger dimensions). For equal dimension this argument does not hold. Consider now a transformation for which the corresponding matrices of the two representations give different results (at least there must
Figure A.4: Let’s assume that the kernel of $M$ is not $e$ or the whole space but a certain subspace represented by the green ellipse. On the right side $e'$ is mapped onto itself under (the homomorphism) $T_k$. Since in the bottom $M$ is the same map as above, the kernel will again be the subspace of the green ellipse. In order to make the diagram commute as we required, the green ellipse would be mapped onto itself. This consideration holds for every transformation $T_k$. Hence the kernel of $M$ (the green ellipse) would be an invariant subspace for all $T_k$, in contradiction to the assumption of an irreducible representation.

be one that gives different results, otherwise the two representations would be the same). But with two different matrices $A_k$ the diagram does not commute anymore for a nonzero matrix $M$. Since it has to commute from the physical background $M$ has to be identical to (0).

2. If $E_\psi$ is mapped onto $E_\phi$ they have the same dimension and moreover they transform according to the same representation, hence $M$ is a nonzero matrix. We can assume then that we get at least one (perhaps even complex) eigenvalue $M|\psi\rangle = \lambda |\psi\rangle$. It follows that $(M - \lambda \text{id})|\psi\rangle = 0$. But this matrix is as well as $M$ commuting with the transformations $T_k$ since diagonal matrices are always commuting. So $|\psi\rangle \neq 0$ is obviously in the kernel of $(M - \lambda \text{id})$. Hence the whole map must be equal to (0) (remember consequence (1)). But then the image of an arbitrary element under $(M - \lambda \text{id})$ equals 0. We can conclude that all the basis vectors are eigenvectors of $M$ with the same eigenvalue $\lambda$. $M$ has the form

$$\lambda M = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 1
\end{pmatrix}.$$

**Summarizing in short we get:**

\footnote{In a more formal language one could say that they build the center of the group of all regular (invertible) $(n \times n)$ matrices ($\text{GL}(R/C)$). Which means a bit more, namely that the diagonal matrices are the only elements of $\text{GL}(R/C)$ which commute with all others. They form a subgroup of $\text{GL}(R/C)$}
The basis vectors of two eigenspaces transforming under different representations are orthogonal ($\langle \psi | \phi \rangle = 0$).

The basis vectors of two eigenspaces transforming under the same representation are also orthogonal if they transform under different rows. But transforming according to the same row they are multiples of each other ($\langle \psi | = \lambda | \phi \rangle$). The factor $\lambda$ does not depend on the row, but it is equal for all corresponding pairs of basis functions.

**Matrix elements and selection rules**

This states the theorem, but the full benefit is not derived considering $\langle \psi | \phi \rangle$ but matrix elements like $\langle \psi | A | \phi \rangle$. Now we have to combine three objects transforming according to three in general different representations. Yes, operators are transforming as well as wave functions according to irreducible representations. By keeping things simple we have omitted this point in the beginning by choosing the scalar operator $H$. Scalar operators commute with all transformations (they transform according to the trivial representation), which gets us round the trouble we are dealing with here. In general we find that operators $A_i$ transform as $TA_iT^{-1} = \sum a_{ij}A_j$ where the coefficients $a_{ij}$ belong to the $j$th row of matrices of an irreducible representation. Consider $\langle \psi | (A|\phi) \rangle$. Knowing the transformation properties of $(A|\phi)$ we could proceed as in the case above. If $\langle \psi |$ and $(A|\phi)$ would transform under different irreducible representations we could conclude that $\langle \psi | A | \phi \rangle = 0$ and so on.

But how (according to which representation) does the term $(A_i|\phi_k)$ transform? Let us assume that $A_i$ transforms according to $R_A$ and $\phi_k$ according to $R_\phi$ which have the corresponding matrices $D_A$ and $D_\phi$. Let’s assume further that $R_A$ and $R_\phi$ are of dimension $m$, $n$, respectively $(A_i, i = 1,...,m)$; $(|\phi_k), k = 1,...,n)$. So we get $m \cdot n$ product states which can be enumerated by $A_1|\phi_1), ... , A_1|\phi_n), A_2|\phi_1), ... , A_2|\phi_n), ... , ... , A_m|\phi_1) ,..., A_m|\phi_n)$. For the sake of simplicity let $m = n = 2$. To approach the task to apply a symmetry transformation to a product state $TA_iT^{-1}|\phi$ we consider first $A_i$ and $|\phi_k)$ alone:

$$TAT^{-1} = \begin{pmatrix} A_{11}^T & A_{12}^T \\ A_{21}^T & A_{22}^T \end{pmatrix} \cdot \begin{pmatrix} A_1 \\ A_2 \end{pmatrix}$$

$$T|\phi) = \begin{pmatrix} \Phi_{11}^T & \Phi_{12}^T \\ \Phi_{21}^T & \Phi_{22}^T \end{pmatrix} \cdot \begin{pmatrix} |\phi_1) \\ |\phi_2) \end{pmatrix}$$

Here the matrix $(A_{ij}^T)$ is the matrix of the representation under which the operator $A$ transforms under the transformation $T$. Analog, $\phi$ is transforming according to $\Phi_{ij}^T$ under $T$. Combined together each of the resulting $|\phi)$’s has to be multiplied with each of the resulting $A$’s. This gives formally the tensor product of the two matrices.\(^{13}\) So the product space

\(^{13}\)The tensor product of two matrices is well explained with a simple example.

$$A \times B = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \times \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} = \begin{pmatrix} a_{11}b_{11} & a_{11}b_{12} & a_{12}b_{11} & a_{12}b_{12} \\ a_{11}b_{21} & a_{11}b_{22} & a_{12}b_{21} & a_{12}b_{22} \\ a_{21}b_{11} & a_{21}b_{12} & a_{22}b_{11} & a_{22}b_{12} \\ a_{21}b_{21} & a_{21}b_{22} & a_{22}b_{21} & a_{22}b_{22} \end{pmatrix}$$
is transforming according to the $m \cdot n \times m \cdot n$ matrix (in the example it is given by a $4 \times 4$ matrix) that is given by the tensor product of $A^T_{ij}$ and $\Phi^T_{ij}$. However the tensor product is in general not irreducible but it can be reduced in irreducible components. Every single irreducible component has to be considered if one wants to apply the theorem from above.

**Summarizing this we get:**

Matrix elements like $\langle \psi | A | \phi \rangle$ are vanishing if the irreducible representation according to which $\langle \psi \rangle$ transforms is not among the irreducible representations of the reduction of the tensor product representation of $A|\phi\rangle$.

The Wigner-Eckhart theorem is the origin of all kinds of selection rules in quantum mechanics.

**Some examples:**

1) As mentioned in chapter 2 $d$-$d$ excitations are forbidden by the parity selection rule. However, we will now consider this rule in the light of the above theorem. The symmetry group of the inversion symmetry is rather simple. It consists only of two elements, namely the identity $e$ and the inversion $i$. The group multiplication table is given by

\[
\begin{array}{c|cc}
\cdot & e & i \\
e & e & i \\
i & i & e \\
\end{array}
\]

So if a system is symmetric under inversion, its eigenfunctions have to transform under a representation of this group. There are only two elements in this group. Hence one expects only two one-dimensional representations ($1^2 + 1^2 = 2$ the order of the group). These two representations are the trivial one (all elements correspond to (1)) and the so called alternating representation\(^\text{14}\) given by

\[
\begin{array}{c|cc}
\cdot & 1 & -1 \\
1 & 1 & -1 \\
-1 & -1 & 1 \\
\end{array}
\]

Eigenfunctions transforming under the trivial representation are called *even* and the ones transforming under the alternating representation are called *odd*. However, if the physical system under investigation obeys additional symmetry transformations, there may be eigenspaces of dim $> 1$. But all eigenfunctions of one eigenspace have to transform according to either the trivial or the alternating representation. Back to the $d$-$d$ transitions, we find

\(^{14}\)The group of $\{e, i\}$ is isomorphic to any other group of order two since there is only one possible group multiplication table obeying the axioms required for a group. So it is especially isomorphic to the permutation group of two elements $S_2$ that consists of the elements $\{1, 2\}$ and $\{2, 1\}$. Each of these two elements is building a class. Since there are two representations there have to be two classes in the group. For any permutation group $S_n$ the representations are corresponding to classes in a unique way (this identification is not achieved for arbitrary groups). From this the name “alternating representation” is derived since this representation corresponds to the element that is alternating the two entries 1 and 2.
that the \( d \) orbitals (denoted here \(|d\rangle\)) are transforming according to the even representation, i.e., they are mapped onto themselves under inversion. On the other hand, the dipole operator \( P \) is transforming according to the alternating representation. So according to which representation does the product \( P|d\rangle \) transform? This is given by the reduction of the tensor product. The tensor product, however, is reduced to the product of real numbers for one-dimensional representations. Thus by \(-1 \cdot 1 = -1\) we find that \( P|d\rangle \) transforms according to the alternating representation. Then we are able to conclude by the Wigner-Eckhart theorem that \( \langle d| P|d\rangle \) has to vanish, since \( \langle d| \) and \( P|d\rangle \) are transforming according to different representations.

2) It is a well known statement that in cubic symmetry the \( e_g \) states are non magnetic - the orbital angular momentum is quenched. This statement will be elucidated in the following. The value of the magnetic moment \( M \) of a state \(|\psi\rangle\) is given by \( M|\psi\rangle = m|\psi\rangle \). In order to get \( m \) one is projecting with \( \langle \psi| M|\psi\rangle = m \)

The state \(|\psi\rangle\) transforms according to the \( E \) representation as required for an \( e_g \) state. The magnetic moment is transforming according to \( T_1 \) since it is a vector operator. Therefore, the product \( M|\psi\rangle \) is transforming according to the tensor product \( T_1 \times E \). The crucial point we have to show now is that the product \( T_1 \times E \) is not containing the representation \( E \) when it is reduced to irreducible representations. The reduction can easily be achieved by analyzing the characters of the tensor product. However, the easiest way to do this is to look up the result in a table. There one finds that

\[
T_1 \times e_g = T_1 \oplus T_2
\]

This proofs the proposition. Note that \textit{all} matrix elements between an operator transforming according to \( T_1 \) and an \( e_g \) state are vanishing. In particular, all vector operators do not contribute to the \( e_g \) states.

**Characters**

Any set of linear maps (given by a set of matrices for a choice of the basis) forming a representation of a group is only defined up to a similarity transformation of the underlying vector space. One is free to choose a coordinate system and for a new basis the matrices look in general completely different, but they describe the same linear map of the vectorspace.\footnote{The vectors as elements of the vector space are objects independent of the coordinate assigned to them and therefore a map between vector spaces is well defined beyond any choice of coordinate system.} If all these sets of matrices are describing essentially the same thing, then one may ask whether they have something in common that distinguishes them from other representations which belong to a different set of linear maps?

The answer is: Yes! And it is the well know trace of matrices which is the relevant property [208].

---
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The trace of a matrix of one representation is called its character. So for each representation each symmetry element is represented only by one number (namely the trace of the matrix belonging to it for an arbitrary choice of basis). For the common groups (especially the crystallographic point groups) these numbers, the characters, are tabled.

What is the benefit of working with characters?

The property making characters very useful in practice is that they obey orthogonality relations, just as matrix elements do. For one representation we can regard the characters of the matrices as an element of $\mathbb{R}^n$, with $n$ being the order (number of elements in the group) of the group under consideration. For each representation we will find one vector. These vectors build an orthogonal basis $\mathcal{B}$ of $\mathbb{R}^n$. If one wishes to decompose a reducible representation into its irreducible constituents one can form a vector of the traces of matrices. This vector is then also an element of the $\mathbb{R}^n$ and there will be a unique decomposition into the basis $\mathcal{B}$ with only integer coefficients. These coefficients tells then how many times the corresponding irreducible representation occurs in the considered reducible representation.

Rotational symmetry

If there is no direction in space distinguished from the others then one has full rotational symmetry, i.e. any rotation applied to the system is a symmetry transformation. So the symmetry group is the group of rotational transformations in $\mathbb{R}^3$: $\text{SO}(3)$. There is a big difference to the groups considered previously: $\text{SO}(3)$ contains infinitely many elements since there are as many axes of rotation as points on a hemisphere, and for each axis the angle of rotation is any real number out of the interval $[0, 2\pi]$. Therefore we expect infinitely many irreducible representations. But before considering them we look at the quantum-mechanical implication first. The operator connected with the rotational symmetry is that of angular momentum. This is seen in the classical case from the Noether theorem, and by applying the correspondence principle one obtains the operator $L$. Since everything we ever may know about a quantum-mechanical system is its wave function, the value of the angular momentum $L$ and its $z$-component $L_z$ have to be inherent properties of the wave function. Let’s consider eigenfunctions of $L^2$ and $L_z$ like for instance the spherical harmonics $Y_{lm}$. The quantum number $m$ of $L_z$ gives the transformation of the wave function by rotation around the $z$ axis. For a given wave function, $m$ is the number of times the wave function comes onto itself by a rotation about $2\pi$, or in other words the wave function is mapped onto itself by a rotation of $2\pi/m$. However, it will transform into a linear combination of other eigenfunctions of $L^2$ by a rotation around an arbitrary axis. The eigenvalue $l$ of $L$ ($l(l+1)$ of $L^2$) is then given by the maximal value of $m$ that may occur in this linear combination. In other words, $L$ gives the representation of $\text{SO}(3)$ and $L_z$ gives the row under which the eigenfunction transforms. For rotations around the $z$-axis it is possible to choose a basis the matrices become diagonal.
Figure A.5: The projection of the five eigenfunctions of the angular momentum \( L = 2 \) (i.e. the spherical harmonics \( Y_{2m} \)) onto the \( xy \) plane is shown. It is easy to see that the wave functions are symmetric for a rotation around the \( z \) axis about an angle \( \phi = 2\pi/m \). Which sign of \( m \) is according to which of the two wave functions is only a question of the choice of phase. It is interchanged by applying a factor of \( e^{i\pi} (= -1) \).

For the case of \( L = 2 \) this is

\[
\begin{pmatrix}
  e^{i2\alpha} & 0 & 0 & 0 & 0 \\
  0 & e^{i1\alpha} & 0 & 0 & 0 \\
  0 & 0 & e^{i0\alpha} & 0 & 0 \\
  0 & 0 & 0 & e^{i(-1)\alpha} & 0 \\
  0 & 0 & 0 & 0 & e^{i(-2)\alpha}
\end{pmatrix}
\]

in the basis of the spherical harmonics \( \{Y_{22}, Y_{21}, Y_{20}, Y_{2-1}, Y_{2-2}\} \). These properties are easily seen from the shape of the orbitals in the \( xy \) plane as obtained by a projection along the \( z \) axis (see Fig. A.5).

The procedure for adding two angular momenta \( L_1 \) and \( L_2 \) the result is well known from textbooks. The possible values of the resulting angular momentum are \( L_1 + L_2, \ldots , |L_1 - L_2| \). In terms of representations this result follows from the reduction of the tensor product of the representations of \( L_1 \) and \( L_2 \) into its irreducible components. This can be done with ease. Note that here every irreducible representation occurs in the product at most once. In general a product may contain a particular irreducible representation several times.
The origin of the Landé or $g$ factor

The so-called $g$ factor gives the magnetic moment according to the angular momentum of a system. It is by no means mysterious on the background of the Wigner-Eckhart theorem. The angular momentum and the magnetic moment transform both like a vector, i.e. they transform according to the same irreducible representation. We know from the Wigner-Eckhart theorem that they have common eigenspaces and eigenfunctions. The eigenvalues of these eigenfunctions are proportional to each other. The proportionality factor (above we termed it $\lambda$) is independent from the row of the irreducible representation according to which the eigenfunction transforms. The $g$ factor is exactly this proportionality factor for the case of angular momentum and magnetic moment. It is given by

$$g = 1 + \frac{J(J+1) - L(L+1) + S(S+1)}{2J(J+1)}$$

and therefore only dependent on $J$, $L$, $S$, i.e. on the irreducible representation and independent of $J_z$, $L_z$ or $S_z$, i.e. the row of the irreducible representation. The formula given above is derived by projecting one magnetic eigenstate onto its angular momentum counterpart. The angular momentum eigenstates are chosen as reference since the angular momentum is the generator of the rotation.
Appendix B

The octahedral group O

The symmetry group of a regular octahedron and of a cube is the same\(^1\). It consists of 24 elements which are depicted in Fig. B.1. All symmetry transformations map the set of the three coordinate axes onto itself with either the same or the opposite direction. So every element corresponds to one of the symmetric group \(S_3\) (the group of the permutations of three elements) which has the order six. (This is a crucial point for gaining more insight in the structure of the octahedral group and its representations.) The additional choice that can be made concerns the orientation of the axes which can be left the same or be reversed. So two possibilities for each of the three axes. The number of combinations equals \(2 \cdot 2 \cdot 2 = 8\) in total. From a pure combinatorial point of view this is correct but then the inversion of all three axes would give the inversion of the whole space. However, the group \(O\) is a subgroup of \(SO(3)\) and therefore the inversion is not included in the pure rotational group (for the group \(O_h\) the inversion is included and one ends up with \(6 \cdot 8 = 48\) elements). By this restriction one looses a factor of 2. We find always pairs of rotations, and these rotations combine with the inversion, the latter elements are giving the second half (24 elements) of \(O_h\). For the pure rotation we hence get \(6 \cdot 4 = 24\) elements.

What are the irreducible representations of the octahedral group ?

First we can map all elements on the \(1 \times 1\) matrix (1). This is certainly an irreducible representation since \(1 \cdot 1 = 1\) fulfills the multiplication of every group. It is denoted by \(A_1\) or \(\Gamma_1\) (for a general group it is called the trivial representation). The matrices which correspond to the rotation of the point \((x, y, z)\) in the three-dimensional space of course also provide a representation. It is irreducible since there is obviously no invariant subspace for all elements (the axis of rotation is always an invariant subspace but certainly the elements do not have the same axis of rotation). This representation is denoted \(T_1\) or \(\Gamma_4\). In order to find the remaining irreducible representations we have to remember the relation to the symmetric group \(S_3\). It is isomorphic (i.e. they have the same multiplication table and hence the same

\(^1\)They are two of the five platonic solenoids. They are called adjoined since they are inscribed in each other by connecting the middle of neighboring faces. The other pair of adjoined platonic solenoids are the dodekahedron and the ikosahedron, the last remaining platonic solenoids the tetrahedron is adjoined to itself.
Figure B.1: The octahedral group O consists of 3 fourfold axes along the three coordinate axes \((x, y, z)\) (9 elements) shown in a), 6 twofold axes along the two diagonals of the three coordinate planes \((xy, zx, yz)\) (6 elements) shown in b), 4 threefold axes along the four space diagonals (8 elements) (for clarity only one of them) shown in c), and the identity \((9 + 6 + 8 + 1 = 24)\). The labeling of the elements is as follows. A rotation by \(\pi/2\) about one of the fourfold axes is denoted \(C_4\). An additional index \((x, y, z)\) is specifying which of the coordinate axis is the axis of rotation. \(C_4 \times C_4 = C_2^4\) is hence a rotation by \(\pi\) and \(C_3^3\) by \(3\pi/2\). For example a rotation about the \(y\) axis by \(3\pi/2\) is denoted \(C_3 y\). A rotation about the twofold axes is denoted \(C_2\) with an additional index specifying the coordinate plane \((xy, zx, yz)\). We distinguish between the two diagonals within one plane by the order of the indices specifying the plane. Cyclic order \((xy, zx, yz)\) is assigned to the diagonal for which the product of the two coordinates is positive (i.e. lying in the first and third quadrant of the coordinate plane), anti-cyclic order \((yx, xz, zy)\) for the second diagonal in this plane. \(C_3\) \((C_3^3)\) are the rotations by \(2\pi/3\) \((4\pi/3)\) about the threefold axes along the space diagonals. They are labeled with an additional index \((++, +-, --, -+\)} giving the sign of the two coordinates \((x, y)\) when projecting the upper part (for positive values of \(z\)) into the \(xy\) plane. The signs are given by the signs of \((x,y)\) as sketched in d). All rotations are assumed to be in a mathematically positive sense. The orientation of the axes of rotation is chosen for the fourfold axes along the coordinate axes, for the twofold axes it does not matter anyway, and for the threefold axes the orientation is indicated by the arrows in d) (the (111) axis is orientated according to the product \(xyz\)).

representations) to the symmetry group of the equilateral triangle (see Fig. A.1).

One irreducible representation of \(S_3\) besides the trivial one consists of the two-dimensional matrices of the symmetry operations of the triangle. Therefore, it is also one irreducible representation of the octahedral group. This representation is called \(E\) or \(\Gamma_3\).\(^2\) The fact that

\(^2\)There exists an invariant subgroup \(H\) of the octahedral group that gives rise to a factor group \(O/H\) which is isomorphic to \(S_3\). Since this isomorphism is due to the permutation of the coordinate axes this invariant subgroup has to be containing all elements that does not change the order of the coordinate axes. This subgroup hence contains the \(180^\circ\) rotations about the three coordinate axes which just changes the direction.
the elements of $S_3$ can be distinguished in cyclic and anti-cyclic\(^3\) gives the starting point for finding another irreducible representation. Cyclic permutations are \{123, 321, 231\}, they correspond to an even number of transpositions.\(^4\) Anti-cyclic permutations \{213, 321, 132\} correspond to an odd number of transpositions. Since even×even and odd×odd equals even whereas even×odd and odd×even equals odd we can substitute even by +1 and odd by −1. So we get another one-dimensional (and hence irreducible) representation of $S_3$ and therefore also of O by assigning every cyclic permutation to (+1) and every anti-cyclic permutation (−1). As a representation of O it is called $A_2$ or $\Gamma_2$. A possibility to check whether one has got all irreducible representation is that there must be as many as the number of classes in the group.\(^5\) Since O consists of five classes we are still missing one. Because of the equivalence between the sum over the squared dimensions of all irreducible representations and the order of the group one can state the dimension of the missing representation. \[1^2 + 1^2 + 2^2 + 3^2 + x^2 = 24 \iff x = 3\] is the dimension of the last irreducible representation of O. This last representation is not a completely new one but it is the (tensor) product of $A_2$ with $T_1$. By multiplying half of the matrices of $T_1$ with (-1) their sign is reversed, whereas the other half remains unchanged. This is a substantially different representation from $T_1$ since it cannot be obtained from $T_1$ only by changing the choice of the basis vectors. This representation is called $T_1$ or $\Gamma_5$. Now we have found all 5 irreducible representations which are $A_1$, $A_2$, $E$, $T_1$, and $T_2$.

For every irreducible representation there exists a set of generating polynomials. These are functions of the coordinates $x$, $y$, $z$ building the basis of a linear space. This space of generating polynomials transforms like the corresponding irreducible representation under a transformation applied to $x$, $y$, $z$ in the real three-dimensional space. The number of functions in the set is obviously determined by the dimension of the representation. For the group O the most simple polynomials that generate the five representations are by:

<table>
<thead>
<tr>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$E$</th>
<th>$T_1$</th>
<th>$T_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$xyz$</td>
<td>{ $x^2 - y^2$; $2z^2 - x^2 - y^2$ }</td>
<td>{ $x$; $y$; $z$ }</td>
<td>{ $yz$; $zx$; $xy$ }</td>
</tr>
</tbody>
</table>

In the following table we list for all 24 elements the matrices of the five irreducible representations (elements that are zero are omitted for clarity) and additionally the permutation of coordinate axes. A minus sign denotes that the new axis is inverted. The choice of the coordinate system is the one of Fig. B.1. Usually only the characters are given.

---

\(^3\)Cyclic permutation correspond to rotations whereas anti-cyclic permutations are mirror planes of the equilateral triangle.

\(^4\)A transposition is a permutation that permutes only two elements. Every permutation can be decomposed into a minimal number of transpositions.

\(^5\)That there are at most as many irreducible representations as classes follows from the orthogonality of the characters. There can not be more orthogonal vectors than dimensions of the vector space, which equals the number of classes.
<table>
<thead>
<tr>
<th></th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$E$</th>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ 1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$x$</td>
<td>$y$</td>
<td>$z$</td>
</tr>
<tr>
<td>$C_{4x}^2$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 0 &amp; 1 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 0 \ 1 \end{pmatrix}$</td>
<td>$x - y - z$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{4y}^2$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$-x$</td>
<td>$y$</td>
<td>$z$</td>
</tr>
<tr>
<td>$C_{4z}^2$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 0 &amp; 1 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 0 \ 1 \end{pmatrix}$</td>
<td>$-x - y$</td>
<td>$z$</td>
<td></td>
</tr>
<tr>
<td>$C_{3++}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$z$</td>
<td>$x$</td>
<td>$y$</td>
</tr>
<tr>
<td>$C_{3--}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$-z$</td>
<td>$x - y$</td>
<td></td>
</tr>
<tr>
<td>$C_{3+-}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$z$</td>
<td>$x$</td>
<td>$y$</td>
</tr>
<tr>
<td>$C_{3-+}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ -1 &amp; 0 \end{pmatrix}$</td>
<td>$z$</td>
<td>$x$</td>
<td>$y$</td>
</tr>
<tr>
<td></td>
<td>$A_1$</td>
<td>$A_2$</td>
<td>$E$</td>
<td>$T_1$</td>
<td>$T_2$</td>
<td>$x$ $y$ $z$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>-----------------------------</td>
<td>---------</td>
<td>---------</td>
<td>------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{3}^{2+}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$y$ $z$ $x$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{3}^{-}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ -1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ -1 \end{pmatrix}$</td>
<td>$y - z - x$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{3}^{-}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$-y$ $z$ $x$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{3}^{2+}$</td>
<td>1</td>
<td>1</td>
<td>$\begin{pmatrix} -\frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} -1 \ -1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} -1 \ -1 \end{pmatrix}$</td>
<td>$-y - z$ $x$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{4x}$</td>
<td>1</td>
<td>-1</td>
<td>$\begin{pmatrix} \frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ -1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} -1 \ -1 \end{pmatrix}$</td>
<td>$x - z$ $y$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{4x}$</td>
<td>1</td>
<td>-1</td>
<td>$\begin{pmatrix} \frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ -1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} -1 \ -1 \end{pmatrix}$</td>
<td>$x$ $z$ $y$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{2yz}$</td>
<td>1</td>
<td>-1</td>
<td>$\begin{pmatrix} \frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} -1 \ 1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ -1 \end{pmatrix}$</td>
<td>$-x$ $z$ $y$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{2xy}$</td>
<td>1</td>
<td>-1</td>
<td>$\begin{pmatrix} \frac{1}{2} &amp; \frac{\sqrt{3}}{2} \ -\frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix}$</td>
<td>$\begin{pmatrix} -1 \ -1 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 1 \ 1 \end{pmatrix}$</td>
<td>$-x - z - y$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$A_1$</td>
<td>$A_2$</td>
<td>$E$</td>
<td>$T_1$</td>
<td>$T_2$</td>
<td>$x$</td>
<td>$y$</td>
<td>$z$</td>
</tr>
<tr>
<td>----</td>
<td>-------</td>
<td>-------</td>
<td>-------------------</td>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>$C_{4y}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} \frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>$z$</td>
<td>$y$</td>
<td>$-x$</td>
</tr>
<tr>
<td>$C_{3y}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} \frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>$-z$</td>
<td>$y$</td>
<td>$x$</td>
</tr>
<tr>
<td>$C_{2xx}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} \frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>$z$</td>
<td>$-y$</td>
<td>$x$</td>
</tr>
<tr>
<td>$C_{2xz}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} \frac{1}{2} &amp; -\frac{\sqrt{3}}{2} \ \frac{\sqrt{3}}{2} &amp; -\frac{1}{2} \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>$-z$</td>
<td>$-y$</td>
<td>$-x$</td>
</tr>
<tr>
<td>$C_{4z}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>$-y$</td>
<td>$x$</td>
<td>$z$</td>
</tr>
<tr>
<td>$C_{4z}^3$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>$y$</td>
<td>$-x$</td>
<td>$z$</td>
</tr>
<tr>
<td>$C_{2xy}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>$y$</td>
<td>$x$</td>
<td>$-z$</td>
</tr>
<tr>
<td>$C_{2yx}$</td>
<td>1</td>
<td>-1</td>
<td>( \begin{pmatrix} -1 \ 1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ -1 \end{pmatrix} )</td>
<td>( \begin{pmatrix} 1 \ 1 \end{pmatrix} )</td>
<td>$-y$</td>
<td>$-x$</td>
<td>$-z$</td>
</tr>
</tbody>
</table>
Appendix C

Transformation of standing $d$ waves under rotation

For considering the linear combination of real $d$ orbitals one sometimes wishes to change the orthogonal basis of the three-dimensional real space into a particular rotated basis. This problem occurs for instance in the calculation of the eigenstates of a cluster using the crystallographic axes of an orthorhombic system. For an octahedron that is tilted with respect to the crystallographic axes the local coordinate system of the octahedral axes is rotated with respect to the crystallographic axes. Since the orbital occupancy is easy to understand only in the local coordinates (for instance distinguish between $e_g$ and $t_{2g}$ orbitals), one wishes to rotate the linear combination of the considered $d$ orbitals. However, this task is not as easy as for $p$ orbitals which transform like the coordinate system itself, i.e. by the $3 \times 3$ rotation matrix. Since there are five $d$ orbitals the transformation matrix has to be a $5 \times 5$ matrix. The components of these matrix depend only on the rotation, i.e. on the nine components of the corresponding rotation matrix. It can be derived by considering the transformation properties of the well known quadratic polynomials which display the symmetry of the $d$ orbitals. Note that one has to be careful with the normalization of these polynomials. The normalized basis is:

\[
\begin{align*}
    u &= \frac{1}{\sqrt{3}} |3z^2 - r^2angle \\
    v &= \frac{i}{2} |x^2 - y^2\rangle \\
    a &= |yz\rangle \\
    b &= |zx\rangle \\
    c &= |xy\rangle 
\end{align*}
\]

Consider a rotation that is given by a matrix $R$,

\[
R = \begin{pmatrix}
    r_{11} & r_{12} & r_{13} \\
    r_{21} & r_{22} & r_{23} \\
    r_{31} & r_{32} & r_{33}
\end{pmatrix}
\]
To obtain the transformation matrix for the five \( d \) orbitals, one first rotate the basis \( x, y, z \) of real space.

\[
\begin{pmatrix}
  r_{11} & r_{12} & r_{13} \\
  r_{21} & r_{22} & r_{23} \\
  r_{31} & r_{32} & r_{33}
\end{pmatrix}
\begin{pmatrix}
  (x, y, z) \\
  \pi
\end{pmatrix}
\begin{pmatrix}
  x' \\
  y' \\
  z'
\end{pmatrix}
\]

The new coordinates \( x', y', z' \) are hence linear functions of \( x, y, z \). Building again the quadratic polynomials \( (u', v', a', b', c') \) in \( x', y', z' \) and replacing the new coordinates \( x', y', z' \) by their dependence on \( x, y, z \), we get quadratic polynomials in \( x, y, z \). Now we have to develop these new quadratic polynomials in \( x, y, z \) in a linear combination of the old polynomials \( (u, v, a, b, c) \). The rotated orbitals are hence obtained by a linear combination given in the basis \( (u, v, a, b, c) \) that is given by the \( 5 \times 5 \) matrix \( T \) depending only on the components of \( R \). Doing this one obtains the following matrix \( T \) depending on the components of \( R \):

\[
T = \begin{pmatrix}
  \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) & \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) & \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) \\
  \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) & \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) & \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) \\
  \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) & \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right) & \frac{1}{\sqrt{3}} \left( \frac{1}{2} \left( -r_{11}^2 + r_{12}^2 + r_{13}^2 \right) \right)
\end{pmatrix}
\]

Figure C.1: The diagram explains the situation where the matrix \( T \) is obtained by using the equation \( T \circ \pi = \pi \circ R \). Where \( \pi \) is the map from three space onto the five-dimensional space of quadratic polynomials. It is defined just be building the quadratic polynomials \( u, v, a, b, c \) at each point \( (x, y, z) \).
Appendix D

\textbf{p-d matrix elements}

The matrix element for dipole transitions from an initial state $|\psi_i\rangle$ to a final state $|\psi_f\rangle$ is in general given by

$$\langle \psi_f | p | \psi_i \rangle$$

where $|\psi_i\rangle$ and $|\psi_f\rangle$ are normalized wave functions and $p$ is the dipole operator. The latter is a vector operator and hence proportional to a spatial vector $r$. Since matrix elements are linear in their arguments we may rewrite the former matrix element by

$$\sum_{j=1}^{3} p_j \langle \psi_f | e_j | \psi_i \rangle$$

with the basis vectors $e_j$ and $p = (p_1, p_2, p_3)$ given in cartesian coordinates. We consider here the special case where the final and initial states are among the non-rotating $p$ and $d$ orbitals on the same ion. These orbitals have been used already in appendix C. Their definition in terms of spherical harmonics is listed below. As shown in an example in appendix A, $p-p$ and $d-d$ dipole matrix elements vanish due to symmetry reasons. So we have only to consider matrix elements that contain one $p$ and one $d$ state. Note that they are symmetric under permutation of final and initial state $^1 \left( \langle \psi_f | p | \psi_i \rangle = \langle \psi_i | p | \psi_f \rangle \right)$. So in order to include the most general case we have to calculate the $p-d$ matrix elements for the three $p$ orbitals $\times$ the five $d$ orbitals, and this for the dipole moment parallel to each of the coordinate axes $x_1(x)$, $x_2(y)$, and $x_3(z)$. The resulting matrix elements are listed below were obtained by calculation of integrals of the form

$$\int \int \int \psi_d^* x_i \psi_p \, dx_1 \, dx_2 \, dx_3 .$$

Spherical coordinates are used in order to separate the radial part of the wave functions from their angular dependence. Since the integration of the radial part gives a constant factor for all matrix elements, we consider only the angular contribution. The $p$ and $d$ wave functions are given by a linear combination of the spherical harmonics $|l,m_l\rangle$:

\footnote{This follows from the fundamental property of physical operators to be hermitian (or vice versa if one likes).}

185
\begin{align*}
|x\rangle &= \sqrt{\frac{3}{4\pi}} = \sqrt{\frac{3}{4\pi}} \cos(\phi) \sin(\theta) = -\frac{1}{\sqrt{2}}|1, 1\rangle + \frac{1}{\sqrt{2}}|1, -1\rangle \\
|y\rangle &= \sqrt{\frac{3}{4\pi}} = \sqrt{\frac{3}{4\pi}} \sin(\phi) \sin(\theta) = \frac{1}{\sqrt{2}}|1, 1\rangle + \frac{1}{\sqrt{2}}|1, -1\rangle \\
|z\rangle &= \sqrt{\frac{3}{4\pi}} = \sqrt{\frac{3}{4\pi}} \cos(\phi) = |1, 0\rangle
\end{align*}

\begin{align*}
|3z^2 - r^2\rangle &= \frac{1}{4}\sqrt{\frac{3}{5\pi}} \frac{3z^2 - r^2}{r^2} = \frac{1}{4}\sqrt{\frac{3}{5\pi}} (3\cos^2(\theta) - 1) = |2, 0\rangle \\
|x^2 - y^2\rangle &= \frac{1}{4}\sqrt{\frac{15}{5\pi}} \frac{x^2 - y^2}{r^2} = \frac{1}{4}\sqrt{\frac{15}{5\pi}} (\cos^2(\phi) - \sin^2(\phi)) \sin^2(\theta) = \frac{1}{\sqrt{2}}|2, 1\rangle + \frac{1}{\sqrt{2}}|2, -2\rangle \\
|yz\rangle &= \frac{1}{2}\sqrt{\frac{15}{5\pi}} \frac{yz}{r^2} = \frac{1}{2}\sqrt{\frac{15}{5\pi}} \sin(\phi) \sin(\theta) \cos(\theta) = i\frac{1}{\sqrt{2}}|2, 1\rangle + \frac{i}{\sqrt{2}}|2, -1\rangle \\
|zx\rangle &= \frac{1}{2}\sqrt{\frac{15}{5\pi}} \frac{zx}{r^2} = \frac{1}{2}\sqrt{\frac{15}{5\pi}} \cos(\phi) \sin(\theta) \cos(\theta) = -\frac{1}{\sqrt{2}}|2, 1\rangle + \frac{1}{\sqrt{2}}|2, -1\rangle \\
|xy\rangle &= \frac{1}{2}\sqrt{\frac{15}{5\pi}} \frac{xy}{r^2} = \frac{1}{2}\sqrt{\frac{15}{5\pi}} \cos(\phi) \sin(\phi) \sin^2(\theta) = -\frac{i}{\sqrt{2}}|2, 1\rangle + \frac{i}{\sqrt{2}}|2, -1\rangle
\end{align*}

\begin{table}[h]
\centering
\begin{tabular}{c|c|c|c|c|c|c}
\hline
$p \parallel x$ & $|3z^2 - r^2\rangle$ & $|x^2 - y^2\rangle$ & $|yz\rangle$ & $|zx\rangle$ & $|xy\rangle$ \\
\hline
$|x\rangle$ & $-\frac{1}{\sqrt{15}}$ & $\frac{1}{\sqrt{5}}$ & 0 & 0 & 0 \\
$|y\rangle$ & 0 & 0 & 0 & 0 & $\frac{1}{\sqrt{5}}$ \\
$|z\rangle$ & 0 & 0 & 0 & $\frac{1}{\sqrt{5}}$ & 0 \\
\hline
\end{tabular}
\caption{Table 1: Quantum State Transition Probabilities $p \parallel x$}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{c|c|c|c|c|c|c}
\hline
$p \parallel y$ & $|3z^2 - r^2\rangle$ & $|x^2 - y^2\rangle$ & $|yz\rangle$ & $|zx\rangle$ & $|xy\rangle$ \\
\hline
$|x\rangle$ & 0 & 0 & 0 & 0 & $\frac{1}{\sqrt{3}}$ \\
$|y\rangle$ & $-\frac{1}{\sqrt{15}}$ & $-\frac{1}{\sqrt{5}}$ & 0 & 0 & 0 \\
$|z\rangle$ & 0 & 0 & $\frac{1}{\sqrt{5}}$ & 0 & 0 \\
\hline
\end{tabular}
\caption{Table 2: Quantum State Transition Probabilities $p \parallel y$}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{c|c|c|c|c|c|c}
\hline
$p \parallel z$ & $|3z^2 - r^2\rangle$ & $|x^2 - y^2\rangle$ & $|yz\rangle$ & $|zx\rangle$ & $|xy\rangle$ \\
\hline
$|x\rangle$ & 0 & 0 & 0 & 0 & $\frac{1}{\sqrt{5}}$ \\
$|y\rangle$ & 0 & 0 & $\frac{1}{\sqrt{5}}$ & 0 & 0 \\
$|z\rangle$ & $\frac{2}{\sqrt{15}}$ & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\caption{Table 3: Quantum State Transition Probabilities $p \parallel z$}
\end{table}
Appendix E

Kramers-Kronig relations

The Kramers-Kronig relations, derived independently by Kramers and Kronig in 1926, connect the real and the imaginary part of a linear response function. These relations are based on causality, i.e. that there is no response or “answer” before there is a stimulus or “question”. Before we formally deduce the integral formula we sketch a phenomenological view of the proposition. We show with only qualitative means that there has to be a certain relation between the real and imaginary part, or in our example between the amplitude and the phase of a response function.

The need of a relation between the two properties becomes obvious regarding the complex reflectance \( \hat{r}(\omega) = R(\omega)e^{i\theta(\omega)} \), where \( R(\omega) \) is the amplitude of the reflected light and \( \theta(\omega) \) the phase shift on reflection. These properties are of particular importance for the use in practice since the reflectance is determined rather easily in experiment. If both properties are known we are able to derive other optical properties of the medium. However, the direct experimental determination of \( \theta(\omega) \) requires more sophisticated experimental technics such as ellipsometry. With the use of the Kramers-Kronig relations it is sufficient to determine \( R(\omega) \) only.

Consider now a wave packet in the vacuum hitting the surface of a medium as depicted in Fig. E.1 1). Assume that in the medium only one frequency is absorbed (see Fig. E.1 2) (this is clearly a simplification to the real case where all frequencies suffer a more or less strong decay in the medium). The resulting signal contains the absorbed frequency with negative sign for \( t < 0 \) since after the absorption it is missing everywhere the wave packet has been zero before. This is the case for all times and throughout the whole space, i.e. it exists for times before the wave packet has hit the surface (Fig. E.1 3)). This however violates the principle of causality, since the response is present before there has been any stimulus. The only way to restore causality is that the phases of the other cosine terms are shifted in order to cancel the missing contribution for negative times (Fig. E.1 4)).

For the formal deduction one has to use complex functions, so we will briefly give some basic information on this. Functions from the complex plane onto itself would be identical to functions \( \mathbb{R}^2 \to \mathbb{R}^2 \) and would therefore be not very interesting by themselves. But since there are restrictions for the complex functions \( C^2 \to C^2 \), they differ from the former substantially. These restrictions follow from the requirement that the derivative should be written in the form \( f'(z_0) = \Delta(z_0) \), where \( f(z) = f(z_0) + (z - z_0)\Delta(z) \) in the neighborhood of \( z_0 \) (analog to
Figure E.1: The space-time diagrams to emphasize the fact that the signal without phase shift is going back not only in space but also in time (see 3)). For clarity only one dimension is shown. Note that the amplitude of the wave is not as drawn in the $r-t$ plane but extended in a second dimension.

The real case $\mathbb{R} \to \mathbb{R}$). There exists a complex linear coherency of the image and the preimage. Note that in contrast to the real case, this is not a general property of any arbitrary complex function, but a restriction of the general case. For a function $f(x+iy) = g(x+iy) + ih(x+iy)$ ($g, h$ real functions) this implies:

$$\frac{\partial g}{\partial x} = \frac{\partial h}{\partial y} \quad \text{(i)}$$
$$\frac{\partial g}{\partial y} = -\frac{\partial h}{\partial x} \quad \text{(ii)}$$

These equations are called Cauchy-Riemann differential equations. A complex function satisfying them is termed holomorphic.

How can the Cauchy-Riemann differential equations be interpreted? One may think of functions from $\mathbb{R}^2$ onto $\mathbb{R}^2$ as of vector fields in the plane. Each point of the plane ($\mathbb{R}^2$) gets one vector ($\mathbb{R}^2$) attached. So the Cauchy-Riemann differential equations can be understood as restrictions on these vector fields. The vector fields satisfying the Cauchy-
Riemann equations actually turn out to be curlfree (corresponding to (i)) and solenoidal (of zero divergence corresponding to (ii)). Hence the corresponding vector field is conservative. So on a simple connected region (which contains no poles\footnote{Towards a pole the absolute value of the function diverges so that the function is not defined at the pole. For instance $1/z$ has a pole in $z=0$.}) a path integral of $f(z)$ over a closed path $\gamma$ is always zero.

$$\oint_{\gamma} f(z) \, dz = 0$$

In the case of a pole at $z_0$ within the closed path the integral gives the constant value $2\pi i$:

$$\oint_{\gamma} \frac{f(z)}{z-z_0} \, dz = 2\pi i f(z_0)$$

In terms of vector fields this means that a pole gives a well of the strength $2\pi i$. This is seen as generalization from the case of the function $f(z) \equiv 1$, $z_0 = 0$ and the path $\gamma$ to be a unit circle $e^{i\phi}$, $\phi \in [0, 2\pi]$.

$$\int_{\gamma} \frac{1}{z} \, dz = \int_0^{2\pi} \frac{1}{e^{i\phi}} \, ie^{i\phi} \, d\phi = i \left[ \frac{2\pi}{i} \right] = 2\pi i$$

Now let’s turn to the Kramers-Kronig relations, which relates the real and imaginary part of a complex response function. A response function in general is describing how a physical system (e.g. a crystal) reacts to an external stimulus. We consider here linear response which means that the response of the system is proportional to the strength of the stimulus. A stimulus is given by its dependence on time and space, $f(t',r')$. As stimulus we will have a sinusoidal oscillating electromagnetic wave in mind. A response function $G(t',t,r',r)$ gives the connection between the stimulus $f(t',r')$ and the response $a(t,r)$,

$$a(t,r) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(t',t,r',r) f(t',r') \, dt' \, dr'$$

This is valid in general for the linear regime. For the case of light interacting with matter we are able to make some additional assumptions:

- The response is only local, i.e. a stimulus at $r'$ does only contribute to a response at $r'$. So the dependence on $r$ is given by $\delta(r-r')$. This seems to be a bit crude since there are a lot mechanisms that relate a stimulus at $r'$ with a response somewhere else at $r \neq r'$ (e.g. phonons, magnons). But after all we have restricted ourselves to the linear regime where the deviation from the ground state of the system is negligible.

- The other assumption is that only the difference in time $t-t'$ between the stimulus and the response is relevant. This is obvious since the system is regarded in a stationary ground state which is independent of time. (Homogeneity of time is of course necessary here, too.)
With this the response \(a(t,r)\) looks like:

\[
a(t,r) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(t-t',r',r)f(t',r')\delta(r'-r)dt'dr'
\]

The integration over the whole space of the delta function gives just the value at \(r'\). Therefore \(G\) and \(f\) spatially depend only on \(r'\), and for clarity the spatial argument will be suppressed in the following. Including this the response reduces to

\[
a(t) = \int_{-\infty}^{\infty} G(t-t')f(t')dt'.
\]

The answer \(a(t)\) is related by the response function \(G(t-t')\) to any stimulus \(f(t')\) at any time \(t'\). Such an integral of the product of two functions appears more simple when one moves over to the Fourier-transformed functions\(^2\)

\[
a(\omega) = \int_{-\infty}^{\infty} a(t)e^{i\omega t}dt
\]

\[
G(\omega) = \int_{-\infty}^{\infty} G(t-t')e^{i\omega(t-t')}dt
\]

\[
f(\omega) = \int_{-\infty}^{\infty} f(t')e^{i\omega t'}dt'
\]

Inserting this we get\(^3\)

\[
a(\omega) = G(\omega) \cdot f(\omega)
\]

In the following we will allow \(\omega\) to be a complex number \(\tilde{\omega} = \omega_1 + i\omega_2\). This is not an elegant mathematical trick but necessary in order to include dissipation. The response function \(G\) becomes

\[
G(\tilde{\omega}) = \int_{-\infty}^{\infty} G(t-t')e^{i\omega_1(t-t')}e^{-\omega_2(t-t')}dt
\]

Analyzing the integrand we find that \(e^{i\omega_1(t-t')}\) is bounded for all frequencies \(\omega_1\) whereas the term \(e^{-\omega_2(t-t')}\) is bounded only if \(\omega_2(t-t') \geq 0\). This result is depicted in Fig. E.2.

\(^{2}\)The form \(a(t) = \int_{-\infty}^{\infty} G(t-t')f(t')dt'\) in real space is just the definition of the convolution integral of \(G\) with \(f\).

\(^{3}\)Formally this is seen from

\[
a(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} \left[ \int_{-\infty}^{\infty} G(t-t')f(t')dt' \right] dt
\]

\[
= \int_{-\infty}^{\infty} f(t') \left[ \int_{-\infty}^{\infty} G(t-t')e^{i\omega t} dt \right] dt'
\]

\[
= \int_{-\infty}^{\infty} f(t')e^{i\omega t'} \left[ \int_{-\infty}^{\infty} G(t-t')e^{i\omega(t-t')} dt \right] dt'
\]

More instructive is that the Fourier transforms of both functions \((G,f)\) are given in general by an infinite sum of cosine functions \(f(t) = \sum a_i \cos(\omega_i t)\). The product of two functions is hence containing a sum of products of cosine terms \(a_i \cos(\omega_i t) \cdot b_j \cos(\omega_j t)\). Integrating these products from \(-\infty\) to \(\infty\) only the products of cosine terms with the same frequency survive due to their orthogonality. So one has to consider the products of the corresponding amplitudes of cosine terms with the same frequency, i.e. \(G(\omega)f(\omega)\).
Figure E.2: The behavior of the complex function $G(\hat{\omega})$ is shown in the complex $\hat{\omega}$ plane. It depends on the sign of $t - t'$. Due to causality one only has to consider the left side, where $G(\hat{\omega})$ is defined only in the upper half-plane.

The principle of causality states that there will be no answer before the stimulus. The response function has to be identical to zero $G(t - t') \equiv 0$ for $t - t' < 0$ before a stimulus $f$ occurs at $t = t'$. Hence the integral $\int_{-\infty}^{\infty} G(t - t') e^{i\omega_1(t-t')} e^{-\omega_2(t-t')} dt$ only has to be evaluated for $t - t' > 0$. Then $G(\hat{\omega})$ can be defined only in the upper half-plane. This simply means that due to absorption processes there has to be damping ($\omega_2 \geq 0$) instead of an increase of the amplitude. In order to get the Kramers-Kronig relations one considers the integral

$$\int G(\omega) \frac{\omega}{\omega - \omega_0} d\omega$$

The closed integration path $\gamma$ is shown in Fig. E.3. It can be decomposed into three parts: first the large circle $\gamma_1$, second the small circle $\gamma_2$, and third the part on the $\omega_1$ axis $\gamma_3$ ($\gamma = \gamma_1 + \gamma_2 + \gamma_3$). Remember the fact that the integral of a holomorphic function vanishes over a closed path surrounding an area which contains no poles. Hence the integral over the closed path $\gamma$ becomes

$$\int_{\gamma_1} G(\omega) \frac{d\omega}{\omega - \omega_0} + \int_{\gamma_2} G(\omega) \frac{d\omega}{\omega - \omega_0} + \int_{\gamma_3} G(\omega) \frac{d\omega}{\omega - \omega_0} = 0$$

We will consider now the limiting case where the radius of the small circle $r_2$ is decreasing to zero and the radius of the large circle $r_1$ becomes infinite. An infinite radius of the large circle $|\omega| \to \infty$ corresponds to an infinitely large frequency $\omega_1$ or to an infinite damping $\omega_2$, or both. In any case there should be no response of the system ($G(\hat{\omega}) = 0$ for $|\hat{\omega}| \to \infty$). It can be assumed that $G(\omega)$ is decreasing faster than $1/\omega$ so that its decrease overcompensates the linear increase of the integration path. Therefore the integral over $\gamma_1$ is vanishing.\(^4\) The integrals of the remaining two contributions are hence equal with opposite sign:

$$\int_{\gamma_2} G(\omega) \frac{d\omega}{\omega - \omega_0} = -\int_{\gamma_3} G(\omega) \frac{d\omega}{\omega - \omega_0}$$

\(^4\)Note that the zero of the denominator is not lying on $\gamma$ anyway.
Consider the two parts separately:

\[ \int_{\gamma_2} \frac{G(\omega)}{\omega - \omega_0} = \lim_{\varepsilon \to 0} \int_0^\pi \frac{G(\varepsilon e^{i\phi} + \omega_0)}{\varepsilon e^{i\phi}} \, d\phi = -i\pi G(\omega_0) \]

This equation needs some additional explanation. The integral over a closed path around \( \omega_0 \) equals \( 2\pi i G(\omega_0) \) as stated above. For sufficiently small neighborhood of \( \omega_0 \) the value of \( G(\omega) \) will approach \( G(\omega_0) \) and so we may consider for a sufficiently small radius \( \varepsilon \) of the circle around \( \omega_0 \), \( G(\omega) = G(\omega_0) = \text{constant} \). Then the integral over the semi-circle of \( r_2 \) is half of the value of a full circle (\( \frac{1}{2} \, 2\pi i G(\omega_0) \)). Note that the minus sign on the right hand side results from the mathematically negative sense of rotation of \( \gamma_2 \).

\[
\int_{\gamma_3} \frac{G(\omega)}{\omega - \omega_0} = \lim_{\varepsilon \to 0} \left[ \int_{-\infty}^{\omega_0 - \varepsilon} \frac{G(\omega)}{\omega - \omega_0} \, d\omega + \int_{\omega_0 + \varepsilon}^{\infty} \frac{G(\omega)}{\omega - \omega_0} \, d\omega \right] =: P \int_{-\infty}^{\infty} \frac{G(\omega)}{\omega - \omega_0} \, d\omega
\]

Such an integral is termed principle value and denoted be \( P \). With this the above equation reads

\[
-i\pi G(\omega_0) = -P \int_{-\infty}^{\infty} \frac{G(\omega)}{\omega - \omega_0} \, d\omega
\]

\[
G(\omega_0) = \frac{1}{i\pi} P \int_{-\infty}^{\infty} \frac{G(\omega)}{\omega - \omega_0} \, d\omega
\]

The last equation is the general form of the Kramers-Kronig relation. Separating the real and the imaginary part we find

\[
\Re G(\omega_0) = \frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{\Im G(\omega)}{\omega - \omega_0} \, d\omega
\]

\[
\Im G(\omega_0) = -\frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{\Re G(\omega)}{\omega - \omega_0} \, d\omega
\]
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From this we finally see that the real and imaginary part of a response function are not independent.

For obtaining the real and imaginary part of optical properties only from reflectance data the above formula is not practical since it does not contain the measured quantity. An integral equation which is relevant for the practical use is derived for example in [207].
Appendix F

Cluster calculation and the point-charge model

Configuration-interaction cluster calculations have been performed for many years in order to assign the correct symmetry and orbital occupancy to d-d excitations (see, e.g., chapter 10 of reference [78]). A typical cluster consists of the transition-metal ion and the surrounding anions, e.g., [TiO$_6$]$^{9-}$. More distant ions are taken into account as point charges only. The following parameters are being used: (i) the Slater integrals, (ii) the local crystal field, and (iii) the tight-binding parameters.

ad (i) The Slater integrals describe the full local electron-electron interactions which give rise to the main multiplet structure. They have been obtained from Hartree-Fock calculations for a bare ion [107]. Then, these values have been reduced to 80% in order to account for the neglect of the 4s shell.

ad (ii) The crystal field or Madelung potential represents the electrostatic potential of all ions within the crystal, which is assumed to be infinite. The ions are considered to be point charges. The crystal field controls the on-site energies and gives rise to the energy splitting between the orbitals. We have calculated the crystal field using an Ewald summation, i.e., the summation is partly performed in real space, partly in momentum space, and thus pertains to the infinite crystal. The orbital splitting depends on the local derivatives of the Madelung potential. Therefore we expanded the Madelung potential in terms of spherical harmonics, which allows to calculate the ionic crystal-field splitting if the expectation values of $<r^k>$ are known [1], where $r$ is the electron coordinate with respect to the transition-metal site and $k$ is the order of the expansion. These expectation values have been obtained from Hartree-Fock calculations [107].

ad (iii) The tight-binding parameters account for hopping processes between the ligands and the transition-metal ion [109, 110]. For many materials they are well known from fits to LDA band-structure calculations. Some general rules have been derived for the dependence of the parameters $p_{d\sigma}$ and $p_{d\pi}$ on the distance between two ions [109]. Finally, the values for the on-site Coulomb repulsion on the transition-metal site ($U_{dd}$) and on the ligands ($U_{pp}$) as well as the charge-transfer energy $\Delta$ have been taken as reported from core-level and photo-

---

1This is necessary in order to achieve convergency of the 1/r potential.
emission spectroscopy [111]. The cluster calculations have been performed using the code XTLS8 by A. Tanaka [112].

We acknowledge the support of M. Haverkort for the cluster calculations performed within this work.
Kurzzusammenfassung


Im System LaTiO$_3$ wurde ein neuartiger Grundzustand von Khaliullin und Maekawa vorgeschlagen, um die sich scheinbar widersprechenden Beobachtungen eines kleinen Anregungslücke im Spinwellenspektrum und eines kleinen geordneten magnetischen Moments zu erklären. Dieser Grundzustand wird geprägt von starken Quantenfluktuationen im orbitalen Sektor und deshalb als orbitale Flüssigkeit bezeichnet. Andererseits wird eine beträchtliche Verzerrung des umgebenden Sauerstoffoktaeders beobachtet, die eine Kristallfeldaufspaltung der $t_{2g}$ Orbitalen von ungefähr 0.25 eV vorhergesagt wird und einen orbital geordneten Grundzustand nahe legt. Die Frage nach dem Grundzustand in diesem System wird kontrovers diskutiert. Wir haben die optische Leitfähigkeit von RTiO$_3$ (R=La, Sm, Y) aus Reflexions- und Transmissionsdaten bestimmt und beobachtet bei 0.3 eV einen breiten Peak in der optischen Leitfähigkeit von LaTiO$_3$. Diese Anregung kann hinsichtlich der Energie und der Linienform gut durch die Kristallfeldaufspaltung erklärt werden, wobei die Größe der Aufspaltung orbitale Fluktuationen ausschließen würde. Andererseits wird für den Grundzustand einer orbitalen Flüssigkeit eine Zwei-Orbiton-Anregung vorhergesagt, die ebenfalls die Anregung erklären kann. Eine Polarisationsabhängigkeit wurde in beiden Szenarien als schwach vorhergesagt und im Experiment auch nicht eindeutig nachgewiesen. In YTiO$_3$ wurde orbitale Ordnung experimentell nachgewiesen, obwohl auch in diesem System die Rolle orbitaler Fluktuationen diskutiert wird. Die in der optischen Leitfähigkeit von YTiO$_3$ beobachteten Anregungen sind hinsichtlich ihrer Energie in guter Übereinstimmung mit dem Kristallfeld-
szenario. Sie weisen darüber hinaus eine starke Polarisationsabhängigkeit auf. Für eine orbitale Flüssigkeit bleibt jedoch die kubische Symmetrie erhalten, so dass hier die reine orbitale Anregung isotrop ist. Unsere Ergebnisse für YTiO$_3$ zeigen, dass orbitale Ordnung in diesem System eine wichtige Rolle spielt, was eindeutig für ein Kristallfeldszenario spricht.

In dem Doppelschichtsystem TiOX (X=Br, Cl) wird die magnetische Suszeptibilität bei hohen Temperaturen gut durch das Modell einer $S = \frac{1}{2}$ Heisenbergkette beschrieben. Unterhalb einer kritischen Temperatur $T_{c1}$ verschwindet sie jedoch vollständig, was mit einem Spin-Peierls Übergang erklärt wird. Darüber hinaus wird ein Knick bei einer Temperatur $T_{c2} > T_{c1}$ beobachtet, jedoch wird ein zweiter Übergang in einem kanonischen Spin-Peierls Szenario nicht erwartet. Dieser weitere Übergang wird mit orbitalen Fluktuationen in Verbindung gebracht. Wir beobachten in den Transmissionsdaten gemessen an Einkristallen starke Absorptionen. Pro Polarisation ($E \parallel a$, $E \parallel b$) jeweils eine bei 0.65 eV bzw. 1.5 eV für TiOCl und bei 0.62 eV bzw. 1.4 eV für TiOBr. Diese Resultate sind hinsichtlich der Energie und der Polarisationsabhängigkeit in sehr guter Übereinstimmung mit den Ergebnissen einer Cluster-Rechnung. Der ersten angeregte Zustand, der Dipol verboten ist, weist in der Rechnung einen Abstand von 0.25 es zum Grundzustand auf. Die Größe der Aufspaltung wird auch durch einen $g$-Faktor von fast 2 bestätigt. Bei einer so großen Aufspaltung innerhalb der $t_{2g}$ Orbitale können orbitalen Fluktuationen ausgeschlossen werden. Wir haben gezeigt, dass die Geometrie der Doppelschicht für das ungewöhnliche Verhalten verantwortlich ist. Frustration der Zwischenkettenkopplung führt bei $T_{c2}$, die eigentliche Spin-Peierls-Übergangstemperatur, zu einem zeiter-Ordnungs-Übergang in eine inkommensurable Phase. Bei $T_{c1}$ rastet dann die vollständig dimerisierte Phase in einem erster Ordnungs Übergang ein. Experimentell beobachten wir bei beiden Übergangstemperaturen Änderungen im Phononenspektrum. Darüber hinaus beobachten wir einige Phononenmoden nur zwischen $T_{c2}$ und $T_{c1}$, was auf eine niedrigere Symmetrie hinweist. Dies ist in Übereinstimmung mit der Existenz einer inkommensurablen Phase.
Abstract

In the framework of this thesis orbital excitations of different transition-metal oxides are investigated. We have obtained the optical conductivity from reflectance and transmittance measurements. This data were obtained by Fourier spectroscopy.

The nature of orbital excitations in LaMnO$_3$

The $e_g$ system LaMnO$_3$ with the electronic configuration $t_{2g}^3 e_g^1$ has been predicted to exhibit collective orbital excitations (termed orbitons) from an orbitally ordered ground state [45]. These excitations are expected to have a significant dispersion. Saitoh et al. claimed the first experimental observation of orbitons in Raman data of LaMnO$_3$ [44]. The claim is based on a comparison with theory and on the assumption that the observed peaks around 150 meV are too high in energy to originate from two-phonon scattering. We have determined the phonon spectrum from reflectance measurements and observed the highest phonon mode at about 80 meV. Moreover the peaks around 150 meV are observed in the optical conductivity at nearly the same energies, although orbital excitations in $\sigma(\omega)$ require an additional phonon to be excited in order to break the dipole selection rule. Thus orbital excitations should be shifted in $\sigma(\omega)$ by the phonon energy which typically amounts to 50-80 meV. Hence we conclude that these peaks have to be attributed to two-phonon excitations. Additionally weak features are observed around 230 meV and around 300 meV in both Raman and IR data. These features are interpreted as three and four phonon excitations corroborating the nature of the peaks around 150 meV. We found no further low-energy absorptions. However a shoulder at the rise of the first electronic excitation has been observed. By comparison with the results of a cluster calculation it is attributed to a local crystal-field excitation. From this we conclude that the coupling to the lattice is the dominant mechanism that lifts the degeneracy of the $e_g$ orbitals in LaMnO$_3$.

Orbital excitations and ground state properties in the titanates

For the $t_{2g}$ system LaTiO$_3$ a novel ground state has been proposed by Khaliullin and Maekawa in order to reconcile the seemingly contradicting observations of a small spin-wave gap and a strongly reduced magnetic moment [34]. The Hamiltonian they considered accounts for the orbital and spin system (interactions with the lattice are not taken into account). The ground state they obtain is dominated by orbital fluctuations and has been termed orbital liquid. On the other hand a sizeable distortion of the octahedral environment of the Ti site has been found [57]. By this distortion an intra $t_{2g}$ splitting of about 0.25 eV has been predicted. In this scenario, the electrons occupy the lowest orbital at each site, giving rise to orbital order. The controversially discussed question in this system is whether in the ground state orbital order or orbital fluctuations are present [34, 35, 49, 62, 60, 71, 57]. The former corresponds to dominating coupling to the lattice, whereas the latter arises in the presence of dominating superexchange interactions. We have determined the optical conductivity of RTiO$_3$ (R=La, Sm, Y) in order to observe the low-energy excitations. We have found a broad peak at about 0.3 eV in all three compounds. The peak energies as well as the lineshape are in
good agreement with a crystal-field scenario. For such a large intra $t_{2g}$ splitting a significant role of fluctuations can be ruled out. However, a back door has been opened up for the orbital-liquid picture by assuming that the large observed energy actually corresponds to a two-orbiton process [38]. The fact that only one peak with a not very characteristic lineshape is observed makes it impossible to draw a final conclusion for the ground state of LaTiO$_3$. The observation of a polarization dependence in LaTiO$_3$ has been complicated by the twinning of crystals. Furthermore both scenarios predict only a small polarization dependence in this compound. In YTiO$_3$ orbital order has been observed experimentally [149, 150, 151]. But the proportion that orders is still under discussion since neutron scattering revealed an isotropic spin-wave dispersion [155]. In this compound a significant polarization dependence as well as two clearly separated peaks have been found. This observation is in agreement with the crystal-field scenario which predicts for YTiO$_3$ the largest difference between the intra $t_{2g}$ excitations. In an orbital-liquid scenario the pure orbital excitation is predicted to be isotropic since in this scenario cubic symmetry remains unbroken [35]. In the light of our results on YTiO$_3$ the dominant role of orbital order in this compound becomes apparent. This definitely favors the description of YTiO$_3$ within the crystal-field scenario.

**Unconventional spin-Peierls transition in TiOX (X = Cl, Br)**

Structurally TiOX is a bilayer system. The magnetic susceptibility in contrast is well described in terms of a $S = \frac{1}{2}$ Heisenberg chain which shows that the magnetism is one-dimensional [50]. The susceptibility vanishes below a temperature $T_{c1}$ which is attributed to a spin-Peierls transition. A second feature is observed at $T_{c2} > T_{c1}$ which is unexpected in a canonical spin-Peierls scenario. This second transition has been discussed in connection with orbital fluctuations [113, 122, 131, 132, 130, 141]. We have measured the transmittance of single crystals and observed in each polarization ($E \parallel a$ and $E \parallel b$) a strong absorption at 0.65 and 1.5 eV for X=Cl, 0.62 and 1.4 eV for X=Br, respectively. Comparison with the results of a cluster calculation for TiOCl gives good agreement between experiment and theory. The lowest intra $t_{2g}$ excitation is not directly dipole allowed due to symmetry. The cluster calculation predicts it at 0.25 eV. Such a large splitting of the $t_{2g}$ orbital suppresses orbital fluctuations. This result is corroborated by ESR data which give a g-factor of $\approx 2$ [113]. We have shown that the bilayer geometry is responsible for the unconventional second phase transition [143]. The interchain coupling between chains of one layer and chains of the adjacent layer is frustrated in the spin-Peierls order pattern realized at low temperatures. This leads to a second-order transition to an incommensurate phase below $T_{c2}$ which is the actual spin-Peierls transition temperature. At $T_{c1}$ the fully dimerized spin-Peierls phase locks in by a first-order transition. Experimental evidence for this scenario is found in the phonon spectra. In the range of phonon excitations we have measured the transmittance and the reflectance. In both properties changes are observed at $T_{c1}$ and $T_{c2}$, which indicates that the lattice is involved in both transitions. Moreover, in the intermediate phase phonon modes are observed which are absent in the low- and the high-temperature phase and which show a significant shift with temperature. This indicates that the symmetry is lowered, as expected for the incommensurate phase.
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