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1. Abstract

Fluorescence Correlation Spectroscopy (FCS) has beentéavenore than 30 years
ago and experienced a renaissance after stable and aféolasdrl sources and low-noise
single-photon detectors have become available. Itgyatailmeasure diffusion coefficients
at nanomolar concentrations of analyte made it a widstd tool in biophysics. However,
in recent years it has been shown by many authorabeatational (e.g. astigmatism) and
photophysical effects (e.g. optical saturation) mayuerite the result of an FCS
experiment dramatically, so that a precise and reliaslamation of the diffusion
coefficient is no longer possible.

In this thesis, we report on the development, impléat@m, and application of a new
and robust modification of FCS that we termed two-foeGS$ (2fFCS) and which fulfils
two requirements: (i) It introduces an external ruigp ithe measurement by generating
two overlapping laser foci of precisely known and fixestahce. (ii) These two foci and
corresponding detection regions are generated in suelyathat the corresponding
molecule detection functions (MDFs) are sufficientlgldescribed by a simple two-
parameter model yielding accurate diffusion coefficianteen applied to 2fFCS data
analysis.

Both these properties enable us to measure absolute wdlthesdiffusion coefficient
with an accuracy of a few percent. Moreover, it wilin out that the new technique is
robust against refractive index mismatch, coverslide tig@isk deviations, and optical
saturation effects, which so often trouble conventidf@s measurements. This thesis
deals mainly with the introduction of the new measurensehieme, 2fFCS, but also

presents several applications with far-reaching impogtanc



2. Zusammenfassung

Fluoreszenz-Korrelations-Spektroskopie (FCS) wurde vor melsr 30 Jahren
entwickelt und erfuhr durch die Entwicklung von stabilemd weinfach handhabbaren
Laserquellen sowie hocheffizienter Einzel-Photonen-Kieten eine Renaissance. Die
Fahigkeit, Diffusionskoeffizienten auch bei nanomolarer En&bnzentration messen zu
kdnnen, trug malRgeblich zur Verbreitung der FCS auf dem GadnieBiophysik bei. Die
vergangenen Jahre haben jedoch gezeigt, dass sowohl ep#duterationen (z.B.
Astigmatismus, Brechungsindex Abweichung) als auchqpitysikalische Effekte (wie
z.B. optische Sattigung) das Ergebnis eines FCS-ExperimemBgeblich beeinflussen
konnen, so dass eine zuverlassige und genaue Bestimmurgifilessnskoeffizienten
nicht mehr moéglich ist.

In der vorliegenden Arbeit berichten wir Gber die Boklng, Implementation und
Anwendung einer neuartigen und robusten Modifikation herkiicher FCS, die wir 2-
Fokus-FCS (2fFCS) nennen und die zwei Voraussetzungeit:giijieés wird ein externer
Mafl3stab in die Messung eingefiihrt, indem zwei lateratetete aber Uberlappende
Laserfoki der gleiche Wellenlange in einem wohldefierAbstand generiert werden. (ii)
Diese Foki und deren korrspondierende Molekul-Detektiangtonen (MDF) kdnnen
durch ein einfaches zwei-Parameter Modell ausreichendegahrieben werden.

Diese beiden Eigenschaften ermdglichen uns, Diffukieifizienten mit hochster
Genauigkeit zu messen. Desweiteren zeigt sich, dasalas Messprinzip robust ist
gegenuber Brechungsindex-Abweichungen, optischer Sattiguleg Deckglassdicken-
Schwankungen. Diese Arbeit befasst sich hauptsachlithdeni Einfihrung des neuen
Messprinzips der 2fFCS, jedoch werden auch etliche Anwegaiuvon weitreichender

Bedeutung vorgestellt.









3. Introduction

Diffusion due to Brownian motion is a fundamental malac process. It plays a
paramount role in the functioning of cells where iteisponsible for non-directed transport
of molecules. At long distances diffusion is a rektinefficient and slow transport process
but at short distances, as encountered for exampleiodllular environment, it becomes
very efficient and fast. Even processes such as signtirough the synaptic gap of two
neighboring nerve cells are driven by diffusion. An impottfeature of the cellular
environment, different from the macroscopic world aroundsuthe low Reynolds number
at the cellular length scale (Purcell, 1977). The Reynoldmber quantifies the ratio of
inertial to viscous forces in a hydrodynamic system. AReynolds number thus signifies
a viscosity dominated system. As a consequence of theREymolds number in cells,
inertial movements are completely negligible and swimgmat a speed faster than
diffusion becomes a highly energy-consuming task. Whdeuleging typical diffusion
times of molecules (e.g. secondary messengers) aarosd, it turns out that they are
sufficiently short to maintain cellular functions aretefore diffusion at the cellular level
is the predominating transport process.

The fundamental parameter describing diffusion of a mtdetu a solution is the
diffusion coefficient. The ability to precisely meastuhe diffusion coefficient has a large
range of potential monitoring applications, e.g. conforomati changes in proteins upon
ion binding or unfolding since it is directly related to tmgdrodynamic radius of the
molecules (Einstein, 1905b). Any change in that radiusaliér the associated diffusion
coefficient of the molecule. Such changes occur tot rhmsmolecules, in particular the
proteins RNA and DNA, when they interact with other ecales (e.g. binding of ions or
other bio-molecules), when they perform biologicallpdtions (e.g. enzymatic activity),
or when they react to changes in environmental paramstets as pH, temperature or
ionic composition (e.g. protein unfolding). However, many dgadally relevant
conformational changes are connected with rather sthaliges in hydrodynamic radius
in the order of Angstrems (see for example (Wadjial, 2003)). To monitor these small
changes, it is necessary to measure the diffusioffideat with an error smaller than a
few percent. Standard methods for diffusion coefficiel@asurements achieving this

accuracy are dynamic light scattering (Berne & Pec2080), pulsed-field gradient NMR
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(Callaghan, 1991), size-exclusion electrophoresis (Har2€p0). However, all these
methods operate at rather high sample concentrafanmaway from the limit of infinite
dilution. For obtaining the correct infinite-dilution litrand thus a correct estimate of the
hydrodynamic radius, one has often to measure at @liffeconcentrations and to
extrapolate the concentration/diffusion coefficienrve towards zero concentration (see
for example (Liuet al, 2005)). Another problem is that proteins are often prone to
aggregation (Kiefhabeet al, 1991) at the concentrations needed for obtaining sufficien
data quality. Moreover, these methods can rarely beeappivivo.

Fluorescence correlation spectroscopy (FCS) is able tasume at nanomolar
concentrations and it can be appliedvivo. It was invented more than 30 years ago
(Magde et al, 1972). In its

original form it was designed

cover slide supporting
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dichroic mirror 1 o
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tube lens chemical/biochemical
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= polarizing beam splitter
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¥
method is to analyze
fluctuations of the

fluorescence signal resulting

/—;‘/
orthogonal detector from the entering and leaving
Fig. 1: Schematic of a conventional confocal microscope of individual fluorescing

molecules into or out of a
certain detection volume. The conventional opticatug for performing FCS
measurements is the confocal epi-fluorescence microssogdepicted in Fig. 1.

The confocal microscope is basically a measurementersydor exciting and
measuring the fluorescence of molecules in solution ¢epostpone all the technical
details for the moment). The system is charactermedn effective volume of detection.
This volume is basically given by the laser focus whitds been generated by the
microscopes objective and the microscopes detection pipet is a region in solution

where efficient fluorescence excitation and detectakes place. If the concentration of
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fluorescent molecules in solution is sufficiently smadtl that only one of very few
molecules are within the detection volume at any monmetitne, the resulting measured
fluorescence signal is strongly fluctuating in resporsehe entering and leaving of

individual fluorescing molecules into or out of thiswale (see Fig. 2).
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Fig. 2: Part of a typical intensity time trace recordedwith a confocal microscope. Left:
Intensity trace with a time binning of 1 ms. The intesity fluctuations due to entering and
exiting fluorescent molecules of the detection voluenare clearly visible. The red lines indicate
the part which has been cut out and taken for the rightifure. Right: Cut out of the same time
trace with a time binning of 100 ns. With such a low the binning only single photons are
detected. Thus, the detected intensity is either zer(no photon) or one (one photon) and is
coded in the frequency of the detected signal ratheh&n in its the amplitude.

In FCS, the detected fluorescence intensity is coe@laith a time-shifted replica of itself

for different values of time shift (lag time).
g(r)=(1(t+7)1(t))

| (t) is the fluorescence intensity at timend | (t +7) is the intensity at time+7, and

the triangular brackets denote averaging over all viaheest. The physical meaning of the
autocorrelation is that it is directly proportionalthe probability to detect a photon at time
T if there was a photon detection event at time zerca probability is composed of two
different terms: One term contains all contributidresm uncorrelated signal, i.e. the two
photons detected at time zero and at timage originating from uncorrelated background
(backscattered laser light) or from different fluoregcmolecules and therefore do not

have any physical correlation (provided there is no iotena of the different fluorescing

molecules). These events will contribute to a consbéiset of g(T) that is completely
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independent ont (the joint probability to detect two physically uncdated photons is
completely independent of the time span between thedctien). The other term contains
correlated signal, i.e. the two photons are originafiog one and the same molecule and
are then physically correlated.

Let us start with some qualitative considerations camegrthe lag-time dependence

of g(T) . Suppose a molecule is close to the centre of tleetimt volume. Then there will

be a high probability to detect a large number of consectitorescence photons from
this molecule, i.e. the fluorescence signal will behhjigcorrelated in time. When the
molecule (due to diffusion) starts to exit the detectimiume, this correlation will
continually decrease, i.e. the probability to see &rrfluorescence photons will decrease
in time, until the molecule has completely diffusecagvand the correlation is completely
lost. A typical autocorrelation curve is shown in Rg.

Of course, the temporal 10°

decay of the correlation,

i.e. the temporal decay of

N
T

g(t) with increasing lag

w
&
T
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to the diffusion speed of
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the molecule; the larger
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the diffusion coefficient,

the faster the fluorescence
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Thus, FCS
measurements can prOVIde Fig. 3: A typical autocorrelation curve measured with
information about a conventional FCS setup. As can be seen there is a
diffusion of fluorescing prominent temporal decay caused by the mean time a

dye molecule stays within the detection volume.
molecules. Any process

that alters the diffusion coefficient or the fluoresce of the molecule can therefore be
measured by FCS. For example, consider the binding of teteips in solution. By
labeling one of the binding partners with a fluorescenbelland monitoring with FCS
the changing value of the diffusion coefficient of thbeled molecules upon binding with
their binding partner, one can directly measure binding iaéfnand kinetics. However,

there is much more that can be measured with FCS:pfastbphysical processes, fast
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intramolecular structural dynamics or stoichiometrynadlecular complexes, although
these processes are not monitored via the diffusionicieetf but rather from ps dynamics
of the detected fluorescence.

It took nearly two decades until the development of neerkawith high beam quality
and temporal stability, low-noise single-photon detectmd high-quality microscope
objectives with nearly perfect imaging quality at high nuoamaperture, led the technique
to a renaissance in single molecule spectroscopy. Wohiealues of the detection volume
within the range of a feum® made the technique applicable for samples at reasonably
high concentrations and short measurement times.

The advantage of FCS is its relative simplicity. dimwback is that it works only
within a very limited concentration range. If the cantcation of fluorescing molecules
becomes too large (typically > ), then the contribution from correlated photonsrfro
individual molecules, scaling with the numié¢of molecules within the detection volume,
becomes very small compared with the contribution fremcorrelated photons from
different molecules, scaling with>. If the concentration is too low (typically < 1bm),
then the probability to find a molecule within the détecregion becomes extremely low.
In both cases, the measurement time for obtaining ladu@lity autocorrelation function
gets prohibitively large, although a remedy to that probleroirapidly scan the laser
focus through the solution (Petersen, 1986; Petatsal) 1986).

There are numerous excellent reviews and overviews 8f € Ref. (Schwille, 2001,
Hesset al, 2002; Widengren & Mets, 2002) and there is even a compiete devoted to
it (Rigler & Elson, 2001). The present chapter gives 1y general introduction into the
philosophy of FCS, trying to be self-contained, develophreg fundamental principles of
FCS, but also describing recent methodological advanegsatle not well covered by
previous reviews.

To quantitatively evaluate an FCS measurement, one fasatbly know the shape of
the detection volume which is described by the so-calletecule detection function
(MDF) giving the probability to detect a fluorescence phdtem a molecule at a given
position in sample space (Enderlesth al, 2004; Gregoret al, 2005). The molecule
detection function sensibly depends on manifold parametiethe optical setup, such as
the peculiarities of laser focusing or fluorescencétligollection, which are difficult or
impossible to control exactly, making an exact, quaitéatevaluation of FCS
measurements rather difficult (Hess & Webb, 2002; Neggl, 2005a; Perrouet al,

2005). For example, even the smallest changes of refaciilex of the sample solution
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can dramatically change the molecule detection funaiad thus the outcome of an FCS
measurement (Enderleiet al, 2005). This becomes particularly problematic when
measuring in biological cells or studying proteins under crerdenaturing conditions.

But not only refractive index mismatches influence the mdédetection function. It
also depends on laser-beam distortions, such as beigmats&m, or on sample properties,
such as the thickness of the coverslide used (Gregor & EmJe2005; Enderleiret al,
2005). One of the most impairing observations was the depeadef the molecule
detection function (and thus of the FCS results) oritaban intensity due to optical
saturation of fluorescence, even at very low total takon power of only fewuWwW
(Berland & Shen, 2003; Nishimura & Kinjo, 2004; Nagtyal, 2005b). This makes even
comparative measurements problematic because the phsicphwnd thus optical
saturation properties, of even the same dye may chahge ivis chemically bound to a
target molecule. Additionally so called ‘dead-times’tbé signal-processing electronics
may lead to distorted correlation curves as well (Nisinam& Kinjo, 2005). All these
potential error sources are linked to a fundamental enololf standard FCS - the absence
of an intrinsic length scale in the measurement. Therdkemnce correlation decay
depends on diffusion speethd the spatial extend and shape of the molecule detection
function, but the former is to be measured and ther lstteot well known. Fig. 4 depicts
the effect of the molecule detection function unddfetBnt conditions on measured
autocorrelation functions (ACFs).

Their have been several attempts to develop robust F€&Surement schemes by
introducing arexternal rulerinto the measurement, which is absent in conventioG&l. F
Among these attempts were: FCS in front of dielectricors (Rigneault & Lenne, 2003),
standing wave FCS (Davis S.K. & Bardeen C.J, 2002), orasgatrelation FCS between
two detection volumes generated by detecting fluorescgmoeagh two laterally shifted
pinholes (Jaffiolet al, 2006). The external ruler was provided either by the known
modulation length of a standing light wave, or the estéd distance between the detection
volumes. However, all the proposed methods suffer frioenproblem that for a precise
guantification of the diffusion coefficient, one ktieeds precise knowledge of the overall
shape of the molecule detection function, evoking theesarablems as in conventional
FCS. In fact, it is possible to describe the moleasdeection function and the resulting
autocorrelation function perfectly for any kind of ala¢ion with the help of wave optical
calculations (Enderleiet al, 2005), but due to the multitude of parameters describing the

molecule detection function, this approach can notdeel successfully for fitting recorded
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autocorrelation functions. Thus, a suitable fit-modelfeeasured autocorrelation curves

should contain as few as possible fit parameters.
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Fig. 4. Wave-optical calculations concerning the effect dhe molecule detection function on measurce
autocorrelation functions for different measurement caditions. The large windows show the measure
autocorrelation functions and the corresponding molece detection function (within small boxes) The
red curve is the ideal autocorrelation function, astiwould appear if no aberrations are present. Blue an
green curves are calculated for an increasing influencef the aberration. The insets show the extracte
apparent diffusion coefficients and concentrations. A)aser beam astigmatism. B) Optical satuation. C)
Coverslide thickness deviation. D). Refractive indemismatch. The setup parameters (such as position
the focus above the coverslide, excitation wavelengthticg were chosen to be the likely parameters of
commercial available FCS system, @n though they are not necessary the ideal set of parami:
Figures are taken from (Enderleinet al., 2005).
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In this thesis we report on the development, impléatem and application of a new and
robust modification of FCS that we termed two-focusSFRfFCS) that fulfils two
requirements:
1. It introduces an external ruler into the measurementgbnerating two
overlapping laser foci of precisely known and fixed distanc
2. These two foci and corresponding detection regions arergeed in such a way
that the corresponding molecule detection functions sufficiently well
described by a simple two-parameter model yielding accudé#tasion
coefficients when applied to two-focus FCS data analysis

Both these properties enable us to measure absolute wdlthes diffusion coefficient
with very high accuracy (relative error of ca. 2 %)rgbver, it will turn out that the new
technique is robust against refractive index mismatcherstiste thickness deviations, and
optical saturation effects, which so often impair @ntional FCS measurements. This
thesis deals mainly with the introduction of the twaotfs measurement scheme but also
presents several applications reaching into the field gihy®ics.

Thus, the result section of this work will start withopfing the robustness and
precision of the new method. The newly developed madedatection function model is
checked against measurements, and it is shown that diffasgasurements give exact
guantitative values and are no longer dependent on albthe anentioned artifacts.

Applications will be shown in section 7. There, we w#monstrate that even smallest
changes in the hydrodynamic radius originating from conddional changes of proteins,
namely calmodulin and recoverin, can be monitored.

The two-focus FCS measurement scheme will also be dpfieneasurements of
diffusion in membranes (planar diffusion). We preseesults of lipid diffusion in
supported lipid bilayers and lipid diffusion in giant unilaraeNesicles. In supported lipid
bilayers, we observed surface adsorption/desorption oflithesing molecules and thus
had to develop an extended model for data evaluation (séxtio

A preliminary protein unfolding experiment is presented éctisn 7.3, pointing

towards future applications.



4. Basic features of two-focus FCS

Here, the basic features of two-focus FCS (2fFCS) el introduced. At first, the
working principle and the setup will be presented and substgessential measurements
will be shown in order to proof the validity of the posed 2fFCS measurement scheme

and also to characterize it.
4.1. Working principle and setup

As stated in the introduction, the two-focus FCS measemésctheme is based on two
distinct features; one is the accurate descriptiolm®iolecule detection function (MDF)
with a simple two-parameter model, and the otherasuge of two identical but laterally
shifted and overlapping laser foci (laser A and B) ofdtmme wavelength. For each of the
laser foci separately, the measured autocorrelatiores{ACF) are identical because both
foci (or more precisely their MDFs) are identical.

However, in addition

— ACF 1% focus to the autocorrelation

18¢ — ACF 2™ focus | |
1.6 —— XCF i curves, one can also

1 correlate the signal

recorded from laser focus

=
T

A with the signal from

correlation [a.u.]

laser focus B and vice
versa. This kind of

1 correlation is called cross-

0 L L L L . -

= = e e 107 o 10 correlation. The resulting
time [s] . .

cross-correlation function

Fig. 5. Typical 2fFCS measurement result. The (XCF) is directly

(normalized) autocorrelation curves for both lasers are proportional to the

identical (red and blue line), whereas the cross- probability to detect a

correlation (green line) is shifted to longer lag times. h d by |
To better visualize the shift in lag time, the amplitue photon cause y laser B

of the cross-correlation curve is multiplied by a facto at time 1 if there was a
of 2. photon detection event

from laser A at time zero
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(or vice versa As long as there is no flow or any other activedpanmt in the sample, the
cross-correlation curves (A B and B- A) are identical and can be summed up. Thus, a
typical 2fFCS-measurement consists of three comelaturves (two autocorrelation- and
one cross-correlation curve) as shown in Fig. 5.

The shape of an autocorrelation curve is completelyra@ied by the shape and size
of the underlying MDF, whereas the shape of the crogglation curve is also dependent
on the overlap of both foci. The equations describingettieatures can be found in the

Appendix. Here we will focus on the qualitative aspectihefthree correlation curves.
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Fig. 6: Wave-optically calculated correlation curves for a typmal 2fFCS setup for different
degrees of foci overlap. The degree of overlap was readd by changing the distance between the
foci. The figures on the left and right are representig the same cross-correlations, however in
the right figure all curves are normalized to an initial anplitude of one. In case of vanishing
distance between the foci, the XCF is identical to thACF (red line), whereas stepwise (100 nm)
incrementing the distance (red to blue lines) leads ta drop of amplitude (see left figure) and
shifts the decay to longer lag times (see right figure)n the case of only a small overlap, the
XCF experiences an increase before dropping to zerohi can be understood when taking into
account, that for large distances the molecule basicallyfélises out of one focus before entering

the second.

It is evident that the more the two foci overlap, th@erthe resulting cross-correlation
curve will resemble the autocorrelation curves becausdirtie necessary for diffusing
from one focus to the other approaches zero as ttendesbetween them approaches zero.
On the other hand, if the foci are put farther apad,ititer-diffusion time will increase,
whereas the probability that a molecule is seen &r licus A and subsequently in laser
focus B decreases as the overlap decreases. As a camseqtilee cross-correlation
amplitude will drop as the overlap decreases, whereadeday will shift to longer lag

times. Also, the measurement time will increase beciweg#l take longer time to record
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less probable events. Fol coverslide supporgip g
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beam
cross-correlation curves will splitter

yield an absolute value of the

diffusion coefficient because

1. detector
the time delay of the cross-Fig. 7: Schematic of the 2fFCS setup. Excitation is dony two
correlation relative to the interleaved pulsed lasers of the same wavelength. Thelaazation
. .., of each laser is linear but orthogonal to each other.ight is then
autocorrelation scales with
. combined by a polarizing beam splitter and coupled into a
the square of the distance = N . N .
polarization-maintaining, single-mode optical fiber. Afte exiting
between foci divided by the e fiber, the laser light is collimated by an appropriatelens and
diffusion coefficient. reflected by a dichroic beam splitter through a DIC prisn. The
Moreover, the relation PIC prism separates the laser light into two beams accoidg to
between cross-correlation tothe polarization of the incoming laser pulses. The micscope
) . objective focuses the two beams into two laterallyhgted foci.
autocorrelation amplitude . _—
Fluorescence is collected by the same objective. Thabe lens
will be a direct measure Offocuses the detected fluorescence from both excitati foci on a
focus overlap. This poses asingle pinhole. Subsequently, the fluorescence lighs isplit by a
very restrictive and thus 50/50 beam splitter and detected by two single-photon avalaneh

stabilizing fit-criterion. 4°9es:

However, before applying a quantitative fit, it is stikcessary to have an appropriate
description of the MDF. This description will be given avetified in the following
section 4.2.

Concerning the technical realization of a 2fFCS setgrethre two key problems to be
solved: (i) A sub-micron distance between the lasertas to be established which is not
to vary during an experiment. Furthermore, for sakeropkcity, it would be favorable if
the distance would be fixed at a known value, otherwisenandd have to readjust (or at

least to re-measure) this distance every time bedo28CS-measurement is started. (ii)
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One has to consider that in confocal microscopy theneoi information on the spatial
origin of the detected photons. When working with overlagplaser foci, this
circumstance raises the question how detected photorisecassigned to one or the other
laser focus. In the following, the setup of the 2fFCSasneement scheme will be
presented and thus it will be explained how the abovetiom=d problems have been
solved.

The 2fFCS setup is based on a conventional, confocaluepescence microscope as
described in detail by Bohmeat al. (Bbhmer et al, 2001) and schematically shown
in Fig. 7. However, instead of using a single excitatimenathe light of two identical,
linearly polarized, pulsed diode lasers at 640 nm wavelefigdi-P-635, PicoQuant,
Berlin, Germany) is combined by a polarizing beam spliMarrow Band Polarizing
Beamsplitter Cube 633, Ealing Catalogue, St. Asaph, UK).

The laser pulses have 50 ps pulse duration, and both éasepsilsedalternatelywith
an overall repetition rate of 40 MHz (pulsed interleaeaditation or PIE (Mulleret al,
2005)). Alternate pulsing is accomplished by dedicated lasegrdelectronics (PDL 808
“Sepia”, PicoQuant, Berlin, Germany). Both beams Aentcoupled into a polarization-
maintaining single-mode fiber. At the output, the lightaigain collimated. Thus, the
combined light consists of a train of laser pulses waitérnating orthogonal polarization.
The beam is then reflected by a dichroic mirror (Q 66Q CRroma Technology,
Rockingham, VT, USA) towards the microscope’s water-grsion objective (UPLAPO
60x W, 1.2 N.A., Olympus Europa, Hamburg, Germany). Beforeriegt the objective,
the light beam is passed through a Nomarski prism (UTBIC, Olympus Europa,
Hamburg, Germany) that is normally exploited for d#éf&ial interference contrast (DIC)
microscopy. The principal axes of the Nomarski prism aigned with the orthogonal
polarizations of the laser pulses, so that the prigflects the laser pulses into two
different directions according to their correspondintgapopation. After focusing the light
through the objective, two overlapping excitation foci gemerated, with a small lateral
shift between them. The distance between the beamsigsiely defined by the chosen
DIC prism and is, in our system, equal to 403 nm, as mahdwez-scan FCS (see
section 4.3).

Fluorescence is collected by the same objective (epichoence setup), passed
through the DIC prism and the dichroic mirror, and focuséal a single circular aperture
(diameter 20Qum) which is positioned symmetrically with respect to bioitus positions

and chosen to be large enough to let the light frorh fmti pass easily. Magnification of
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imaging onto the confocal aperture was 58x, using a tubeolehg5 mm focal length.
After the pinhole, the light is collimated, split byr@n-polarizing beam splitter cube
(Linos Photonics GmbH & Co. KG, Géttingen, Germany) amcu$ed onto two single-
photon avalanche diodes (SPCM-AQR-14, Perkin Elmer, aslely, MA, USA). Photon
correlation was only calculated between photons téréint SPADs in order to prevent
any deterioration of the ACF due to SPAD afterpulsing sg. (Enderlein & Gregor,
2005). A dedicated single-photon counting electronics (TimeR2a60, PicoQuant, Berlin,
Germany) is used to record the detected photons. The elestaperates in time-tagged,
time-resolved (TTTR) mode (Bohmet al, 2001), recording for every detected photon its
macroscopic arrival time with 100 ns temporal resolutéon its arrival time with respect
to the last laser pulse with picosecond temporal uésal (time-correlated, single-photon
counting or TCSPC (O'Connor & Phillips, 1984)).

The TCSPC times of

each recorded photon are

5

10°

10k used to decide which laser

has excited which

=

fluorescence photon, i.e. in

which laser focus/detection

photon counts

=
%
.

1* focus

A .
2" focus ‘# volume the light was
10't ] generated. A typical TCSPC

histogram measured on an

7075 80 85 90 95 100 105 110 115 agueous solution of Atto655
time [ns]
is shown in Fig. 8. The figure
Fig. 8: TCSPC histograms measured on an aqueous ) )
. . . shows two time-shifted
solution of Atto655. The photon counts in left time

window (73 ns<t < 89 ns) are generated by the first fluorescence decay curves

laser, i.e. first focus, the photon counts in the send (fluorescence lifetime of ca.
time window (99 nsst< 115 ns) are generated by 2 ns) that correspond to the
the second laser, i.e. second focus. In both time two alternately pulsing

windows (limited by gray lines in the figure), there .
( v ey gure) lasers. Temporal distance

are two curves corresponding to the two SPAD
between laser pulses was

25ns so that the total

detectors, respectively.

probability of detecting a photon from a previous pulser &ffte next one ig**°~ 4.10°,
and the chance of associating a detected photon wittvrihveg laser focus is negligibly

small. For fluorescent dyes with significantly longiggtime, one has to use a sufficiently
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lower repetition rate for preventing bleed-through betwées two time windows.
Knowing which photon was generated in which detection veJuautocorrelations for
each detection volume, as well as cross-correldtiontions between the two detection
volumes are calculated by custom-written software dhCausingMatlab (Wahl et al,
2003). When scanning beads, the resulting point spread funcdonbe extracted
following the same principle.

When working with water immersion objectives, a crueigerimental parameter is
the correct adjustment of the objective’s correctiofiar to the actual thickness of the
used coverslide. Even small deviations between adjustgédactnal thickness can have
profound effects on the resulting MDF (Enderleinal, 2005). We used the method

proposed in (Schwertnet al, 2005) for setting the objective’s adjustment collar alye

4.2. Measuring and fitting the molecule detection

function

Having introduced the working principle and the 2fFCS-setupnave turn to the first
prerequisite feature of 2fFCS — the two-parameter MDEeho

For a quantitative evaluation of recorded fluorescencesladion curves it is crucial to
have a realistic description of the underlying MDF. Unfodtely, there is no direct way to
measure the MDF. Instead, we will equivalently evaldléepoint spread function (PSF)
of confocal imaging microscopy by scanning a fluorescent mmotce along all three
dimensions. The equivalence between PSF and MDF ikFG® experiment however
applies only if the fluorescing molecules exhibit suéfitly fast rotational diffusion
leading to a decoupling between their orientation during hdpsorption and fluorescence
emission (Enderleiet al, 2005). This requirement is most likely matched in all presk
measurements, because a single dye has sufficiastlydtational diffusion times (< ns).
If bound to a protein or lipid it is most likely that duethe dyes linker there is also no
coupling between absorption and emission dipole of theraecule.

In conventional FCS, the MDF is often described byhr@d-dimensional Gaussian
(3DG) distribution. This has the advantage that theltiegucorrelation function can be
written in a closed analytical form. Although the 3DGstdbution is a common
assumption when evaluating correlation curves (Rigleal, 1993; Kettlinget al, 1998;
Chenet al, 1999; Schwillest al, 2000; Chattopadhyast al, 2005; Nagyet al., 2005a), it

is definitely not an accurate description of the actd&F. Here, we introduce an
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alternative description of the MDF that also depend® (he 3DG distribution) on only
two parameters but is much better suited for evaluagiogrded correlation curves.

A matching expression for the MDF is given by.

U(r)= V\/;((Zz)) ex{_mfi(@( X + f)} (4.1)

where {, y, 4 are Cartesian coordinates withalong the optical axid) (r) denotes the

MDF and w(z) andk(z) are given by:

22
1+(%} ] (4.2)

x(2)=2| RZ‘Z ] ex;{—;—‘()zz)J P=1- exE—é;?z)J (4.3)

and

R(7)= Fsll{ﬁﬂw (4.4)

In the above equations),, is the excitation wavelength, ankl,,, the center emission

wavelengthn is the refractive index of the immersion mediunaiev), a is the radius of
the confocal aperture divided by magnification, ang and R, are two (generally
unknown) model parameters. EqQ. (4.2) is nothingothan the scalar approximation for
the radius of a diverging laser beam with beam tweaslius w, (see for example
(Enderlein & Pampaloni, 2004)), and Eq. (4.3) ispined by earlier work of Qian and
Elson (Qian & Elson, 1991) and Riglet al. (Rigler et al, 1993) concerning the point
spread function of confocal imaging. It should le¢edl that, although Eq. (4.1) looks like

the sometimes-used Gauss-Lorentz profile, tassuch a profile due to the presence of
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the non-trivial amplitude functionK(z) given in Eg. (4.3). Thus, in each plane

perpendicular to the optical axis, the MDF is appmated by a 2D-Gaussian distribution
having widthw( z) and amplitudex (z)/w?( 2).

The above equations are becoming slightly more ¢éexnwhen the laser focus is not
described by a circular but an elliptic Gaussiagtritiution (which is always the case when
focusing a linearly polarized beam). Assuming tiiet principal axes of the laser beams

are parallel to the- andy-axes, and denoting now the smallest beam waistaiaehg the

principal axes withw, , and w,

by» ONe now has two functions, (z) andw, (z) describing

the laser profile, andv’(z) has to be replaced by (2)+ w( 2]/2. To keep things

simple and not to increase the number of indepdnumameters, we will assume that the

effectiveradius w, (2) :\/[V\i( 2+ vj( 2]/2 s still sufficiently well described by the

right hand side of Eq. (4.2) with a single parameig

Fig. 9: Fluorescence intensity scan
of a fluorescent bead. Scan plane
was the plane of laser beam waist.
Solid line shows the ¥-contour
of the Gaussian distributions
fitted to both laser foci separately.
Notice the ellipticity of the laser
foci, which is the result of
focusing linearly polarized lasers
with an objective of high
numerical aperture. The 1£*-half

axes of the foci are 425 nm and 0 500 1000X [nmf’oo 2000 2500

455 nm for the first focus (top
right) and 425 nm and 465 nm for the second focus (bottom t&f Because both lasers are polarized
orthogonally to each other, elongation of both foci ialso orthogonal to each other. Laser polarizations

as well as principal axes of the Nomarski prism are par#l to the image diagonals.

The MDF-model in Eqg. (4.1) was checked by directasogement. Immobilized
fluorescent beads were scanned at different végpimsitions of the objective, choosing a
distance of 0.5um between adjacent scan planes. Each scan consfs260 x 200 pixefs

of 50 x 50 nrfi size. Total excitation power was belowW. Using PIE (or ALEX, see



Basic features of two-focus FCS 17

section 4.1), separate fluorescence images forlaaehwere reconstructed simultaneously

for each scan. A typical scan result is displayrdFig. 9, showing the measured

fluorescence intensity distributions in the plafm¢he beam waist of the focused lasers.
The recorded fluorescence intensity distributioneacth plane was fitted by a two-

dimensional Gaussian distribution, thus obtainirdues of the functionsw, (z) and

K (2) at the varioug-positions of the objective. The result for féectiveradius w,, ( 2)

for both detection regions is shown in Fig. 10 gtibgr with a fit using Eq. (4.2).
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Fig. 10: Dependence of the effective beam

radius w, (z) of the two MDFs on

vertical scan position. Solid lines are fits of

Eq. (4.2) to the measured values (circles).

Fig. 11: Dependence of the amplitude
factor «(z) of the two MDFs on vertical

scan position. Solid lines are fits of Egs.

(4.3) and (4.4) to the measured values

Note that the three-dimensional Gaussian (circles).

model would expect a constant beam waist

over the whole z-position range.

Fig. 11 shows the determined vaIuech(fZ) together with a fit using Egs. (4.3) and

(4.4). As can be seen from both Fig. 10 and Figthid empirical two-parameter model of
the MDF fits the measured MDF amazingly well. Isha be emphasized that this is far

from trivial: Eq. (4.2) fixes the relation betweamnimum width w;, of the MDF and its

divergence. This assumption is inspired by theasagproximation of the intensity profile
of a focused laser beam. However, there ismiori reason why Eq. (4.2) should be an
excellent description of thedependence of the Gaussian width of the MDF, takato

account that (i) laser focusing is done with a HigA. objective when one could expect
increasing deviation from a scalar beam approxonatue to strong non-paraxiality of

focusing in connection with the vector charactethef electromagnetic field, and that (ii)
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the MDF is not only defined by the laser intengigtribution, but also by the confocal
detection.

Considering a fit with a 3DG model, it turns ounat the amplitude of the MDF can be
fitted equally well (not shown). However, when laak at Fig. 10 it is evident, that the

beam waist radiusy, is dependent om-position, whereas the 3DG model postulates a
constant beam waist radivg all along the optical axis. Thus, the 3DG modéds feo fit

the MDF sufficiently well.

As stated in the beginning of this section, a gdeskription of the MDF is crucial to
evaluate the measured correlation curves quamgtati The new model fulfils this
requirement and will be used to fit measured 2ff08/es. Out of these fits it is then
possible to draw reliable values of the concemnatif the dye, the effective volume of the
MDF and of course the diffusion coefficient. Thidlwe shown in section 5. In the next
section the second essential parameter of the 2fR@8surement scheme will be

determined - the distance between the foci.
4.3. Determining the distance of the foci

Having a valid MDF model, this section deals witte tdetermination of the exact
distance between the two foci of the 2fFCS setupceSthe diffusion coefficient scales
proportional to the square of the adopted focuadie (see Appendix), the knowledge of
the exact distance between the two foci is cruiabrder to achieve precise, absolute
values for diffusion coefficients. For example, fkeeping the error of the estimated
diffusion coefficient smaller than 4 %, this valbas to be known with an error smaller
than 2 %.

We repeated MDF scans several times with diffeberatds and determined the lateral
shift between the two detection volumes as theadc®# between the centers of the fitted
Gaussian distributions in the plane of the beanstwéVe found the value @to be equal
to 400 £ 40 nm. The large variation of this valaes lseveral origins. One of them occurred
to be the inaccuracy of the stepping of the usedgtable which showed non-systematic
step-size variations of up to 10 %, as was chedkedirect imaging of the piezo-table
movement using a transparent grid structure witbmkngrid periodicity. Another origin
was the limited signal-to-noise ratio and resultingccuracy of the Gaussian distribution
fits. In order to determine the distande between the foci more precisely we adopted

another method.
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When considering FCS measurements in planar systéer® exists another method
that yields absolute values of diffusion coefficgwithouta priori knowledge of the exact
MDF of the confocal system, namely thacan technique developed by Martin Hof and
his group (Bendat al, 2003; Humpolickovaet al, 2006). It is based on the validity of
Eqg. (4.2), i.e. on a stringent correlation betwelarergence and waist of the MDF. We
have verified the accuracy of this assumption bgadiwave-optical calculation (Enderlein
& Dertinger, 2007) as well as by scanning the MBRvas shown in the preceding section
(see Fig. 10). In what follows, we give a briefrodtuction into thez-scan technique; a
more detailed derivation is given in Appendix.

Since two-dimensional, planar diffusion proceedsagonally to the optical axis (z-
direction) of the microscope, the corresponding-timensional MDF can be derived by
taking a slice of the three-dimensional MDF in K4.1) at the appropriateposition.
Thus, the two-dimensional MDF is given by

U(r):U(x,y|%)=v’;2((Z;O)) ex{— V\f(z%)( X+ y)} (4.5)

Note that in the above equatianis fixed and for each plang (r) is described by a two-

dimensional Gaussian distribution with a focusuadjiven by (see also Eq. (4.2)):

w(z)=w

22
Aoty
1+(nw§n} ] (4.6)

When applying the-scan technique, one measures ACFs of diffusingeoatés within a

planar lipid membrane for different vertical posits z, of the membrane with respect to
the focal plane and estimates the diffusion tirgéz,) by fitting the ACF. The diffusion

time 7, is defined as the time the ACF has dropped to 5ff % initial value and in the

case of two-dimensional planar diffusion is given b

_w(z) _w (k)
7,(z)= D _4D[1+{nw§n)] (4.7)
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whereinD denotes the diffusion coefficient.

Thus, as can be seen from Eq. (4.7), plott'ngg(zo) as a function of the vertical
position of the laser focug, (i.e. the objectives position) will lead to a dasbc graph.

This graph is fitted with the diffusion coefficiebt and the focus beam waist, as fit

parameters and yields absolute values for botlpenidently. This measurement scheme is
calledz-scan FCS or-scan technique.

Of course, 2fFCS can also yield the absolute védwethe diffusion coefficient in
planar systems. As shown in Appendix, the (norredlizcorrelation functions of 2fFCS

for two-dimensional planar diffusion are given by:

gnorm(tl 2075) :i;z ex _Lz (48)
T 4Dt +w( Z,) 4Dt+ W z)

Since a 2fFCS measurement yields two (identicalF&@nd one XCF (see section 4.1),

dividing the measured XCF by the ACF (settidig- O in the above equationleads to:

f_jL
XCF, [ 5 } ) 3%/4D
——=eX =eX

norm e —_ R E—————— 4.9
wora(zy | O Waaory Y
P2

ACFE

norm

It is evident that from the fitting parametpr either the diffusion coefficient or the

distance between the two foci can be extracteddrédrom a single measurement. From

p the focus radiusv(z,) can be derived. Thus, we have estimated the disthatween

the two foci in the following way:
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Fig. 12: Wide field microscopy
images of typical GUVs made of
DOPC labeled with DOPE-
Atto655. Left: Light microscope
image of GUVs. Right:
Fluorescence image of
fluorescently labeled GUVs.

We performed 2fFCS measurements on lipid diffusiathin the lipid bilayer of a giant
unilamellar vesicle (GUV, see Fig. 12) at differamositions. Then, we applied tkescan

data evaluation for the whole set of measured A@ft estimatedr, (z) respectively
w(z) and therefore extracted the diffusion coefficidhtas described in Eq. (4.7).

Simultaneously, for each vertical positiay, Eq. (4.9) was used to globally fit the auto

and cross-correlation functions and to yield augitbn coefficient. Demanding that the
estimated diffusion coefficient® from both methods are identical yielded the cdrrec
value ofd of the 2fFCS setup.
A typical 2fFCS
measurement including the

——— ACF 1* focus

I[\)
U
L]

corresponding fits is shown
in Fig. 13. The 2fFC&-scan
was performed on the same

——— ACF 2* focus
———CCF

correlation
)

GUV twice; by first moving L R
the focus up and afterwards
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Fig. 13: 2fFCS measurement of lipid diffusion in a

GUV. Lipids were sparsely labeled with Atto655.
403 nm for 3, a value in Total cw-excitation power (both lasers together)

yielded the identical value of

excellent agreement with the was 2uW, measurement time was 10 min. Circles
are experimental values, solid lines are global fits
using Eq. (4.8).

manufacturer’s specifications

for the used Nomarski (or
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DIC) prism. We adopted the value 8f 403 nm for the whole subsequent 2fFCS data
analysis. This parameter is the basic charactemdtihe 2fFCS setup; fixing the length
scale of the diffusion measurement. For a giventaten wavelength, it is completely
determined by the optical properties of the usedalski prism and does not depend on
optical parameters such as coverslide thicknessiplsarefractive index, laser beam
diameter etc.

Since the Nomarski prism generates avallel light beams in the sample, which are
identical to the laser foci generated without thism, but shifted perpendicularly to the
optical axis (Munro & To6rok, 2005), any aberratiazaised by stratified media oriented
perpendicular to optical axis may deform the fodukght intensity-distribution but does
not change the distance between the axes of progagd both foci (Téroket al, 1995;
Torok & Varga, 1997). A similar optical argumentpéips also for the detection, see again
(Munro & To6rok, 2005) and (Haeberdd al, 2003; Enderlein & Bohmer, 2003).

In practice, the best way to determine precise evaifithe interfocal distance is to
perform a 2fFCS measurement on a reference samfiepnecisely known diffusion,
which is much simpler than performing a feldécan on a GUV. Since we could not find a
reliable reference value for a diffusion coeffidieaf a suitable red fluorescent dye, we
used thez-scan approach in order to evaluate the distanweebe the two foci precisely. It
should be noted that we performed the measuremen®&JVs instead of using supported
lipid bilayers for preventing any potential artifastemming from the interaction between

lipids and the support.



5. Diffusion of Atto655 and Cy5 under

various conditions

After having determined the distance between tloe (#.3) and having checked the
quality of the new MDF model (4.2), this sectiorllvshow that the 2fFCS measurement
scheme is independent of typical artifacts of comemal FCS, i.e. that the measured
diffusion coefficient is neither dependent on refinee index mismatch between the
immersion water and the sample solvent, nor oncapsaturation. Concerning optical
saturation effects in conventional FCS, it wasestdEnderleiret al, 2005):

“Optical saturation occurs when the excitation msity becomes so large that the
molecule spends more and more time in a non-exeitatate, so that increasing the
excitation intensity does not lead to a proportiomecrease in emitted fluorescence
intensity [...]. The most common sources of opticatusation are: (i) excited-state
saturation, that is, the molecule is still in theiged state when the next excitation photon
arrives; (ii) triplet-state saturation, that isetimolecule undergoes intersystem crossing
from the excited to the triplet state so that i c@ longer become excited until it returns
back to the ground state; (iii) other photoindutethsitions into a non-fluorescing state,
such as the photoinduced cis—trans isomerizatiamyamine dyes, or the optically induced
dark states in quantum dots.”

The exact relationship between fluorescence enmseiensity and excitation intensity
can be very complex (Enderlein, 2005) and is evepeddent on the excitation mode
(pulsed or continuous wave) (Gregatral, 2005). In contrast to other optical artifacts of
FCS, optical saturation makes even comparative umeaents of diffusion coefficients
problematic because the fluorescence propertiesaoily fluorescing dyes used for labeling
of proteins, DNA, or RNA, are changing upon bindinghe molecules (most often due to
changes in intersystem crossing rate). Even wasewas shown both experimentally
(Gregoret al, 2005) and theoretically (Enderleat al, 2005), the change of apparent
diffusion coefficient with increasing excitationtémsity is largest in the limit of infinitely
small intensity, making even an extrapolation obswed values toward zero excitation-
intensity difficult and imprecise.

It should be noted that any kind of aberrationatds the MDF (see for example Fig. 4
in the Introduction). Thus, depending on the degrieaberration, the overlap of the two
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shifted foci will change as well as the relativepditndes between the ACF and the XCF

(see section 4.1). Also the resulting fit-valuestf@ beam waist parametey, of the new
MDF-model (section 4.2, Eq. (4.1), (4.2)) and itapditude-determining parametdg,

from EqQ. (4.4), will reflect aberrations of the MBFBuUt since the distance between the
foci remains constant, the diffusion coefficienbsll not be affected.

We determined the diffusion coefficient of the rihgbrescent dye Atto655 (in its
carboxylic acid (COOH) form) under refractive-indexsmatch as well as under optical
saturation. Atto655-(COOH) was chosen becausesititia particular property that it does
not show any discernable triplet-state dynamicsnvbaived in water. This makes it an
ideal dye for checking FCS-based diffusion measargsa The missing triplet dynamics
eases the impact of optical saturation on the tiaguACFs because only excited state
saturation can take place but no switching intoragiliving non-fluorescent triplet state.
Thus, the impact of optical saturation on 2fFCS weditionally checked by measuring
diffusion of the red fluorescent cyanine dye Cy®@H) which shows strong
photoinduced cis-trans isomerization. Since thest@se is non-fluorescent and has a
relaxation time in the order of microseconds (Wgtem & Schwille, 2000), optical
saturation is much stronger for Cy5 than for Att®65

In the following we will introduce the equationseded for this section (for a detailed
derivation refer to Appendix). We will turn our atition to the explicit expression of the
2fFCS correlation function, since this function videé used to fit the achieved correlation
curves.

Starting from the very general description of tberelation function

g(r)=(1(t+7)1(t)) (5.1)

which describes the probability to detect a phabtime 7+t when there was a photon
detected at time, it is possible to further specify this descriptifor a conventional
confocal microscope to

g(t):520J‘J‘U(r1)G(r1-r2 B U(r,) d1d2+[£q‘ Ur) d+ gg} (5.2)
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whereine represents the overall excitation power and deteatifficiency (including the

fluorophores properties, such as quantum yield artinction coefficient).c is the

concentration of fluorescent moleculesmolecules / sample volume U(r) denotes the

probability density to detect a photon from a maledocated at, that is the MDFlpg is
the background intensity which accounts for undateel detection events, such as dark

counts from the detectors etc. ar@®(r,-r,,t) the Green's function describing the
probability density that a molecule moves frejrto r, within timet.

For free diffusing ird dimensions, the Green function is given by

G(r,-r,t)= (n=r) } (5.3)

(4nDt)"* ex{_ 4Dt

whereD is the Diffusion coefficient. As can be seen fr&ap (5.2), the first term of the
correlation function is time dependent, whereassgond term is a constant offset. For
most applications, the time dependent part is niogtortant because it contains all
information of the temporal behavior of the fluarest molecule. For this reason, one
often displays the normalized correlation functievhich is divided by the offset and
decaying to zero for long lag times as:

(t) =ﬂ—1 (5.4)

To extend this formalism to the cross-correlatidram 2fFCS measurement, the distance
o0 has to be introduced into Eq. (5.2). This is sempgly easy since a laterally shifted
MDF can be described by the simple coordinate toamation (without losing generality,
we shift one MDF along the x-axis) - r, + 0x. Also, if excitation power is different in
both foci,e in EQ. (5.2) has to be replaced by two valeesnde,, respectively. Then, Eq.
(5.2) can be written as:

g(t.9)= elech U(r,) G(r,-r,=dx,) U(r,) d,a + g (5.5)
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where g, is given by:

d. :[elcju(rl) a, + Ibg}[ezcju(rz) o, + Ibg} (5.6)

Inserting the MDF model from 4.2, Eq. (4.1) does lead to a closed analytical form of

the auto/cross-correlation in the case of threeedsional diffusion (in contrast to two-

dimensional diffusion). Evaluation of the resultiegpression has to be done numerically,
which is fast and poses no hindrance to practippli@tions using state-of-the-art PCs.
The explicit expression of Eg. (5.5), which is us@dnumerical integration, is given in the

Appendix (Eqg. (10.34)). Here we will give the cdaten function as it appears after

inserting the MDF model and the Green functiontifmee-dimensional diffusion:

g(t)=g. +%\/§ i [o 8Dt +KV\(FZZ)ZT)(+ZZ\3\?( z)
exp{_(zz -z)° 2%°

4Dt 8Dt+Ww(z)+ w( 2) 929

(5.7)

Least square data fitting is performed by applylg. (5.7) to the measured ACF
(d=0nm, &¢, replaced by eithee’or £2) and XCF ¢ = 403im) simultaneouslyn a
global fit. As fit parameters one h&g.\/E, 52\/6, D, w, and R;, as well as three offset
values g, (one for each curve). As already stated in sectidn a crucial criterion of fit
quality is not only to simultaneously reproduce temporal shape of both ACFs and the
XCF, but also to reproduce their three amplitudes, — g, using only the two parameters
51\/6 and 52\/6. Typical fitting time on a standard PC takes canih using a custom

written Matlab routine.
5.1. Refractive Index Mismatch

We measured correlation curves of Atto655 in aqgsesalutions of guanidine
hydrochloride (GdHCI) at different GAHCI concenioas. Both the refractive index and
the viscosity of GdHCI solutions are strongly chagg with increasing GdHCI
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concentration (Kawahara & Tanford, 1966). Each mesasent lasted for 10 minutes and
for each GAdHCI concentration, measurements wereated ten times to determine a
standard deviation for the estimated diffusion ficeint. A typical measurement result in
an aqueous solution of Atto655 is shown in Fig. tbdether with a global fit of all three

curves using Eq. (5.7). As can be seen, the olatdinguality is excellent.

The determined values

=
o

* ACF 1* focus of the diffusion coefficient
e ACF 2" focus |

° XCF | for all measured solutions

©
T

] of GdHCI are shown in

1 Fig. 15 as a function of the

correlation [(cnts / s) 2]

: inverse value of viscosity.

10° For checking the validity
of the 2fFCS results,
5F ] diffusion of Atto655 was

residuals

-5t ‘ ‘ A measured in deuterated

10 10 _ 10 10 .
time [s] methanol using pulsed-

Fig. 14: 2fFCS measurement on a nanomolar aqueous field gradient NMR. The
solution of Atto655. Cw-excitation power (both lasers corresponding value s

together) was 4QuW, measurement time was 10 min. also shown in Fig. 15.

The shape of both ACFs is virtually identical. Circles .
_ . . Assuming that the
are experimental values, solid lines are global fits

using Eg. (5.7). The different in offset value of both diffusion  coefficient is

ACFs is due to slightly different excitation power for strictly proportional to the
each focus. inverse of the viscosity (as

the Stokes Einstein
equation postulates, see Appendix), independenthefchemical nature of the solvent
(GdHCI in water, deuterated methanol), a lineastlesguare fit was applied to all GAHCI
values of the diffusion coefficient and is alsoptyed in Fig. 15. The results demonstrate
(i) that there is excellent agreement between iffastbn coefficient as determined by
pulsed field gradient NMR and the absolute valubgiaoed with 2fFCS; (ii) that the
2fFCS measurements at different GAHCI concentrati@xcellently reproduce the
expected linear dependence of diffusion coefficemtthe inverse value of viscosity, thus
demonstrating that 2fFCS works well even for langigsmatch between sample refractive

index and the refractive index of the objectiversrniersion medium (pure water).



28 Diffusion of Atto655 and Cy5 under various condiiso

Fig. 15: Dependence of the

7“‘0-6 ‘
diffusion coefficient of Atto655- linear Fit
e 2-focus FCS
(COOH) in aqueous GdHCI 6| ° 1-focus FCS i
* NMR

solutions and d4-methanol at
25 °C as a function of the inverse
of solvent viscosity. Solid line is
linear least square fit to all data.

Standard deviations are shown

diffusion coefficient (cm? /s)

as error bars and are each

derived from ten repeated

measurements for 2fFCS. The

error bar of the NMR value o o8 1 n (mp;-'i s e e

indicates standard deviation of

0.5 %. The absolute value may vary by 4%. For comparison, theesults of single-focus FCS using a
standard model that assumes a three-dimensional Gaussian MDare also shown. Because single-
focus FCS can only measure relative values of diffusiaroefficient, we took the value for pure water
as the reference value.

In absolute numbers, the diffusion coefficient afo®55-(COOH) in water at 25 °C, as
determined with 2fFCS, is equal to (4.26 + 0.08f téf/s. The NMR value extrapolated
to the viscosity of water is (4.29 + 0.13)®l@nf/s. The increasing refractive index
mismatch with increasing GdHCI concentration leemlsncreasingly larger fit values of

w, and R, as shown in Fig. 16. This reflects the increasingiger detection volume due

to increasingly larger refractive index mismatcttioed optical aberrations. However, the
used two-parameter model for the MDF is obviousdxible enough to approximate the
shape of the distorted detection volumes well ehaagthat one still obtains correct values
for the diffusion coefficient. This is an importdeature of 2fFCS, making it an ideal tool
for monitoring e.g. hydrodynamic radii of proteidaring chemical unfolding in GdHCI
solutions (Chattopadhyast al., 2005).
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Fig. 16: Dependence of the fitted
450

values of w, and R, on inverse

400 1 . . .
M | viscosity (for better comparison

350F w, g with Fig. 15). Shown are

experimental values (circles) and

second order polynomial fits

w, IR, [nm]

250 ] (solid lines). Both values increase
with increasing viscosity and thus
refractive index of the solution,
reflecting a MDF changed by

aberrations that are induced by

1 ‘ ‘ ‘ ‘ ‘
%6 0.7 0.8 0.9 1 11 o )
1/n [mPats™ refractive-index mismatch.

It should be mentioned that the insensitivity ofF@E with respect to refractive index
mismatch also implies its insensitivity with respégc coverslide thickness deviations
because these deviations introduce quite similkwerspal aberrations as the refractive
index mismatch. A rough comparison between aberratinduced by coverslide thickness
deviation and refractive index mismatch can be donequating the differences in the
corresponding optical paths. For a solvent refvacindex mismatch, the optical path
difference is given by the difference of the sotveefractive index to the immersion
medium’s refractive index times the position of thecus above the coverslide,
r)[t;l For a coverslide thickness deviation, the eqenavalue can be

(nsolvent_ nimmersio focL”

calculated by taking the refractive index mismat€hlass to the immersion medium times

o

immersior)

the deviation in thickness from the design va(malass— n glas-

!
(nsolvent_ nimmersion) ‘IOI"l rn:( nglass_ n immersi)rD d glas

(1.441- 1.3330 2pmé( 1.51 1.338 d,u

e dglass = 12 “m

Thus, the highest value of refractive index mismaticat was measured with GdHCI

(Ngyere =1.441) corresponds to a coverslide thickness deviatfal2qum.
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5.2. Optical Saturation

To check whether 2fFCS is sensitive to changexaitagion intensity, we performed
measurements on aqueous solutions of Atto655 fatrelift excitation powers between 2.5
and 70uW per laser. The resulting dependence of the detedrdiffusion coefficient on
excitation intensity is shown in Fig. 17. As candeen, there is virtually no dependence of
the determined diffusion coefficient on excitatiotensity up to ca. 4QW for each laser.
We interpret the subsequent rise in apparent diffusoefficient as the increasing impact
of photobleaching. It can be observed that theusiifin coefficient measured with 2fFCS
remains constant over a large range of excitatioiensities; in stark contrast to
conventional FCS, where a prominent decrease oapiparent diffusion coefficient (i.e.
increase in observed diffusion times) for incregsexcitation intensities is observed (as
long as this is not counterweighted by increasihgtgbleaching at large intensities). Fig.

18 presents the change in fitted valuesypfand R, with increasing excitation intensity.

5

x10°

diffusion coefficient [cm2 1s]

——average
« 2-focus FCS
¢ 1-focus FCS |

»
2]

IS
T

% 10 ® exciti?ion povégr [u\I\I]Sb ® ™
Fig. 17. Measured diffusion coefficient of
Atto655-(COOH) in aqueous solution at
25 °C as a function of excitation power (cw-
power of each laser). Solid line is the value
of the diffusion coefficient for pure water as
derived from the measurements shown in
Fig. 15. Again, the results of single-focus
FCS are also shown. As reference value we
extrapolated the single-focus FCS results

towards zero intensity.

w, IR, [om]

500

4501+ B
400 W
3s50f w, :
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Fig. 18: Atto655: Dependence of the fitted
values of w, and R, on excitation power.

Shown are experimental values (circles) and

second / first order polynomial fits (solid
lines) for w, and R, respectively. Here, the
value of w, changes most with increasing

aberrations induced by optical saturation,

whereas R, remains relatively unchanged.
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Similar to the case of refractive index mismatae(previous section), the value \gf
increases with increasing excitation intensity velasr the value ofR, changes only

slightly. This shows again that the two-parametedeh of the MDF is flexible enough to
accommodate aberrations, but that the aberratwreduced by refractive index mismatch
and by optical saturation are clearly different.

We checked also the intensity dependence of 2fFi&yuhe red fluorescent dye Cy5-
(COOH). Three additional exponential decay pararsei@ne for each curve, see
Appendix) were introduced in order to fit the fasinking contributions to the correlation
curves. A typical measurement result is shown g1 E®. As can be seen from Fig. 20 no
dependence of diffusion coefficient on excitatiawer is observed in 2fFCS, even for the
strong light-driven blinking dynamics of Cy5, whasesingle-focus FCS is very sensitive
to optical saturation. It remains to be checkedtiwre2fFCS will prove to be insensitive
to optical saturation when using dyes showing $cpmtly different saturation
photophsysics than excited state saturation (AGp6& light-induced conformational

changes (Cy5).

Fig. 19: 2fFCS measurement on a

x 10°
14 ‘ ‘ ‘ .
M o ACE 1% focus nanomolar aqueous solution of
12"'1:'. * ACF 2" focus | o
’e \\\ . xoF Cy5. Cw-excitation power (both
L

lasers together) was 2@QW,
measurement time was 60 min.
The shape of both ACFs is

virtually identical. Circles are

correlation [(cnts / s) 7]

10°° 107" 107 10° experimental values; solid lines
time [s]

are global fits using Eq. (5.7)

% 5 ‘ w ] additionally using one exponential
0 v v

% . o decay parameter for each
10° 107 10° 10° correlation curve to describe the

time [s]
fast us-dynamics. The introduced,

additional fit parameters, which are thought to fit the intersystem crossing contribution of the

correlation-curves, yielded a mean value of 6 ps.
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Finally, it should be noted that our method (arsl.fax as we know, no other FCS
method) is not capable of compensating or dealiogectly with photobleaching.
Photobleaching is an irreversible photo-destructbriluorescent molecules in solution,
leading to @ime-dependenhhomogeneous concentration profile and thus idatihg the
fundamental assumption of all FCS analysis, narttedystationarity of the measurement
(measurement should be invariant with respect rtee tshift). Thus, one has always to
check that the used excitation intensity is belbe threshold where any photobleaching
effects are detected.

Fig. 20: Dependence of the measured diffusion

coefficient of Cy5 in aqueous solution at 25 °C

w
®
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N
—
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o
—
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w
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measurements. Again, results of single-focus

w
N
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FCS are also shown. As reference value we
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towards zero intensity, assuming this value to Bl e
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be equal to the value as measured by 2fFCS
(solid horizontal line).



6. Planar diffusion

A topic of particular interest is the diffusion ofembrane proteins in biological cell
membranes. As a model system for cell membraneposiga phospholipid-bilayers
(SPBs) are well established (Richtefr al, 2006). SPBs are easily prepared and their
properties can be well controlled (Sackmann, 1928).alternative to SPB are Giant
Unilamelar Vesicles (GUVs) (Angelova & Dimitrov, 88; Kahyaet al, 2001). GUVs
consist of a unilamellar lipid bilayer that formader favorite circumstances a vesicle of
several to hundred microns diameter, dependingxperénental parameters such as lipid
type, buffer composition etc. Working with GUVs hde advantage that there are no
potential artifacts induced by a supporting surfasein SPBs (Przybylet al, 2006;
Dertinger et al, 2006). In the following section, we will mainlyodus on SPB
measurements but will conclude this section wighart comparison of lipid diffusion in
SPBs and in GUVs.

In two-dimensional diffusion measurements, theuditin time and thus the estimated
diffusion coefficient as measured by single-foc@SFsensitively depends on the diameter
of the MDF within the membrane’s plane. It is tHere necessary to have exact
knowledge about the position of the laser focuatiad to the membrane. Due to the large
beam divergence of a focused laser beam, and fifieulty to exactly locate the
membrane’s position relative to the laser’s beanstyi is usually difficult to obtain exact
knowledge on focus diameter within the plane ofritembrane. The resulting uncertainty
when estimating the diffusion coefficient by apptyiconventional single-focus FCS can
be as large as 20 % (Korlaehal, 1999; Benegt al, 2002). In other words, the limiting
factor is again the difficulty to exactly know teze of the MDF.

From section 4.1, it should be evident that 2fFE€#$1$ensitive to the exact position of
the laser beam waist relative to the membrane lBecthe determining parameter for
calculating the diffusion coefficient is the distarbetween the foci and not the size of the
MDF itself. Ideally, the distance between the twaifis not changing along the optical
axis and therefore the estimated diffusion coedfitishould remain constant in different
planes of measurement. However, it can be obsethat the distance is virtually
decreasing when moving away from the plane ofdkerls beam waist. This is due to an

asymmetric cut-off of the MDFs because of the $ligffrcenter position of the two laser
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foci with respect to the pinhole. Neverthelesshimita range of ~2 um, the distance can be
considered to be nearly constant.

In contrast to the z-scan technique (see alsoosedti3 and Appendix) developed in
Martin Hof's group in Prague (Bendd al, 2003), 2fFCS should be able to resolve the
correct diffusion coefficient by a single measuratriastead of having to perform a whole
z-scan through the membrane. Thus, in this sectienwill compare the diffusion
coefficients of labeled lipids in SPBs obtainedhaibe z-scan method and with 2fFCS
respectively. We will show how adsorption of molliesuto the coverslide affects the shape
of the resulting correlation curves and that fothbmethods the newly developed theory
for surface-sticking molecules will lead to ideaficesults. Finally, when comparing the
measured diffusion coefficients of lipids in GU\Wse will find perfect agreement between
2fFCS andz-scan FCS as presented in (Przystal, 2006).

6.1. Diffusion in supported phospholipid-

bilayers

In this subsectiore-scan-FCS and 2fFCS are compared, and the effesurdéce
sticking molecules will be treated. Both methodadfiequal values for diffusion
coefficients after full treatment with the extend#itfusion theory that takes into account
adsorption and desorption processes. The thedrdtamework for adsorption and
desorption processes in two-dimensional diffusgopresented in Appendix.

In brief, starting from the correlation functionrfowo laterally shifted foci (see also

section 5)

g(t.9)= elech U(r,) G(r,-r,=dx,) U(r,) d,a + g (6.1)

the problem is to find an expression which deseriihe adsorption and desorption process
of a two-dimensionally diffusing molecule. SinceetBreen functiorG(r, —r,~dx,t) in
Eqg. (6.1) contains all information on the kinet@hlavior of the molecule, the problem can

be reduced to find the appropriate Green functibturns out that the result can not be

given in a closed analytical form. Thus, correlatiourves have to be calculated
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numerically. For further details and for the explexpression for the correlation function
which is used for fitting the measured correlatonves the reader is referred to Appendix.
To apply thez-scan technique fluorescence was measured on Attio®®led SPBs at
different vertical positions of the objective, thobtaining autocorrelation and cross-
correlation curves for different relative positionisthe diverging laser beams with respect

to the layer £-scan). Each
0.05

1% focus: D = 3.00 1078 cm?/ s measurement lasted for ca.
2" focus: D = 3.06 108 cm?/ s |1

0.045F

oo 15 min. As a first step, the
.04

autocorrelation curves

o
o
@
a
T

oosl were evaluated by
applying az-scan analysis
as described in (Bendet

al., 2003) and also briefly

introduced in section 4.3,

0.025F

diffusion time [s]

0.02f

0.015f

0.01r

assuming that the laser
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z —position [um] beam diameter as a

Fig. 21: Dependence of diffusion time on vertical z- function of vertical
position for the first (blue) and the second (red)dser position is well described

focus. Solid lines represent least-squares fits of e¢h by the scalar field

data using the scalar approximation of a Gaussian

approximation of a
laser beam.

Gaussian laser beam.
Thus, each autocorrelation curve was first fitteithwhe standard model for free two-

dimensional planar diffusion (i.e. Eq. (4.8) with=0) using the diffusion time

1,(2) = w( 2/4 D as fit parameter. The obtained values of diffusiore as a function of

vertical positiorz were fitted by the function
W Az )
,(2)=—| 1+ —=— 6.2
»(2) 4D[ (nwzl (6:2)

(see also Eq. (4.7)), using beam waigtand diffusion coefficienD as fit parameters. For

each focus, the fit of the diffusion time as fuantof the vertical position is presented in
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Fig. 21. The obtained values of the diffusion cio&ght were 3.00(10° cni/ « and

3.0610° crﬁ/ ¢, respectively. However, when inspecting the irdimail fits of the auto-

Fig. 22: (a) Simultaneous least-squares fit of the two amt and one cross-correlation curves

for one z-position using the free-diffusion model. (b) Same d8) but using the kinetic reaction

diffusion model including adsorption and desorption knetics (see Eq. (10.49) in the

Appendix).
and cross-correlation curves, as shown for mspesition in Fig. 22a, the poor fit quality
indicates that the measured correlations are ndit described by a free 2D diffusion
model. We attribute that to unspecific adsorptiad desorption of labeled lipid molecules
to the supporting glass substrate, which was alssereed by direct imaging of the
samples with single molecule sensitivity.

Thus, we repeated the analysis of the correlationwes employing the extended model

derived in the Appendix Eq. (10.49), now uswg, D and the adsorption and desorption
rate constant&, andk_ as fit parameters. Fit result for the same measeiné as shown in

Fig. 22a is presented in Fig. 22b, showing a dlearovement of fit quality.

The resulting values of diffusion coefficient aslivas adsorption and desorption rate
constants are presented in Fig. 23 and Fig. 24ecéisply. Still, there is considerable
variation in all obtained values with varyirzgposition, besides systematically increased
values of the diffusion coefficient when comparethwhe values obtained from the free-
diffusion model. A possible explanation of thisosty variation is the slowness of the
observed adsorption/desorption kinetics: On averageolecule adsorbs to the surface ca.
every hundred milliseconds, and the desorptiontkisgs even slower by more than an
order of magnitude. Thus, during the measuremem ({15 min) of one curve, only a

statistically small number of adsorption and desormpevents takes place, and therefore,
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Fig. 23: Dependence of diffusion Fig. 24: Dependence of adsorption and
coefficient on vertical scan position as desorption rate constants on vertical scan
obtained from fitting the 2fFCS position as obtained from fitting the

measurements using the full model of Eq.

2fFCS measurements using the the full

(10.49) given in the Appendix. model of Eqg. (10.49) given in the

Appendix.

curves measured at different times vary considgrabtl give strongly varying fit results.
Another peculiarity is that the obtained desorptiates are so small that the assumed
desorption process is probably rather photoblegctiian real desorption with subsequent
diffusion out of focus. Extending the measuremémetis not a practicable option: To
obtain a reasonable statistical accuracy, measumtetimes of several hours would be
needed, assuring that no change in the sample tdes. To alleviate the situation to
some extent, we performed a global fit of alscan-sets of curves, with one set of

parametersy,, D, k, andk_ for eachz-scan, and assuming that laser beam radius depends

Fig. 25: Global fit (solid lines)
of the measured
| autocorrelation curves (circles)
for the first focus using Eq.
(10.49)in the Appendix with
6 = 0 and one set of parameters
assuming that the dependence

of laser beam radius on vertical

normalized autocorrelation

scan position is given by the

scalar approximation of a

Gaussian laser beam.

time [s] 10

vertical scan position [um]
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on vertical scan position as described by the seglproximation of a Gaussian laser beam
(similar to the assumption underlyirlgscan analysis). A typical fit result is shown in
Fig. 25 for the autocorrelation curves of the fistus. All fit results are listed in Table 1.
Employing a global fit approach yields consisteasults for both the two separate
autocorrelation sets as well as the cross-coroslaget of curves. The obtained diffusion
coefficient is ca. 10 % larger than the value otgdi from thezscan analysis with
neglected adsorption/desorption kinetics. Remaykadd shown by the values listed in
Table 1 only 3 % of all molecules are bound to sheface on average at each time.
However, this small fraction has a profound inflceron the fit performance and the
extracted diffusion coefficients, due to the exehdime span these molecules remain
within the detection region.

Table 1: zscan-FCS and 2fFCS measurements evaluated with the kiiereaction diffusion theory

Konl Kot [ S Keg =Ko/Kst D [10°cn/s]
Focus 1 0.071 2.3 0.031 3.28
Focus 2 0.090 3.4 0.026 3.22
2fFCS 0.086 2.7 0.031 3.30

6.2. Diffusion in the membrane of giant

unilamellar vesicles

One advantage of 2fFCS over thecan FCS technique is that, in principle, one seed
only one single measurement to estimate the diffusioefficient, whereas thescan
technique requires a full scan through the membrahas, 2fFCS is comparably faster
thanz-scan FCS, an important property when applying EC&g. cell membranes.

We performed 2fFCS measurements on GUVs preparddfarent buffers (glucose,
sucrose, pure water and glucose / sucrose ins&d&lthV and calcium buffer outside of the
GUV) in order to check how different buffer solui®influence the diffusion coefficient.
It turned out that glucose and sucrose solutionsy slown the diffusion within the
membrane, whereas salt-containing buffers on th&dmiof the GUV seem to compensate
this effect. A more striking feature of diffusiom GUVSs is the approximately twice bigger

diffusion coefficient (8.01 0.4) me® cmz/ s, in water) as compared to diffusion in SPBs
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(3.3010%cn?s?, in water, see preceding section and Dertingjeal. (Dertingeret al,
2006)). In glucose a diffusion coefficient pf.5+ 0.410°cn’s* on GUVs was found.
These results are in perfect agreement wihan results of Przybylet al. who find a
diffusion coefficient in GUVs of(7.6¢ 1.])[[108cmzs‘l (measured in glucose) and
(3.0+ 0.7)M0°cn’s* in SPBs (also prepared in glucose) (Przybgtoal, 2006). The

authors attribute the discrepancy of diffusion @omfnts measured in GUVs and SPBs to
a strong coupling between the bilayer leafletsPBS as suggested in (Merlatlal, 1989;
Zhang & Granick, 2005) and which is absent in GUVSs.



7. Proteins

In this chapter, applications of 2fFCS in the fieldbiophysics will be presented. We
will observe minute changes of the hydrodynamidusdf two calcium-binding proteins
(calmodulin and recoverin) upon calcium binding atsb we will use the hydrodynamic
radius to monitor thermal unfolding of a small giat named tryptophan cage.

7.1. Conformational changes of calmodulin

Calmodulin (CaM) is an extensively characterizedt@n and therefore an ideal
system to check the performance of 2fFCS for sthglyconformational changes in
proteins. In this section we present 2fFCS resfltmonitoring the conformational change
of CaM upon calcium binding.

CaM belongs to the family of calcium-binding proieiand is a key component of the
calciumsecond messenger system. This small, acidic prétdi6.7 kD) is ubiquitous in
all eukaryotic cells and can bind up to four caiciions at four different binding sites (I —
IV), so called EF-hands. To date the calcium loadun is known to regulate the
functions of about 100 diverse target enzymes amattsiral proteins (O'Neil & DeGrado,
1990; Crivici & lkura, 1995).

Crystallographic (Babet al, 1988; Tayloret al, 1991; Chattopadhyayet al, 1992)

and NMR studies (Ikurat al, 1991; Barbateet al, 1992) of calcium-saturatecC&;" -)

CaM have shown that it has two distinct half-molecdomains (N-terminal and C-
terminal) with nearly identical backbone structuresich has a contiguous pair of
interacting calcium-binding sites. In earlier caligraphic studies, a long “central helix”
was evident between sites Il and Ill, giving CaMuanb-bell shape (Babet al, 1988).
However, crystallization conditions have been shéavpromote helix formation (TOrodt
al., 1992), and NMR studies indicated that residue8T7&re generally disordered in
solution (Ikuraet al,, 1991; Barbatet al., 1992). Recently, a different crystal structure ha

been published, where nativea;"-CaM is in a compact ellipsoidal conformation and

shows a sharp bend in the linker helix and a morgracted N-terminal domain (Fallon &
Quiocho, 2003).
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When comparing the high resolution structural ssdif the calcium free (apo-) CaM
(Kuboniwaet al, 1995; Zhangt al, 1995) andCa;"-CaM, it can be seen that the binding
of calcium causes almost no change in the amouseacdndary structure, but leads to a
significant rearrangement of the helices surroupdire calcium-binding sites. It has been
shown that the binding sites Ill and IV in the @rteal domain have higher calcium-
affinities than binding sites | and Il from the Birminal domain. Calcium binding in each

domain is taking place cooperatively (Lireteal,, 1991).
For partially calcium-loaded nativeCg*'-) CaM, there are no high resolution
structural studies available. Yet several publaraihave found strong evidence that the

transition between apo-CaM ai@k;” -CaM is a two step process (Grabarek, 2005). It has
been shown that half-saturat@#*-CaM adopts an intermediate structure, which can no

be assigned to an average of both - the apo an€@#fie CaM conformation (Sheet al,

1996). With thrombin footprinting (a proteolyticctenique) She@t al. demonstrated that
Arg37/Ser38 is not accessible to cleavage in tHeiwa-free and calcium-saturated
conformations, whereas at intermediate calcium eoimations cleavage of the bond
Arg37/Ser38 is taking place. Since all evidenceadaylobal structural change of is based
on data coming from single structural elements aMCconclusions drawn out of these
observations are difficult.

In the following we will measure the Stokes radaigssa function of the free calcium-

concentration. The results will give direct eviderto the existence of an intermediate

Ca."-CaM conformation and prove that 2fFCS is able tnitor smallest changes in

hydrodynamic properties of bio-molecules.

7.1.1. Hydrodynamic characterization of globular

proteins

The fundamental equation which characterizes tha@rddynamic properties of a

particle is the Stokes-Einstein equation:

oo kT

= 7.1
= (7.1)
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whereD is the diffusion coefficient of a sphere with naglr, at temperatur& in a solvent
of viscosity /7 ; kg denotes the Boltzmann constant. When applyingfdiniaula to globular
proteins, one has to consider that the proteinesaa hydration layer, and that its shape
may deviate from a simple sphere. Thus, insteadsofg thegeometricradius r, of a
sphere one replaceg in Eq. (7.1) with areffectiveradius, namely the Stokes radiisor

hydrodynamic radius. The Stokes radius accountsttferabove mentioned geometric
deviations from a simple sphere as well as forhydration. Since most particles carry a
layer of hydration, the Stokes-Einstein equatioroften directly formulated with the
Stokes radius:

_ kT

= (7.2)
67m)rg
The ratio between the
1.5 T T T
—_oblate ellipsoid Stokes radius and a simple
1.45¢ — prolate ellipsoid | 1
14 | sphere with radius, leads
o135 to the frictional factor
s 13 r,/r,. Thus, deviations
& 125 . L
R from unity of the frictional
i) <l
£ .l factor indicate the effects
11} of hydration and a non
1.05¢ spherical particle shape.
™05 1 15 2 25 3 35 4 45 5 Since  most  globular

ellipsoids axis ratio ) )
proteins are well described
Fig. 26: Frictional factor as a function of major axis

relation of a diffusing ellipsoid calculated from by an ellipsoidal

Bloomfield (Bloomfield, 2000) after Perrin’s formula. geometry, it is a common
approach to use Perrin’s

formula (Bloomfield, 2000) to estimate frictionactors for globular proteins, even though
the effect of hydration is then completely negldct&éhe axial ratios to describe the
ellipsoidal geometry are taken from the proteinfgstal structures. Fig. 26 shows the
dependence of the frictional factor on ellipsoig@ebmetry according to Perrin’s formula.
We measured the diffusion coefficient of CaM afed#nt calcium concentrations at

25 °C. CaM was labeled nonspecifically with NHS4dtionalized red fluorescent dye
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Atto655. Each measurement lasted for 10 min, andefach calcium concentration,
measurements were repeated several times on diffel@ys to determine a standard
deviation for the diffusion coefficient.

A typical measurement result of CaM in a calciunffduis shown in Fig. 27, together
with a global fit of all three curves using Eq.{pand one additional decay parameter for
each curve in order to fit the ps dynamics at slagrtimes (see Appendix Eg. (10.52)). As
can be seen, the obtained fit quality is excell€ot. the whole set of measurements the
corresponding Stokes radii were derived from th@meded diffusion coefficients using
Eg. (7.2) and are shown in Fig. 28 as a functionhef free calcium concentration. The

obtained curve was fitted with the following forrawderived from a standard Hill equation

rs(c) = a_ __ b > +offset (7.3)

SHE

where p, and p, are the major fit parameters, aad b and offset are auxiliary fit

parameters for matching amplitude and offset vabfehe measured curve. The calcium
concentration is denoted with
At very low calcium concentrations (16 nM) CaM nsthe apo-conformation, whereas

Fig. 27: 2fFCS measurement of CaM in an r

1.8 uM free calcium containing buffer. ITiCe

Measurement time was 12 min. Circles are

=
(=]
te

experimental values. Solid lines are the

global fits for all three curves together.

correlation [(cnts / s) 2]

The offset between both autocorrelation

curves is due to slightly different excitation 4

powers of the lasers. For fitting, three time [s]

exponential decay parameters (one fol

residuals

each curve) were used to describe th

!
—6 —4 —2 0

L . . 10 10 10
blinking dynamics occurring at short lag- time [s]

times.

at high calcium concentrations (0.5 - 2mM), CaMc&cium saturated and adopts the

Ca." -conformation.
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7.1.2. Intermediate calmodulin conformation

Between the apo- and ti@a’" -conformation a rise in Stokes radius of up to 28.at

3uM free calcium can be observed (see Fig. 28)aWviute this rise in Stokes radius to a
conformational change of CaM upon calcium binding an associated rearrangement of
the hydration layer. Above 3uM, the Stokes radiudecreasing down to 22.8 A. Since the
calcium binding constants range from 0.2uM to 40 uMler comparable conditions
(Linse et al, 1991), it is likely that we monitor an intermegiaconformation of CaM
where only some of the

EF-hands are occupied by 245

calcium ions, but not all.

Comparing the observed “

biphasic behavior with 235}

published results, it is
23r

most likely that this

change in conformation

hydrodynamic radius [A]

can be attributed to the
22+

formation of Ca"-CaM.

215

NMR studies find that 10° 10° 10" 107
_ _ ) free Ca”* [M]
major changes in chemical
Fig. 28: The Stokes radius of CaM labeled with

shifts are taklng place Only Atto655 as a function of free calcium. The red line is a

when CaM has bound 0, 2 fit corresponding to Eq. (7.3). Standard deviations are
or 4 calcium ions, whereas shown as vertical error bars are calculated from all
the binding of the first and measurements done on a single calcium concentration

. . n =10). Temperature was 25 °C.
the third ion does not ( ) P

induce large changes in protein structure (Seam®80). Also, the results from
proteolytic studies support the existence of aermediate CaM conformation (Sheiaal,

1996). The authors observe biphasic behavior afeqitbility of the bond Arg 37 / Ser 38
of CaM: Between 0 and 3uM free calcium they couldesve an increase in susceptibility,
whereas above 3 puM they find a decrease of subdépti The authors address this
behavior to a discrete conformation which cannoekglained by a simple superposition

of the apo- andC&;" -CaM conformation.
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7.1.3. Apo- and calcium-saturated calmodulin

Comparing our obtained results for the Stokes rafliapo- andC&; -CaM with

previously measured values using pulsed-field gr@ddNMR (PFG-NMR), dynamic light
scattering (DLS) or gel permeation chromatograpgBp @), the results found with 2fFCS
tend to be systematically smaller (~5 - 9 %, sdalel'd) Lucas and Larive pointed out that
protein-concentration dependent viscosity changgstrslow down the apparent diffusion
coefficient by up to 5 % in NMR experiments, andlieidnally crowding effects can affect
the obtained results as well (Lucas & Larive, 20dang, 1954). This potential error
source originates from the fact that measuremehBF&G-NMR, DLS and also GPC are
performed far away from the infinite dilution limit

When comparing the measured Stokes radii of CaM wiher globular proteins of
similar molecular weight or similar hydrodynamicperties, it turns out that CaM has an
extraordinary large Stokes radius (see Table thEuinvestigation shows that this large

Stokes radius is caused by an unusual high friatitactor rg/r, =1 25 (see Table 3) this

is quite surprising because high-resolution stmastuwf CaM do not show a stretched
geometry which would support a frictional factor of5. The axial ratio of the prolate
ellipsoid corresponding to a frictional factor o2% is 4 — 5 (see Fig. 26)!

Table 2: Stokes radius of CaM, measured with differentéchniques

Technique apo-CaM Ca; -CaM
Stokes radiugA]

2fFCS 22.8+0.5 22.8+0.6

PFG-NMRY 24.8 +0.8 245+ 0.4

GPC 24.9 +0.1 24.0 +0.1

DLS? 25+ 1 30+1

3 (Weljie et al, 2003)
®) (Sorensen & Shea, 1996)
° (Papishet al, 2002)

There are only very few globular proteins whichwsha bigger frictional factor, i.e.
bovine serum albumin, which in turn at least someheflects the resulting frictional
factor in its shape dimensions of 140 A / 40 A (B5& Himmel, 1979). In this context, a
smaller Stokes radius for CaM might be more coestsivith findings on other comparable

globular proteins listed in Table 3. It is impoitai® note that hydration can vary
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considerably between different proteins. It sténdsn values of 0.12 gram water per gram
protein and can reach up to one gram of water mangrotein (Squire & Himmel, 1979).
These huge variations make precise predictionsriotiohal factors difficult, since the
frictional factor is depending not only on the miots shape but also on its layer of
hydration.

Table 3: Hydrodynamic properties of CaM and globular protens comparable to CaM:

Molecular weight  Frictional factor Stokes Radius
[kDa] rs /T [A]
ca*-Cam’ 16.7 1.24 24.0
Apo-CaM’ 16.7 1.25 24.9
Myoglobir® 17 1.17 18.9
Trypsirf) 23 1.19 23.0
Subtlysin (novd?) 27 1.18 23.6
Bovine serum albumfh 66 1.31 35.1

¥ (Squire & Himmel, 1979), the Stokes radii are calculatedad the diffusion coefficients (measured at
20 °C), assuming the viscosity of water at 20 °C.
®) (Sorensen & Shea, 1996)

7.1.4. Influence of the attached dye

The impact of the attached dye molecule on theadlvehape of labeled CaM can be
neglected. To estimate the influence of the atahe on the diffusion coefficient, one
may use the fact that, in good approximation, tidrdxdynamic volume of a globular
protein is proportional to its molecular mass. Threciprocal cubic root of the
hydrodynamic volume is in turn proportional to th#usion coefficient:

-1 -y3 -3
DOr OV, 0MW (7.2)

The molecular mass of CaM is 16.7 kDa and the muddecmass of Atto655-NHS is
0.7 kDa. Thus, the relative change of the diffusioefficient as estimated by Eq. (7.4) is
around 1 %:

1

ol =(£} =101 (7.5)
D \167+Q7
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Of course, it cannot be completely ruled out that attached dye influences the calcium-
binding behavior of CaM. However, the good agrednwdrour findings with the cited
results of other authors using label-free methadsaagood indication that the labeling has

no significant effect on Ca-binding and inducedfoomational changes.

7.1.5. Conclusion

Using 2fFCS, we have measured the Stokes radi@@abf as a function of calcium
concentration. A biphasic behavior of the Stokediusm was observed. This change in
Stokes radius was attributed to an intermediate Gaformation at half calcium-
saturation. When comparing our findings with presiy obtained results by other groups,
it is most likely that the observed intermediatévi@onformation is due to CaM with two
calcium ions bound. Additionally, we demonstratédtt2fFCS is sensitive enough to
monitor even small changes in Stokes radius oitmdecules down to one Angstrgm. This
accuracy is comparable to that achievable with quifgeld-gradient-NMR, however
necessitating only nanomolar concentrations ofyémadnd a fraction of measurement

time.
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7.2.

Conformational changes of recoverin

Recoverin is a 23 kD calcium-binding protein whielgulates visual phototransduction

in retinal rods and cones (Semhal, 2002a; Makincet al, 2004). It has two functional

calcium-binding sites (EF-hands), and calcium bigdiakes place sequentially. Upon

calcium binding, recoverin changes its conformatod exposes a myristoyl group at its

N-terminus. This so-called calcium-myristoyl switcperates like a molecular trigger that

translocates recoverin to the membrane (Zozulyat§ef 1992; Dizhoowet al, 1993).

The myristoyl group induces co-operativity in tredctum binding mechanism (Ames

al., 1995). When the myristoyl group is buried witlimydrophobic pocket, the protein is

released from the membrane. For a detailed reviethe role of recoverin within the

visual process see (Fahal, 2001) and (Pugét al, 1999).

correlation [(cnts / s) 2]

residuals

[ec]

Ul [e2] ~

IN
T
.

time [s]

10 10™ 107 10°
time [s]

Fig. 29: 2fFCS measurement of recoverin in an
aqueous buffer containing 16 nM free calcium.
Measurement time was 6 min. Circles are
experimental values, solid lines are the global fit for
all three curves together. Autocorrelation curves of
both lasers are virtually identical. Two additional

exponential terms per correlation curve were used
to describe the impact of blinking dynamics at short

lag-times.

As far as we know the hydrodynamic radius of reciovbas never been published.

The goal of this section is to
estimate the hydrodynamic
radius of recoverin, and to
use this radius for monitoring
conformational changes of
recoverin  upon calcium
binding. For this purpose we
recorded the hydrodynamic
radius of fluorescently
labeled recoverin as a
function of free calcium.

The red fluorescent dye
Alexa647-maleimide was
covalently bound to the
single cystein at position 38
within the amino acid
sequence of recoverin. It has
been shown in previous
publications that attaching

Alexab47-maleimide to this
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cystein does neither influence the switching progeiof recoverin nor its basic biological
properties (Gensaét al, 2006).

A typical measurement result for recoverin in aciceth buffer is shown in Fig. 29
together with a global fit of all three curves upiBRq. (5.7). In these fits two additional
exponential terms for each correlation curve weseduto account for the microsecond
blinking dynamics of the dye (resulting blinkingnegs are ranging from 0.1 pus to 5 us).
Each measurement lasted for 6 min and was repsatextal times rf>10) to obtain a

standard deviation. As can

be seen, the obtained fit 29X 10"
quality is excellent. 285l |
The determined values

N
o]
T
L

of hydrodynamic radii are

N
~
o
T
L

shown in Fig. 30 as a

function of free calcium

stokes radius [A]
N
~

N

o2}
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T

concentration. Values of

N
[<2])
T

\.

the hydrodynamic radius ‘ H

N

o

a
T

which were more than

10 % off the mean value 25 e 10 10°

free CaZ* [M]

were rejected. Such large

. Fig. 30: Stokes radii of recoverin, in buffers contaimg
deviations from the mean _ . _
different concentrations of free calcium.

value are considered to be Measurements lasted for 6 min and were repeated ten
due to protein aggregation times at 25°C. Additionally, measurements were
and the presence of repeated on different days. Values for the
fluorescent impurities in hydrodynamic radius which were more than 10 % off

the mean value were not taken into account. Vertical
the used buffers. At very , o
black lines represent the standard deviation. The red

low calcium line is a Hillfit with a hill coefficient of 2.3 and a
concentrations (16 nM) binding constant of 2.6 puM.
recoverin is in its calcium-
free conformation, whereas at high calcium conegiotns ( >100 pM) recoverin adopts its
calcium conformation.

Fitting of the hydrodynamic radius vs. calcium cemation curve was done by using
a standard Hill model. A Hill coefficient of 2.3 @& binding constant of 2.6 UM were
obtained. However, depending on the initial gueskies of the fit parameters, a Hill

coefficient of 0.9 with a binding constant of 8 pis also found frequently. We discarded
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the latter result, since calcium binding is takiplgace sequentially and cooperatively,
which should lead to a Hill coefficient larger thaine.
The obtained calcium binding constant lof =2.6 uM (Hill coefficient 2.3) is quite

low compared to previous findings. Previous pubiwss reported values of 11 uM (Hill
coefficient: 1.13) (Genscét al, 2006), 17 uM (Hill coefficient: 1.75) (Amext al, 1995)

or 17.6 uM (Hill coefficient: 1.9) (Seniet al, 2002b). However, these relatively high
binding constants are difficult to understand wioemsidering the rather low calcium
concentrations around M in living cells. On the other hand, studies ha®wn that
recoverin binds to retinal outer segment (ROS) nramds with a binding constant of 4.0 -
7.7 UM (Lange & Koch, 1997) respectively 2.1 uMogdlya & Stryer, 1992) free
calcium. Until now it is not fully understood whyniding of calcium and binding to ROS
membranes should take place at different calciumcentrations because recoverin is
thought to bind to membranes only in the calciutssded conformation.
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7.3. Unfolding the Tryptophan-Cage

Since the diffusion coefficient as measured witRC3 is not sensitive to refractive
index changes (see section 5.1), it is an idedlft@anonitoring chemically and thermally
induced unfolding of proteins, where the refraciingex of the buffer solution may change
dramatically (either due to the addition of a cheahiin high concentrations, or due to
higher or lower sample temperatures). Chemical ldimfig is often done by adding large
concentrations of urea or guanidine hydrochlori@eHCI) to the sample solution. Both
chemicals change the refractive index of the smfusignificantly, leading to considerable
optical aberrations and corresponding changeseoMBDF. Due to this reason, it is rather
impossible to use single-focus FCS for quantitéivenonitoring the change in
hydrodynamic radius of a protein during unfoldidgsimilar argument applies for thermal
unfolding, where the refractive index of the sauatdecreases significantly with increasing
temperature due to thermal expansion of the solfenieous buffers solution). Different
attempts have been made to apply single-focus BE$nbnitoring chemically induced
protein unfolding (Chattopadhyast al., 2005). In these attempts, aberrations caused by
refractive index mismatch where compensated byagately re-adjusting the correction
collar of a water inmersion objective. This procedis time consuming and difficult, and
the used optimization procedures (Hess & Webb, Pa&# not converge towards the best
adjustment (Enderleist al, 2005). Another difficulty is that the fit qualityf measured
autocorrelation curves is not indicative of an oaii adjustment, contrary to what was
stated by Chattopadhyay al, see (Enderleiet al, 2005). 2fFCS overcomes all of these
problems. In the present section we show firstlresi measured hydrodynamic radius of
a protein upon thermal unfolding.

As a model system for studying protein unfoldingpratein called Tryptophan-Cage
(TC) was chosen. TC is the smallest known proteangisting of only 20 amino-acids)
that still folds into a completely folded structuhes amino-acid sequence has been derived
from the poorly folded 39-residue peptide exendinedn Gila monster saliva (Neidigét
al., 2002). The solution structure of TC features drbghobic core, built by tight packing
of a short proline-rich carboxyl-terminal domain &am amino-terminal-helical segment
(Neidigh et al, 2002). A single Trp residue is buried in the corell shielded from
solvent exposure. Folding of TC has been charaeidrby NMR as well as circular
dichroism spectroscopy (CD) and has been propasdallow a highly cooperative two-
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state transition (Neidight al, 2002). Also, Neuweileet al. investigated unfolding of this

protein with contact quenching of the red fluoresatye MR121 (Neuweileet al, 2005).

It is known that MR121 is quenched by Trp when tlweyne to very close proximity

(contact) (Vaianaet al, 2003; Dooseet al, 2005). This quenching has its origin in
photoinduced electron transfer (PET). Neuweigral. attached MR121 to TC and

observed that in the folded state the Trp residueot accessible for MR121. However if
the hydrophobic core is broken Trp gets exposesbieent and is able to quench MR121
via PET.

For our measurements the MR121 labeled TC was Kiddhated from Prof. Sauer,
University of Bielefeld, Germany (for details congieg labeling and synthesis of TC look
at (Neuweileret al, 2005)). We dissolved the protein in a standardsphate buffered
saline solution with 0.05 % Tween, pH 7.4. At diffiet temperatures the sample was let to
thermally equilibrate before starting the 2fFCS suaments. At each temperature, the
diffusion coefficient was measured 10 times for i nm order to calculate standard
deviation and mean value of the diffusion coeffitie

The diffusion coefficient of a particle depends ooty on hydrodynamic radius, but

also on temperatur€ and solvent viscosityy, which itself is a function of temperature.

Thus, a precise knowledge of sample temperatu@ isrucial importance for precise
determination of the hydrodynamic radius from dsfttn measurements:

— kBT
D(T) e (T (7.6)

As can be seen from Eq. (7.6), the hydrodynamitugad, is per definitionemneither

temperature- nor viscosity-dependent. Thus, anypéeature dependent change in
hydrodynamic radius is due to some change in camdton or hydration. In Fig. 31, the
hydrodynamic radius as calculated from the measdiféasion coefficients following EQ.

(7.6) is presented as a function of temperature feasured data are fitted with an

empirical two state transition model given by:

r=— P __ P, (7.7)
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Principal fit parameters aflneirandp:, whereTmer is the melting temperature apd
describes the steepness of the cupy@ndp; are auxiliary parameters related to the

amplitude and offset of the
14

curve.
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Fig. 31: Hydrodynamic radius of TC in a PBS buffer 2005)'
containing 0.05 % Tween as a function of temperature. The origins of this
Measurements lasted for 6 - 12 min and were repeated discrepancy may  be

ten times. Vertical black lines represent the standard manifold: The change in

deviation. The red line is the fit result according td=q.

hydrodynamic radius that
(7.7).

was observed with 2fFCS
is about 14 %. This corresponds to a change aisigh coefficient of also 14 %, whereas
the change in diffusion coefficient due to tempearatand viscosity is 290 %. Thus, the
change in diffusion coefficient due to conformatibohange is monitored on top of the
temperature and viscosity induced change that.i@@émes bigger. In Fig. 32, the change
of diffusion coefficient due to temperature is camga to the change of diffusion
coefficient caused by conformational change. &viglent that without perfect temperature
control the calculated hydrodynamic radii are higgwione to error.

Another potential artifact may be thermally indudedirodynamic convection within
the sample solution. These convections can bed$dtrof temperature gradients within
the sample chamber. We suppose that the big eatohsgher temperatures reflect the
contributions from convection. Because the measengrsystem uses a water immersion
objective which is in direct thermal contact wittetsample chamber, preventing thermal
gradients without heating the complete microscapeather impossible. Finally, vapor
pressure increases with increasing temperaturechwhiakes keeping the sample in

thermal equilibrium even more difficult.
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3.5

Besides these potential
artifacts, there remains the
fundamental guestion
whether measurements o
hydrodynamic radius and
measurements of
photoelectron-transfer
(PET) mediated

fluorescence quenching as

relative change of diffusion coefficient

5 10 15 20 25 30 35 40 45

used by Neuweileet al. temperature [°C]

are equivalently Fig. 32: Apparent diffusion coefficient upon thermal
monitoring the unfolding unfolding. Black line: Measured diffusion coefficient
of TC. PET mediated Blue line: Diffusion coefficient corrected for
fluorescence quenching is temperature and temperature-dependent viscosity
sensitive to the changes. Remaining is the contribution caused by a

o conformational change with melting temperature
accessibility of the Trp to

17 °C with impact of 14 % on the diffusion coefficient.

the aqueous environment,

whereas the hydrodynamic radius is a global stratparameter including contributions
from hydration as well as overall protein conforimat Assuming that Trp becomes water-
accessible only during the very last step of unfgd PET monitors mainly the
disintegration of the last residual structure arblinp while the major part of TC can be
already in an unfolded state. However, Neidgglal. have shown, by using CD and NMR,
that the melting temperatures for TC are most Yikdéntical fora—helical andB—sheet
structures (42 °C). On the other hand, Neuwedeil. argue that the breaking of the
hydrophobic core of TC does not necessarily indidéiat the helical structure is also
disintegrating. The authors further state thatGBesignal at 222 nm is "convoluted with a
strong contribution from the Trp side chain (Nefdig& Andersen, 2002). Recently,
indications for residual helical structure in trendtured state of TC have been reported by
using UV-resonance Raman spectroscopy (Ahreedl, 2005), suggesting the early
formation of helical structure.” (Neuweilezt al, 2005). Since it is not clear what
contribution of TC has the strongest influence le hlydrodynamic radius, it is difficult to
directly compare different measurement results.other words, the term “melting
temperature” may not refer to the same featureifierdnt experiments. For example,

Ahmedet al. performed UV-resonance Raman spectroscopy (UVRE@renents on TC
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and found evidence that TC adopts its most congiatt at 20 °C (i.e. Trp is best shielded
from water) — above and below this temperature § @elting (Ahmecet al, 2005). The

authors assign this behavior to protein-water adgons. Although comparison of 2fFCS
with UVRS observables may not be appropriate eith@nay be possible that we monitor

the same behavior of the protein as UVRS.



8. Summary

The goal of this work was to advance conventiorahgle-focus) fluorescence
correlation spectroscopy (FCS) towards a high precitool for the absolute estimation of
diffusion coefficients. With conventional FCS, albde determination of diffusion
coefficients is hardly possible, due to the undetyaconcerning the exact size and shape
of the molecule detection function (MDF) that detares the measured correlation curves.
The molecule detection function is influenced byticgd aberrations and photophysical
effects, in particular refractive index mismatchvieen sample solution and objective’s
immersion medium, coverslide thickness deviatiomset beam astigmatism, optical
saturation and even ‘dead time’ effects from thgnai processing electronics. These
effects lead to a distorted and inflated molecudéedtion function, making conventional
FCS sensitive to optical / electronic artifacts.

To overcome these problems, the developed two-f6€ (2fFCS) measurement
scheme takes advantage of two distinct features:fif$t feature is the generation of two
laterally shifted, but overlapping laser foci oéteame wavelength. Thus, instead of using
the size and shape of the MDF as a ruler, 2fFARagithe well-defined distance between
both foci. Since the shifted foci are generated lwpmmercially available Nomarski-prism
made for differential interference contrast (DI@icroscopy, this ruler depends only on
easy-to-control parameters such as the objectivagnification and presumably excitation
wavelength (color-dispersion) and temperature. Algh aberrations may deform the
MDF of each focus (in an identical way), the dis@betweenboth detection regions

remains unchanged.

- Checking the MDF-model

The appropriate description of the underlying MBFoif crucial importance for the
guantitative evaluation of recorded correlationvesr Thus, as the second feature of
2fFCS we developed a new, semi-empirical descnpbibthe MDF. Like the commonly
used three-dimensional Gaussian-shaped MDF mdaeheéw MDF model needs only two
principal parameters, but describes the MDF muctiebdhan the 3D-Gaussian. We
checked the validity of the adopted descriptiommBans of 3D-scans of fluorescent beads.
Subsequent fitting with the new MDF-model yieldeztfpct agreement, whereas the 3D-

Gaussian model is known to be a rather inapprapaaproximation of the actual MDF.
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This experimental finding is also consistent witecent wave-optical calculations
(Enderlein & Dertinger, 2007).

Thus, having introduced an external nanometrica al® the measurement and having
developed an appropriate description of the MDFa @aaluation of correlation curves has

been put on a firm fundament.

- Precision of 2fFCS and its insensitivity to optictifacts

We have proven that the apparent diffusion coeffitimeasured with 2fFCS is no
longer dependent on refractive index mismatch, Wwhatso implies its insensitivity to
coverslide thickness deviations, since these dewstintroduce quite similar spherical
aberrations. The comparison of our results withiltesachieved with pulsed-field gradient
NMR (PFG-NMR) showed excellent agreement. This se@&s us that beneath the
insensitivity concerning the refractive index migaiaalso the achieveabsolutevalue of

diffusion coefficient is correct; the determinedfuion coefficient for the red fluorescent

dye Atto655-(COOH) in water at 25 °C (ig.26+ 0.0§ 010 cn?’/ s.

In a follow-up experiment, we verified the inseidy of 2fFCS with respect to
optical saturation. This was checked both for di@rstion caused by pure singlet excited
state saturation (Atto655) as well as for photog®tli cis-trans isomerization of the red
fluorescent dye Cy5, where saturation starts tp @leole already at low excitation powers.

Both the insensitivity to optical saturation andrédractive index mismatch is in stark
contrast to results achieved with conventionallsiigcus FCS. Using single-focus FCS in
combination with a three-dimensional Gaussian MDd¢let, a prominent decrease (up to
~ 46 % for refractive index mismatch and ~ 20 % dptical saturation) of the apparent
diffusion coefficient was observed. This decreass fis origin in the inflation and
distortion of the actual MDF under increasingly mbBonal measurement conditions.
Although the new MDF model will no longer be exashder strong aberrational
measurement conditions, it is flexible enough &dléo exact values (with an error of ca.
2 %) of the diffusion coefficient when evaluatin-€S measurements.

For the sake of completeness it is worth mentiotivag 2fFCS iger seinsensitive to
laser beam astigmatism (Enderlein & Dertinger, 30@/hich can be shown theoretically.

Thus, the new 2fFCS measurement scheme is insensd@i common FCS-inherent
artifacts; namely refractive index mismatch, coli@esthickness deviations, laser beam
astigmatism, and optical saturation. Especiallyintensitivity with respect to refractive

index mismatch makes 2fFCS an ideal tool for proteifolding experiments, since high
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concentrations of unfolding chemicals or high terap#res lead to a significant refractive

index mismatch.

- Two-dimensional, planar diffusion

An important feature of 2fFCS is that it can beilgagpplied to diffusion in planar
systems, for example when measuring diffusion wittell membranes. We specifically
addressed the problem of surface adsorption/degsormf molecules diffusing in a
supported phospholipid bilayer. A theoretical modes$cribing this issue was developed
and successfully applied to 2fFCS and also tozkean FCS technique developed in
Martin Hof's group in Prague (Bendad al, 2003). For both methods, we obtained equal
diffusion coefficients and equah- andoff rates for the adsorption/desorption of molecules
to/from the support.

Furthermore, we measured the influence of differéoffers on the diffusion
coefficient of labeled lipids diffusing in giant lammellar vesicles. It was found that
glucose as well as sucrose leads to slower diffusaefficients, whereas salt-containing
buffers compensate this effect. Compared to supddipid bilayers, a larger diffusion
coefficient by a factor of two was observed. Thésdings are in fair agreement with

recently published data from Przybwoal. (Przybyloet al, 2006).

- Conformational changes of Proteins

The hydrodynamic radii of two calcium-binding priote (calmodulin and recoverin)
were measured as a function of free calcium. Weemiesl minute changes of the
hydrodynamic radius due to calcium-dependent comdtional changes of these proteins.
This has never achieved before with conventioné.FC

In comparison to other published hydrodynamic raflitalmodulin, we found slightly
smaller values. Furthermore, we could not obsdraethe calcium saturated conformation
of calmodulin has a smaller hydrodynamic radiusttie apo-conformation as has been
observed with gel permeation chromatography (SeredsShea, 1996). We found equal
values for both conformations. However, at interiae calcium concentrations we
monitored a conformational state of calmodulin whi@s a slightly larger hydrodynamic
radius than the apo-/holo conformation. This inediate conformation has also been
observed by other groups while e.g. monitoringateessibility of certain peptide bonds to

proteolytic cleavage, using quantitative thromlaotprinting (She&t al, 1996).
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The measurements concerning hydrodynamic radiuecoiverin resulted in a calcium
binding curve which was fitted with a standard Hilbdel. The fit yielded a binding
constant of 2.7 uM and a Hill coefficient of 2.3 dur knowledge, we are the first group
who publishes the hydrodynamic radius for recoverin

In a last preliminary experiment we monitored therinal unfolding of a small protein
(tryptophane cage) as a change in its hydrodynaadas. The acquired data yielded a
melting temperature of 17° C, which does not agrek with findings by Neuweileet al.
using photoelectron-transfer {d; = 35° C) (Neuweileet al, 2005), but is comparable to
the results achieved with UV Raman resonance spssuipy from Ahmedcet al. (20° C)
(Ahmed et al, 2005). Since the term “melting temperature” may refer to the same
feature in different experiments, it is difficuth tlirectly compare different measurement

results.

- Perspective

In addition to the multitude of advantages of 2fF&@&r conventional FCS, upgrading
a conventional (single-focus) confocal microscapa RfFCS system is surprisingly easy,
and several research groups around the globe hreaziya started to reproduce our system
in their lab.

Compared to other methods such as PFG-NMR, gelgmiom chromatography, or
dynamic light scattering, the most striking advgetaof 2fFCS is that it needs only
nanomolar sample concentrations. Especially whemking with proteins, all other
methods sometimes fail due to proteins aggregadiononcentrations needed by these
methods for obtaining sufficient measurement signBthus, 2fFCS combines the
advantages of conventional FCS while reaching ttwmuracy of the most up to date
measurement schemes.

The two-focus measurement scheme is not necessasiicted to precise diffusion
measurements. A possible application is the exaensito the field of fluorescence
intensity (multiple-) distribution analysis FI(M)DA&tc. (Kasket al, 1999; Paloet al.,
2000) concerning the estimation of molecular bmeglss and concentration. Since also in
FIDA and related techniques (Chenal, 1999; Kasket al,, 2000; Palcet al, 2002; Palo
et al, 2005) the data-analysis and estimated resulteighty dependent on the MDF, here
too, the two-focus measurement scheme can helping these techniques to a level of

higher precision.
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10. Appendix

In this section, the theoretical foundations of R@i® be explained and all equations
needed for data analysis will be derived. At fitbe fluorescence correlation function of
freely diffusing molecules as measured with a coalfanicroscopy will be discussed. The
analysis will then be extended to the case of 2fF2fs includes a general description of
the 2fFCS correlation function as well as a new ehoidr describing the molecule
detection function (MDF). Two-dimensional planaffusion will be treated separately,
discussing alternative measurement methods sudheasscan technique proposed by
Benda et al. (Benda et al, 2003). Finally, a model for describing surface
adsorption/desorption effects of molecules diffgsimithin a supported lipid bilayer will
be derived.

The most important equation to mention is the Stdkimstein relation formulated by
Einstein in 1905 in his dissertation and also ia papers (Einstein, 1905a; Einstein,
1905b), which describes the dependence of thesitiffucoefficientD of a small particle (a
sugar molecule in Einstein’s work) on solvent vty temperature and its hydrodynamic

radius, which is also called Stokes radius:

_ kT
6rmr,

(10.1)

whereT denotes the absolute temperatu¢gthe Boltzmann constany, the viscosity, and
rs the hydrodynamic radius. This equation intercotsxébe fundamental parameters

determining the diffusion coefficient and is themef essential for all following
considerations.
A good starting point for further investigationstiee derivation of the autocorrelation

function as measured with a confocal microscope.
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10.1. General aspects of the autocorrelation

function

Any motion or photophysical process of fluorescerdrticles in the confocal
observation volume leads to fluctuations of theeditd signal. These fluctuations are
evaluated in fluorescence correlation spectros¢ef@s). For this purpose, the so called

second-order two-point autocorrelation function (ACy of the fluorescence signalis

calculated:
g(t.t,) ={1(t)1(t.)) (10.2)

where <[>] denotes ensemble averaging. The ensemble averegmge replaced by time

averaging if the system of interest is an ergogstesm and if it is in equilibrium. If so, the

correlation function depends only on the time-défece:

g(t.t)=g(t-t)) (10.3)

Thus, Eqg. (10.2) can be written as:
g(r)=(1(t+7)1(t)) (10.4)

wherein | (t) is the fluorescence intensity at tih@nd I (t +7) is the intensity at time

t+7. In this context, the value of the ACF can be ustb®d as a measure of the
probability of detecting a photon at timeif there was a photon detected at time zero.

In the following we try to find a more detailed daption of the intensity as a function

of time. I(t) is composed of the overall detection efficienclye tconcentration of

fluorophores and of course the shape of the deteéinction:

I(t):sIU (r)c(r.t)dr (10.5)
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wherein c(r,t) is the concentration of the fluorescent molecuegpresents the overall

excitation power and detection efficiency (incluglithe fluorophores properties, such as
guantum yield and extinction coefficient)(r) denotes the probability density to detect a
photon from a molecule located @tthat is the MDF. Since the system of interest is in
equilibrium, fluctuations of the concentration che written as zero-mean fluctuations

around a constant mean value:
c(r.t)=(c)+dc(r,t);  (8dr,9)=0 (10.6)

Inserting Egs. (10.5) (10.6) into Eq. (10.4) yields

g(T):SZIIU(r1)<6c(r1,T)6c(r2,0)>U(rz) d, d, +[s< QI U(r) d} (10.7)

VvV \%

This equation splits the detected signal in twagah time-dependent part and a time-
independent part. The latter can also contain dmuitons from uncorrelated background
noise .

In order to further evaluate the correlation fuoweti an expression for

(8¢(r,,1)8c(r,,0)) has to be found. If fluctuations of the local cenization are solely

caused by Brownian motion (diffusion), then thefluations satisfy the diffusion equation

95e(ry) _ D@, oc(r t)
ot (10.8)

whereinD is the diffusion coefficient of the fluorescent lexule and\, denotes the three-

dimensional Laplace operator. The solution of ggsation can be expressed with the help

of the Green functio®(r,t|p,0) as:

&c(r,t) = [8¢(p,0) G(r,tlp.0 ¢ (10.9)

\
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The Green-function describes the probability derigiat a molecule moves from to p

within time t. It is itself is a solution of the diffusion equati satisfies the boundary

conditions of the given sample and obeys the Irsbadition:
G(r,,0]Ir,,0=8(r,-r,) (10.10)
Thus, we can write:

(3c(r,,1)8¢(r,,0)) = [ (3¢(p,0)3(r, . Q) G(r, T b .0 b (10.11)

As long as the concentration fluctuations are noatially correlated the following

expression holds:
(8¢(p,0)3c(r,,0))=(5¢)3(p-r,) (10.12)

If we further take into account that the number(rdn-interacting) particles in a finite

volume follows the Poisson statistics, we can write

(8c*)=(c) (10.13)

This leads to:
(8¢(r,,1)8c(r,,0)) = () G(r,. T, .0 (10.14)

Inserting EqQ. (10.14) into Eq.(10.7) yields theafiform of the correlation function:

g(t)=&c[[U(r) G(r, .tIr, 0) U(r,) d1d2+[ecj Ur) d+ ,ggT, (10.15)

VvV \%

whereinc is the concentration of fluorescent moleculemwlecules / sample volumely
is the background intensity which accounts for wredated detection events, such as dark

counts from the detectors etc.
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Often, Eqg. (10.15) is written in the so called nalized form:

a(t) =gg(% (10.16)

)

For freed -dimensionally diffusing molecule@(rl,T | r2,0) is given by:

r—r)
G(r,,tIr, 0)=G(r, -1, ) = ——g5 ex{—% (10.17)

Note that Eq. (10.15) and (10.16) are only validoag as the following requirements are
satisfied:

The system of interest has to be in the equilibramd has to fulfill the ergodic theorem
(Birkhoff, 1931). Furthermore, we assumed thatftherescent molecules do not interact
and that any correlation between the detecteddhkemnce photons is due to diffusion, i.e.
the molecules do not blink or exhibit other photyggbal properties. As soon as other
processes occur which correlate the fluorescenpgsties of the molecules (i.e. anti-
bunching, triplet state dynamics) Eq. (10.15) d@16) have to be extended.

An interesting feature of the ACF is that from HG0.15) the concentration of

molecules in the sample can be derived:

:EZCHU (r,)o(r,=r,)U(r,)drd, (10.18)

Dividing Eq. (10.18) byg(oo) and taking the reciprocal, Eqg. (10.18) can be amitis:

o) :Ciiu (r)dr+ Ibg}
9(0)-g(w) IUz(r)dr (10.19)

\

If Ing is negligible, one can define the effective voluvge
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(10.20)

so that
_ @) oy = (10.21)

where N is the average number of particles within the cieda volume. A typical

autocorrelation function of a free diffusing dy&t0655) is shown in Fig. 33.

Fig. 33: Typical autocorrelation curve
representing free three-dimensional
diffusion of the fluorescent dye Atto655
in water. Atto655 has the property that

ll it exhibits no triplet state in its

w
T

unbound form, and is thus perfectly

correlation [cntszlsz]

applicable for diffusion measurements.

N
2
T

1.5

10° 10"
time [s]

The leveling-off of the ACF at long lag time repeats the time-independent part of

Eqg. (10.15), which in turn is equal to the squdréhe mean number of photons detected
within measurement time.

10.2. Extending the theory to two-focus FCS

Let us now consider two identical MDF's which asmgekally shifted by a fixed

distance&dx . This can be expressed simply by shifting theiorg one MDF byodx :
U(r) - U(r+0ox) (10.22)

With a simple coordinate transformation
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r, - r+o0x (10.23)

one can express this shift also through the Greeatibn from Eq. (10.17) and leave the
MDF unchanged:

G(r,-r, 5x,t)—(4ﬂDt)% ex;{ 2Dt } (10.24)

When using two MDFs, it may be useful to modify E§0.15) slightly since during an
experiment the overall excitation power and detecefficiencye may be different for

both MDF’s and should be better referred teiande,, respectively:

g(t.ox)= elezc” u(r,) G(r,-r,=-ox,) U(r,) d,d + g (10.25)
VvV
whereg.. now is given by

d. :[elcju(rl) a, + Ibg}[ezcju(rz) o, + Ibg} (10.26)

When settingd =0 in Eq. (10.25) and replacinge, by eithere? or €2, one yields the
ACF for separate detection volumes, respectivellys#bsequent derivations will be done
on the basis of Eqgs. (10.24)-(10.26).

10.3. Finding a good description for the MDF

A crucial point for evaluating the integrals in §36€.25) and (10.26) is to find an
appropriate description of the MDB (r) In conventional FCS, the MDF is often

assumed to have a 3D-Gaussian shape, i.e.

U (r) =erx{_2(x i )— 222] (10.27)
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where{x, y,z} are Cartesian coordinates wilalong the optical axis, and the parameters

ro andz, define the transverse and axial extension of tbd-Nji.e. detection volume). An
advantage of this description is that the resultingelation function can be given in a
closed analytical expression. Unfortunately, thisdel does not describe the MDF

sufficiently well as is shown in section 4.2. A ragealistic expression is given by

U(r)= V\/;((Zz)) exp{—v\fi(j( X + f)} (10.28)

wherew(z) andk(z) are given by

2 V2
w(z)=w 1+(%} ] (10.29)
and
_o [ P _2p . L 2a?
/((2)—20 R (2 exr{ R( chb—l exE /| )J (10.30)

and the functiorR( z) is defined by an expression similar to Eq. (4.2):

2 Y2
R(2) = 3[1{ ;;zfn] ] (10.31)

In the above equations),, is the excitation wavelength, ankl,, the center-emission
wavelengthn is the refractive index of the immersion mediunaigv), a is the radius of
the confocal aperture divided by magnification, ang and R, are two (generally
unknown) model parameters. Eq. (4.2) is nothing #ian the scalar approximation for the

radius of a diverging laser beam with beam waistiusaw, (see e.g. (Enderlein &

Pampaloni, 2004)), and Eq. (4.3) is inspired bylieawork of Qian and Elson (Qian &
Elson, 1991) and Rigleat al. (Rigler et al, 1993) concerning the point spread function of
confocal imaging. It should be noted that, althokgh (4.1) looks like the sometimes used
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Gauss-Lorentz profile, it i:mot such a profile due to the presence of the nonatrivi

amplitude functionK(z) given in Eq. (4.3). Thus, in each plane perpendicto the
optical axis, the MDF is approximated by a 2D-Gausslistribution having WidthN( z)

and amplitudex (z) /W ( 2

10.4. Evaluation of the resulting correlation

function

As mentioned above, the description of the MDFiasrgby Eq. (4.1) is characterized

by just two parametersy, andR,, similarly to the standard Gaussian model. In this

regard, the proposed new model and the Gaussiarelnaod equally well applicable;
although gives a much more realistic descriptiorihef actual MDF. The proposed new
MDF model does not lead to a closed analytical fofrthe resulting ACF, but hat to be

evaluated numerically via the double-integral:

s et

[ (z,- 252
exp

(10.32)

t st v (z)+ w(3) 2%

Nonetheless, using state-of-the art PCs, numeeigalation of this expression is fast and
no hindrance to practical applications of the abexgression in experimental data fitting.

For doing that it is convenient to change varialbdes

_5L— 7 _ 5%t Z
a= , b= 10.33
>JDt 2 (10.33)

leading to the expression
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) - K(b—\/ﬁa)K(bh/Bta)
g(t,8)=g. +2£1820x/1_T£ adf db8Dt+vv2(b-\/ﬁa)+ w?( b+ Dtg

) 28°

_8Dt+vv2(b—\/ﬁa)+ V\f( bh/Bta) '

(10.34)

exp —a

It should be mentioned again that settig O in Eq. (10.34) and replacinge, by either
g2 or €5 one yields the ACF for the individual detectioruraes, respectively.

Becausew and Kk are rapidly decaying functions for large argumehe infinite

integrations overm andb can be approximated by numerically evaluating ititegrals

within a finite two-dimensional strip defined t#yi N Dta‘ < M, whereM is a truncation

value chosen in such a way that the numerical iat&m result does not change when
increasingM further. Numerical integration is done by usingsimple finite element
scheme. Convergence is checked by testing whdtbarumerical result remains the same
upon refining the finite element size and wheneaasing the threshold valié

The above equations are becoming slightly more ¢éexnwhen the laser focus is not
described by a circular but an elliptic Gaussiagtritiution (which is always the case when
focusing a linearly polarized beam). Assuming titet principal axes of the laser beams

are parallel to the- andy-axes, and denoting now the smallest beam waistalacg the

principal axes withw,, andw, ,, one has now two functions; (z) and w, ( z) describing

the laser profile, anav’(z) in Eq. (10.32) has to be replaced [biyf(z)+ W ( z)}/Z. Two

keep things simple and not to increase the numbendependent parameters, we will

assume that theffectiveradius weﬁ(z):\/[V\f( 2+ vi( ﬂ/z is still sufficiently well

described by the right hand side of Eq. (4.2) wiingle parametex, .

Data fitting is performed with least square fittiofja model curve, Eq. (10.34), against
the measured ACF&=0, £¢&, replaced by eithers’or £2) and cross-correlation
simultaneouslyn a global fit. As fit parameters one hals/E, 52\/6, D, w,and R,, as
well as three offset valueg, . The distancé® between the detection regions is determined

by the properties of the Nomarski prism (see sadli) and has to be exactly knoan

priori, thus introducing an external length scale inttadavaluation. It is important to
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notice that a crucial criterion of fit quality isohonly to simultaneously reproduce the

temporal shape of both ACFs and the cross-coralditinction, but also to reproduce their
three amplitudesy, , - g, using only the two parametesg.\/a and 52\/6. The relation

between the amplitudes of the cross-correlatiootion and the amplitudes of the ACFs is

determined by the overlap between the two MDFs, tand by the shape parameteyg
and R,. Thus, achieving good fit quality for the relatigenplitudes of ACF and cross-

correlation strongly helps to find the correct wsuof these parameters. Typical fitting

time on a state of the art PC takes ca. 1 min usiogstom writteatlab routine.

10.5. Free, two-dimensional, planar diffusion

For evaluating the correlation function of two-dms@nal planar diffusion, we need to
find expressions for a two dimensional MDF, wheréas Green function describing two-
dimensional free diffusion is already given by Ep.24) settingd = 2.

Since two-dimensional, planar diffusion proceedfagonally to the optical axis (z-
direction) of the microscope, the two-dimensionddMis derived by taking a slice of the
three-dimensional MDF in Eq. (4.1) at the apprdprigposition. Thus, the two-

dimensional MDF is given by

U(r):U(x,y|z)):v\/;((Z;0)) ex{— 2 (?(+ 9)} (10.35)

Note that in the above equatiap is fixed. To get an expression for the resulting
correlation function, the MDF from Eqg. (4.5) is poto the two-focus correlation function,
Eq.(10.25),

(_ or? 22 _(rz—r1+8x)2}rg
W W 4D ”
(2) vi(3) t (10.36)

with
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2
9. = Tegs, 45152 k(2)" (10.37)

In its normalized form, the ACF now reads

2
o (t1%,9) =—g(t| %.9) 1= L L > exp - ° : (10.38)
9., T1C 4Dt +w( 7, 4Dt+ W z)

When settingd equal to zero one yields the ACF for one detectmome:

1 1
ACE_ (t = 10.39
norm( | %) ﬂC4Dt+W(%)2 ( )

If W(ZO) is known, D can be calculated from the above equation. Unfaitily,

estimatingw(zo) is difficult, since one would have precise knowgedf the position of

the laser focus relative to the plane where diffugakes place. Bends al. (Bendaet al,
2003; Humpolickovaet al, 2006) developed a smart technique to measurelu®so
diffusion coefficients in planar systems by perforgymeasurements at various positions

2. This technique is called z-scan FCS. When intcodyuthe diffusion timer .

w(2)’
= 10.40
o (%)=—,5 (10.40)
Eqg. (10.39) can be expressed as
ACE,.(tl3)= = . N=V\, =g (10.41)
fita”
7o (%)

When applying the z-scan FCS, one measures AC&$fio$ing molecules within a planar

lipid membrane for different vertical positions thie membrane with respect to the focal

plane and estimateso(z). Because there is a stringent correlation betwhegergence

and waist of the MDF (see Eq. (4.2)), Eq. (10.40) be rewritten as
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Wl (Az)
D Elh(—nwgn” (10.42)

We verify the accuracy of this assumption by scagthe PSF as shown in section 4.2.
Thus, plotting the measured diffusion time as affiom of the vertical position of the laser
focus (i.e. the objectives position) will lead tgarabolic graph. This graph is fitted with
the diffusion coefficient and the focus beam waistfit parameters and yields absolute
values for them.

Alternatively, using 2fFCS and knowing the exadtainced between the laser foci,

one can obtain the values mf(zo) andD already from a single measurement. Dividing

the measured cross-correlation curve (XCF) thrabhghACF leads to (see Eq. (10.38)):

P

52 2
XChom _ ay -2 |=ex _% (10.43)
ACF,_ 4Dt +w(z) w(z)°/4 D+ t
P2

Here we assumed thaf = &,. It is evident that from the fitting parametg@xsthe diffusion
coefficient can be extracted easily and frpmw( zo) can be derived.

Thus, both methods will give the same values féfusion coefficients. On the other
hand, the distancéd between both foci in the two-focus setup can hendodemanding
that zscan FCS and 2fFCS yield identical results. Irtisect.3 we apply this method to
achieve the exact distance between the two foouofsystem and in section (6) we apply
2fFCS andzscan FCS to the special case of two-dimensiomhifysing molecules who
tend to adsorb to the supporting surface.

It should be also noted that, due to the slightcefitre position of the two laser foci
with respect to the confocal aperture, the appatstance between the Gaussian intensity
distributions becomes slightly smaller when moviagher away (> 21m) from the focal
plane. However, in the subsequent 2fFCS data asatyss slight bending of the MDF is
ignored and we used the model MDF as describedgm E.1)-(4.4), assuming axial

symmetric MDFs with a lateral distance that is peledent orz-position.
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10.6. Surface adsorption/desorption in planar

systems

In the following we will consider two-dimensionalffdsion of molecules within a
supported lipid bilayer which can undergo adsorptiand desorption to/from the
supporting surface. The situation and mathematiparoach is similar to (Lietet al,
2003; Starr & Thompson, 2001), where the authorsidered three-dimensional diffusion
in solution above a surface and adsorption/desoritinetics to the surface. However, the
final result will be quite different, and no closadalytical solution can be derived in our
case.

The starting point for the calculations is agaim tlorrelation function as given by Eq.

(10.25). The two-dimensional MDB (r) is again described by Eg. (4.5). Then, the two

focus-correlation functiory (t| z,9) is given by:

9(t1%.0)=&,c*( 7) W ( 3)

o 2ol e ] (1044)
[ S e o g

A

where g, is given by Eq. (10.37). As before, the Green 1ﬁmmx:G(r1 —rz,t) denotes the

probability density that a molecule moves from posir, to positionr, within timet,

taking now into account possible adsorption ancogeg®n to and from the supporting

surface. All integrations are performed over theolwhtwo-dimensional surfacé\. It

should be noticed that the final resgl(t| Z, ,5) depends only on the absolute vathiebut

not on its direction. The result for the autocatiein of one focus is again obtained by

setting d =0 in the above expression.

The problem now is to find an expression f@(r, -r,,t). Let us denote the

probability density to find a freely diffusing malele at positionr and timet by a(r,t)

and the corresponding probability density to fimdaalsorbed (bound) molecule at position
r and timet by b(r,t). The equations governing the temporal evolutiothese functions

are
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?: DAa-k a+ k b

att) (10.45)
P -k a-kb

ot

where D is the diffusion coefficientA denotes the two-dimensional Laplace operator,

and k, andk_ are the adsorption and desorption rate constdm®Iecule to and from the
supporting surface, respectively. Under equilibricomditions, the probabilities to find a
molecule in a freely diffusing or an adsorbed state k_/(k, +k ) and k, /(k, +k ),
respectively. Since the partial differential eqaatisystem from Eq. (10.45) is linear,
G(r, -r,,t) can be found as the sum of solutionsadf, -r,,t)and b(r, -r,,t), with

initial conditions:

(10.46)

Applying a Fourier transform to Eqg. (10.45), thduson for the Fourier transform of
G(r, —r,,t) can be found in a straightforward way as:
k, +k + Kk +A)+( k- k) Dy
o=k Tk +a)+ (k- k) o
2(k, +k.)

(ko k) (k +k =A)+(k - k) Df
2(k, +k)

exp(wt —iq,)
(10.47)

exp(at —iqL,)

where q is the Fourier transformed coordinate, and theah#tions

_ DoP+k, +k FA

? 2 (10.48)
A* =(Dg?+k, - k_)2 +4k k
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were used. Converting Eq. (10.47) back to real espand inserting the result into

Eq.(10.44), yields the final result for the autoe&s-correlation function

9(t]z.9)= %T q Aexplw - Aexdw,}] I( ) ex()—#) de¢ g  (10.49)
with
A =ee,0k"(2) w'( 7)
_(k+k)(k +k+a)+(k-k) D4
’ 2(k, +k)A

(k. +k)(k +k =A)+(k - k) D§
2(k, +k.)A

(10.50)

wherein J, is Bessel's function of the first kind (Abramowig& Stegun, 1984), andy,,

denotes the constant offset of the autocorreldtiontion reached at — o In the limit of
vanishing adsorption rate constant, i.e. uninhibiteee diffusion in a plane, this results

reduces to the standard expression of Eq. (10.36):

4

, i (10.51)
e, K)o 9 ‘g
4 4aDt+w(z) 4Dt+ W z)* |

9(tl%.0)= %T dqqd( ) exp[-M} g

When using EQ.(10.49) for fitting our experimentidta, the occurring integral was
evaluated numerically by using a standard Rombaegration scheme (Teukolsky al.,
1992).

10.7. General considerations: Microsecond
blinking
Most fluorescent dyes used in FCS experiments éxtait photophysical transitions

between fluorescent and non-fluorescent statesseltransitions can be e.g. light induced

transitions into the non-fluorescent triplet stéietersystem crossing) with subsequent
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return to the ground state, or conformational fkations between a fluorescent and a non-

fluorescent state such as the trans-cis-conformatitransitions in many cyanine dyes.

This so-called blinking of molecules may appeatiorescales ranging from nanoseconds

up to hours (e.g. in photoswitchable proteins (Hibat al, 2005) ). A typical ACF with

ps-blinking is shown in Fig. 34.

The red dotted part of the
ACF is clearly different from
that in Fig. 34. This yus-decay
reflects the probability that
the diffusing molecule which
was fluorescent at time zerc
has switched into a non-
fluorescent state. A standarc
assumption in  modeling
these fast blinking processe:
in an ACF is that blinking
occurs on a much faster time
scale than the diffusion out
of the detection volume. In
that case, the ACF decay due
to blinking can be simply
described by multiplying the

w
o

2.5¢

correlation [(cnts/s)z]

L
-2

10 10

time [s]

Fig. 34: A typical autocorrelation curve with ps-
blinking dynamics (indicated with red dots). The
sample was Cy5 in water. This dye exhibits ps-
blinking because of a light driven cis-trans-
isomerization, where only one state is fluorescent.
Excitation power was 40uW @ 40/3 MHz

repetition frequency.

diffusion-generated ACF with an additional exporednterm of the form (Widengreat

al., 1995)

Oblink (t) =1-T+T exﬁE_L) (10.52)

Tblink

whereT is the fraction of molecules which are in thetie hon-fluorescent state, amg

is the total transition rate into and out of the4fluorescent state.



11. Materials and Methods

- Chemicals

Red fluorescent beads (PS-Speck Microscope Pounc8dit P7220) were purchased
by Invitrogen GmbH (Karlsruhe, Germany). Guanidimglrochloride (> 99 %, GdHCI)
was purchased from Sigma-Aldrich Chemikalien GmbHiifich, Germany). Atto655 in
the form of carboxylic acid and as NHS-ester weuecpased from Atto-Tec GmbH
(Siegen, Germany). Deuterized methanpl®9.8 atom %) was purchased from Sigma-
Aldrich Chemikalien GmbH (Munich, Germany). DOPQIddOPE-Biotin was purchased
from Avanti Polar Lipids (Alabaster, AL, USA). DOPEas purchased from Sigma (St.
Louis, MO, USA). Other chemicals (methanol, chlorof, glucose, Cagl KCI, MgCl,
HEPES, etc) were purchased from Sigma, Fluka (Stlle® Switzerland) or kmf
Laborchemie Handels GmbH (Lohmar, Germany). Neidnawas purchased from Pierce
Biotechnology Inc. (Rockford, IL, USA). ITO-coatever slides were purchased from
SPI Supplies (West Chester, PA, USA).

- Preparation of guanidine hydrochloride solutions

A 6.63 M stock solution of GAHCI in water was preggh By diluting this stock,
solutions with lower GAHCI concentrations were madencentration of the dilutions was
checked by measuring the refractive indices. Salvestosities were estimated out of the
concentrations following Kawahara and Tanford (Khara & Tanford, 1966). For
measurements a small fraction of Atto655 carboxgticd dissolved in bi-distilled water

was added (5 pl/ ml).

- Preparation of calcium buffers

The calcium buffers are prepared according to datktescribed by Tsien and Pozzan
(Tsien & Pozzan, 1989). This method is based on pheciple that when the
concentrations of calcium and EGTA are very clasedch other, the only free calcium
available is that which is in equilibrium with EGTAhus, the free calcium concentration
is a function of the dissociation constany)(léf Ca-EGTA. The I§ of a chelator, varies
with ionic strength, pH and temperature. To atte@icium and EGTA concentrations
sufficiently close to each other, one must cargfgknerate a solution of the CaEGTA
complex. This is accomplished by a “pH-metric” naethwhich makes use of the fact that

the ion binding of EGTA causes an acidificationtlsé solution. With this method, the
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concentrations of calcium and EGTA can be verifiecbe within 0.5 % of each other.
Thus one prepares a buffer containing 10 mM CaE@MhA a buffer containing 10 mM
K,EGTA. By cross-diluting both buffer at different tices different free calcium
concentrations are set up. The free calcium conagor in each dilution can be calculated
from the Ky of CaEGTA.

Our buffers have the same composition as the kmffehich can be purchased from
Invitrogen GmbH (Karlsruhe, Germany). Calcium conications of the self made buffers
could therefore directly be cross checked with tBalcium Calibration Kit with
Magnesium #2 from Invitrogen GmbH using the calcsmnsitive dye fura-2 and bis-fura-
2 (both from Invitrogen GmbH) as well as calciuraattodes. For this reason we recorded
a response curve of fura-2 / bis-fura-2 and theigal electrodes depending on free
calcium concentration with the calcium calibratikit with and afterwards we measured
the self-made buffers under the same conditions astimated the free calcium
concentration by using the reference curves.

At higher free calcium concentrations bufferingiWEGTA is not anymore appropriate
due to its low K. Thus, we used a different calcium chelator, ngmétilotriacetic acid
(NTA), which has a lower Kfor calcium. These buffers where only checked vifta
calcium electrode. It was checked that the diffec@icium concentrations have no effect
on viscosity, i.e. all calcium buffers have the sawscosity. Also, the viscosity of the
different buffers where not affected by the uselifferent calcium chelators (difference in
viscosity < 1 %). Compared to water the calciumfdnsf were 1.8 % more viscous at
20 °C.

Measurement chambers were stored with 2 % BSA ah@0ONaH. Before use they

were washed gently with bi-distilled water.

- Preparation of wild-type calmodulin

Cloning of the calmodulin WT (wild-type) gene wasné by Dr. Wolfgang Boenigk,
INB-1, Forschungszentrum Juelich, Germany. The @dirtin gene has been amplified via
PCR from single stranded cDNA from bovine retingahwprimers, which have been
synthesised based on human, rat, and mouseseqUdm®c®CR product has been cloned
and sequenced with an pBluescript SK(-) vector.r&sgion of calmodulin was facilitated
in E. coli BL211ys E. For this purpose 500 ml LBdnen with 100 mg Ampicillin and 18
mg Chloramphencol have been inoculated in cellsrogkt that way that at the beginning

an ODyoo (optical density at 600 nm) of 0.025 was achievBade cells have incubated



Materials and Methods 83

under permanent movement at 37 °C untilsgd®vas at 0.6. Then induction was has been
done by adding IPTG to a final concentration of 1LnmiVe cells have then been incubated
for 2-3 more hours. After that, cells have beenledavith ice and filled into pellets via
centrifugation. Pellets are put in 20 ml ice coldte&r 20 mM TrisHCI, pH 8.0. They are
then sonified 6 times for 10 s. Subsequently tHetism is centrifuged for 30 min at 4 °C
with 17600 g. The excess is incubated for 10 migdatC. After cooling down to 4 °C the
solution is again centrifuged under the same canditas before. 120 ul CaG$ added to

the excess. Purification is done with a phenylsepd@CL4B-column.

- Labeling calmodulin with Atto655-NHS-ester

CaM was labelled with Atto655-NHS-esther an amieactive dye and followed a
standard labeling procedure like proposed fromttagien. To 1 ml protein [~10 pM]
solution in PBS buffer 100pl 1M NaHGQpH 8.3) was added and also equimolar
amounts of Atto655 in DMSO (only few ul) were addédbeling was done overnight.
Unbound dye was removed with a PD 10 desaltingneolirom GE Healtcare, Germany
(former Amersham Biosciences). To remove unspediband dye from the CaM the
sample was twice dialyzed against 21 HEPES buffettaining 100 mM MgGl| 150 mM
KClI overnight at 4 °C.

- Purification and labeling of recoverin

Recombinant wild-type (WT) recoverin was heterolaglg expressed k. coli and
purified by column chromatography exactly as désatiin (Permyakowet al, 2000a;
Seninet al, 2003). Myristoylated forms were obtained by cpression of the plasmid
pBB-131 containing th&l-myristoyltransferase 1 (NMT1) froaccharomyces cerevisiae
(kindly provided by Dr. J.l. Gordon, Washington Uetisity School of Medicine, St. Louis,
USA) as described previously (Permyalaial, 2000b; Seniret al, 2003). The degree of
myristoylation was determined by reversed-phashk paformance liquid chromatography
(HPLC) analysis as described (Hwang & Koch, 200&ha either Vydac 238TP C18
reverse-phase column (4.6 x 250 fior a Phenomenex Luna reverse phase column (5
um; 18; 4.6 x 250 mM The Alexa647-maleimide dye (Invitrogen GmbH, Karhe,
Germany) was attached to a cystein at positiorLd@Beling was done with an Alexa647:
recoverin ratio of 3 (6 UM : 2 uM) in 2 ml 200 mKCI, 30 mM HEPES pH 7.2, 1mM
EGTA overnight at room temperature. Separationrdfound dye via a PD 10 desalting

gel filtration column from GE Healthcare, Germaforfner. Amersham).
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- Labeling of DOPE with Atto655-NHS-ester

1.14 pmol DOPE, 1.14 pmol triethylamine and 1.6 pAio655-NHS-ester were
dissolved in 60 ul anhydrous methanol and incub&ed®0 min at room temperature.
Reaction progress was followed by thin layer chrmgeaphy using silica gel 605
plates (Merck, Darmstadt, Germany). The plates wirecloped with a 60:25:4 (v/v)
mixture of chloroform: methanol: water. Atto655-DERvas purified by chromatography
on a silica gel column (eluent: chloroform: methamater 60: 25: 4 (v/v)). The presence
of Atto655-DOPE in each fraction was monitored byntlayer chromatography. The
solvent was removed and Atto655-DOPE was solvezhinydrous methanol and stored at

-20 °C under a nitrogen atmosphere until use.

- Preparation of giant unilamellar vesicles

Giant unilamellar vesicles (GUVs) were preparedgshe electro-formation method
introduced by Angelova and Dimitrov (Angelova & Dirov, 1986). Solutions of lipids in
chloroform were handled in glassware only and stoe¢ -20 °C under nitrogen
atmosphere. A mixture of labelled and unlabellepidg (labeling ratio 1:400,000)
containing 0.1mol % biotinylated lipids in chlorefo was distributed evenly on one ITO-
coated glass slide. The solvent was evaporatedruratkiced pressure. 4-5 g/ cm?
remains on the glass slide. A second ITO-coatedsgklide was incubated with a
neutravidin (0.1 mg/ml) solution for 15 minutes kaild a self-assembled protein layer
(Bolingeret al, 2004).

The electro-formation cell was assembled by plaeitgilored 1 mm thick soft silicone
seal in-between these two cover slides and filléth glucose solution. An electric field
(15 Vicm, 15 Hz) was applied for 2 hours. Afterrf@tion giant vesicles were immobilised

at the neutravidin-coated glass by binding of tie¢ifylated lipids to neutravidin.

- Preparation of supported phopholipid bilayers

DOPC (1, 2 — Dioleoyl-sn-Glycero-Phophocholine) waschased from Avanti Polar
Lipids (Alabaster, AL). DOPE (1, 2 — Dioleoyl-sny@ero-3-Phosphoethanolamine) was
purchased from Sigma (St. Louis, MO). Atto655-NHs$ee was purchased from Atto-Tec
GmbH (Siegen, Germany). All other chemicals werecpased from Sigma, Fluka (St.

Gallen, Switzerland) and kmf Laborchemie Handelsb@®niLohmar, Germany).
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To label the headgroups of the phospholipids wité tluorescent dye, 1.14 pumol
DOPE, 1.14 umol triethylamine and 1.6 pmol Atto®83S-ester were dissolved in 60 pl
anhydrous methanol and incubated for 90 min at rtemperature. Reaction progress was
followed by thin layer chromatography using silgel 60-ks, plates (Merck, Darmstadt,
Germany). The plates were developed with a 60:2%5/4) mixture of chloroform:
methanol: water. Atto655-DOPE was purified by chabmgraphy on a silica gel column
(eluent: chloroform: methanol: water 60: 25: 4 Jy/ M he presence of Atto655-DOPE in
each fraction was monitored by thin layer chromedpgy. The solvent was removed and
Atto655-DOPE was dissolved in anhydrous methandlstored at -20 °C under a nitrogen
atmosphere until use.

DOPC was dissolved in chloroform. The solutionsemesindled in glassware only and
stored at -20 °C under a nitrogen atmosphere. Aumrexof labelled and unlabelled lipids
was made by mixing appropriate amounts of lipidisohs (labeling ratio 1:400,000). The
solvent was evaporated under reduced pressure.sdimple was kept in vacuum for
additional 45 min to remove remaining solvent. Tipa-film was hydrated with double
distilled water. Vesicles were produced by sontf@ato clarity, during which the solution
was kept in an ice-bath. For sonification the wpisator Sonifier Cell Disrupter B12
(Branson, Danbury, CT) was used, yielding a sotutib vesicles with a diameter of 80—
100 nm (verified by dynamic light scattering). Thgid concentration in the vesicular
suspension was 500uM. Metal particles originatinognfthe sonicator tip were removed by
centrifugation.

Borosilicate glass cover slides (Menzel GmbH + OB, Braunschweig, Germany)
were cleaned with freshly prepared piranha solu{@m% HO, and conc. K5O, ratio
2:3), washed extensively with water and dried straam of nitrogen. To build a supported
bilayer on the glass slide by vesicle fusion, tlesiele suspension was deposited on the
glass slide and incubated for 3 min at room tenpezaRedundant vesicles were washed
away. The resulting membrane was never exposed.tdte formation of a continuous
supported bilayer under these conditions was eerifiy fluorescence microscopy imaging

and fluorescence recovery after photobleaching (FRA

- Pulsed-field gradient NMR
We performed NMR measurements in deuterated mekarsmlutions of Atto655 at
three different concentrations: 3.4 mM, 1.1 mM &d mM. NMR measurements were

made with Variant INOVA 600 MHz spectrometer opigtat the'H frequency of
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599.644 MHz. Self-diffusion coefficient measurensewere performed applying the BPP-
LED sequence (Karlicek & Lowe, 1980; Chetnal, 1998; Corngt al, 1989; Fordhanet

al., 1994; Wuet al, 1995; Gibbs & Johnson, 1991; Morris & Johnsor§2)9 The DOSY
spectra were acquired at 25 °C. We used a thertrid3@ from Variant with temperature
accuracy better than + 0.05 %. The data were delieavith no spinning. The self-
diffusion coefficients were obtained in the followgiway. We calibrated our gradient using
the D-values previously obtained by NMR at 25 °C with naethanol g sample
(Weingartneret al, 1989), namely for CEDH (D = 2.22 x 10 n/s) and for CHBOD (D

= 2.18 x 10 n'/s). The gradient strength was logarithmically @mented in 15 steps from
14.52 G/ cm up to 56.22 G / cm The following exmental settings were used: diffusion
time, A was 40 ms, gradient duratio®,was 800us, the longitudinal eddy current delay
was 20ms, acquisition time was 3 s. Details of dpparatus and procedure are given
elsewhere (Holz & Weingartner, 1991; Price, 1998ta%ek, 2002; JohnsonJr., 1999) The
reported self-diffusion coefficient is averagesroaeleast 10 measurements which agreed

to within £ 0.5 % and the overall accuracy of tla¢adis estimated to be better than £ 4 % .

- Temperature control and Pifoc of the 2fFCS setup

Sample temperature was controlled by using a cusiaid brass sample holder that
was kept at a constant temperature by circulatiagexvthrough channels in the brass
holder. Water temperature was kept at the desieddgewith a thermostat (F12 + MB,
JULABO Labortechnik GmbH, Seelbach, Germany). Ift retated opposite sample
temperature was kept at 25 °C throughout all 2fF&Beriments. For PSF scanning,
fluorescent beads (PS-Speck Microscope Point Sokitcé?7220), (Invitrogen GmbH,
Karlsruhe, Germany) were immobilized on a coveesiaid scanned through the detection
region of the 2fFCS system using a piezo scan t@ld>-527.2CL, Physik Instrumente,
Gottingen, Germany) for moving the sample horiziyt@vith step size of 50 nm), and a
piezo actuator (PIFOC P-721-20, Physik Instrume@titingen, Germany) for moving the

objective vertically.



12. Acronyms

2fFCS two-focus Fluorescence Correlation Spectrogcop
3DG Three-dimensional Gaussian

ACF Auto-Correlation Function

ALEX Alternating Laser Excitation

BSA Bovine Serum Albumin

CaM Calmodulin

Cafﬁ-CaM Calmodulin which has bound four calcium ions
Ca?-CaM Calmodulin which has bound only two calcium ions
DIC Differential Interference Contrast

DLS Dynamic Light Scattering

DOPC 1, 2 — Dioleoyl-sn-Glycero-Phophocholine

DOPE 1, 2 — Dioleoyl-sn-Glycero-3-Phosphoethanolamine
EGTA Ethylene Glycol-bis(beta-aminoethyl ether)-N,N,N;N etra acetic
FCS Ii(l:ll((j)rescence Correlation Spectroscopy

FRAP Fluorescence Recovery After Photobleaching
GdHCI Guanidine Hydro Chloride

GPC Gel Permeation Chromatography

GUV Giant Unilamelar Vesicle

HPLC High Performance Liquid Chromatography

MDF Molecule Detection Function

N.A. Numerical Aperture

NHS N-hydroxysuccinimide

NMR Nuclear Magnetic Resonance

NMT1 N-myristoyltransferase 1

NTA NitriloTriacetic Acid

PCR Polymerase Chain Reaction

PFG-NMR Pulsed-Field Gradient Nuclear Magnetic Resonance

PIE

Pulsed Interleaved Excitation



PSF
ROS
SPAD
SPB
TC
TCSPC
Trp
TTTR
UVRS
WT
XCF

Point Spread Function

Rod Outer Segement

Single-photon Avalanche Diode

Supported Phospholipid Bilayer
Tryptophane cage

Time-Correlated Single-Photon Counting
Tryptophan

Time-Tagged Time-Resolved

Ultraviolet resonance Raman spectroscopy
Wild Type

Cross-Correlation Function
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