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Kurzzusammenfassung 
Die Ursachen der optischen Effekte und der chemischen Stabilität von BiB3O6 wurden 
mit der gradienten-korrigierten hybrid B3PW-Methode der  Dichtefunktionaltheorie im 
Rahmen eines Gauß-orbital-basierten CO-LCAO Schemas untersucht. Bei Einschluß der 
Spin-Bahn-Kopplung liefert das B3PW Hybrid-Funktional für die indirekte Bandlücke 
Näherungswerte von 4.29~4.99 eV, die näher am experimentellen Wert von 4.3 eV liegen 
als die HF, LDA oder GGA Ergebnisse. Mit Hilfe einer Populationsanalyse der 
Kristallorbitale wurde eine detailierte auf first-principles Berechnungen beruhende 
Analyse der Bindungsverhältnisse durchgeführt. Es wurde festgestellt, daß die Bi 6s und 
O 2p Orbitale in einer primären Wechselwirkung koppeln, woraus bindende und 
antibindende Zustände unterhalb der Fermi-Energie entstehen. Die Bi 6p Orbitale sind an 
einer sekundären Wechselwirkung mit den gefüllten antibindenden Bi 6s-O 2p Orbitalen 
beteiligt.  Die strereochemische Aktivität des freien Elektronenpaares auf Bi entsteht im 
wesentlichen durch die primäre Wechselwirkung in den besetzten antibindenden Bi 6s-O 
2p Orbitalen. Es wurde gefunden, daß die Bi 6p Orbitale nicht wesentlich für die nicht-
sphärische Form des freien Elektronenpaares auf Bi verantwortlich sind.  Die Dichten der 
optischen Absorption des gesamten BiB3O6 Kristalls sowie der [BiO4]5-, [BO3]3- und 
[BO4]5- Einheiten wurden individuell berechnet. Es ergab sich, daß die [BiO4]5- Einheiten 
hauptsächlich für die optischen Eigenschaften von BiB3O6 im Bereich langer 
Wellenlängen verantwortlich sind. Der Grund hierfür ist, daß die kovalenten Bi-O 
Bindungen zu starken räumlichen Überlappungen führen und so den Elektronentransfer 
von den besetzten O 2p in die unbesetzten Bi 6p Orbitale ermöglichen. Relativistischen 
Korrekturen und Korrelationskorrekturen führen zu fundamentalen Unterschieden in den 
Bindungsverhältnissen, der Bandstruktur und den optischen Eigenschaften von BiB3O6 
im Vergleich zu nichtrelativistischen und unkorrelierten Berechnungen. Die 
harmonischen Frequenzen von BiB3O6 wurden mit einer numerischen Methode zur 
Ermittlung des Hesse-Matrix berechnet. Alle 13 A und 14 B Schwingungsmoden wurden 
zugeordnet, graphisch dargestellt und nach ihren Bi-O und B-O Bewegungen klassifiziert. 
Der Vergleich mit vorherigen experimentellen Arbeiten wird eingehend diskutiert. 

Für Elektronenstrukturberechnungen an Festkörpern geeignete primitive (4s4p3d), 
(5s5p4d) und (6s6p5d) Gauß-Valenzbasissätze wurden für die Stuttgart-Köln 4f-im-
Rumpf-Pseudopotentiale der Lanthanoiden optimiert. Diese sind für Berechnungen von 
Kristallen geeignet, die dreiwertige Lanthanoidionen enthalten, insbesondere für die in 
dieser Arbeit untersuchte Frage der relativen Stabilität der C2 und I2 Phasen von LnB3O6. 
Unterschiedliche segmentierte Kontraktionsmuster wurden in Berechnungen an A-typ 
Pm2O3 kalibriert. Die Anwendung in Geometrieoptimierungen anderer A-typ Ln2O3 
(Ln=La-Nd) ergibt zufriedenstellende Übereinstimmung mit experimentellen Daten für 
(6s6p5d)/[4s4p4d] Valenzbasissätze der Lanthanoiden. Die Kohäsionsenergie von A-typ 
Ln2O3 wurde mit der konventionellen Kohn-Sham DFT und der a posteriori-HF 



 

 

Korrelations-DFT mit um diffuse Funktionen erweiterten (8s7p6d)/[6s5p5d] 
Valenzbasissätzen für die freien Lanthanoidatome berechnet. Beurteilt nach den 
berechneten energetischen Daten sowie einer Bindungsanalyse sind die I2 Phasen von 
LaB3O6 und GdB3O6 stabiler als die C2 Phasen. Dieser Befund stimmt mit den 
experimentellen Ergebnissen überein.  

Ein neues Verfahren zur Berechnung der optischen Eigenschaften großer Systeme wurde 
auf Basis des Inkrementenschemas für Wellenfunktions-basierte Korrelationsmethoden 
entwickelt. Das Konvergenzverhalten der Polarisierbarkeiten erster und zweiter Ordnung 
bezüglich der Wahl der Domänen und der Ordnung der inkrementellen Entwicklung 
wurde für das Testystem Ga4As4H18 untersucht und diskutiert.  



 

 

Abstract 
The origins of the optical effects and the chemical stability of BiB3O6 are studied by 
gradient-corrected hybrid B3PW density functional theory within the Gaussian-orbital-
based CO-LCAO scheme. Including spin-orbit coupling, B3PW yields an estimate of the 
indirect band gap of 4.29~4.99 eV which is closer to the experimental value of 4.3 eV 
than the HF, LDA or GGA results. The crystal orbital overlap population is carried out to 
give a detailed first-principles analysis of chemical bonding. It is found that the Bi 6s 
couples with the O 2p in the primary interaction, which eventually forms both bonding 
and antibonding orbitals below the Fermi level. The Bi 6p is further involved in the 
secondary interaction with the filled Bi 6s-O 2p antibonding orbitals. The stereochemical 
activity of the Bi lone-pairs mainly originates from the primary interaction for the 
occupied Bi 6s-O 2p antibonding orbitals. It is found that the Bi 6p orbitals are not 
critically responsible for the non-spherical shape of the Bi lone-pairs. The densities of 
optical absorptions for the total BiB3O6 crystal, [BiO4]5- and [BO3]3- and [BO4]5- subunits 
are individually calculated by convoluting the total occupied density of states and the 
virtual densities of states of the corresponding unit. It is found that the [BiO4]5- units are 
mainly responsible for the optics of BiB3O6 in the long wavelength region. The reason is 
that the Bi-O covalent bonds lead to large spatial orbital overlappings and thus favor the 
electronic transfer from the occupied O 2p to the empty Bi 6p orbitals. The relativistic 
and correlation effects lead to fundamental differences of the band structure, chemical 
bonds and optical effects for BiB3O6 compared with non-relativistic and uncorrelated 
calculations. The harmonic frequencies of BiB3O6 are calculated by applying the 
numerical-difference technique. The complete 13 A and 14 B vibrational modes are 
assigned, graphically visualized and classified according to the Bi-O and B-O motions. 
Comparisons with previous experimental reports are discussed in detail. 

Crystal orbital adapted Gaussian (4s4p3d), (5s5p4d) and (6s6p5d) valence primitive basis 
sets are derived, in line with relativistic energy-consistent 4f-in-core lanthanide 
pseudopotentials of the Stuttgart-Köln variety, for calculating periodic bulk materials 
containing trivalent lanthanide ions, particularly in this thesis for the investigation of the 
relative stability of C2 and I2 phases of LnB3O6. Different segmented contraction 
schemes are calibrated on A-type Pm2O3 studying the basis set size effects. Further 
applications to the geometry optimization of other A-type Ln2O3 (Ln=La-Nd) show a 
satisfactory agreement with experimental data using the lanthanide valence basis sets 
(6s6p5d)/[4s4p4d]. The cohesive energies of A-Ln2O3 within both conventional Kohn-
Sham DFT and the a posteriori-HF correlation DFT schemes are evaluated by using the 
corresponding augmented sets (8s7p6d)/[6s5p5d] with additional diffuse functions for the 
atomic energies of free lanthanide atoms. The I2 phases of LaB3O6 and GdB3O6 crystals 
are more stable than C2 phases according to both of the calculated energetic data and 
first-principles bond analysis. This is in agreement with the experimental results. 



 

 

A new method is developed to calculate the optical properties for large systems based on 
available wavefunction correlation approaches in the framework of the incremental 
scheme. The convergence behaviors of first- and second-order polarizabilities with 
respect to the domain distances and incremental expansion orders are examined and 
discussed for the model system Ga4As4H18.  



 

 

 

Publications 
1. Jun Yang, Michael Dolg 
Valence basis sets for lanthanide 4f-in-core pseudopotential adapted for crystal orbital 
ab initio calculations 
Theo. Chem. Acc. 113, 212-224 (2005) 
2. Jun Yang, Michael Dolg 
First-principles electronic structure study of the monoclinic crystal bismuth triborate 
BiB3O6 
J. Phys. Chem. B 110, 19254-19263 (2006) 
3. Jun Yang, Michael Dolg 
Computational investigation of the Bi lone-pairs in monoclinic bismuth triborate BiB3O6 
Phys. Chem. Chem. Phys. 9, 2094 (2007) 
4. Jun Yang, Michael Dolg 
First-principles calculation of vibrational frequencies for monoclinic bismuth triborate 
BiB3O6 
Z. Kristallographie (in press) 
5. Jun Yang, Michael Dolg 
Wavefunction-based correlation method to evaluate optical tensors for large systems in 
the incremental scheme 
J. Chem. Phys. (accepted) 
6. Jun Yang, Michael Dolg 
Energetics and chemical bonds on the phase stabilities between C2 and I2/c monoclinic 
oxoborates of LaB3O6 and GdB3O6 derived from first-principles calculations 
J. Solid State Chem. (submitted) 

 



 

 

 
 

Lectures 
Invited: 
1. Do we really understand chemical bonds inside BiB3O6 and LnB3O6? 
Max-Planck-Institut für Physik komplexer Systeme 
June 2006 Dresden, Germany 
2. Quantum chemical simulations of metal triborates containing Bi and lanthanides 
Institute of Theoretical and Computational Chemistry, Universität Düsseldorf 
January 2007, Düsseldorf, Germany 

Contributed: 
Density Functional Investigation of Monoclinic BiB3O6 within a LCAO Scheme: the Bi 
lone pair and its role in electronic structure and vibrational modes 
9th National Conference on Theoretical Chemistry 
October 2005, Guilin, China 



 

 

 

Posters 
1. Jun Yang, Michael Dolg 
Valence basis sets for lanthanide 4f-in-core pseudopotential adapted for crystal orbital 
Hartree-Fock calculations 
Ab initio Modeling in Solid State Chemistry 
September 2004, London, United Kingdom 
2. Jun Yang, Michael Dolg 
Density Functional Investigation of Monoclinic BiB3O6 within a LCAO Scheme: the Bi 
lone pair and its role in electronic structure and vibrational modes 
41st  Symposium on Theoretical Chemistry 
September 2005, Innsbruck, Austria 
3. Jun Yang, Michael Dolg 
First-principle electronic structure study of the monoclinic crystal BiB3O6 
42nd Symposium on Theoretical Chemistry 
September 2006, Berlin, Germany 
4. Jun Yang, Michael Dolg 
Valence basis sets for lanthanide 4f-in-core pseudopotentials adapted for crystal orbital 
calculations 
42nd Symposium on Theoretical Chemistry 
September 2006, Berlin, Germany 
5. Jun Yang, Michael Dolg 
Wave function-based correlation methods to calculate optical tensors for large systems 
42nd Symposium on Theoretical Chemistry 
September 2006, Berlin, Germany 



 

 

Erklärung 
Ich versichere, dass ich die von mir vorgelegte Dissertation selbständig angefertigt, die 
benutzten Quellen und Hilfsmittel vollständig angegeben und die Stellen der Arbeit – 
einschließlich Tabellen, Karten und Abbildungen -, die anderen Werken im Wortlaut 
oder dem Sinn nach entnommen sind, in jedem Einzelfall als Entlehnung kenntlich 
gemacht habe; dass diese Dissertation noch keiner anderen Fakultät oder Universität zur 
Prüfung vorgelegen hat; dass sie – abgesehen von unten angegebenen Teilpublikationen – 
noch nicht veröffentlicht worden ist sowie, dass ich eine solche Veröffentlichung vor 
Abschluss des Promotionsverfahrens nicht vornehmen werde. Die Bestimmungen der 
Promotionsordnung sind mir bekannt. Die von mir vorgelegte Dissertation ist von Prof. 
Dr. M. Dolg betreut worden. 

 

 

Köln, den 02.02.2007 

 



 

 

Contents 
 

INTRODUCTION ..................................................................................................1 

Considering solid state calculations ............................................................................................................ 1 

Bismuth- and lanthanide-containing borates ............................................................................................. 2 
Borate crystals ........................................................................................................................................... 2 
BiB3O6 ....................................................................................................................................................... 3 
LnB3O6....................................................................................................................................................... 4 

About this thesis............................................................................................................................................ 5 

CHAPTER 1 PERIODICITY IN PERFECT CRYSTALS .....................................11 

1.1 Crystal lattice in direct space ...................................................................................................... 11 

1.2 Crystal electronic states in reciprocal space .............................................................................. 13 

CHAPTER 2 DERIVING BAND STRUCTURES.................................................20 

2.1 Setting up one-electron Bloch orbitals........................................................................................ 21 

2.2 Setting up the one-electron Hamiltonian.................................................................................... 23 

2.3 Tight-binding approximation (CO-LCAO) ............................................................................... 25 
2.3.1 Gaussian basis sets .................................................................................................................... 26 
2.3.2 Self-consistent procedure .......................................................................................................... 28 
2.3.3 Coulomb and exchange integrals criteria .................................................................................. 30 

2.4 Plane-waves (PW)......................................................................................................................... 31 
2.4.1 Orthogonalized plane-waves (OPW)......................................................................................... 31 
2.4.2 Pseudopotentials (PP)................................................................................................................ 32 

2.5 Superposition of GTO+PW ......................................................................................................... 33 
2.5.1 Augmented plane-waves (APW)............................................................................................... 33 
2.5.2 Korringa-Kohn-Rostoker (KKR)............................................................................................... 35 
2.5.3 Linearized augmented plane-waves (LAPW) and APW+lo method......................................... 36 

2.6 k·p method .................................................................................................................................... 38 

2.7 Electronic correlation methods for solids................................................................................... 39 
2.7.1 Density functional theory (DFT) ............................................................................................... 39 

2.7.1.1 LDA ................................................................................................................................. 42 
2.7.1.2 GGA................................................................................................................................. 43 
2.7.1.3 Hybrid functionals ........................................................................................................... 44 

2.7.2 Incremental scheme................................................................................................................... 44 



 

 

CHAPTER 3 RELATIVISTIC CORRECTIONS...................................................49 

3.1 The fully-relativistic Schrödinger equation ............................................................................... 49 

3.2 All-electron approach .................................................................................................................. 51 
3.2.1 Foldy-Wouthuysen Hamiltonian ............................................................................................... 51 
3.2.2 Douglas-Kroll-Hess Hamiltonian .............................................................................................. 51 
3.2.3 Wood-Boring Hamiltonian........................................................................................................ 52 

3.3 Effective core potential (ECP)..................................................................................................... 53 
3.3.1 Frozen core approximation........................................................................................................ 53 
3.3.2 Model potentials (MP)............................................................................................................... 54 
3.3.3 Pseudopotentials (PP)................................................................................................................ 55 

3.3.3.1 Shape-consistent PPs ....................................................................................................... 56 
3.3.3.2 Energy-consistent PPs...................................................................................................... 57 

CHAPTER 4 BONDS AND BANDS IN CRYSTALS ..........................................58 

4.1 Bonding and antibonding interactions ....................................................................................... 58 
4.1.1 s orbitals .................................................................................................................................... 58 
4.1.2 p orbitals.................................................................................................................................... 59 
4.1.3 s-pz orbital interactions.............................................................................................................. 59 

4.2 Energy band.................................................................................................................................. 59 

4.3 Density of states (DOS) ................................................................................................................ 60 

CHAPTER 5 HARMONIC PHONON FREQUENCIES .......................................65 

5.1 Harmonic approximations........................................................................................................... 65 

5.2 Lattice summation and collective displacements....................................................................... 68 
5.2.1 Frozen phonon approach ........................................................................................................... 68 
5.2.2 Supercell approach .................................................................................................................... 69 

5.3 Implementing the Γ frequencies in the CO-LCAO approach .................................................. 71 

CHAPTER 6 ELECTRONIC STRUCTURE OF BIBO ........................................75 

6.1 Computational details .................................................................................................................. 75 

6.2 Accuracies of HF, LDA, GGA and hybrid functionals ............................................................. 76 

6.3 Energy band.................................................................................................................................. 78 

6.4 Electronic state distribution ........................................................................................................ 78 

6.5 Spin-orbit coupling....................................................................................................................... 79 

CHAPTER 7 ORBITAL INTERACTIONS AND BONDS IN BIBO......................84 

7.1 Origin of chemical stabilities ....................................................................................................... 84 



 

 

7.1.1 Crystal orbital overlap population ............................................................................................. 84 
7.1.2 Quantifying chemical bonds in BiBO ....................................................................................... 85 

7.2 Origin of optical effects................................................................................................................ 86 

7.3 Scalar-relativistic and correlation effects................................................................................... 87 

CHAPTER 8 ASYMMETRIC BI LONE-PAIR ELECTRONS IN BIBO................95 

8.1 Advances for electronic lone-pairs.............................................................................................. 95 

8.2 Modeling orbital interactions for Bi 6s, Bi 6p and O 2p ........................................................... 96 

8.3 Origin of asymmetric Bi lone-pair electrons.............................................................................. 98 

CHAPTER 9 HARMONIC VIBRATIONAL MODES OF BIBO..........................107 

9.1 Introduction................................................................................................................................ 107 

9.2 Computing dynamic matrix ...................................................................................................... 108 

9.3 Method calibration study for cubic MgO................................................................................. 110 

9.4 Vibrational modes of BiBO ....................................................................................................... 111 

CHAPTER 10 PHASE STABILITIES OF MONOCLINIC LNBO ......................121 

10.1 Crystal orbital adapted valence basis sets for lanthanide 4f-in-core pseudopotentials........ 121 
10.1.1 Introduction ........................................................................................................................ 121 
10.1.2 Computational methods ...................................................................................................... 122 
10.1.3 Valence basis sets derived from atomic calculations.......................................................... 126 
10.1.4 Calibration calculations of crystalline A-Ln2O3 ................................................................. 128 

10.1.4.1 Geometry ....................................................................................................................... 128 
HF scheme.................................................................................................................................... 128 
DFT scheme ................................................................................................................................. 129 

10.1.4.2 Charge distribution ........................................................................................................ 131 
10.1.4.3 Cohesive energy............................................................................................................. 132 

10.2 Phase stabilities of LaBO and GdBO ....................................................................................... 142 
10.2.1 Computational details ......................................................................................................... 142 
10.2.2 Optimized geometric structures .......................................................................................... 143 
10.2.3 Electronic structures ........................................................................................................... 144 
10.2.4 Energetics and stabilities .................................................................................................... 144 
10.2.5 Chemical bonds and stabilities ........................................................................................... 145 

CHAPTER 11 INCREMENTAL SCHEME FOR OPTICAL TENSORS.............155 

11.1 Advances of the calculations for crystal NLO coefficients...................................................... 155 

11.2 Exact incremental expansion of optical tensors....................................................................... 157 

11.3 Tentative application for Ga4As4H18 model system................................................................. 161 



 

 

CONCLUSIONS ...............................................................................................166 

INDEX OF FIGURES........................................................................................170 

INDEX OF TABLES..........................................................................................172 

CURRICULUM VITAE ......................................................................................173 

BIBLIOGRAPHY ..............................................................................................174 



Introduction 

Considering solid state calculations 1

Introduction 

Considering solid state calculations 
Crystals can be viewed in two different ways. The simplest way is to regard a crystal as, 
probably inspired by the finite appearance of a large mineralogical specimen in the 
museum, a huge macroscopic molecule consisting of about as many as Avogadro’s 
number of atoms, ions or molecules. In line with this philosophy and by noting the 
unattainable computational problem of treating the complete huge molecule, a crystalline 
electronic structure and properties may be represented by a properly truncated cluster 
within a crystal usually under the constraint of macroscopic point group symmetry. 
Theories and methods successfully invented for molecules can be applied to deal with 
this kind of calculation. However, such a cluster model indeed suffers the slow 
convergence of crystalline electronic structure and properties with respect to the cluster 
size related to the non-local potential in crystals as well as the boundary effects 
originating from surface dangling bonds cleavaged from the surrounding atoms or ions. 
The second insightful understanding of a crystal structure, large enough on the 
microscopic scale to implement an additional translation symmetry besides the point 
group symmetry, remedies the above difficulties by realizing that the atoms or ions in a 
perfect crystal do not arrange themselves into a superficial massive collection, but rather, 
in a very periodic array where an identical motif is repeated throughout the crystal, 
known as a crystal lattice.  

The solid state calculations can be traced back to the empirical models of treating metals. 
The first attempt was suggested by Drude, three years after the discovery of the electron 
by J. J. Thomson, to apply the kinetic theory of gases to metals, i.e., the free independent 
electron gas. Later on, in view of the revolutionary development of quantum mechanics, 
there was an unprecedented rise to describe the microscopic world within the frame work 
of quantum theory rather than Newton motions, which leads to the so-called Sommerfeld 
theory, replacing the classical theory of the free independent electron gas by the quantum 
theory of the free independent electron gas. Although the Sommerfeld theory is probably 
one of the earliest quantum theoretical insights of solids, it does not take into account the 
periodicity of crystals. The first method to incorporate the periodic lattice potential of 
crystals is the independent electron model, more similar to the modern HF (Hartree-Fock) 
approach for crystals. 

Nowadays, electronic structures of crystals are predominantly calculated with two major 
approaches, either the plane-wave scheme or the local orbital scheme (i.e., crystal orbital 
linear combinations of atomic orbitals, CO-LCAO, cf. Table 1). Here only a brief 
comparison between some available periodic codes is given in Table 1 in terms of basis 
set types. It is clear that the plane-wave codes are prevailing against the local orbital ones. 
What remains common for the two different approaches is that the electron-electron 
correlation interactions are considered within the density functional theory. Several 
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advantages of local orbitals motivated us to apply the local orbital scheme besides the 
plane-wave approaches. First of all, a relatively small number of Gaussian orbitals is 
sufficient for an accurate description of the periodic system, and makes the approach 
attractive in terms of the computational cost. Due to the closely packed nature of atoms in 
cells, the most diffuse functions of standard basis sets can be eliminated or replaced by 
tighter orbitals which significantly shorten the computational time of integral evaluation 
without significant loss of accuracy. Second, in the framework of density functional 
theory (DFT) some popular hybrid functionals such as B3PW and B3LYP well 
established for molecules to be a crucial improvement in terms of accuracy over pure 
LDA (Local Density Approximation) and GGA (Generalized Gradient Approximation) 
functionals can be used since local orbitals like Gaussian type orbitals (GTO) enable the 
CO-LCAO scheme to evaluate the HF exchange interactions analytically. It is worthwhile 
pointing out that by following the HF calculation within CO-LCAO one is in principle 
able to include the dynamic correlation energy beyond DFT by some highly correlating 
post-HF method such as the recent reports on linear scaling local MP2 [1] or even more 
advanced FCI (Full Configuration Interaction) and CCSD (Coupled Cluster Single and 
Double Excitations) in an incremental scheme at the controlled accuracy of several 
kcal/mol per unit cell [2, 3, 4]. 

Bismuth- and lanthanide-containing borates 

Borate crystals 
The Borate crystal chemistry has kept on obtaining fruitful achievements and has been 
recently reviewed in the reference [ 5 ], since the first two classifications of borate 
structural formulas proposed by Hermans [6] and Menzel [7] in the 1920’s based on the 
general chemical principles. The earliest borate crystal structure investigations were 
carried out first by Zachariasen in 1931 [8] and later on by Goldschmidt, Hauptmann [9] 
and Fang [10], etc. The isolated [BO3]3- triangular units were first found in the crystal 
structure of Be2BO3(OH) [8]. The [BO4]5- tetrahedral units were first found in coexistence 
with [BO3]3- triangular units, forming the pentaborate, in the structure of KH2(H3O)2B5O10 
[11]. Up to now, almost one thousand borate crystal structures have been resolved. In 
general, a borate structure was usually regarded as polymerized clusters of corner-
sharing-only [BO3]3- triangular and [BO4]5- tetrahedral units, until the first oxoborate with 
edge-sharing [BO4]5- tetrahedrons was determined for the high-pressure structure of 
Dy4B6O15 in 2002. These units occur as discrete polyanions to form larger clusters, chains, 
sheets or frameworks [12]. The excess charge of the array of borate polyhedrons is 
balanced by the presence of low-valence interstitial cations. 

Among all these structures, there is a special type of oxoborates that come into the focus 
of scientific interests. This is called acentric crystal, which owns the non-centrosymmetry 
in its structure and consequently exhibits excellent nonlinear optical (NLO) properties in 
aspects of frequency conversion as well as self-frequency-doubling. The first well 
described NLO borate crystal is probably KB5O8·4H2O (KB5) [13] in 1975. Additionally, 
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the borate crystals with well-defined NLO properties, according to the review by Becker 
[14], are β-BaB2O4 (BBO) [15, 16], LiB3O5 (LBO) [17], CsB3O5 (CBO) [18], CsLiB6O10 
(CLBO) [19, 20], Li2B4O7 [21], KBe2BO3F2 (KBBF) [22, 23], Sr2Be2B2O7 (SBBO) [24], 
YCa4(BO3)3O (YCOB) [25, 26] and GdCa4O(BO3) 3 (GdCOB) [27]. 

BiB3O6 
During the past two decades, a polar monoclinic bismuth triborate BiB3O6 (BiBO) [28, 29, 
30] has stood out along with increasing scientific interests focusing on its crystalline 
growth [28, 31, 32, 33, 34] and excellent physical properties. Numerous reports have 
confirmed that BiBO is an outstanding NLO material [35, 36, 37, 38, 39, 40] due to its 
large effective SHG (Second Harmonic Generation) coefficient, which is higher than that 
of other borate-based NLO materials like LBO and BBO. BiBO is more advantageous 
than other borates in terms of several aspects such as a wider transparency range, a short 
ultraviolet absorption wedge, a lower laser threshold, a higher damage threshold, a small 
beam convergence and a larger angular acceptance [41, 42]. 

The three-dimensional structure of BiBO consists of c direction-alternating layers of 
[B3O6]3- rings forming sheets of corner-sharing distorted [BO3]3- triangles and [BO4]5- 
tetrahedra (Figure 1). These are linked by six-fold coordinated Bi (III) cations forming 
[BiO6]9- units in which four oxygen atoms at the same side of Bi (III) are the nearest 
neighbours (2.390 Å off O4 and O5, 2.086 Å off O6 and O7) and other two oxygens at 
the other side of Bi (III) remain relatively far away (2.632 Å off O6’ and O7’) (Figure 2). 
Nevertheless, the two Bi-O6’ (Bi-O7’) bonds are too long to be accepted as a chemical 
bond in the usual sense. Obviously O6’ and O7’ are else coordinated to the next 
translated Bi along the b lattice vector as the shortest Bi-O6-like bonds. Therefore, in this 
thesis Bi is considered to be four-fold coordinated in [BiO4]5- units. 

While the optical properties of BiBO have been widely investigated experimentally, its 
electronic structure has not been examined in great detail partly because of the 
tremendously demanding computational complexity of the first-principles calculations for 
a crystal with low symmetry such as BiBO. Only a few theoretical reports focusing on the 
evaluation of the optical tensors of BiBO based on different semi-empirical models 
appeared so far [43, 44, 45]. In general it is simply assumed that the central Bi cation 
holds a +3 charge by transferring the 6p3 electrons to the polyanionic [B3O6]3- rings. The 
remaining 6s2 electrons form on Bi the so-called “inert lone-pairs” which are said to stay 
nonbonding. The 6s2 lone-pair electrons at Bi (III) have been suggested to point along the 
b lattice vector in the opposite direction against the four nearest oxygens around Bi (III) 
according to the distorted square pyramidal structure of [BiO4]5- units. Without knowing 
the reasons of the optical properties resulting from electronic structure in detail, the large 
NLO effects of BiBO are usually explained by the main contributions from the Bi 6s 
lone-pair electrons which are suggested to have more pronounced effects than the [BO3]3- 
and [BO4]5- units. 
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Beyond the optical studies for BiBO, several other contributions have attempted to 
explore the topological rules for the structure stability of polyborate anion type 
compounds via a statistical analysis of existing structural data [46, 47, 48, 49]. The 
[BO4]5- tetrahedrons have been considered as favored units in polyborates under high 
pressures. Unfortunately BiBO turns out to fall into the type for which the structure 
occurrence rules are least reliable. Therefore a detailed depiction of the electronic 
structure of BiBO would bring us important insights, as one example of polyborates, to 
understand the electronic origins of both the structure stability and optical properties by 
employing quantum chemical calculations. 

We intend to answer the following basic questions in this thesis: 

1. How do the [BiO4]5-, [BO3]3- triangles and [BO4]5- tetrahedrons contribute to the 
structural stability of BiBO? 

2. How are the correlation and relativistic effects involved in the electronic structure of 
BiBO?  

3. Where do the asymmetric Bi lone-pairs originate?  

4. Where does the optical effect of BiBO originate from the ground-state electronic 
structure point of view? 

LnB3O6 
Among the series of metal-containing triborates MB3O6, only BiBO crystallizes in the 
monoclinic space group C2 without inversion centers in the asymmetric crystallographic 
cells. The other important monoclinic low-pressure phases of triborates that have been 
structurally resolved are the binary lanthanide oxoborates of general composition LnB3O6 

(LnBO) in the space group of I2/c with inversion centers. The starting of the monoclinic 
I2/c series is marked by LaBO and terminated at TbBO [50, 51, 52, 53, 54]. TbBO is the 
starting point of another orthorhombic series for LnBO containing the smaller lanthanides 
from Tb to Lu [55, 56]. In this thesis, only the monoclinic structures are investigated 
since the calculation of orthorhombic phase demands unaffordable computational efforts 
which can be hardly achieved within the period of PhD work. 

The monoclinic LnBO crystal structures are shown in Figure 3 and Figure 4. Such a 
structure contains infinite chains of [B6O12]6- running along the c axis. Each tetrahedral 
unit [BO4]5- is linked via two triangular units [BO3]3- on both sides, and vice versa (cf. 
Figure 4). One O atom connecting [BO4]5- and [BO3]3- belongs to the coordination 
polyhedron of one Ln, and each of the non-bridging O atoms of [BO3]3- units coordinates 
to two Ln. The central Ln is irregularly coordinated by ten O atoms and the resultant 
[LnO10]17- infinite chains run along the c axis. Concerning another kind of monoclinic 
asymmetric C2 phase which is found only for BiBO, one question is therefore open for 
discussion that whether or not, at least theoretically, it is possible to realize the 
isostructural LnBO with respect to BiBO, without inversion centers in monoclinic C2 
space due to the similar ionic radii and electronegativities for Ln(III) and Bi(III). To this 
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end, we would rather take LaBO and GdBO as two examples which contain the 
lanthanide elements with the similar ground state electronic configurations 5s25p65d16s2 
and 4f75s25p65d16s2, respectively, to seek the possible answer to this question without the 
loss of general features, than go through the entire series. 

About this thesis 
The work included in this thesis is subject to the project Graduiertenkolleg 549, 
“Azentrische Kristalle” at the University of Cologne, with the support of the Deutsche 
Forschungsgemeinschaft.  

This thesis is divided into two parts. In the part I, the related theoretical background is 
introduced. These theoretical methods have been applied to the computational study of 
BiBO and LnBO. In Chapter 1, the periodicity of perfect crystals is outlined and crystal 
electronic states are generally classified in the reciprocal space. Chapter 2 proceeds to 
describe the most available non-relativistic first-principles methods for deriving the band 
structures of crystals in association with the translation symmetry. The relativistic 
corrections are given for both all-electron and pseudopotential methods from the scalar-
relativistic effects through spin-orbit corrections to a full-relativistic scheme in Chapter 3. 
In Chapter 4, it is exhibited how to depict chemical bonds through the entire infinite 
crystals by exploiting the one-dimensional mono-atomic chain and the formal concepts of 
energy band and density of states are also given. Chapter 5 intends to discuss the 
harmonic approximation for lattice dynamics of crystals, and the evident distinctions 
from molecules in this area are shown. 

In the part II, we focus on understanding the mechanism of metal-oxygen orbital 
interactions (also known as covalent bonds in classic chemistry) and its consequence on 
the electronic structure, optical effects and chemical stabilities within the first-principles 
DFT scheme for metal-containing triborates, i.e., BiBO and LnBO. First of all, the first-
principles electronic structure of BiBO is discussed in Chapter 6. Subsequently, in 
Chapter 7 and 8, we invoke the insightful relation between the ground state electronic 
structure and the chemical stabilities by quantitating the chemical bonds within BiBO, the 
origin of asymmetric Bi lone-pairs by studying the Bi-O interactions, and the factors for 
the optical responses by examining the contributions of individual structural components, 
respectively. The correlation and relativistic effect originating from Bi cations are also 
discussed. Chapter 9 contributes to talk about the harmonic normal modes of BiBO under 
the investigation and the comparison with available experimental measurements. 

In Chapter 10, we aim at the investigation of the structures and stabilities of LnBO using 
first-principles DFT calculations by comparing the calculated geometries, enthalpies and 
chemical bonds for two monoclinic phases, I2/c and C2 space group. To this end, first of 
all, new energy-consistent valence Gaussian basis sets of lanthanide elements have been 
generated for the adaptation to crystal orbitals, in connection with the effective core 
pseudopotentials method for heavy lanthanide metals to reduce the computational costs 
and to include the necessary scalar-relativistic effects. Second, the BiBO-like C2 phases 
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of LnBO containing La and Gd elements were assumed and optimized, as two examples 
for the LnBO series. Discussions of phase stabilities rely upon the calculated correlation 
between enthalpies and external pressures as well as the quantitative description of 
chemical bonds.  

In the last Chapter 11, the wavefunction-based highly correlating method has been 
primarily developed, in association with the incremental scheme, to calculate optical 
tensors of large systems. The long-term goal of this method is to incorporate these 
sophisticated molecular correlation methods (e.g., CCSD), in an affordable way in terms 
of computational expenses, into the accurate wavefunction calculation of the optical 
properties for NLO crystals like BiBO. However, in this thesis, it is currently not possible 
to treat the BiBO crystal in this new method due to its large primitive unit cell and its low 
symmetry. Instead, we focus on the discussion of general formulas and application to a 
model system.  
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Figure 1 The asymmetric crystallographic cell of monoclinic BiBO (C2 space group) with the lattice 
parameters of a=7.116 Å, b=4.993 Å, c=6.508 Å, and β=105.62°. The polyhedral [B3O6]3- sheet (dark 
grey areas) along c direction contains triangular [BO3]3- (Δ) and tetrahedral [BO4]5- (T) units with a 
ration 2Δ:1T. 

c

b 

b

a

(b) View of the b-a plane

(a) View of the b-c plane 
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Figure 2 The experimental six-fold coordination of Bi (III) in monoclinic BiBO. Bismuth is indicated 
by the sequence number 1. Six-folded oxygens are numbered by 4, 5, 6, 7, 6’ and 7’. Borons in the 
centers of tetrahedral units [BO4]5- are labeled by 8 (8’) and those in triangular units [BO3]3- labeled 
by 9 and 10. Translationally identical atoms are indicated by the same number with a prime as the 
atoms in the reference primitive cell.  The bond distances of Bi-O6’ (Bi-O7’), Bi-O4 (Bi-O5) and Bi-
O6 (Bi-O7) are 2.632 Å, 2.390 Å and 2.087 Å. 

 

 
Figure 3 The projection of the LnBO (Ln=La~Tb) monoclinic I2/c centric structure along [100].  
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Figure 4 The constituent borate anions and Ln tenfold coordination for the LnBO (Ln=La~Tb) 
monoclinic I2/c centric structure. The lanthanides are shown in blue, oxygens in red and borons in 
dark green. 

 

 

Table 1 The comparison between the plane-wave and local orbital methods. 

Approaches Plane-Wave CO-LCAO  (STO a/GTO b) NTO c 

Periodic codes 

Abinit, Castep, CPMD, 
Dacapo, DoD, Fhi98md,
Paratec, PWSCF, Vasp, 
CP-PAW, PW-PAW,  
CP2K, LmtART, Fleur, 
WIEN2K 
…… 

ADF2002 (BAND) (STO) 
Gaussian03 (GTO) 
Crystal03 (GTO) 

Siesta 
DMol 

Basis sets size ~1000 PW functions 
most PP 

DZ/TZ-quality, AE, PP 
too diffuse functions eliminated small 

HF no yes no 

DFT LDA, GGA LDA, GGA 
hybrid functionals LDA, GGA 

post-HF no local MP2, 
FCI, CC (incremental scheme) no 

 
a: Slater-Type Orbital; 
b: Gaussian-Type-Orbital; 
c: Numerical-Type-Orbital 
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Theoretical Methods 
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Chapter 1 Periodicity in Perfect Crystals 

1.1 Crystal lattice in direct space 
The abstract concept of the Bravais lattice has been widely used to specify a periodic 
structure in the crystallographer’s view of a crystal [T57T]. A crystal structure is determined 
by one particular abstract Bravais lattice plus the physical basis structure at each abstract 
Bravais lattice point at which the maximum possible point symmetry of the basis 
structure is retained. A three-dimensional Bravais lattice point R is defined by any three 
basis vectors aB1B, aB2B and aB3B along non-coplanar directions with three corresponding 
coefficients nB1B, n B2B and n B3B ranging through all integers with respect to one chosen origin: 

 321 aaaR 321 nnn ++=  (1-1) 

The translation symmetry is of the highest importance in solid state theory of crystalline 
systems, and is defined by the translation operation T for the lattice point R: 

 321 )a)a)atRTR 332211 ((( tntntn +++++=+=  (1-2) 

The three lattice basis vectors aB1B, aB2B and a B3B can also be called the basis translation vectors. 
Point and translational symmetry operations combine to form a space group. Each space 
group refers to only one particular Bravais lattice. Let us consider an operation α acting 
on a lattice point R: 

 321 aaaR'αR 321 ''' nnn ++==  (1-3) 

The resulting new lattice point R' should also be one of the Bravais lattice points with 
integer coefficients n'1B, n'2B and n'3B. Due to the restriction of (1-3), there are only 7 distinct 
finite point groups, the so-called 7 crystal systems, being the subsets of only 14 distinct 
space groups, the so-called 14 Bravais lattices. The hierarchy of the symmetries among 
the 7 crystal systems can be explored via the matrix G: 
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where the basis matrix A and its transpose Ã are defined as:  
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For example, the matrix G with all the non-zero elements gBij Band the non-equal diagonal 
elements determines a triclinic lattice; the monoclinic lattice can be reached with gB13 B, gB23B, 
gB31 B and gB32B equal to zero; the orthorhombic lattice possesses with all null non-diagonal 
elements; further more, the tetragonal lattice requires gB11 B=gB22B≠ gB33B; finally, the cubic 
lattice demands gB11B=gB22B=gB33B. 
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In the Bravais lattice, the three vectors [nB1BaB1 B, 0, 0], [0, nB2BaB2B, 0] and [0, 0, nB3BaB3 B] form a 
parallelepiped unit cell. Although the definition of a unit cell is arbitrary, a unit cell can 
be topologically classified into two different types, i.e., the primitive cell containing only 
one Bravais lattice point with all integers being units and the conventional cell 
containing more than one Bravais lattice point with at least one integer being non-unit. 
Nevertheless, the transformation between the primitive cell and conventional cell for a 
particular Bravais lattice is straightforward. For example, the transformation from a 
primitive cell P to a C-face centered conventional cell C is given by equation (1-6): 

 ( ) ( )
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⎥
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⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=

100
011
011

PC AA  (1-6) 

Although the crystallographer usually describes a crystal and determines its structure 
with the conventional cell, the conventional cell is not a good choice for solid state 
theoreticians to derive its electronic quantum states. The reason is that the conventional 
cell brings a redundant amount of one- and two-electron integrals to be evaluated, which 
is unnecessary except that one needs to handle defects or impurities in crystals. On the 
other hand, the primitive cell is advantageous to reduce the computational cost as further 
as possible due to the translational invariance of these integrals. However, the cost that 
one has to pay by choosing a general primitive cell is likely the loss of some point 
symmetries of the Bravais lattice. In 1933, Wigner and Seitz came up with a special unit 
cell, i.e., the Wigner-Seitz cell [58 T] for the first serious attempt to calculate a first-
principles band structure of metallic sodium. The Wigner-Seitz cell is constructed by 
drawing lines connecting a point to all nearby others in the Bravais lattice, bisecting each 
line with a plane, and taking the smallest polyhedron containing the point bounded by 
these planes. Therefore a Wigner-Seitz cell spans the entire Bravais lattice with neither 
overlapping nor leaving any gaps or holes in between. By far, the price of losing 
symmetries for the primitive cell has been paid off by a Wigner-Seitz cell since it 
contains the complete symmetry operations of the Bravais lattice but only one lattice 
point. Thus it is still the most common choice even today. 

Besides the type of Bravais lattice, the crystal structure also depends on the physical basis 
with real objects at each lattice point. Therefore, there may be more than one atom, ion or 
molecule even in a primitive cell with only one lattice point. By taking into account the 
basis structure with a certain arbitrary symmetry, there are 32 crystallographic point 
groups and 230 space groups, which equivalently correspond to the 7 crystal systems and 
14 Bravais lattices for abstract lattice points with spherical symmetry at each point. In a 
unit cell (either primitive cell or conventional cell), not all sites that atoms, ions or 
molecules are occupying are unrelated to each other, i.e., some sites are invariant to one 
or more symmetry operations. The minimum set of atoms, ions or molecules that 
generates the complete unit cell after the application of all space group symmetry 
operations is referred to an asymmetric unit. That is the reason why in the ICSD 
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(Inorganic Crystal Structure Database) only the coordinates of atoms in the asymmetric 
unit are given. Unlike the lattice point with integer coordinates, neither like the Cartesian 
coordinates for molecules, the position r of an atom within an asymmetric unit is 
expressed in terms of fractional coordinates x1, Bx2 B and x3 ranging B between 0 and 1: 

 321 aaar 321 xxx ++=  (1-7) 

1.2 Crystal electronic states in reciprocal space 
Let us examine the matrix G in (1-4) again. If the G is set up between the basis vector A 
and another set of basis vector B, and let G equal to the unit matrix normalized by a 
factor 2π, we come to: 
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where we end up with a new space B which is determined by the reciprocal of space AP

 

Pwith 12~ −= AB π P. Therefore B is called the reciprocal space TP

1
PT relative to the direct space 

A. The basis vectors in the two spaces are transformed to each other following the 
important orthogonal rule: 

 ijπδ2=⋅ ji ba  (1- 9) 

The basis vectors bB1B, bB2B and bB3B enclose a reciprocal lattice cell. Any reciprocal vector K 
can be expressed as: 

 321 bbbK 321 qqq ++=  (1-10) 

If a crystal is composed of NB1B, NB2B and NB3 B cells along aB1 B, aB2B and aB3 Blattice direction, there 
are NB1B×NB2B×NB3B number of k points in every reciprocal lattice cell, each of which can be 
written as: 

 321 bbbk
3

3

2

2

1

1

N
k

N
k
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++=  (1-11) 

Here the integer kBiB follows ii Nk <≤0 B. Therefore the number of k points in each 
reciprocal cell is almost infinite and the coordinates of k points can be regarded as 
continuous since NBiB goes almost to the infinity. This is essentially where the continuous 
band structure of a crystal originates, as discussed in the following. 

The wavefunction ΨBiB(r) for the i-th crystal orbital should not only meet the Schrödinger 
equation (1-12), but also need to fulfill an additional eigenequation (1-13) due to the 
periodic condition as well as the translation operator TBR B commuting with the Hamiltonian 
H(r): 
                                                 
TP

1
PT In the crystallographic community, the reciprocal space is defined without the factor 2π. In the present 

thesis, however, we prefer this factor since it simplifies the notation of describing the crystal wavefunctions. 
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 )()()( rrr iiiH Ψ=Ψ ε  (1-12) 

 )()()( rRrrTR iii Ψ=+Ψ=Ψ λ  (1-13) 
where the eigenvalue λ in the second equation can be proven [T59T, T60T, T61T] to be a plane-
wave factor Rk ⋅ie  with the wave-vector k and the direct lattice vector R defined in (1-11) 
and (1-2), respectively. It turns out that the crystal wavefunction ΨBiB(r) and orbital energy 
εBiB should also be functions of the continuous k points in the reciprocal space, as shown in 
(1-14) and (1-15). Here the latter is known as the Bloch theorem [T62T] and Ψ BiB(r; k) is 
called a Bloch function, or crystalline orbital (CO) associated with the Hamiltonian H(r): 

 );()();()( k rkk rr iiiH Ψ=Ψ ε  (1-14) 

 );();( k rk Rr Rk
i

i
i e Ψ=+Ψ ⋅  (1-15) 

If the eigenenergy εBiB(k) for the i-th crystal orbital is plotted against the k points, one ends 
up with a continuous curve. A family of such curves with respect to all the orbital levels 
forms a band structure, where the orbital level index i is referred to the band index. This 
infinite and continuous electronic state distribution in crystals essentially results from the 
periodicity condition (i.e., the translation symmetry), which marks the crucial difference 
from molecules whose electronic states are finitely separated.  

On the other hand, a complete energy band structure demonstrates the translation 
invariance by a reciprocal lattice vector K in (1-16), due to the factor 1=⋅RKie , the 
rotation invariance by a rotation operation β in (1-17) as well as the time-reversal 
invariance in (1-18): 

 )()( Kkk += ii εε   (1-16) 

 )()( βkk ii εε =  (1-17) 

 )()( kk −= ii εε  (1-18) 

Thanks to (1-16), (1-17) and (1-18), it is not necessary to explore the entire reciprocal 
space to derive the crystal electronic state. The most common solution for this problem is 
to construct a Wigner-Seitz primitive cell in the reciprocal space, termed only for the k-
space cell as the first Brillouin zone, where all the possible crystal electronic states can be 
sorted out.  The Brillouin zone is important not only to the solid state electronic states but 
also to the lattice dynamics as will be discussed in Chapter 5. Therefore, following the 
first Brillouin zone these k points range as: 
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<≤−  (1-19) 

where the corresponding integers ki in (1-11) should meet: 
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For the practical solid state calculation, as handling the infinite number of k points is 
totally beyond the ken of mortal, the finite k-mesh is produced following the suggestion 
by Monkhorst and Pack [ T63T], as being implemented in many codes like the CRYSTAL03 
[T64 T] package. In the Monkhorst net, the NB1 B, NB2 B and NB3 B in (1-11) are replaced by the 
shrinking factors SB1 B, SB2B and SB3 B with the common factor of 2 or 3 that is required by the 
available point symmetry operations. The shrinking factors generate a finite 
commensurate grid which specifies that only SB1B×SB2 B×SB3 B number of k points is taken along 
each direction of b B1B, bB2B and bB3B inside one reciprocal lattice cell. However, the actual need 
for those inequivalent k points in the irreducible part (i.e., the asymmetric unit in 
reciprocal space) of the first Brillouin zone is much less than the total SB1×S2×SB B3 number of 

k points, which is approximately given by
h

SSS 321 ××
, where h is the order of the point 

group. B 

The Bloch theorem (1-15) states that the crystal wavefunction );( kriΨ  is not invariant 
with respect to a general direct lattice vector R defined in (1-1), since the plane-wave 
factor RK⋅ie  leads to a phase variation of a wavefunction. However, such a periodicity is 
preserved if the crystal is regarded as a three-dimensional infinite m×m×m array of 
identical and continuous crystals each of which consists of NB1 B×NB2 B×NB3 B number of cells 
closed by the three lattice basis vectors aB1B, aB2B and aB3 B: 

 321 aaaR 321 mNmNmNmN ++=  (1-21) 
Consequently we come to the Born-von Karman boundary condition in (1-22) by 
combining (1- 9), (1-11), (1-15) and (1-21): 

 

);(
);(

);(

);();(

)(2

)(

)()(

321

321

321
3

3

2

2

1

1

k r
k r

k r

k rk Rr
332211

321321

ababab

aaabbb

i

i
kkkmi

i
kkkim

i

mNmNmN
N
k

N
k

N
ki

mNi

e

e

e

Ψ=
Ψ=

Ψ=

Ψ=+Ψ

++

⋅+⋅+⋅

++⋅++

π
 (1-22) 

However, the crystal wavefunction );( kriΨ  is periodic and invariant with respect a 
reciprocal lattice vector K defined in (1-10): 

 );();( k rKk r ii Ψ=+Ψ  (1-23) 

The Bloch theorem (1-15) and the periodicity of (1-23) in the reciprocal space can be 
schematically represented in Figure 1-1 for the two-dimensional lattice. 

Before we proceed to the next chapter on the first-principles methods of calculating 
crystals, some general features of Bloch functions and corresponding integrals rooting 
upon the translation symmetry need to be stressed, irrelevant to what kinds of basis sets 
and potentials are applied. Let us consider a periodic potential function U(r) with the 
same periodicity and symmetry of the direct Bravais lattice. From the textbook 
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mathematics, a continuous derivative periodic function can be expanded by a Fourier 
series over a discrete variable. Therefore both the crystal Bloch function );( kriΨ  and the 
potential function U(r) can be written as: 

 ∑ ⋅+=Ψ
K

rKk
K k r )();( i

i,i ec  (1-24) 
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The following integral spanning the entire crystal space thus has the form: 
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The last equality is due to the Fourier transform of a δ-function. It turns out that the 
integral is non-zero only if: 

 KkKKk +=++ ''''  (1-27) 
In view of the definitions of K in (1-10) and k in (1-11), the above equality (1-27) should 
be fulfilled for any reciprocal lattice vector K, K' and K'' only if: 

 kk ='  (1-28) 
It turns out that all integrals that need to be evaluated for solving the Schrödinger 
equation (1-14) should be zero between two different reciprocal lattice k points, since all 
the potential functions including the kinetic energy term adding up to H(r) are periodic as 
the Bravais lattice. It means that the Hamiltonian matrix (e.g., the kinetic energy matrix, 
the electron-electron potential matrix and the electron-nuclear potential matrix) is block-
diagonal with each block referring to one particular point k in the reciprocal space, given 
that the Bloch basis is applied to construct the crystal wavefunctions. The number of 
these k-blocks is infinite since it is exactly given by the number of infinite k points. That 
is to say, the translation symmetry transforms a problem of an infinite size into an infinite 
number of problems with a finite size. The finite size of every k-block is identical and 
determined by the size of the basis sets. Fortunately, as we have discussed above, the 
finite delicate k points with high symmetries can be sampled in the first Brillouin zone to 
solve (1-14) with high accuracies. All these k-blocks are virtually independent to each 
other since each k-block belongs to one irreducible representation for a translation groupTP

2
PT, 

labeled as k. Such an advantage has been implemented in most solid state codes by using 
the powerful parallel technique that all k points are distributed onto different computer 

                                                 
TP

2
PT The translation group is an invariant subgroup of the space group for a particular Bravais lattice with only 

the translation operations. The character for each irreducible representation k of a translation group is Rk⋅ie . 
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nodes and thus these k-blocks can be simultaneously calculated independently. However, 
it is not necessary to calculate all these finite k-points since the eigenvectors of any two 
k-blocks can be transformed to each other and their eigenvalues essentially coincide as 
long as one k point is moved to the other k point by the point group operations of the 
space group. This is why the Schrödinger equation (1-14) is only solved at those 
inequivalent k points in the irreducible region of the first Brillouin zone, as we mentioned 
above. 

Besides the translation symmetry, the point group symmetry is significant to one 
particular k-block within which the reducible structure is composed of block-diagonal 
irreducible blocks (IR-blocks) which are sorted by the point group symmetry. One 
special reciprocal point is the origin in the first Brillouin zone, which is called Γ point 
with the full point symmetry of the Bravais lattice. All the other k points belong to the 
subgroups of Γ point group. The diagonalization of every IR-block needs to be 
performed only for one particular operation and all other eigenvectors of this IR-block 
are readily available by corresponding transformations of this known eigenvector. This is 
effective when the dimensionality of an IR-block is highTP

3
PT.  

Summing up, the dimensionality of each Hamiltonian matrix DBHB is given by the following 
formula: 

 ∑=
k

kkH DnD  (1-29) 

where nBkB is the number of the equivalent k points, and the sum runs over all inequivalent 
k point. DBkB is the dimensionality of each k-block, i.e., the constant size of basis sets: 

 ∑=
IR

IRIRk nDD   (1-30) 

where DBIRB is the dimensionality of each IR-block and nIR B is the number of those blocks 
belonging to the same IR. 

                                                 
TP

3
PT In the reciprocal space, the dimensionality of an IR-block for some certain k points can be far more than 

three, which is obviously the maximum in the direct space. For example, there are 6-dimensional IR-blocks 
at H point according to the cubic space group Ia3d. 
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Direct lattice 

 
Reciprocal lattice 

Figure 1-1 The schematic illustration of crystal wavefunctions at different two-dimensional lattice 
points in both direct space (top) and reciprocal space (bottom). 
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Chapter 2 Deriving Band Structures 
The general features of crystal wavefunctions depicted in Chapter 1 are actually derived 
with only the assumptions of the Born-Oppenheimer approximation and the translation 
invariance. Generally, we can write down the Schrödinger equation in (2-1) which is the 
eigen-equation of the total crystal wavefunction ( )k σr  σr σr ;,,, 22110 NNLΨ for an N-
electron crystal: 

( ) ( )k σr  σr σrkk σr  σr σrr ;,,,)(;,,,)(
2
1

22110022110
2

NNNN

N

i
i EU LL Ψ=Ψ⎟

⎠

⎞
⎜
⎝

⎛
+∇− ∑  (2-1) 

where U is the real non-relativistic potential 4 PT with the same periodicity as the Bravais 
lattice expressed in (2-2), and )(0 kE is the total ground state energy at a particular k 
point.  
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However, the Schrödinger equation (2-1) is too complicated to be solvable due to the 
difficulty of treating the actual inter-electronic interactions in a many-electron problem. 
One approach is to simplify the many-electron wavefunction into antisymmetrized 
products of one-electron wavefunctions (i.e., the single-determinant approximation) 
while the potential U retains the exact form as in (2-2). Most of the available methods for 
solid state calculations are based on this simplification. Due to the one-electron 
approximation with the potential (2-2), a moving electron is sensing a mean-potential 
which is created by the other N-1 electrons. This is called mean-field approximation, 
which essentially gives the birth to Hartree-Fock (HF) theory. Such a simplification is, 
although qualitatively good for most systems staying close to their equilibrium ground 
states, not sufficient for accurate calculations except for systems containing one electron 
or at most only few electrons, since a considerable part of electron-electron correlations 
has not been accounted for. Although many sophisticated schemes have been invented to 
consider the correlation effects in molecules with high accuracy, for solids such 
treatments are still at an earlier stage and only the density functional theory (DFT) 
approach seems to be prevailing in the solid state community. DFT essentially modifies 
the one-electron Fock operator by adding an additional exchange-correlation potential to 
the classic electron-electron Coulomb repulsion and thus in its Kohn-Sham formulation 
attempts to map the many-electron problem to an efficient one-electron problem. Besides 
the DFT approach, the highly correlating wavefunction methods have also been 
suggested to be applicable to periodic systems in association with the incremental 
scheme (cf. the section 2.7.2). 

                                                 
TP

4
PT The relativistic corrections will be considered in Chapter 3. 
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2.1 Setting up one-electron Bloch orbitals 
The total crystal wavefunction ( )k σr  σr σr ;,,, 22110 NNLΨ at k is constructed by the 
following Slater determinant for an N-electron system according to the antisymmetry 
principle demanded by the Pauli exclusion rule: 

 ( )
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where σi Bis the spin coordinate of the i-th electron at the spin function ωiB with either spin-
up or spin-down. );( k riΨ is the one-electron crystal partial orbital, usually represented by 
different basis functions, i.e., either the local atomic orbitals, or the plane-waves, or even 
the superposition of both. All of them would be equivalent to derive the crystal electronic 
states, only if that an infinite number of basis functions was considered. However, they 
are not equivalent in the practical calculation and their accuracies depend on the 
implementation of the corresponding methods. 

In the history of developing methods to derive the one-electron crystal orbitals, there 
have been two completely contradictory philosophies regarding the potential experienced 
by electrons in crystals, i.e., the tight-binding approximation and the weak periodic 
potential approximation, both of which end up having the practical utilities and surprising 
reconciliation.  

The tight-binding approximation considers a solid as a collection of weakly interacting 
neutral atoms with their local electrons moving tightly around the nuclei on the lattice 
sites. In other words, the tight-binding approximation deals with the case in which the 
overlap of atomic wavefunctions is enough to require corrections to the picture of 
isolated atoms, but not so much as to render the atomic description completely irrelevant 
[59]. Therefore the wavefunctions of isolated atoms with the modified or even abandoned 
tail regions are good approximations to the Bloch orbitals. This strategy is similar in 
many aspects to molecular cases based on the scheme of MO-LCAO, and provides a 
language familiar by the chemical community, particular suitable to describe the 
chemical bonds. The one-electron crystal orbital );( k riΨ  is written as the linear 
combination of the translation-symmetrized atomic orbitals, i.e., the local Bloch 
orbitals );( k rjΦ , used as the one-electron basis set: 

 ∑
≥

Φ=Ψ
NJ

j
jjii c );()();( k rkk r  (2-4) 

That is to say, the Bloch orbital );( krjΦ is the real basis set to solve the one-electron 
Schrödinger equation unlike in the molecular case where the local Gaussian or Slater 
orbitals are directly applied as the basis sets. The number J determines the size of Bloch 
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basis sets. However, this method especially with the addition of diffuse functions often 
leads to enormous numerical instabilities due to the linear dependence problem, caused 
by the non-orthogonality in the CO-LCAO approach, on the description of free or nearly 
free electrons in conductors and metals. One possible reason is that the translational 
invariance in crystals requires that the tails of atomic orbitals in one unit cell should not 
spatially overlap with the function in the next neighbor unit cell (see Figure 2-1). 

On the contrary, the weak periodic potential approximation regards solids the other way 
round that the electrons are only weakly perturbed by the periodic potential of the atoms 
or ions. Accordingly the periodic Bloch orbitals are represented by the plane-waves 
expansion in (1-24). The plane-wave methods are more suitable to the description of 
delocalized electrons in systems such as metals and other conductors. As a matter of fact, 
it was the fever of exploiting the constitution of metals by quantum mechanics that has 
motivated the plane-wave methods since 1930’s which in turn were found most 
successful for the band structures of several specific metals. However, the plane-wave 
expansion in (1-24) has proven in practice to be very slowly convergent for the major 
reason that the plane-waves approximate well the fluctuation of real wavefunctions and 
potentials in the vicinity of nuclei only if the number of plane-waves is large enough 
along with the large wave vectors k. Several efforts have been made to tackle this 
problem by replacing the plane-wave factors rKk ⋅+ )(ie by other plane-wave-like 
functions );( jKkr +Φ in (2-5). 

 ∑
≥

+Φ=Ψ
NJ

j
jjii c );()();( KkrKk r  (2-5) 

Several attempts have been put to establish );( jKkr +Φ . Herring developed 
orthogonalized plane-waves (OPW) method in 1940 [ 65 ] by demanding the 
orthogonality between );( jKkr +Φ and the core orbitals, followed by the extension of 
OPW with the pseudopotential method by Phillips and Kleinman in 1959 [66] by 
completely eliminating the core wavefunctions. There are other attempts, by using the 
Muffin-Tin potential, associated with the superposition of local functions with a more 
rapid oscillatory atomic behavior for the core electrons sensing a spherical potential and 
the finite number of plane-waves for the interstitial valence electrons sensing a constant 
potential. For example, Slater proposed the augmented plane-waves (APW) method  in 
1937 [T67T] and 1953 [T68T, T69T]; Korringa in 1947 [T70T], Kohn and Rostoker in 1954 [ T71T] 
alternatively provided a so-called KKR approach based on the Green’s function, general 
and exact for the Muffin-Tin potential. In 2001, Schwarz et al. [T72T] further developed an 
efficient Full-potential method called the linearized augmented plane-waves (LAPW) 
method  and the new APW+lo, based on the linear method of band theory by Anderson 
[T73T] and the energy derivative of the radial solution for APW by Arbman et al. [T74T] in 
1975.  
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All the above methods are designed to calculate the dispersion relation εBiB(k) with respect 
to k points for energy bands in crystals. There is another scheme called k·p method, 
however, which enables knowledge of the εBiB(k) relation at some given point kB0 Bto be 
extended into the vicinity of this point, without further numerical solution of the 
Schrödinger equation. This method is essentially based on the perturbation theory in the 
momentum space associated with momentum eigenfunctions. 

2.2 Setting up the one-electron Hamiltonian 
In this part, we discuss the HF theory for solids, where in principle either CO-LCAO or 
plane-waves 5 PT can be applied. The total electronic energy EB0 B(k) at k is the expectation 
value of the Hamiltonian H(r): 

 )()()()( 000 krkk ΨΨ= HE  (2-6) 

By applying the Slater determinant (2-3) in (2-6) and minimizing EB0 B(k) with respect to a 
trial crystal orbital ΨBiPB

0
P(r; k) according to the variational principle: 

 );();();( 000 krkrkr iii Ψ+Ψ→Ψ δ  (2-7) 
one gets a one-electron canonical HF equation, similar to the one for molecules: 

 ( ) ( )k rkk rkr ;)(;);( iiif Ψ=Ψ ε  (2-8) 
Here the one-electron Fock operator )(rf is: 

 ∑∑∑ −+
−

−∇−=
N

j
j

N

j
j

A A

A KJZf );();(
||

)(
2
1);( 2 krkr

rr
rkr  (2-9) 

with the Coulomb and Exchange operators defined by their effects on the crystal 
orbital );( kriΨ , respectively: 

Coulomb operator: 
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Exchange operator: 
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The equation (2-8) can be written as an equivalent matrix representation, for example, by 
combining (2-4) for CO-LCAO6

PT, for solids at each k point in the reciprocal space, similar 
to the procedure of molecular HF calculations, known as Roothaan-Hall equation: 

                                                 
TP

5
PT However, for the technical difficulty of treating HF exchange integrals, the HF plane-waves have not yet 

been implemented into most solid state programs. 
TP

6
PTAll equations derived in this section can be directly applied to the plane-waves methods as long as 

);( k riΦ is replaced by );( iKk r +Φ and )(kijc by )( ijc K . 
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 )()()()()( kεkCkSkCkF =  (2-12) 
with the orthonormalization condition (I is the J×J identity matrix): 

 IkCkSkC =)()()( T  (2-13) 

All these J×J matrices in (2-12) are read as: 

Fock matrix F(k):  
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Coefficient matrix C(k): 
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Overlap matrix S(k): 
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Diagonal energy matrix ε(k): 
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The ij-th element of the Fock matrix F(k) is formulated in the basis of Bloch 
orbital );( k rjΦ : 
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where the first and second terms result from the one-electron Fock operators, which refer 
to the kinetic energy and the electron-nuclear attraction energy at k, respectively. The last 
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two terms are the contributions of two-electron Fock operators, namely the Coulomb 
integral J(k) and the exchange integral K(k) at k.  
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The density matrix element PBklB(k) are expressed in the reciprocal space as: 

 ))(()()()( * kkkk Fermi a

J

a
lakakl EHccP ε−= ∑  (2-23) 

In order to deal with the intercrossed feature of band structures for some periodic solids 
(cf. Figure 2-2), the Heaviside step function H has to be introduced to build up the 
density matrix below the Fermi energy level EBFermi 7

BPT. This cannot be achieved by the usual 
simple truncation of the sum in terms of indices of occupied orbitals. This marks the 
major difference from molecular cases. 

The total electronic energy EB0 B(k) at k is given by: 
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The total ground state energy per unit cell is obtained by transforming (2-24) to the direct 
space with the addition of nuclear-nuclear energies EnnB: 

 ∫+=
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nn dE
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EE kk)(1
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where the integral is performed within the first Brillouin zone with the volume of VBZ. 

2.3 Tight-binding approximation (CO-LCAO) 
The most important property of a Bloch orbital );( k rjΦ is its periodicity. Therefore in 
CO-LCAO, the first step for solving (2-12) is to generate the Bloch 

                                                 
TP

7
PT The Fermi level EBFermiB(k) is essentially available for each k point, which separates the highest occupied 

and lowest empty states at a specific k point. The plot of EBFermiB(k) against k coordinates is a multi-
dimensional hypersurface, called Fermi surface, within which all the Bloch electrons are generated. In this 
thesis, we pick the highest occupied level among all states of a crystal available in a given k-mesh as EBFermi B. 
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function );( krjΦ based on a non-periodic local atomic orbital )( jj ARr −−χ  by 
requiring the following transformation for an N-electron crystal: 

 ∑ −−=Φ ⋅

R

Rk ARrkr )(1);( jj
i

j e
N

χ  (2-26) 

where ABjB is the coordinate of the nucleus in the 0-cell (reference cell) on which the j-th 
atomic orbital )( jj ARr −−χ is centered, and the sum runs over the set of all lattice 

vectors R (cf. Figure 2-3). The Bloch basis );( krjΦ comes thereby as a complex function 
in contrary to the real basis for molecules, which may lead to more severe numerical 
problems.  

2.3.1  Gaussian basis sets 
The Gaussian type orbitals (GTO) are by far the most common choice to expand the 
atomic orbitals )( jj ARr −−χ in the same LCAO approach for molecules. 

)( jj ARr −−χ is approximated by a linear combination of a finite number of GTOs at 

the same center as );( jG ARr −−μς  times the spherical harmonics ),( φθlmY  describing 
the orbital shape: 

 ),();()( φθςχ
μ

μμ lm

n

jjj YGg
G

∑ −−=−− ARr ARr  (2-27) 

Some detailed reviews of GTO are available for molecules in references [T75T, T76T, T77T]. The 
equation (2-27) is called a contraction of the nG primitive Gaussians 

);( jG ARr −−μς with predefined exponents ζBμB, weighed by the contraction coefficient 
gBμB. Usually these exponents of primitive Gaussians are optimized independently for atoms 
at the HF level, and some diffuse exponents need to be modified or even eliminated when 
they are applied to solids.  

There are two basic forms of contractions, namely segmented contraction and general 
contraction. The segmented contractions are disjointed, i.e., given primitive Gaussians 
appear only in one contraction. The general contractions, on the contrary, allow each of 
the primitives to appear in each basis function (contraction). The segmented contractions 
are far more popular for solid state calculations and will be applied in this thesis. 

The minimal basis sets provide only one single contraction which includes only one 
primitive Gaussian for each j-th atomic orbital. The quality of larger basis sets is denoted 
by double-ζ, triple-ζ, quadruple-ζ, quintuple-ζ, …, where the number of “ζ”s originally 
referred to the number of contractions assigned to each atomic orbital. Nowadays the 
number of “ζ”s indicates the number of contractions only for valence atomic orbitals. 
These kinds of basis sets are termed split-valence basis sets. Sometimes it is necessary to 
augment the original basis sets with one additional Gaussian primitive, called 
polarization function, of an angular momentum that is typically higher by one than the 
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highest angular momentum in the remaining basis sets. Too diffuse Gaussian primitives 
with low exponents often cause a numerical catastrophe due to the non-orthogonality in 
the HF CO-LCAO approach and should be thus avoided in the solid state calculations in 
order to remove the linear- or quasi-linear-dependence problems. 

Each primitive Gaussian is virtually an approximation of the eigenfunction of the 
Hamiltonian for a one-electron system with a spherical potential. So far there are two 
types of GTOs, the Spherical GTO (SGTO) denoted in (2-26) and the Cartesian GTO 
(CGTO) in (2-28).  

For SGTO: 
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with the normalization factor ),( nC μς : 
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For CGTO: 
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with the normalization factor N(ζBμB, n):: 
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The CGTO leads to redundant functions for the Gaussians with the angular momentum 
higher than one. For example, the CGTO with 2=++ zyx nnn  gives six Cartesian 
Gaussians due to the six possible sets of sums for n, whereas there are only five linearly 
independent and orthogonal d orbitals. In addition to the five 3d functions one 3s function 
is generated. Similarly for 3=++ zyx nnn  ten f-type Cartesian Gaussians for only seven 
linearly independent and orthogonal f orbitals are generated. In addition to these seven 4f 
functions three 4p functions result. These redundant functions are not independent and 
thus may cause the linear dependence problems due to the non-orthogonality of basis sets 
in the CO-LCAO approach. It is indeed even more problematic and computationally 
inefficient for the integral evaluations as the quantum numbers are further increased. 
Therefore only SGTOs have been implemented in the CO-LCAO approach and applied in 
this thesis.  

The segmented contractions belonging to a given atom are grouped in shells 
corresponding to the same value of principal and angular quantum numbers, e.g., the 1s-
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shell is a collection of 1s-type GTOs with n=1, 2p-shell is a collection of 2p-type GTOs 
with n=2, 3d-shell is a collection of 3d-type GTOs with n=3, and so on. In some codes 
like CRYSTAL03 [64], the sp-shell constraint is also one option to share the same 
number of contractions and exponents of corresponding Gaussian primitives for all 
atomic orbitals with the same principal quantum number, which considerably speeds up 
the calculation by reducing the cost of integral evaluations. 

2.3.2  Self-consistent procedure 
Inserting (2-24) into (2-25), the total ground state energy per unit cell EB0B is eventually 
written as: 

 ∑∑∑ +++=
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J
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ijijijijnn FZTPEE
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0  (2-32) 

where R
ijP is the density matrix element in the direct space, which is determined by the 

inverse Fourier transform from the reciprocal to the direct space: 

 ∫ ⋅=
BZ

i
ij

BZ
ij deP

V
P kk RkR )(1  (2-33) 

The Fock matrix element )(kijF , kinetic energy matrix element )(kijT and electron-nuclear 

attraction matrix element )(kijZ in the Bloch basis can be written as the Fourier-
transforms from the direct to the reciprocal space in the atomic orbitals (local basis 
sets) )( jiχ Ar − in the 0-cell and )( jj ARr −−χ  in the R-cell: 

 ∑ ⋅=
R

RkRk i
ijij eFF )(  (2-34) 

 ∑ ⋅=
R

RkRk i
ijij eTT )(  (2-35) 

 ∑ ⋅=
R

RkRk i
ijij eZZ )(  (2-36) 

The corresponding coefficients in the direct space are: 
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jjiiij χT ARrArR −−∇−−= χ  (2-38) 

 )()( jj
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A
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where in  (2-37) the Coulomb and exchange integrals in the atomic orbitals are: 
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The overlap matrix element R
ijS in the atomic orbitals (local basis sets) is: 

 ∑ ⋅=
R

RkRk i
ijij eSS )(  (2-42) 

 )()( jjjiij χS ARrArR −−−= χ  (2-43) 

The total energy of an infinite crystal is obviously infinite and has no physical meaning, 
but the total energy per unit cell, more specifically for the 0-cell in this case, which 
includes the interaction of the nuclei and electrons in the 0-cell with all nuclei and 
electrons in the entire crystal, is finite. In this total energy expression (2-32), the major 
difference compared to that of molecular cases is that a new sum over the infinite direct 
lattice vectors R takes place. 

It is possible to compare the self-consistent steps of solid calculations implemented in the 
CRYSTAL03 [64] program with the main steps, e.g., suggested by Szabo and Ostlund in 
[T78T], for molecules. 

1. Specify a crystal with fractional atomic coordinates in an asymmetric unit, lattice 
constants, atomic numbers and space group; 

2. Specify Gaussian primitives );( jG ARr −−μς with adjusted exponents and form the 

contractions times angular functions for atomic orbitals )( jj ARr −−χ as a local basis set 
with contraction coefficients following (2-27); Express the Bloch 
basis );( krjΦ according to (2-26); 

3. Evaluate the matrix elements R
ijS , R

ijT , R
ijZ , 0RHG

ijklJ and 0GHR
ilkjK in the atomic orbitals 

according to (2-43), (2-38), (2-39),  (2-40) and (2-41), respectively 8 PT; 

4. Guess initial density matrix elements )(kijP B; 

                                                 
TP

8
PT In the conventional approach, these integrals are stored in memory or on disk and replicated to the next 

self-consistent cycle without being calculated again, suitable for small systems; the alternative direct 
approach for large systems is to recalculate these integrals in each self-consistent cycle, which on the other 
hand dramatically increases the computational time. 
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5. Perform the inverse Fourier transform of )(kijP  in the reciprocal space to form the 

density matrix elements R
ijP in the direct space by (2-33); 

6. Evaluate the Fock matrix elements R
ijF  based on the results of step 3 and 5 according to 

 (2-37); 

7. Perform the Fourier transform of R
ijS and R

ijF in the direct space to form the 

corresponding matrix elements )(kijS and )(kijF in the reciprocal space according to (2-42) 
and (2-34); 

8. Solve the Roothaan-Hall equation (2-12) with the condition (2-13) at every k point of 
the sampling net; 

9. Determine the Fermi energy EBFermiB, which is the highest energy value )( ji kε of an 
occupied state in the system inside the first Brillouin zone; 

10. Check whether the procedure has converged in terms of the difference between the 
new density matrix of step 8 and the previous density matrix within a specified criterion. 
If not, repeat steps 5 to10 to find the new density matrix elements )(kijP ; 

11. Calculate the total energy per unit cell by (2-32); 

2.3.3  Coulomb and exchange integrals criteria 
The detailed discussion on Coulomb and exchange integral calculations in the local basis 
sets associated with the role of symmetry is available in the paper by Dovesi [T79T]. It has 
to be manifested that the equations (2-32), (2-34)~(2-37) and (2-42) are totally useless 
unless one indicates an economical, reasonably precise, asymptotically exact procedure to 
handle the three indices R, G, and H direct lattice infinite sum. It must also be stressed 
that the individual sum of Coulomb and exchange integrals in (2-35) diverges and that the 
convergence is obtained by a delicate balance between the two different contributions. In 
the presentation of the CRYSTAL03 package [64], the truncation criteria have been 
proposed for both Coulomb [ 80 T] and exchange series [ 81 T]. The main points are 
summarized as follows: 

1. The one-electron integrals R
ijT and R

ijZ  as well as the two-electron Coulomb integral 
0RHG
ijklJ are disregarded by truncating the R sum in (2-32)  or the G sum in(2-37), when, 

either the overlap distribution )()( 111 jjiiQ ARrAr −−−= χχ  with respect to R or 

)()( 222 llkkQ AGHrAHr −−−−−= χχ  with respect to G, is smaller than an 
“overlap” threshold, also-called Coulomb overlap threshold ITOL1 in the CRYSTAL03 
package. 

2. The truncation of the H sum in (2-37) is more delicate since it indicates the distance 
between the two contributions QB1B and QB2B. The so-called Coulomb penetration threshold 
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ITOL2 is applied to tell the attribution of the interaction between QB1B and QB2B is evaluated 
whether exactly or approximately. If QB1B and QB2B do not penetrate each other due to a large 
|H| value, where the charge QB2B in the cell H belongs to the “monoelectronic zone” of QB1B, 
the Coulomb integral 21 QQ  is evaluated by a multipolar expansion truncated at some 
given L value termed POLEORDER; otherwise, when the penetration between QB1B and 
QB2B is larger than ITOL2, where the charge QB2B in the cell H belongs to the “bielectronic 
zone” of QB1B, the Coulomb integral 21 QQ  is evaluated exactly. Consequently, by setting 
ITOL2 to an extremely low level, all the two-electron integrals are calculated exactly. 

3. For the exchange integral RHGH0 ,,, +
ilkjK  similar to the case 1, the H sum is truncated, 

when either the overlap distribution )()( llii AGHrAr 11 −−−− χχ or 

)()( jjkk ARrAHr 22 −−−− χχ  is smaller than an Exchange overlap threshold 

ITOL3. 

4. The situation is more complicated when the sums of R and G are concerned. Therefore 
two arbitrary exchange pseudoverlap thresholds ITOL4 and ITOL5 are suggested for 

)()( jjii ARrAr 21 −−− χχ  and )()( llkk AGHrAHr 12 −−−−− χχ  for exchange 

integrals. Both of R and G sum are special since they concern not only the exchange 
integral but also the density matrix elements. It has been further suggested [T82T] that the 
truncation of G sum should be much more severe than that of R sum by three to eight 
orders of magnitude to remove the distortion of the exchange potential and thus to 
achieve a stable self-consistent behavior in most cases. 

2.4 Plane-waves (PW) 

2.4.1  Orthogonalized plane-waves (OPW) 
An alternative method for the one-electron crystal orbital );( k riΨ in (2-5) is to set up 
proper Bloch functions );( jKkr +Φ  which combine rapid oscillations in the core region 
with plane-wave-like behaviors interstitially, namely the orthogonalized plane-waves 
suggested by Herring [65]. In this method, no special potentials are required for the 
following methods where the crystal potentials have been simplified along with the 
adaptation of orbitals. By distinguishing );( k riΨ  between the valence electrons and core 

electrons, );( k riΨ is expanded by remaining the plane-wave factor rKk ⋅+ )(ie in (1-24) but 
with the addition of the linear combination of core orbitals );( k rcΨ : 

 ∑
∈

⋅+ Ψ++=+Φ
corec

cjc
i

j be j );()();( )( krKkKkr rKk  (2-44) 

where the sum in (2-44) is over only all core levels for the Bloch wave-vector k. The core 
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orbitals );( k rcΨ are taken to be the tight-binding linear combination of atomic core 
orbitals )( jc ARr −−χ similar to (2-26). 

 ∑ −−=Ψ ⋅

R

Rk ARrkr )(1);( jc
i

c e
N

χ  (2-45) 

By requiring );( jKkr +Φ being orthogonal to every core level );( k rcΨ TP

9
PT: 

 0);();(* =+ΦΨ∫ rKkrk r djc  (2-46) 

and by assuming the condition that: 

 ''
* );();( cccc d δ=ΨΨ∫ rk rk r  (2-47) 

the coefficient )( jcb Kk + can be readily shown as: 

 ∫ ⋅+Ψ−=+ rk rKk rKk deb ji
cjc

)(* );()(  (2-48) 

The faster convergence compared to that of pure plane-waves is a consequence of the fact 
that the Fock matrix element )(kOPW

ijF for OPW turns out to be much smaller 

than )(kPW
ijF for pure plane-waves.  

2.4.2  Pseudopotentials (PP) 
Let us look at another face of the OPW method, called the Pseudopotential method, 
which is formally transformed from OPW. The one-electron crystal state );( k riΨ formed 
in terms of equation (2-44) and (2-5) actually corresponds to the exact valence 
wavefunction );( k rvΨ ,  

 ( )∑ ∫
∈

ΨΨ−=Ψ
corec

cvcvv d );();();();();( * krrkrk rkrk r φφ  (2-49) 

where the plane-wave part is written as: 

 ∑ ⋅+=
j

i
jvv

jec rKkKkr )()();(φ  (2-50) 

Both the exact valence and core orbitals );( k rcΨ and );( k rvΨ satisfy the Schrödinger 
equation with the eigenvalue )(kvε and )(kcε , respectively: 

 );()();()( k rkk rr vvvH Ψ=Ψ ε  (2-51) 

 );()();()( k rkk rr cccH Ψ=Ψ ε  (2-52) 

                                                 
TP

9
P Note that );( Kkr +Φ is also automatically orthogonal to );( k' rcΨ when kk'≠ due to the Bloch 

condition. 
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Combining equations from (2-49) to (2-52), one goes to an interesting so-called effective 
Schrödinger equation for which the plane-wave part );( krvφ turns out to be solved in this 
eigenfunction: 

 );()();(])([ k rkk rr vvvPseudoUT φεφ =+  (2-53) 
where the pseudopotential PseudoU  is defined to be the sum of the actual periodic 
potential )(rU and RU : 

 RPseudo UUU += )(r  (2-54) 
where the complicated nonlocal operator RU has the property of transformation: 

 ( )∑ ∫
∈

ΨΨ−=
corec

cvccvvR dU );();();()]()([);( * krτkrkrkkkr φεεφ  (2-55) 

Since the effective Schrödinger equation (2-53) provides a pseudo wavefunction 
);( krvφ as the eigenfunction, formed by the linear combination of plane-wave, it is 

helpful to find the pseudopotential, PseudoU , small enough that the Bloch electrons in 
crystals can be treated as nearly free electrons. This is actually true according to (2-55) 
which takes a positive RU and partially cancels the actual potential )(rU , since the 
valence orbital energies lie above the core energies. There appears to be many ways other 
than (2-55) to define RU  such that the equation (2-53) has the same valence eigenvalues 
as the actual crystal Hamiltonian H(r) [83T]. 

2.5 Superposition of GTO+PW 
In the following methods, the approximation of a special periodic potential, i.e., Muffin-
Tin potential for APW and KKR or Full-potential for LAPW, is demanded for the 
superposition of local orbitals and plane-waves. 

2.5.1  Augmented plane-waves (APW) 
In order to make the Schrödinger equation more easily solvable, Slater in 1937 first 
simplified the real crystal potential to a Muffin-Tin (M-T) potential for the core in each 
Wigner-Seitz cell [67]: 
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Here
cr

A is the coordinate for a nucleus in the R-cell with the specified critical radius rBc B. 
Therefore the total periodic M-T potential can be simply written down as: 

 ∑ −−=−
R

ARrr )()(
crTM VU  (2-57) 



Structures Band Deriving 

Superposition of GTO+PW 34

The M-T potential indicates that the potential )(rTMU − is a sphere within a spherical core 
of radius rBcB around each atom or ion, and taken to be a constant (usually zero) in the 
interstitial region between two cores. The rBcB is taken to be less than half of the nearest-
neighbor distance so that the spheres do not overlap. Usually, for each type of nucleus 
with the critical radius rBcB, there exits a spherical potential )(

cr
V ARr −−  for it. 

Correspondingly, the );( krΦ in (2-5) can be achieved as a plane-wave in the flat 
interstitial region, while forcing );( krΦ to have a more rapid oscillatory atomic behavior 
in the core region [68]: 
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where H is the Heaviside function. The coefficient )(klma is determined by the continuity 
condition of );( krΦ at the boundary between atomic and interstitial regions: 
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where ),( cl rj k is the Bessel function. 

In the atomic region, );( krΦ  meets the atomic Schrödinger equation for the atom with rBcB: 

 );();()(
2
1 2 krkrARr Φ=Φ⎟

⎠
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V ε  (2-60) 

which eventually leads to the radial differential equation: 
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However, in the flat interstitial region, it is easy to show that );( krΦ  does not satisfy the 
equation (2-60) but the Schrödinger equation for free electrons: 
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The one-electron crystal wavefunction );( k riΨ follows (2-5), replicated here again: 

 ∑ +Φ=Ψ
j

jjii c );()();( KkrKk r  (2-63) 

Although );( krΦ is continuous at the boundary between the atomic and interstitial region 
exists, the derivative on the boundary is discontinuous, which leads to the δ-singularities 
there for the second-order derivative of );( krΦ . This difficulty, which is severe for the 
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kinetic energy, can be avoided, due to Green’s theorem, by applying the variational 
principle to the following equation: 
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The APW SCF procedure is presented in the flow chart in Figure 2-4. 

2.5.2  Korringa-Kohn-Rostoker (KKR) 
The KKR method was originally formulated [70, 71] by applying the multiple-scattering 
theory to seek the solution of the Schrödinger equation and to determine the electronic 
band structure for solids. Later on, the KKR method was further developed based on the 
Green’s function [T84T, T85T, T86T]. The KKR method is applied not only to perfect crystals, 
but also useful to treat impurities [T87T] and even chemically disordered alloys [T88T]. To 
facilitate the KKR method, two significant points need to be independently addressed: 
The Muffin-Tin potential )(rTMU − expressed in (2-57) as well as the structure 
factor )()( r'rk −

i
Gε  associated with the lattice geometries. The Green 

function )()( r'r −ki
Gε is defined through: 

 )()()(
2
1

)(
2 r'rr'rk k −=−⎟

⎠
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⎛ +∇ δε ε i

Gi  (2-65) 

 The one-electron Schrödinger equation can be written down in a similar form: 

 );()();()(
2
1 2 k rrk rk iTMii U Ψ=Ψ⎟

⎠
⎞

⎜
⎝
⎛ +∇ −ε  (2-66) 

The one-electron crystal wavefunction which is a solution of both (2-65) and (2-66) 
provides: 

 r'k r'r'r'rk r k dUG iTMi i
);()()();( )( Ψ−=Ψ ∫ −ε  (2-67) 

By taking into account the Bloch condition (1-15) as well as the total periodic M-T 
potential (2-57), one comes to the result formally similar to (2-67): 

 ∫ Ψ−−=Ψ ');'()'();'();( )( rkrArkrrkr k dVg iri ciε
 (2-68) 

where the structure Green function );()( k r'rk −
i

gε is calculated through: 

 Rk

R
kk Rr'rk r'r ⋅∑ −−=− ieGg

ii
)();( )()( εε  (2-69) 

The factor )()( Rr'rk −−
i

Gε is chosen to be a single-site scattering for the free electron 
reference system: 
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with the momentum P(k) to be: 
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From (2-69), all the information depending on the wave-vector k and the crystal structure 
is contained in the structure Green function );()( k r'rk −

i
gε , which in turn can be 

calculated for a variety of crystal structures of specified values of ε and k, once and for 
all. 

2.5.3 Linearized augmented plane-waves (LAPW) and APW+lo method 
The main drawback of the APW method is the energy dependence of the radial function 

nlR in (2-58), i.e., inside the M-T sphere an crystal orbital );( kriΨ can be accurately 
described only if nlε is equal to the eigenenergy )(kiε of );( kriΨ being sought. This 
directly leads to the nonlinear eigenvalue problem to go through a set of different energy 
dependent APW basis functions for each eigenenergy )(kiε , which is computationally 
very demanding (see Figure 2-4). The first successful solution to this problem was 
suggested by Anderson in 1975 [73] by giving an additional linearizing term to the radial 
part of APW basis functions:  
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Here nlR is the regular solution of the radial Schrödinger equation (2-61) at a fixed energy 

nlε (usually chosen at the center of the corresponding energy band with l-like character), 

and nlR& is energy derivative of nlR at the same energy nlε . The coefficients )(klma  and 
)(klmb as functions of k are determined by requiring that );( krΦ is not only continuous 

itself as in the APW method but also continuously differentiable. This is called linearized 
augmented plane-waves (LAPW). It provides a sufficiently flexible basis to properly 
describe eigenfunctions with those eigenenergies all of which can be obtained by one 
single diagonalization for the energy nlε . It turns out that the nonlinear eigenvalue 
problems are converted into linear eigenvalue problems with much less computational 
costs. However, LAPW is suitable for treating neither states that stay far from the 
linearization energy nlε  like semicore states with a principal quantum number one less 
than the corresponding valence state, nor broad valence bands whose partial waves show 
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large energy variations inside the M-T sphere like d or f states. Improvements were done 
by Singh in 1991 [T89T] by further augmenting the LAPW basis set (2-72) for certain l 
values with local orbitals (LO), expressed in (2-73). The three coefficients in (2-73) are 
determined by the requirements that the LO should have zero value and slope at the M-T 
sphere boundary and the normalization.  
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Recently, Sjöstedt et al. [T90T] have found that such a linearization of LAPW is not most 
efficient and suggested an important modification of LAPW, associated with the original 
APW basis set (2-58), called the APW+lo method, where another type of local orbitals 
(denoted as lo to be distinguished from LO) is introduced in (2-74). The two coefficients 
are determined by the normalization and the condition that )( c

lo
lm rφ has zero value but no 

requirement for the slope. Therefore this set of lo has more variational flexibility than LO 
and provides a more efficient linearization of APW.  
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The LO in (2-73) and lo in (2-74) look quite similar. However, the difference is 
significant since LO is combined with the LAPW basis set engaging the energy 
derivative nlR&  in (2-72) and lo with APW engaging only the radial solution nlR in (2-58). 

This leads to the fact that nlR&  for lo is k-independent on the plane-waves in the interstitial 
region and thus can be included for the physically important l-quantum numbers. 

The APW+lo method shows more rapid convergence with about 50% reduced basis sets 
than LAPW. The program WIEN2K [T91T] actually provides a flexibly mixed LAPW and 
APW+lo method to treat different atoms or different l-values for the same atom. APW+lo 
can be applied to those atoms with small M-T sphere sizes or orbitals which require a 
large number of plane-waves and thus converge slowly, while the rest can be handled by 
LAPW. 

Another advantage of the linearization of APW is, as shown by Koelling [74], that it 
facilitates the inclusion of a full-potential: 
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The M-T potential is actually one special case of the full-potential with l=0 for a 
spherical potential in the core region and K=0 for a constant potential in the interstitial 
region. 

In the practical calculation by LAPW and APW+lo routines, one needs to handle the 
wavefunctions with distinguishable definitions of core, semicore and valence 
configurations10. According to the case implemented in WIEN2K [91], core states are 
those, whose electrons are entirely confined inside the corresponding M-T potential and 
deeply low in energy. Valence states remain at the energetically highest occupied levels 
with electrons outside the M-T potential. Semicore states stay higher in energy than core 
states, but lower than valence states, which leads to the electronic population both inside 
and outside the M-T potential. These different states are usually prescribed by a properly 
selected cut-off energy Ecutoff separating the core states and semicore-valence states, as 
well as the M-T radius determining non-overlap atomic spheres identical for the same 
type of atoms and so adapted to Ecutoff that there is no leakage of core states outside the 
atomic sphere. 

The LAPW SCF procedure is presented in Figure 2-5. 

2.6 k·p method 
The methods discussed above aim at seeking the independent solutions at different k 
points. However, the k·p method employs a different philosophy that once a solution at a 
certain k0 Bis available, the solutions at other nearby k points can be obtained directly 
based on the perturbation theory with respect to the k coordinates. 

The Bloch condition (1-15) can be equivalently rewritten in terms of a periodic 
function )( kr;iu with the periodicity of the lattice: 

 )();( kr;kr rk
i

i
i ue ⋅=Ψ  (2-76) 

where for a lattice vector R: 

 )()( kr;kR;r ii uu =+  (2-77) 

It can be derived that the one-electron Schrödinger equation is transformed to: 
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10  Such an attempt is, however, strictly speaking, against the basic law of quantum mechanics, that 
electrons are regarded as indistinguishable particles each of which has a certain probability to stroll away in 
the entire space. 
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If we know the solution of (2-78) at a certain point k0B, we can rewrite (2-78) at a point k: 
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Therefore the term ( ) );(0 krkk iui ∇⋅−− is regarded as a perturbation on the Hamiltonian 
for )( 0kr;iu . It can be further shown by the perturbation theory that the second order 
correction to the energy  is as follows: 
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The corrected wavefunction to the first-order at k is: 
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2.7 Electronic correlation methods for solids 

2.7.1  Density functional theory (DFT) 
The most widely used correlation method for solids is probably the density functional 
theory (DFT). As commented for molecular cases by Parr and Yang [T92 T], DFT is “a 
remarkable theory that allows one to replace the complicated N-electron wavefunction 
and the associated Schrödinger equation by the much simplier density and its associated 
calculational scheme. Remarkable indeed!”. All modern DFT methods are based on two 
fundamental theorems, well known as first and second Hohenberg-Kohn theorem 
established in their landmark paper in 1964 [T93T].  

The Hamiltonian )(ˆ rH can be expressed as the sum of kinetic operator )(ˆ rT , external 

potential )(ˆ rextV  (by the nucleus) and electron-electron interaction )(ˆ reeV : 

 )(ˆ)(ˆ)(ˆ)(ˆ rrrr eeext VVTH ++=  (2-82) 

The first Hohenberg-Kohn theorem states that, quoting directly from the 1964 paper and 
using ρ(r) to be the electronic density,  “the external potential )(ˆ rextV  is (within a constant) 

a unique functional of ρ(r); since, in turn, )(ˆ rextV  fixes Ĥ  we see that the full many-
particle ground state is a unique functional of ρ(r)”. Accordingly, the total energy E[ρ(r)]B 

Bis a unique functional of the density ρ(r) and can be decomposed into the contributions 
from system dependent part and an independent part with the latter universal functional 
called Hohenberg-Kohn functional F[ρ(r)]: 
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Here the Hohenberg-Kohn functional, which is valid for any number of particles and any 
external potential, can be identified as: 

 )]([)]([)]([ rrr ρρρ eeVTF +=  (2-84) 
)]([ rρeeV  has contributions of the classic Coulomb repulsion and nonclassic interactions:  
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The second Hohenberg-Kohn theorem says that a functional F[ρ(r)] which delivers the 
ground state energy delivers the lowest energy if and only if the trial density ρ(r) is the 
true ground state density ρ B0B(r) [T94T]. Obviously this is nothing new but the recapitulation 
of the variational principle in terms of the electronic density ρ(r) instead of 
wavefunctions for an N-electron system: 

 ∫ =+→ Ndrr     rrr )()()()( 0000 ρδρρρ  (2-86) 
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00 rrrrrr ρρρρρ FdVEE ext +=≤ ∫  (2-87) 

with the equal sign when )()( 0
0 rr ρρ = . 

Combining (2-83), (2-84) and (2-85), the complete energy functional is obtained: 
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The central task in the DFT scheme to determine the ground state energy and density in a 
given external potential is to seek the universal Hohenberg-Kohn functional, i.e., to seek 
the unknown terms of kinetic functional and nonclassic functional. That brings DFT 
much more complexities than what it looks like at its first glance. A genius work was 
done by Kohn and Sham [T95T], called Kohn-Sham approach, by formally splitting the 
unknown kinetic energy functional into two parts: 

 
4342143421

unknownmethod HF by known

r   rr )]([)]([)]([ ρρρ CS TTT +=  (2-89) 

)]([ rρST is the exact kinetic energy for a non-interacting system with the same density of 
a real interacting one. The residual part )]([ rρCT is still unknown and contains the 
difference between the real kinetic energy )]([ rρT and the non-interacting 
part )]([ rρST . )]([ rρST can be expressed as in the HF method: 
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However, )]([ rρST is neither equal to the real kinetic energy of the interacting system, nor 
equal to the HF kinetic energy since )]([ rρST is a functional of the exact density of the 
interacting system which is not the HF density of the non-interacting system. 

One can write the total energy as 
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and treat the two unknown terms as exchange-correlation energy )]([ rρXCE : 

 )]([)]([)]([ rrr ρρρ nclCXC VTE +=  (2-92) 
The latter is, although still mysterious, a kind of junk box that exactly smuggles 
everything unknown, i.e., the self-interaction, exchange, correlation and a portion of the 
kinetic energy, into the ship of the exact energy functional. 

Following what has been done within the HF method along with the variational principals, 
the so-called one-electron Kohn-Sham equation is produced in terms of a set of one-
electron Kohn-Sham orbitals );( σriΨ (σ is the spin coordinate): 

 );();( σrσr iii
KSf Ψ=Ψ ε  (2-93) 

Here KSf is the Kohn-Sham operator: 
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with the exchange-correlation potential )]([ rρXCV , a yet unknown functional derivative 
of )]([ rρXCE  with respect to the density: 
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The Kohn-Sham orbitals );( σriΨ are required to produce the exact density of the 
interacting system: 
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The Kohn-Sham approach, exact in principle and involving the single exchange-
correlation integral for the density on the scale of N-dimensionality, generally demands 
the less computational efforts than the HF method, with the latter involved in the non-
local exchange integral for wavefunctions on the scale of 3N-dimensionality.  
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The unknown part )]([ rρXCE remains, although mysterious and uncomfortable, formally 
exact and completely open for being upgraded, as has been done in the past decades from 
the Local Density Approximation (LDA) through the Generalized Gradient 
Approximation (GGA) to the Becke three-parameter hybrid functionals (B3). 

2.7.1.1  LDA 
Generally the exchange-correlation energy )]([ rρXCE can be expanded in the following 
form: 

 L+∇+= ∫∫ rrrrrrr dVdVE XCXCXC )]([|)(|)]([)()]([ )2(2 ρρρρρ  (2-97) 

where )]([)2( rρXCV is the second order correction to the exchange-correlation energy. 
Within the LDA approach, the N-electron system can be considered to have a slowly 
varying density, which leads to the neglect of the density gradient 2|)(| rρ∇ . This 
simplification turns out to determine the total energy with errors of the order 2|)(| rρ∇ , 
and even surprisingly the total density with a greater accuracy at the order 4|)(| rρ∇ . 
Therefore the exchange-correlation energy is expressed as: 

 ∫≈ rrrr dVE LDA
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Here )]([ rρLDA
XCV can be further split into: 
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)]([ rρLDA
XV and )]([ rρLDA

CV denote the exchange and correlation LDA potential, 
respectively. 

)]([ rρLDA
XV has an exact form for a uniform electron gas with a particular density, an 

excellent model for a slowly varying density, called Dirac-Slater exchange TP

11
PT [T96T, T97T]: 
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Another option of the exchange potential )]([ rρLDA
XV for the spin σ in a spin polarized 

case is called Barth-Hedin exchange [T98T] within the framework of the local spin-density 
approximation (LSDA): 
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 down-spinup-spin rrr |)(|)()( ρρρ +=  (2-102) 

                                                 
TP

11
PT Such a form of exchange potential )]([ rρXV for a uniform electron gas was found by Slater due to his 

approximation of HF exchange, but was originally derived by Dirac apart from the pre-factor. 
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Although the explicit expression of the correlation part )]([ rρCV is unknown, it can be 
calculated, however, with highly accurate numerical quantum Monte Carlo simulations of 
a uniform gas from the work of Ceperley and Alder in 1980 [T99T]. On the basis of these 
results, various authors have presented analytical expressions of )]([ rρCV based on 
sophisticated interpolation schemes. For example, the VWN correlation potential was 
proposed by Vosko, Wilk and Nusair in 1980 [100T], PZ by Perdew and Zunger in 1981 
[101] as well as the recent PW by Perdew and Wang in 1992 [102T]. 

2.7.1.2  GGA 
One significant improvement of the LDA approach is to take into account not only the 
density but also the density gradient. Those functionals which include the gradient of the 
electronic density and restore the exchange-correlation hole are referred to as GGA for 
both spinless and spin polarized systems, which have the following general form: 

 ∫ ∇∇= rrrrrrr dfE XC
GGA
XC )](),(),(),([)](),([ βαβαβα ρρρρρρ  (2-103) 

)](),([ rr βα ρρGGA
XCE can be written as the similar sum of two parts as for LDA: 
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The GGA exchange functional )](),([ rr βα ρρGGA
XE is specified by the exchange LDA 

functional corrected with the addition of a gradient factor: 
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where σs is a reduced density gradient for spin σ: 
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Several GGA exchange functionals are available so far by defining different explicit 
forms of the function )( σsF , listed as follows for Becke88 [T103T], Perdew86 [104 T] and 
PBE [105 T]. 
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For the GGA correlation functionals )](),([ rr βα ρρGGA
CE , they have more complicated 

analytical forms. One of the most often used GGA correlation functionals is Perdew86 
[T106T], the counterpart of the Perdew86 exchange functional. Later on Perdew and Wang 
suggested PW91 [102, 104, T107, 108 T]. Probably a more popular non-local correlation 
functional is due to Lee, Yang and Parr [T109T], called LYP. Another option was provided 
by PBE, the correlation counterpart of the PBE exchange functional. 

2.7.1.3  Hybrid functionals 
The basic idea behind the method of hybrid functionals is that some portion of the exact 
HF exchange functional is incorporated into the pure density functionals described above, 
all weighted by three semi-empirical coefficients, in the way of the adiabatic connection 
method proposed by Becke [T110T], such that the promisingly improved results would be 
produced by DFT. The most popular hybrid functionals are B3PW91 and B3LYP, which 
can be generated by12: 

 nonlocalVWNHFBecke88SlaterDiracB3
CCXXXXC cEEcaEbEEaE +−+++−= − )1())(1(  (2-110) 

where the three parameters a, b and c refer to the HF exchange percentage, weight of  the 
nonlocal exchange and weight of the nonlocal correlation. The B3PW91 and B3LYP are 
achieved when the nonlocal correlation functional stands for PW91 and LYP, 
respectively. 

2.7.2  Incremental scheme 
For solids, the correlation effects are usually accounted for basically by DFT. Some 
sophisticated wavefunction-based correlation methods that have been successfully 
developed for molecules, such as Configuration Interaction (CI) and Coupled Cluster 
(CC), are not feasible so far in the way to consider the translation symmetry, with the 
only exception that solids are truncated properly to be treated in a cluster model. The 
Incremental Scheme [111, 112, 113] is a powerful approach for large and periodic 
systems to derive the correlation energies by using wavefunction-based correlation 
methods.  

Given a group D of local domains i defined in the reference 0-cell which can be 
accurately derived from HF wavefunctions, the correlation energy per unit cell can be 
expanded in equation (2-111) as the sum of so-called n-body increments (e.g., one-, two-, 
three-,… n-body): 

 ⋅⋅⋅Δ+Δ+= ∑∑∑
∈<<∈<∈ Dkji

ijk
Dji

ij
Di
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where  

                                                 
TP

12
PT This is how B3PW91 and B3LYP have been implemented in CRYSTAL03 program. For other codes, 

they may correspond to different parameters or even different components. 
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Those local domains denoted as j, k, … must be addressed in the entire crystal. The local 
domain i can be a set of different atomic/ionic sites in ionic systems or of different bonds 
in covalent systems or arise from other definitions. iε is the correlation energy, which is 
calculated by allowing the orbital excitation within each local domain i but entirely 
freezing others at the correlation level. For each ijεΔ , ijε is obtained by exciting orbitals in 
both domains i and j but freezing orbitals in the other domains. The higher-order 
increments can be calculated in an analogous way.  

The expansion (2-111) for correlations makes sense only if this series is ensured to have a 
fast convergence at a low order of increments. This can be achieved when the localized-
orbital-centered domains are defined. Accuracies are controlled by truncating a fast-
converging series at a certain n-body increment derived with properly defined local 
domains. On the other hand, besides the truncation of the series (2-111), a given order 
increment must also be truncated up to certain nearest neighbor unit cells. Therefore 
highly correlating methods used in connection with (2-111) are required to be size-
consistent.  
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Figure 2-1 The schematic illustration of basis sets linear-dependence. 

 

 

  
Figure 2-2 The schematic crossing of two bands ΨBiB and ΨBi+1B, both of which are only partially 
occupied. The Fermi level EFermiB therefore stays within the energy interval ranging over more than 
one band when this partial occupation occurs. 

 

 

  
Figure 2-3 The nuclear center with respect to the lattice origin in the 0-cell. 
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Figure 2-4 The flow chart for the APW SCF procedure. 
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Figure 2-5 The flow chart for the LAPW SCF procedure implemented in WIEN2K [91]. 
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Chapter 3 Relativistic Corrections 
All that have been discussed so far is how to solve the Schrödinger equation for solids 
and derive the band structures within the framework of non-relativistic approximation. 
However, the relativistic effects can manifest themselves for solids through heavy 
elements contained in such functional materials as ferroelectric and ferromagnetic 
crystals.  

Formally, the relativistic effects can be viewed as the difference between the results from 
a relativistic and a non-relativistic calculation. The relativistic correction is usually 

estimated to increase as 2

4

~
c
Z . The correction is thus significant only for heavy nuclei. 

Generally, the relativistic corrections bring us two consequences, i.e., the dominating 
direct relativistic effect resulting in the contraction and stabilization of core-penetrating 
orbitals like s and p orbitals, as well as the dominating indirect relativistic effect resulting 
in the expansion and destabilization of non-core-penetrating orbitals like d and f orbitals. 

3.1 The fully-relativistic Schrödinger equation 
The relativistic corrections met in the theory of solid electronic states are basically the 
same as those encountered in the theory of atomic and molecular electronic states. In the 
non-relativistic treatment augmented by the experimentally obtained motion of electron 
spin, the wavefunction has two components for electronic states, i.e., the spin-up and 
spin-down components. In the relativistic case, however, we have four instead of two 
components, i.e., two upper components Φ mainly corresponding to electronic spinor 
states and two lower components Χ mainly corresponding to positronic spinor states.  

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=Ψ

Χ
Φ

rel  (3-1) 

with 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

4

3

2

1

ψ
ψ

ψ
ψ

Χ    ,Φ  (3-2) 

The corresponding relativistic Schrödinger equation associated with the four-component 
wavefunction is: 

 relrel EH Ψ=Ψ  (3-3) 
where the relativistic Hamiltonian for an N-electron system reads: 
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where c, Mi and Vext are the light speed, vector potential (magnetic fields) and external 
scalar potential (i.e., electron-nuclei attraction, nuclei-nuclei repulsion and applied 
electric fields), respectively. The momentum pi is calculated by: 
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iip  (3-5) 

The two terms α and β are defined by the Dirac matrices: 
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with the Pauli matrices: 
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and In is the n-dimensional identical matrix: 
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The four-component relativistic Schrödinger equation is however not exact, due to the 
implicit form of the vector potential Mi describing the magnetic interactions. Several 
approximated Hamiltonians have been recovered, e.g., the Dirac-Coulomb Hamiltonian 
by entirely neglecting Mi; the  Dirac-Coulomb-Gaunt Hamiltonian by using  the Gaunt 
term for electron-electron magnetic interactions, the Dirac-Coulomb-Breit Hamiltonian 
by considering both electron-electron magnetic interactions and the retardation effect 
setting the speed of the interaction propagation to c, etc.  

Calculations performed by solving the four-component relativistic Schrödinger equation 
(3-3) leads to a fully-relativistic description, which is however only feasible for atoms by 
exploiting the spherical symmetry as well as small molecules. The other serious problem 
is that the eigenvalues of the four-component relativistic Schrödinger equation are not 
bounded from below, which could lead to a variational collapse of the desired electronic 
solution into the positronic states. This problem can be avoided if the small components 
for positronic states are projected out. Formally, the following exact transformation exists 
between Χ and Φ: 
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which leads to the transformed Schrödinger equation: 
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with the potential: 
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and the Pauli vector: 
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 ),( zyx σ σ ,σσ =  (3-12) 

It is obviously seen from (3-9) that Χ<<Φ due to the extreme large term of mc2 in the 
denominator. Therefore Χ is also-called the small components, and Φ the large 
components. The application of the exact transformation between the small and large 
components for practical solutions of relativistic effects is by no means possible. 
Therefore many efforts have been undertaken on the simplifications of the transformation 
so that Χ is small enough to be negligible. These relativistic electronic structure 
approaches range from a fully-relativistic four-component over a two-component to a 
spin-free scalar-relativistic one-component all-electron description. Eliminating the 
chemically inactive core relativistic effects can also be accounted for by two-component 
or one-component scalar-relativistic ECP (effective core potential) methods.  

3.2 All-electron approach 

3.2.1  Foldy-Wouthuysen Hamiltonian 
A systematic and attractive procedure for decoupling the large and small components was 
presented by Foldy and Wouthuysen [114]. The resultant FW Hamiltonian is: 

 FWFW
relnrel HHH +=  (3-13) 

where Hnrel is the usual non-relativistic Hamiltonian, and the relativistic effects, truncated 
at c-2 are corrected by Hrel: 

 sFW ⋅∇×∇−+∇+∇−= )(
4
1

8
1

8
1

2
2

2
4

2

rr
Vi

c
V

cc
H rel  (3-14) 

The first, second and third contributions are called mass-velocity term, Darwin term, and 
the spin-orbit coupling term. The contribution from the magnetic fields for the 
relativistic correction to Zeeman effects is disregarded. Although this expansion has 
proved to be strongly singular, it is useful to understand the origin of relativistic effects. 
The mass-velocity effect is negative, which leads to the core orbital contraction and 
energetic stabilization; the Darwin effect results in the positive relativistic energy shift for 
s states and is null for other states for a Coulomb potential; the spin-orbit terms deals with 
the splitting of states and couples the spin- and angular-momenta, which has the most 
pronounced effect where the potential changes most rapidly, i.e., close to the nuclei. 

3.2.2  Douglas-Kroll-Hess Hamiltonian 
The Douglas-Kroll-Hess Hamiltonian [115, 116] leads to a two-component Schrödinger 
equation which is bounded from below and variational. Without the magnetic field, the 
DKH Hamiltonian reads: 
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where 
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{} denotes an anti-commutator. W1(i) is a momentum space integral: 
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where )',( iiV pp is the Fourier transform coefficient of the external potential ext
iV . 

However, the relativistic effects from the second two-electron term in (3-15) are usually 
minor and therefore the non-relativistic Coulomb operator is utilized instead for most 
cases in order to avoid dramatically increasing computational costs. When the DKH 
Hamiltonian is applied to calculate properties, the corresponding property operators need 
to be accordingly transformed. The DKH method has been widely implemented in 
various programs for explicit relativistic all-electron calculations of atoms and molecules. 

3.2.3  Wood-Boring Hamiltonian 
The Wood-Boring Hamiltonian is obtained by directly eliminating the small component 
in (3-10) without the magnetic field.  
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 (3-18) 

It is obvious that the WB Hamiltonian is decomposed into the spin-independent and spin-
dependent parts, which in turn explains the scalar-relativistic and spin-orbit coupling 
effects individually. Unlike the energy-independent FW and DKH Hamiltonians, the WB 
Hamiltonian provides a set of energy-dependent operators that needs to be solved 
iteratively. The WB Hamiltonian is mainly applied in atomic finite difference 
calculations, e.g., to generate the all-electron atomic reference data needed for the 
adjustment as calibration of ECPs. In the central field approximation for one electron 
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atom, the equation (3-18) gives the following energy-dependent operators for the large 
component radial equation: 

 κκκ ε nnnSODMVnrel RRHHHH =+++ )( WBWBWBWB  (3-19) 

with the WB
nrelH being the non-relativistic Hamiltonian specified in (2-61). The WB mass-

velocity, Darwin and spin-orbit coupling terms consist of the relativistic corrections with 
all being functions of the orbital energy κε n . The relativistic quantum number κ is defined 
as: 
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3.3 Effective core potential (ECP) 
All-electron calculations are not always feasible or necessary. The goal of a reduction of 
computational costs leads to the restriction of the explicit wavefunction calculation for 
valence electrons while keeping the valence properties of systems, which after 
replacement of the core electron system by a potential leads to the effective core potential 
(ECP) methods. ECP methods are in accordance with one of the most fundamental 
assumptions in chemistry that low lying core electrons are relatively inert and not 
perturbed by a molecular or crystalline environment (frozen core approximation). Thus 
ECP has been accepted as efficient tools to carry out spin-free and spin-orbit relativistic 
first-principles calculations for both molecules and crystals. They are especially indicated 
when heavy elements are involved. Two families of relativistic ECP methods exist: those 
based on the Huzinaga–Cantu equation [117] which leads to valence orbitals with the 
same nodal structure as the all-electron orbitals are known as model potential (MP) 
methods, and those relying on the pseudo-orbital transformation [66], which produces 
radially less nodal or even nodeless valence pseudo-orbitals are known as 
pseudopotential (PP)  methods. 

3.3.1  Frozen core approximation 
If we divide the orbitals into two subgroups of Nc localized core electrons and Nv 
delocalized valence electrons, we may formally rewrite the relativistic Fock operator (2-9) 
as follows: 
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with the effective core charge equal to the total nuclei charge minus the number of 
electrons represented by ECP: 

 coreA
eff
A ZZZ −=  (3-22) 

The exact non-local core potentials including Coulomb and exchange parts can be 
approximated by the sum of approximated frozen core potentials for different atoms in 
order to make the calculations more affordable: 
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Therefore it is obvious that the problem of explicitly treating an N-electron system has 
been converted to the one of explicitly treating the Nv-system only, which tremendously 
reduces the computational efforts. Thus the frozen core approximation is so-called that 
the core potentials are fixed to particular forms and not allowed to change upon the 
formation of molecules or crystals. The relativistic effects can be included by the DKH or 
WB approach for valence electrons. 

However, the simplification of exact core Coulomb and exchange potentials by the frozen 
core potentials indeed neglects the core-valence and core-core electron correlation 
interactions in the correlation picture. These introduce tremendous errors for a large core 
calculation. The short-ranged core-core exchange-correlation effects can be minimized by 
defining non-overlapping cores. On the other hand, the core-core and core-valence 
exchange-correlation interactions can be approximately corrected by a classical core 
polarization potential (CPP) with respect to the electric fields generated by electrons and 
nucleus outside this core (including valence electrons) as follows: 
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2
1 α  (3-24)  

3.3.2  Model potentials (MP) 
In the first-principles MP approach, the frozen core potential is represented by: 
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The first term uses the Gaussian functions to expand the local Coulomb potential and to 
simulate the spherical density within the core sphere, to the arbitrary precision controlled 
by the number of Gaussian functions nα. The second term contributes to the non-local 
exchange potential calculated by the primitive basis functions )(rΦ for core orbitals. The 
last term is a projection operator, constructed from an appropriate set of atomic core 
orbitals, in order to project the atomic core solutions out of the valence wavefunctions 
orthogonal to the core. All these various frozen core parameters in the MP are then 
optimized to reproduce the desired valence atomic orbital energies and orbital shapes 
with comparable accuracies with respect to the relativistic all-electron reference data (e.g., 
WB finite difference approach), when such a Hamiltonian containing the potential of (3-
25) is applied to the atomic system. 

One of the most important features of MP approach is probably that the valence orbitals 
retain the same radial nodal structures as the all-electron orbitals, which advantageously 
leads to accurate correlation energies relative to the correlation calculations done with all-
electron orbitals. However, the nodal structure of valence orbitals demands a relatively 
large size of the basis sets to expand the valence orbitals and thus makes MP calculations 
more expensive. 

3.3.3  Pseudopotentials (PP) 
The pseudopotential method desires to reduce or even remove the original nodes of 
valence orbitals. To this end, the valence orbitals must be transformed into nodeless 
pseudo valence orbitals along with the necessary transformation of Fock operators. One 
formal transformation, the Phillips-Kleinman (PK) transformation [66], has been 
discussed in Chapter 2 for the pseudopotential band structure calculations of solids. The 
PK projector reads: 

 ∑
∈
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corec

cccvP )()()()( rrr εε  (3-26) 

For the valence orbital transformation by requiring the core-valence orthogonality: 
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The corresponding pseudo eigenequation follows: 

 [ ] )()()()( rrrr P
vv

P
vPf Ψ=Ψ+ ε  (3-28) 

Therefore PK exhibits that there indeed exists such a transformation for both Fock 
operator and valence orbitals. However, the PK approach does not practically lead to the 
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reduction of computational efforts with respect to all-electron methods since it requires 
the knowledge of the core orbitals and their orbital energies.  

The simplification is available by defining the one-particle frozen core potential A
frozencoreV  

as follows: 

 )()()(
||

)( ,, rrr
rr

r A
SOcv

A
averageSOcv

A
L

A

core
AA

frozencore VVVZV +++
−

−= −  (3-29) 

In the above expression, the first term denotes the core-electron attractions. The second 
term restores the local contribution in the frozen core potential. The third term specifies 
the SO-averaged semi-local core-valence potential: 
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The last term includes the SO correction: 

 ∑ ∑ ∑
−

=

+=

−=

+=

−=

ΨΨ⋅ΨΨ
+

Δ
=

1

1

'

'
'', 12

)(2)(
L

l

lm

lm

lm

lm
lmlmlmlm

A
lA

SOcv

l

l

l

l

lllll
VV slrr  (3-31) 

The potential )(rA
lV and difference potential )(rA

lVΔ are usually expanded in terms of 
Gaussian functions: 
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These pseudopotentials are determined via a fitting procedure with respect to the atomic 
reference data. They take care of the Coulomb and exchange interactions as well as core-
valence orthogonality. There are two types of PPs according to the type of pseudo 
valence orbitals, namely the shape-consistent PP, which takes all-electron valence 
orbitals and orbital energies as the reference data, and energy-consistent PP, which takes 
all-electron total valence energies or other quantum mechanical observable quantities 
(e.g., ionization energies, atomic spectrum, etc.) as the reference data. 

3.3.3.1  Shape-consistent PPs 
The shape-consistent PP is connected with the pseudo valence orbital which keeps the 
true nodal valence orbitals in the bonding region and removes only the nodes of valence 
orbitals in the chemically inactive inner region by a smooth polynomial expansion. The 
radial parts of pseudo valence orbitals can be thus expressed as: 
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where Rmax is the cut-off radius at which the true valence orbital experiences its outmost 
maximum. Therefore the shape-consistent PPs provide valence orbitals with reduced 
nodes. The free parameters are determined by normalization and continuity conditions, 
i.e., matching of the orbitals as well as their derivatives at the sphere surface at Rmax. 

3.3.3.2  Energy-consistent PPs 
For the energy-consistent PPs, the valence orbitals are transformed into completely 
nodeless pseudo valence orbital. Such PPs are generated by minimizing with respect to 
the free parameters in the PP the following functional to reproduce the low-energy atomic 
spectrum. 
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with the total valence energy for the low-lying state I from the PP method PP
IE and the all-

electron electronall
IE − . The sum runs over a multitude of chemically possible electronic states 

so as to guarantee the transferability of generated PPs from one chemical environment to 
another. This formalism can be used to generate one-, two- and also four-component PPs 
at any desired level of relativity (non-relativistic Schrödinger, or relativistic WB, DKH, 
Dirac-Coulomb or Dirac-Coulomb-Breit Hamiltonian; implicit or explicit treatment of 
relativity in the valence shell) [118]. The reference data electronall

IE − is usually derived from 
finite difference state-averaged multi-configuration Dirac-Hartree-Fock calculations 
based on the Dirac-Coulomb or Dirac-Coulomb-Breit Hamiltonian or corresponding HF-
like calculations using the WB Hamiltonian. 
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Chapter 4 Bonds and Bands in Crystals 
Chemical bonds are important for crystals. They determine not only the band structure, 
but also the crystal stability in the sense that bonding and antibonding interactions are 
competitively balanced in a stable crystal. In this chapter, we discuss how chemical 
bonds in crystals are formed based on atomic orbital interactions and their consequences 
on energy bands and state distributions. As one example, the simplest one-dimensional 
mono-atomic chain in the CO-LCAO approach is presented. We will see that, unlike 
molecules, a specific type of bond in a crystal is always connected with a specific k point 
and thus may change its property when moving to another k point. An overall bond 
within a crystal results from all contributions from all k points. Although in the one-
dimensional case k is not a vector, we keep the bold face notation for consistency with 
other chapters of this thesis. 

4.1 Bonding and antibonding interactions 
We assume that in a one-dimensional crystal there is only one atom in each cell with the 
lattice constant a, and all atoms are equivalent in all cells (cf. Figure 4-1). The atomic 

orbitals are denoted as χj. The first Brillouin zone is thereby located at
aa
ππ

≤<− k .  

4.1.1  s orbitals 
We first need to construct the crystal Bloch orbitals by using occupied s orbitals 

following the equation (2-26) for three special k points, i.e., 
aa
ππ

=== kkk ,
2

,0 . These 

Bloch orbitals are presented in Figure 4-2, Figure 4-3 and Figure 4-4. Clearly, at 0=k , 
the s-type Bloch orbital shows a complete occupied σ-bonding interaction with no nodes 

throughout the entire crystal at the lowest band level, while at
a
π

=k , a complete 

occupied σ-antibonding interaction is manifested with the maximum number of nodes at 

the highest band level. The
a2
π

=k point leads to an occupied complex Bloch orbital with 

both real and imaginary components, each of which has weaker antibonding overlappings 
due to the farther orbital distances of 2a, intermediated by nonbonding s orbitals, than 

those at
a
π

=k . 

The same bond patterns can be identically achieved if the two neighbor cells are joined 
into one supercell by the translation of aa 2'= . In this case, within each supercell, two s 
orbitals can form both bonding and antibonding interactions, each of which is thus 
repeated along the chain. This produces directly the Figure 4-2 and Figure 4-4, yet 
corresponding to the point 0=k'  for the supercell. The Figure 4-3 can be equally 
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generated either at the point 
'a

π
=k'  for the aa 2'=  supercell, or at the point 0=k'  for the 

aa 4'=  supercell. 

4.1.2  p orbitals 
We look at another topologically different type of occupied orbitals, i.e., the p orbitals. In 
the same way as has been done for s orbitals, we generated the pz-type Bloch orbitals 
shown in Figure 4-5, Figure 4-6 and Figure 4-7. The pz-type Bloch orbitals show an 
entirely reverse consequence for bonding with respect to the s-type Bloch orbitals. The 

most σ-antibonding and most σ-bonding interactions take place at 0=k and
a
π

=k , 

respectively, which stay at the highest and lowest occupied band level, respectively. 

At
a2
π

=k , the Bloch orbital contains a reduced σ-bonding interaction intermediated by 

the nonbonding pz orbitals. 

The px- and py-type Bloch orbitals show equivalent bond properties in the sense that the 
same pattern of orbital interactions is resulting as for s-type Bloch orbitals, except that px 
(py) orbitals tend to form π- bonds rather than σ-bonds for this mono-atomic array. 

4.1.3  s-pz orbital interactions 
Based on the above discussion, we are able to describe how s and pz orbitals couple with 
each other. Due to the symmetry mismatch, the s-px, s-py, pz-px and pz-py interactions are 
not allowed. The resultant one-electron crystal orbitals in g symmetry are formed as: 

 [ ])()()()( kkkk
zzz pspsps C Φ+Φ=Ψ ++  (4-1) 

 [ ])()()()( kkkk
zzz pspsps C Φ−Φ=Ψ −−  (4- 2) 

By simply superposing the corresponding s- and pz-type Bloch orbitals, we find (cf. 
Figure 4-8) that the resulting 

zps+Ψ  (
zps−Ψ ) orbitals are bonding and antibonding states at 

the points 
a
π

=k  and 0=k , respectively. 

4.2 Energy band 
Following the above discussion, we can plot the energy band of the mono-atomic chain 

along the k-path
aa
ππ

→→
2

0 , qualitatively in Figure 4-9. For the s-band, the curve 

should go up in energy along the path, since the chain experiences from the complete s-s 

bonding at 0=k , through a weak antibonding at
a2
π

=k to the complete antibonding 
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at
a
π

=k , and thus )()0(
a

EE π
=<= kk . For the pz-band, the curve is developed the 

other way round with )()0(
a

EE π
=>= kk . In general, it is the topology of local orbital 

interactions (i.e., atomic orbitals for a mono-atomic cell or molecular orbitals for a multi-
atomic cell) which determines whether the relevant band should go up or down. 

Another important feature of a band is its dispersion, or band width, i.e., the difference 
between the highest and lowest energy levels within a band. Once the mono-atomic chain 
is prolonged, the local orbital overlappings between cells are thereby reduced and either 
bonding interactions or antibonding interactions are accordingly weakened, which pushes 
up the energy of bonding orbitals and down that of antibonding orbitals, respectively. 
Thus as a result the band width is reduced. In other words, those orbitals, e.g. the core 
orbitals, which are chemically inactive and couple little with each other, should present a 
flat band with a small width, whereas those orbitals, e.g., the valence orbitals, which are 
chemically active and strongly couple with each other, should present a relatively steep or 
even oscillating band with a large width. 

4.3 Density of states (DOS) 
In molecules we are able in principle to single out every orbital including the core and 
frontier orbitals responsible for molecular electronic structure. However, there is no way 
even theoretically to do so when the number of orbitals is infinite and jammed into a 
small energy interval. The crystal orbitals unfortunately fall in the latter case. The 
strategy invented for the solid state community is to group a bunch of crystal orbitals 
instead of considering a single one. There are many ways for this grouping. For example, 
the energy band is one approach, which essentially counts the relevant k points at the 
small orbital energy interval dEE + . An alternative way is to count how many crystal 
orbitals there are at the small energy interval dEE + . This quantity is called density of 
states (DOS), defined as the sum over all possible electronic energy bands in the 
complete first Brillouin zone: 

 [ ]∑∫ −==
n

BZ n
BZ

dE
VdE

EdNED kk)(1)()( εδ  (4-3) 

where N is the total number of energy levels in a crystal at the energy interval dEE + . In 
order to find out how much a given fragment A (an orbital, an atom, a group of orbitals, 
or a group of atoms) contributes to the DOS at a certain energy E, one can define a 
projected density of states (PDOS) by using a projector )(, knAΩ : 

 [ ]∑∫ −Ω==
n

BZ nnA
BZ

A
A dE

VdE
EdNEPD kkk )()(1)()( , εδ  (4-4) 

Here the projector )(, knAΩ , say in the CO-LCAO approach, reads: 
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where )(kμνS is the overlap matrix element (cf. (2-16)). Thereby the PDOS for the 
fragment A is written as: 
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It can be derived that generally the DOS is related to the band structure by the surface 
integral for α and β spins: 
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where S is the surface at energy E in the reciprocal space, and n is the band index. 
)(kk nε∇ is a gradient vector normal to that surface whose magnitude is equal to the rate 

of change of the band energy )(knε in the normal direction. For a closed shell system, the 
DOS becomes: 
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 (4-8) 

The DOS is proportional to the reciprocal of the energy derivative with respect to the 
vector k. One direct consequence is that a flat band results in a sharp DOS peak with 
atomic orbital-like shapes, e.g., for core orbitals. On the other hand, a flat and broad DOS 
implies that certain orbital interactions take place, e.g., for valence orbitals. The DOS of 
the mono-atomic chain can be thus schematically plotted, as presented in Figure 4-10. 

One may raise the question concerning the singularity of the integrand in (4-8) 
if 0)( =∇ kk nε . Fortunately, it can be shown that for a three-dimensional lattice such 
singularities are integrable, yielding finite values for the DOS. However, these 

singularities do result in the divergence of the slope, e.g, 
dE

EdD )( . These singularities are 

called van Hove singularities. The DOS for the mono-atomic chain in Figure 4-10 is an 
example. 
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Figure 4-1 The mono-atomic array. 
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Figure 4-2 The real s-type Bloch orbital at 0=k . 
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Figure 4-3 The complex s-type Bloch orbital at 
a2
π

=k . 
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Figure 4-4 The real s-type Bloch orbital at 
a
π

=k . 

 
 

 

Figure 4-5 The real pz-type Bloch orbital at 0=k . 
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Figure 4-6 The complex pz-type Bloch orbital at 
a2
π

=k . 

 
 

  

Figure 4-7 The real pz-type Bloch orbital at 
a
π

=k . 
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Figure 4-8 The real s-pz-type Bloch orbitals at both 0=k  and 
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Figure 4-9 The energy bands of the mono-atomic chain with respect to different lattice constants. 

 
 
 

 

  
Figure 4-10 The energy band (left) and DOS (right) for the s and p states of the mono-atomic chain. 
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Chapter 5 Harmonic Phonon Frequencies 

5.1 Harmonic approximations 
The calculation of vibrational spectra for molecular systems is well-known and 
implemented into many successful quantum chemistry program systems. The method is 
based on the calculation of the Hessian matrix, either numerically or analytically. The 
situation is much more complicated for crystals due to the constraint of translational 
symmetry. We begin the analysis for solids by defining the Cartesian displacement of 
each atom in the crystal: 

 ),,(,,, zyxiii =−= αααα    rru RRR  (5-1) 

where i,Rrα is the α-th component of a position vector for the atom i in the R unit 

cell. i,Rrα is the corresponding equilibrium position.  

We consider a perfect crystal containing an infinite number of unit cells each of which 
includes a number of M atoms. Therefore there are 3M independent displacements per 
unit cell. For crystals, since no rotational motions are possible, there should be, unlike in 
the molecular case, 3M-3 vibrational degrees of freedom, which are referred to as the 
optical modes, by excluding 3 translational movements, i.e., the acoustic modes, along 
the x, y and z directions.  

In terms of the Cartesian displacement, the total crystal potential energy E can be 
expanded in a Taylor series around the equilibrium geometrical configuration as: 
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 (5-2) 

where E0 is a constant potential at the equilibrium structure and can be eliminated in the 
following discussion, owing to the fact that this simply amounts to a shift of the origin of 
the energy scale. The second term maps to the total equilibrium field and should be zero. 
The harmonic approximation is so defined that the series is truncated after the third term 
in (5-2). These higher order terms provide anharmonic effects and are significant for the 
fine details of vibrational spectra. They can be corrected by semi-empirical models since 
the strict first-principles anharmonic corrections are only feasible for systems containing 
a few atoms. Thus (5-2) is reduced to the contribution from the second order term only: 
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Here ijf ,RG
αβ denotes the force constant. It is noted that, according to the translational 

invariance for crystals, the force constants cannot depend on the absolute position of unit 
cells but only upon their relative positions, i.e.: 

 ijij ff ,, tGt RRG ++= αβαβ  (5-4) 
Here tR + and tG + identify the unit cells translated by the same lattice vector t. 
Consequently we immediately have by letting Rt = or Gt = : 

 ijijij fff ,,, 0G RRG 0RG −− == αβαβαβ  (5-5) 
Additionally we have the commuting index symmetry: 

 jiij ff ,, GRRG
βααβ =  (5-6) 

The Newton equation of motion for the atom i in the R unit cell is expressed as: 
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 (5-7) 

The above linear differential equation has a general plane-wave-like solution: 

 )(,, )( ti

i

ii e
m

A
u ωα
α

−⋅= RkR k  (5-8) 

This solution describes a general motion of the lattice where all equivalent atoms in 

different unit cells experience periodic displacements of the same frequency
π
ω
2

and 

amplitude
i

i

m
A α, with a phase difference determined by the vector k. The k is a wavevector 

and represents a traveling lattice wave of the wavelength
||

2
k
π  propagating towards the 

direction of k, called a normal mode, or a phonon. Although the k vector is the same 
reciprocal lattice vector as has been discussed for the electronic theory of solids, 
nevertheless, it indicates the wave of atomic collective motions other than the wave of 
electrons. The equation (5-8) can also be equivalently reformed as: 
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which can be regarded as the Bloch condition for lattice waves, similar to the Bloch 
theorem in (1-15) for electronic wavefunctions.  

Inserting (5-9) into (5-7) and applying the conditions (5-5) and (5-6), we come to: 
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where we use the force constant is transformed to the reciprocal space: 
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If we define a MM 33 × dimensional matrix )(kH for each k point, called dynamic 
matrix13, and a 3M dimensional vector matrix A, the following secular eigenequation is 
obtained: 

 )()( kAEAkH =  (5-12) 
with 
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and  
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13 The dynamic matrix at the k=0 point corresponds to the Hessian matrix for molecular cases. 
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Therefore the vibrational frequencies can be solved by diagonalizing the dynamic matrix, 
and the vibrational eigenvectors for each eigenvalue are given by the corresponding 
transformation matrix with the normalization constraint: 

 IAA =+  (5-15) 

The plot of phonon energies against the coordinates of k points depicts the phononic 
states and refers to the phonon dispersion, similar to the band structure of electronic 
states. The statistic state distribution of phonons is continuous and can be described by 
the density of phonons, also similar to the corresponding concept of the electronic 
density of states. 

It is clear from the definition that the dynamic matrix has properties which are quite 
similar to the case of electronic theory in (1-16), (1-17) and (1-18): 

 )()( KkHkH +=  (5-16) 

 )()( kHkH β=  (5-17) 

 )()(* kHkH −=  (5-18) 
Therefore, similar to the electronic calculation, the phononic calculation is only necessary 
within the first Brillouin zone. Additionally, due to the commuting index symmetry in (5-
6), only the calculations of those unequal elements are necessary. 

5.2 Lattice summation and collective displacements 
As the equation (5-11) manifests itself, the force constant at k for atom i in the reference 
0-cell is obtained by displacing atoms j running through, in principle, an infinite crystal in 
all three Cartesian directions and subsequently performing the Fourier transform. 
Unfortunately, this is not possible without breaking the translation symmetry of the 
lattice (see Figure 5-1) if the atoms are displaced one by one. What is feasible is to do 
collective displacements of atoms by exploiting the translation symmetry. 

5.2.1  Frozen phonon approach 
Let us define a force resulting from the displacement )'( , juR

β of atom j in the R cell 

proportional to the phase factor Rk⋅−ie : 
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where the displacement )'( , juR
β is: 

 RkRR ⋅−= ijj euu ,, )'( ββ  (5-20) 
The equation (5-11) is simplified as: 
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Therefore the strategy to solve the infinite lattice summation is available immediately due 
to (5-21): the j-type atoms are collectively displaced in every cell proportionally to 

Rk⋅−ie (cf. Figure 5-2). This approach is called the frozen phonon which virtually creates 
a static phonon propagating along the wavevector k. For the special Γ point, the phase 
factor vanishes and thus all the atoms of the type j are identically displaced in all cells so 
that a perfect lattice is remaining. Such atomic collective displacements can be 
automatically generated by making use of any electronic structure calculation code with 
the consideration of periodic boundary condition. Therefore the Γ-phonon calculations 
turn out to be the same way, within a unit cell, as molecules. 

5.2.2  Supercell approach 
An alternative way for the lattice summation is the supercell approach, i.e., the 
individual displacements of atoms take place in the supercell. We consider a two-
dimensional lattice. The supercell is assumed to have 32× dimensionality in terms of the 

single cell, which leads to the reciprocal lattice cell reduced by
3
1

2
1
× compared to that of 

the single cell. Their direct and reciprocal lattices are shown in Figure 5-3. The k points 

in the reciprocal lattice are denoted as )0,0(Γ , )0,
2

( 1
1

bk , )
3

,
2

( 21
2

bbk and )
3

,0( 2
3

bk . 

According to the Bloch condition in (5-9) and assuming the real vibration vector at Γ 
point in the reciprocal lattice, we can arrive at the vibration patterns of these direct lattice 
points within the supercell, containing both real and imaginary components, at k1, k2 and 
k3 points. This is presented in Figure 5-4. For example, the displacements for 
the )2,( 21 aa point read at k1, k2 and k3, respectively, as: 
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It is evidently seen from Figure 5-4 that for these k points, the periodically repeated units 
associated with the vibrational vectors are not the original single cell any more but the 
supercells framed in the dashed rectangles, except for the central Γ point where the 
original single cell is the repeated unit.  
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Let us generalize the supercell approach as follows for a three-dimensional crystal 
containing 321 NNN ×× single cells. We consider the equation (5-11) again, for a 
particular k0 point.  

 ∑ ⋅−⋅=
R

RkkRk0Rk )(, 00 )()( iiijij eeff αβαβ  (5-25) 

The lattice summation is performed over single cells associated with the direct lattice 
vector ),,( 321 aaa . Let 0' kkk −= , 

 ∑ ⋅⋅=+
R

RkRk0Rkk ',
0 )()'( 0 iiijij eeff αβαβ  (5-26) 

For this particular k0 point in terms of the reciprocal lattice vector ),,( 321 bbb ,  
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one can always find a position vector 3
0
32

0
21

0
10 aaaR mmm ++= that meets the periodic 

condition: 
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 min
0
3

3

0
10

2
2

0
10

1
1

0
1 nm

N
km

N
km

N
k

=++  (5-29) 

where nmin is the minimum possible integer. If we define a new lattice vector )',','( 321 aaa , 
namely for a particular supercell, by: 
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There are 321 ''' NNN ×× supercells in a crystal: 
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The equation (5-26) is converted to the lattice summation with respect to the position 
vector 332211 ''' aaaS sss ++= of this particular supercell: 
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where the second equality is due to the fact 10 =⋅Skie . 

The new reciprocal lattice vectors due to (5-30) are: 
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The point 'k can be actually represented in terms of )',','( 321 bbb : 
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Evidently, the origin of this new reciprocal lattice is shifted from Γ to 'Γ , i.e., 
from 0=Γ to 0' k=Γ . Therefore the force constant at the k0 point in the original reciprocal 
lattice ),,( 321 bbb is achieved at 'Γ  in the new reciprocal lattice )',','( 321 bbb : 

 ∑=Γ=
S

0Sk ijijij fff ,
0 )'()( αβαβαβ  (5-35) 

It turns out that the calculation of k0 phonons for a single cell ),,( 321 aaa is converted to 
the problem of calculating the 'Γ phonons for a supercell )',','( 321 aaa , which can in turn 
be calculated by using the frozen phonon approach. That is to say, in practice of a 
supercell approach, all atoms within this supercell corresponding to a particular k0 point 
are independently displaced and the displacements are essentially equivalent to those of 
equivalent atoms in another supercell (cf. Figure 5-5).  

5.3 Implementing the Γ frequencies in the CO-LCAO approach 
According to the above frozen-phonon scheme, we have implemented the computation of 
harmonic vibrational modes at the Γ point for periodic compounds in the framework of 
CO-LCAO approach, since the computation of vibrational frequencies is not yet available 
in the released version of the CRYSTAL03 package. We have created a bsh-script to 
generate the atom-displaced structures, and thus the dynamic matrix at the Γ point is 
obtained by using a numerical derivative of the total energies with respect to the 
displacements. A C-language code has been written to diagonalize the dynamic matrix. 
The vibrating eigenvectors can be subsequently evaluated with the normalization 
condition for each mode. The detailed information of the implementation can be found in 
the section 9.2. 
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Figure 5-1 The broken translation symmetry by displacing one atom in a cell. 

 

 

 

  
Figure 5-2 The frozen phonon approach for the lattice summation. 

 
 

 

      
Figure 5-3 Two dimensional lattices for the single cell and the supercell. 
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Figure 5-4 The displacement patterns for a two-dimensional lattice at the k1, k2 and k3 points. 

 

 

    
Figure 5-5 The collective displacements of atoms in two supercells containing 32×  single cells each. 
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Chapter 6 Electronic Structure of BiBO  
Insightful information contained in electronic bands of crystals can be used to project 
what roles the electronic crystal states play in determining the structure and basic 
properties, an information which is unavailable through mere experiments. In this chapter, 
we calculate and discuss the energy bands, the density of states and spin-orbit effects. 

6.1 Computational details 
Different first-principles methods (i.e., HF, LDA, GGA and hybrid functionals) were 
used to optimize the atomic coordinates of BiBO and the accuracies were compared with 
the experimental bond lengths and angles by running the CO-LCAO-based package 
CRYSTAL03 [64]. The optimizations were performed by using a modified conjugate 
gradient algorithm [119]. Analytical gradients were evaluated for both HF and DFT and 
the optimization convergence was achieved by fulfilling three criteria, i.e., between 
optimization steps the root mean square (RMS) of energy change, gradient change and 
displacement change should stay less than 10-7 a.u., 0.0003 a.u. and 0.0012 a.u., 
respectively. The following tolerances were employed in the evaluation of infinite 
Coulomb and HF exchange series: 10-7 for the Coulomb overlap, HF exchange overlap, 
Coulomb penetration and the first exchange pseudo-overlap; 10-14 for the second 
exchange pseudo-overlap. The Fock matrix has been diagonalized at 24 k-points within 
the irreducible Brillouin zone corresponding to a shrinking factor of 4 in the Monkhorst 
net [63]. The larger number of 150 k-points reduces the energy by only 6.4×10-6 a.u. In 
order to improve the convergence, a negative energy shift of 1.0 a.u. to the diagonal 
Fock/KS matrix elements of the occupied orbitals was added to reduce their coupling to 
the unoccupied set and maintained after the diagonalization. A very accurate extra-large 
grid consisting of 75 radial points and 974 angular points was employed in the DFT 
calculations, where Becke grid point weights [120] were chosen. 

In order to investigate the relativistic effects resulting from the heavy Bi cations, we have 
used an energy-consistent scalar-relativistic as well as a corresponding non-relativistic 
first-principles ECP of the Stuttgart-Köln variety for Bi [121]. The 1s-5d shells were 
included in the ECP core and others (i.e., 6s6p …shells) were left in the valence. The 
explicit quantum chemical treatment is restricted to the valence electrons and scalar-
relativistic effects are usually implicitly accounted for by a proper adjustment of free 
parameters in the valence model Hamiltonian. The reference data used to determine the 
spin-orbit averaged relativistic potential have been taken from relativistic all-electron 
calculations using the so-called Wood-Boring scalar-relativistic HF approach. Both AE 
WB and ECP calculations have been performed with an atomic finite-difference HF 
scheme in order to avoid basis set effects in the determination of the ECP parameters. A 
(4s4p1d)/[2s2p1d] double-zeta valence basis set [121, 122] was applied to the Bi atoms in 
all calculations with energy-optimized outmost orbital exponents of 0.09 (p orbital) for 
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the scalar-relativistic ECP as well as 0.1063 (s orbital) and 0.0944 (p orbital) for the non-
relativistic ECP. 

The basis sets of boron and oxygen atoms were originally taken from the public EMSL 
database [123]. Modifications of the exponents of uncontracted outmost orbitals are 
necessary if they are too diffuse. The triple-zeta Dunning contraction (11s, 6p)/[5s, 3p] 
[124] and 6-311G* basis sets were employed for oxygens and borons, respectively. One 
additional d polarization function with the optimized exponent of 0.8700 and 0.8268 was 
added to the (11s, 6p)/[5s, 3p] contractions of the oxygens for scalar-relativistic and non-
relativistic calculations, respectively.  

The following process was executed for the basis set optimization: Each exponent was 
varied with a step size of 0.05 and a single point calculation was completed with 
CRYSTAL03. At every single optimization iterative stage, each optimal exponent was 
obtained by a three-point parabolic fitting. The above step was repeated until the 
variation of SCF energy stayed below 10-6 a.u. All the basis set optimizations were 
performed at the hybrid B3PW scalar-relativistic level and the optimized orbitals were 
directly transferred to HF and other DFT calculations. We assume that these optimized 
sets for B3PW are also quite close to the optimum for other methods. For example, the 
exponent variation of the oxygen d polarization functions from 0.87 to 0.82 leads to a 
scalar-relativistic HF energy difference of only 3.5×10-5 a.u. 

The spin-orbit effects were calculated with the plane-wave code WIEN2K [91] only to 
correct the scalar-relativistic LDA and GGA calculations for band gaps. The muffin-tin 
radii of Bi, O and B are 2.36 a.u., 1.26 a.u. and 1.26 a.u., respectively. The cutoff energy 
is -6.0 Ry separating the core and valence configurations of 5d106s26p3, 2s22p4 and 2s22p1 
for Bi, O and B, respectively. The calculations were performed with 1418 LAPWs and 
converged with 20 k-points due to the twofold convergence criteria of the energy less 
than 10-6 Ry and the charge center distance less than 10-4 a.u. The occupied core states 
were treated with fully relativistic effects (mass-velocity, Darwin and Spin-Orbit (SO) 
corrections) by solving the relativistic Dirac-Fock equation [125], and the valence states 
were individually calculated with scalar relativistic corrections and SO perturbations in a 
second variational procedure [126] by using the scalar-relativistic eigenfunctions as basis. 
The valence SO corrections were applied only to Bi. 

6.2 Accuracies of HF, LDA, GGA and hybrid functionals 
Before the discussion of the electronic structure, we present results of scalar-relativistic 
calculations with different Hamiltonians (i.e., HF, LDA, GGA and hybrid functionals) to 
establish their accuracies with respect to experimental data. In order to make parallel 
comparisons between different methods, the lattice constants should stay invariant with 
respect to different methods. Thus in all our subsequent calculations, only the inner-cell 
atomic coordinates have been fully optimized while fixing the lattice constants to their 
experimental values. To be sure of its accuracy by the experimental lattice constants for 
the electronic structure calculations, we also performed the lattice optimization by 
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calculating the fully atom-relaxed energies for B3PW with respect to forty cell volumes 
corresponding to the lattice constants with the variations from +3% to -3% of the 
experimental ones. The optimized crystallographic lattice constants deviate from the 
experimental values by less than 0.6% with an energy reduction of only 0.0076 eV. 
Therefore we assume that the calculations using the experimental lattice constants are 
sufficiently accurate to describe the band structure of BiBO if other approximations 
(ECPs, limited basis sets, etc.) are taken into account. 

The calculated average absolute deviations |Δd|Bi-O for Bi-O bond lengths, |Δd|B-O for B-O 
bond lengths and |Δ∠| for bond angles between the experimental and theoretical values 
are listed in Table 6-1. We found that |Δd|Bi-O is considerably greater than |Δd|B-O for all 
methods especially for LDA, which may be due to the incomplete error cancellation 
between the Bi ECP and the functionals. For |Δd|B-O there seems to be no evident method 
bias. The hybrid functionals B3LYP and B3PW indeed reduce the deviations |Δd|Bi-O and 
|Δ∠| by a factor of two with respect to LDA and GGA. Although HF gives similar |Δd|B-O 
and |Δd|Bi-O values to B3PW and B3LYP with differences of only a few thousandths of an 
Angstrom, the |Δ∠| value is almost two times larger than for the hybrid functionals. From 
a theoretical point of view, HF is not suitable for the electronic structure investigation of 
BiBO due to its exclusion of correlation effects. Moreover, our previous report [127] 
suggests that, for some cases like hexagonal ionic lanthanide sesquioxides Ln2O3 
(Ln=La~Pm), B3PW agrees with the experimental geometry (i.e., both lattice constants 
and internal atomic coordinates) even notably better than B3LYP. Therefore, the B3PW 
functional is recommended and utilized for all the subsequent calculations of BiBO. 
Nevertheless, the small overestimations of some Bi-O bond lengths even at the B3PW 
level are at least partially caused by the omission of a core-polarization potential [127, 
128] in our applied ECPs for Bi, i.e. the neglect of static and dynamic core-valence 
correlation. 

The scalar-relativistic HF, LDA, GGA and hybrid functionals give the indirect band gaps 
of 12.54 eV, 3.96 eV/3.96 eV, 4.05 eV/4.07 eV and 5.79 eV/5.69 eV (cf. Table 6-1). 
Whereas HF overestimates the band gap by a factor of three due to the absence of 
correlation effects, the LDA and GGA routines underestimate the band gap by about 0.34 
eV and 0.24 eV, respectively, which is in line with the general observation that band gaps 
are usually underestimated within the DFT scheme. The B3PW and B3LYP functionals 
overshoot the band gap by 1.39 eV, which is however not surprising since B3PW and 
B3LYP are not pure DFT approaches and mix exact HF and pure DFT exchange with 
empirically determined weights. Accordingly these hybrid approaches should produce the 
band gaps located between the results of HF and pure DFT methods. The good 
performance of GGA and LDA compared to the hybrid approaches has to be viewed with 
great care, however. If we take into account the spin-orbit effects of the Bi cations, as we 
will discuss in the following, the hybrid functionals would bring the calculated band gaps 
much closer to the experimental result than the LDA and GGA approaches. 
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6.3 Energy band 
The band structures for BiBO are illustrated in Figure 6-1 for scalar-relativistic B3PW, 
non-relativistic B3PW and scalar-relativistic HF calculations. The bands below about -2.0 
eV refer to the occupied valence states (valence band, VB) and the bands above refer to 
the virtual states (conduction band, CB). The scalar-relativistic B3PW gives the indirect 
band gap of 5.69 eV determined between the Z point at the bottom of conduction bands 
and the E point at the top of valence bands. This suggests the photon-phonon coupling for 
a non-vertical E-Z transition in order to meet the energy conservation mainly fulfilled by 
photons and the momentum conservation mainly fulfilled by phonons. The band 
dispersions are significant along the specified k-point paths. As pointed out by Hoffmann 
[129], band dispersions are determined by the inter-unit-cell overlapping of atomic 
orbitals, i.e., the overlapping degree sets the band width and the topology of that 
overlapping provides the way that the bands run up or down. Therefore, the band 
dispersions along B-D and Z-Γ (i.e., the inter-cell orbital overlapping towards the 
direction of the c lattice vector) imply additional notable interactions besides the 
electrostatic attraction between Bi cations and coordinating oxygens anions, since the 
layers of [B3O6]3- polyanions are alternating along the c lattice direction connecting the Bi 
cations in between (Figure 1 (a)). Other k-point paths in Figure 6-1 correspond to the 
strong B-O covalent bonds in both [BO3]3- and [BO4]5- units and thus their bands are much 
more dispersive than the bands for the Bi-O interactions. 

6.4 Electronic state distribution 
We explore the electronic state distribution with the density of states projected out for the 
atomic valence orbitals of bismuths and oxygens in the [BiO4]5- units (Figure 6-2) as well 
as for the triangular [BO3]3- and tetrahedral [BO4]5- units (Figure 6-3). For the scalar-
relativistic B3PW calculation, the lower part of the valence states below -24 eV mainly 
correspond to the occupied O 2s states, which are well separated by about 7.7 eV from 
the occupied O 2p states dominating the upper part of the valence states until the top of 
the valence states at about -5.6 eV. The valence states have contributions also from the 
admixture of Bi 6s and 6p orbitals contrary to the separation of O 2s and 2p orbitals. 
Although Bi 6s6p states appear relatively weak, they can be neglected by no means 
because of their important overlapping with the occupied O 2p states widely spreading 
over the same region. This indicates that the covalent interactions between the central Bi 
cations and the coordinating oxygens may take place from the energy matching point of 
view, which is consistent with the band structure feature. The theoretical measurement of 
this Bi-O covalent degree will be quantified in Chapter 7.  

The lower parts of the conduction states between 0 eV and 3 eV result from the strong 
origin of the unoccupied Bi 6p orbitals with only small contributions from other orbitals. 
The region above 3 eV can be divided into two sectors (Figure 6-3), i.e., from ~3 eV to 
~7 eV consisting of the states of [BO3]3- units and above about 7 eV consisting of the 
states of both [BO3]3- and [BO4]5- units. These unoccupied states result mainly from the 
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boron empty orbitals since the oxygen 2s2p states show little contributions to the 
conduction bands (Figure 6-2).  

6.5 Spin-orbit coupling 
We examine the spin-orbit coupling for Bi cations on the energy band of BiBO. The non-
relativistic B3PW calculation gives an indirect band gap of 4.92 eV. The scalar-
relativistic effect enlarges the gap to 5.69 eV. One may note that the scalar-relativistic 
band gap is considerably larger than the experimental value of 4.3 eV, while the non-
relativistic band gap appears to agree quite well with only half of the deviation from the 
experimental value. In Table 6-2, it also seems that the LDA and GGA approaches give 
band gaps closer to the experimental value than B3PW and B3LYP. We explain this 
result as the consequence of neglecting the spin-orbit splitting of the Bi 6p states due to 
the averaged SO potential in the applied ECP of Bi, whereas SO effects originating from 
Bi have been theoretically found to significantly reduce the band gaps of some Bi-
containing crystals like CsBi4Te6 [130] and Bi2Te3 [131]. The SO effects were therefore 
explored by recalculating the band gaps of BiBO without and with SO correction using 
the plane-wave code WIEN2K. The calculated band gaps without SO corrections are 3.90 
eV (PW-LDA), 4.08 eV (PBE), 4.08 eV (PW91) (Table 6-2), which are quite close to the 
corresponding results obtained with the CO-LCAO code CRYSTAL03. It can further be 
seen from Table 6-2 that SO interactions considerably lower the band gaps by about 0.7 
eV to 3.21 eV (PW-LDA), 3.37 eV (PBE) and 3.36 eV (PW91), which are left about 1.0 
eV lower than the experimental result and thus are not sufficiently accurate. Although the 
plane-wave method cannot derive a SO correction for hybrid functionals, it is reasonable 
to infer that the reduction of the gap for B3PW due to SO couplings would be similar to 
that for LDA and GGA. On the other hand, at the all-electron state-averaged multi-
configuration Dirac-HF level using the Dirac-Coulomb Hamiltonian (GRASP) [132], the 
Bi 6p1/2-6p3/2 atomic spinor splitting is 2.10 eV, i.e., 6p1/2 is lowered by 1.40 eV 
compared to the scalar relativistic 6p. We therefore conclude that around 50% of the 
atomic SO effect is transferred to the solid BiBO. Although without SO corrections the 
B3PW functional overrates the band gap significantly, a SO lowering of the conduction 
band by this magnitude (about between 0.70 eV and 1.40 eV) would bring the B3PW 
estimate (about between 4.29 eV and 4.99 eV) into much better agreement with the 
experimental value of 4.3 eV than the LDA and GGA results.  
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Figure 6-1 The energy bands of BiBO over the valence band region obtained from scalar-relativistic 
B3PW (left), non-relativistic B3PW (middle) and scalar-relativistic HF (right) calculations. 
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Figure 6-2 The l-momentum-projected density of states for the valence orbitals of bismuths and 
oxygens of [BiO4]5- units of BiBO for scalar-relativistic B3PW (top), non-relativistic B3PW (middle) 
and scalar-relativistic HF (bottom) calculation. 
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Figure 6-3 The atom-projected density of states for the triangular [BO3]3- and tetrahedral [BO4]5- 
units of BiBO for scalar-relativistic B3PW (top), non-relativistic B3PW (middle) and scalar-
relativistic HF (bottom) calculations. 
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Table 6-1 The dependence of the geometry and band gap of BiBO on HF, LDA, GGA and hybrid 
functionals for scalar-relativistic calculations. The lattice constants were fixed to their experimental 
values. 

 Exp. [33] HF VWN-LDA PW-LDA PBE PW91 B3LYP B3PW 

2.390 2.380 2.405 2.404 2.394 2.394 2.389 2.388 [BiO4]5- (Å) 2.086 2.061 2.140 2.140 2.135 2.133 2.105 2.109 
1.411 1.394 1.404 1.404 1.412 1.411 1.404 1.405 
1.365 1.354 1.368 1.368 1.376 1.375 1.367 1.367 [BO3]3- (Å) 
1.339 1.336 1.345 1.345 1.352 1.350 1.344 1.344 
1.487 1.489 1.490 1.490 1.505 1.504 1.500 1.498 [BO4]5- (Å) 1.436 1.446 1.444 1.443 1.451 1.450 1.446 1.446 

∠O6’-Bi-O7’ (°) 102.15 103.18 100.79 100.89 99.85 100.02 101.17 101.40 
∠O4-Bi-O5 (°) 152.20 154.66 149.69 149.75 148.80 149.03 151.20 151.32 
∠O6-Bi-O7 (°) 90.58 89.92 89.18 89.22 90.04 90.01 90.15 89.88 
|Δ d|Bi-O (Å) 0.018 0.034 0.034 0.026 0.026 0.010 0.012 
|Δ d|B-O (Å) 0.009 0.005 0.005 0.011 0.010 0.007 0.007 
|Δ∠| (°) 

  
  
  1.38 1.63 1.70 2.08 1.96 0.80 0.78 

Band gap (eV) 4.3 12.54 3.96 3.96 4.05 4.07 5.79 5.69 

 

 
Table 6-2 The spin-orbit effect on band gaps of BiBO.  

Band gap (ev) HF VWN-LDA PW-LDA PBE PW91 B3LYP B3PW 
no SO 

CRYSTAL03 12.54 3.96 3.96 4.05 4.07 5.79 5.69 

Δgap (eV) a +8.24 -0.34 -0.34 -0.25 -0.23 +1.49 +1.39 
no SO 
WIEN2K no c no 3.90 4.08 4.08 no no 

Δgap (eV) a no no -0.40 -0.23 -0.22 no no 
SO 
WIEN2K no no 3.21 

(-0.69) b 
3.37 
(-0.71) b 

3.36 
(-0.72) b no no 

Δgap (eV) a no no -1.09 -0.93 -0.94 no no 

a: The deviations Δgap compared with the experimental value (4.30 eV). 

b: The numbers in the parenthesis are the SO corrections calculated by WIEN2K. 

c: No HF, B3PW and B3LYP calculations available for the plane-wave code WIEN2K 
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Chapter 7 Orbital Interactions and Bonds in BiBO 
The energy band of crystals can be essentially viewed in various ways. Solid state 
physicists would like to basically explain a band by invoking electronic wave motions 
through crystals. For example, the forbidden band (i.e., the area between the highest 
occupied and lowest unoccupied bands with a band gap) is often regarded as the region 
where the destructive electronic interference takes place for scattered electronic waves. 
However, a chemical picture for describing a band is closely related to orbital interactions 
and resultant chemical bonds, as we have discussed in Chapter 4 for an atomic chain. For 
the crystal BiBO, we will demonstrate that these orbital interactions between central Bi 
cations and surrounding oxygen anions result in various consequences to interpret 
corresponding properties of BiBO, e.g., the chemical stability, the optical response, the 
unusual relativistic effect as well as the asymmetric Bi lone-pair electrons. 

7.1 Origin of chemical stabilities 

7.1.1  Crystal orbital overlap population 
We have applied the crystal orbital overlap population (COOP) scheme following the 
classic introduction by Hughbanks and Hoffmann [133] in order to analyze the chemical 
bonds in BiBO. We note that several other methods such as COHP [134] (crystal orbital 
Hamilton population) and BCOOP [135] (balanced crystal orbital overlap population) are 
alternative options. COOP describes the density of bonding and antibonding interactions 
between specific orbitals at a given energy in solids, while its integral intensity for a 
certain energy interval denotes the relative bond strength within this energy interval. 
Regions with positive COOP contributions are bonding, regions with negative COOP 
contributions are antibonding, and zero COOP contributions are nonbonding. The 
Mulliken overlap population )(εαβ

gO  at the energy ε between two atom-centered orbital sets 
α in the reference cell (0, 0, 0) and β in the cell G reads: 
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If we define the Heaviside step function H(ε-εi(k)), it yields: 
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where G
uvS is the element of the overlap matrix for the atomic orbital u in the reference cell 

(0, 0, 0) and v in the cell g, and )(εG
uvP is the element of the density matrix projected out 

up to the energy level ε. COOP between the Bi 6s (6p) and O 2p was computed by 
overlapping corresponding orbitals at Bi1 with those at O4, O5, O6 and O7 in the cell (0, 
0, 0), COOP for the triangular [BO3]3- units at B9 with O5 in the cell (0, 0, 0) and O2’, 
O6’ in the cell (1, 0, 0), and COOP for the tetrahedral [BO4]5- units at B8 with O4, O3 in 
the cell (0, 0, 0) and O2’, O5’ in the cell (0, 0, 1).  

7.1.2  Quantifying chemical bonds in BiBO 
The strength and dispersion of Bi-O covalent bonds are quantitatively manifested by 
scalar-relativistic B3PW COOP in Table 7-1. Bi 6s and O 2p orbitals form both separate 
bonding and antibonding 6s-2p interactions, while only Bi 6p-O 2p bonding interactions 
spread continuously below the top of the valence band. Therefore it turns out that the Bi 
6s orbitals do host active lone-pair electrons instead of “inert” ones. The Bi 6s-O 2p 
bonding should contain dominant Bi 6s components and the Bi 6s-O 2p antibonding 
should contain dominant O 2p components, according to the density of states in Figure 6-
2. The Bi-O bonding and antibonding are located over different energy intervals. For 
example, for O6 and O7, 6s-2p bonding stays within a narrow energy range from -16.6 
eV to -14.5 eV; 6s-2p antibondings spread from -13.5 eV to the top of valence bands at 
about -5.6 eV. For the nearest O6 and O7 atoms around the central Bi, the 6s-2p and 6p-
2p bond intensities are remarkably larger than those for the more distant O4 and O5 
atoms because of the fast decay of orbital overlapping with increasing Bi-O distance. 
This is consistent with the classic chemical concept of short-range covalent bonds. From  

Figure 7-1, the 6p-2p bonding is found to be significantly important to the stabilization of 
the [BiO4]5- units in the way that it compensates to a great extent the 6s-2p antibondings. 
However, since the 6p-2p compensation is not complete by leaving the relative net 
antibonding strength of the negative -0.14 eV below the Fermi level in [BiO4]5-, it is 
reasonable to conclude that the electrostatic attraction between Bi cations and O anions is 
still indispensably necessary to assemble together the two layers of [B3O6]3- rings at both 
sides of Bi (Figure 1 (a)). We will point out in the next section that this unstable net 
antibonding in [BiO4]5- is caused by the scalar-relativistic effect of the Bi cations. 

The electronic densities in the O6-Bi-O7 and O4-Bi-O5 planes projected within the 
energy range from -16.6 eV to -14.5 eV are visualized in Figure 7-2 for Bi 6s-O 2p 
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bondings. We do not visualize the electronic densities at higher energy levels in order to 
avoid ambiguity because this region is contributed by both Bi 6p-O 2p bonding and Bi 
6s-O 2p antibonding interactions. It is clearly observed that the electrons are concentrated 
in the middle between Bi and O atoms, which typically represents covalent bonds 
between Bi 6s and O 2p orbitals. 

The covalent bonds in both triangular [BO3]3- and tetrahedral [BO4]5- units are much 
stronger than those in [BiO4]5- units according to COOP plots in Figure 7-3. It is observed 
that, the B-O bonds in [BO3]3- show a bonding character across the valence band and the 
antibonding stays in conduction bands, which leaves the strong relative net bonding 
intensity of 2.90. The B-O bonds in [BO4]5- stay bonding from -15.2 eV to -11.0 eV and 
antibonding from -8.5 eV to -6.3 eV, ending up with the relative net bonding intensity of 
0.56 which is much weaker than the B-O bonds in [BO3]3- units. Therefore the total 
relative net bonding for the [BiO4]5-, [BO3]3- and [BO4]5- units in BiBO adds up to 3.32 
much larger than 0 so that it is sufficient to achieve the stability of BiBO at ambient 
conditions significantly contributed by the B-O bondings in polyanions. Becker [47] 
pointed out that according to structure data analysis for numerous anhydrous polyborates 
the tetrahedral [BO4]5- units are not favored units in polyborates at ambient conditions. 
Most crystallographic structures of anhydrous polyborates contain more triangular [BO3]3- 
units than tetrahedral [BO4]5- (cf. Figure 2 in the reference [47]). One reason which can be 
suggested here due to our calculations for BiBO is that a large ratio of [BO4]5- to [BO3]3- 
may greatly intensify the B-O antibonding interactions in [BO4]5- close to the Fermi level 
to such an extent that only the application of external pressure can stabilize the structure. 

7.2 Origin of optical effects 
Equation (7-3) is formulated to quantitatively describe the density of optical absorptions 
gauging the contributions from different units in BiBO, which is basically the 
mathematical convolution at a given energy shift ωh  between the density of states 

)(Ed VB
u  for atomic orbital u in VB (valence band) and the density of states )(Ed CB

v  for 
atomic orbital v in CB (conduction band).  

 ∫
+∞

∞−
−= dEEdEdG CB

v
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uuv )()()( ωω h  (7-3) 

Therefore the contributions for optical absorptions from [BiO4]5-, [BO3]3- and [BO4]5- 
units can be calculated by equation (7-4) running over all VB orbitals and those CB 
orbitals building up [BiO4]5-, [BO3]3- and [BO4]5- units, respectively.  

 ∑∑=
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u
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uvI GG )()( ωω    (7-4) 

The plots with respect to the wavelength are presented in Figure 7-4 for the scalar-
relativistic B3PW calculation. It is found that the absorption of BiBO begins at about 200 
nm. In the long wavelength region from 200 nm to 130 nm, [BiO4]5- units dominate the 
optical absorption mainly due to the electronic transfer from occupied O 2p to virtual Bi 
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6p orbitals at the bottom of the conduction bands between 0 eV and 3 eV. The 
contribution of single Bi cations due to the inner-shell electronic transfer from 6s to 6p is 
much less than that of the [BiO4]5- units since the majority of Bi 6s states stays deep in 
energy at about -16 eV far away from the top of valence band. The electronic transitions 
from occupied O orbitals to virtual B orbitals in borate anions, however, have to demand 
higher photon energies since the virtual B states stay above about 3 eV. For example, the 
absorption of triangular [BO3]3- units becomes fast increasingly important if the 
wavelength is below 120 nm and reaches the maximum at about 50 nm. In the short 
wavelength region below 80 nm, the tetrahedral [BO4]5- units even become one of the 
significant absorbers to about 50 nm where the maximum absorption is achieved.  

In order to study the effect of optical polarization of BiBO, we define equation (7-5) 
following the Kramers-Krönig relation. We call this quantity density of optical 
polarizations since it depicts the number of polarized states per volume at a given energy 
interval ωω d+ : 
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As revealed in the equation (7-5), the density of optical polarization should have a similar 
trend as the density of optical absorptions against the energy although Puv(ω) is explicitly 
calculated. Therefore [BiO4]5- units also dominate the optical polarization of BiBO in the 
long wavelength region. The polarization of [BO3]3- and [BO4]5- units require higher 
photon energies than the one of [BiO4]5- units. These findings actually explain the 
calculated SHG coefficients (e.g., d22

BiO4-only=-2.829 pm/V, d22
BO3-only=-0.233 pm/V and 

d22
BO4-only=-0.118 pm/V) [45] in the static limit based on the wavefunction cutting 

approximation. 
The crystal BiBO shows a quite different electronic origin for optical effects compared to 
other IA and IIA metal-containing borates such as β-BaB2O4 [136], LiB3O5, CsB3O5 and 
CsLiB6O10 [137] where the optical effects are mainly accounted for by the contributions 
of [BO3]3- and [BO4]5- borate units. This special optical feature of BiBO is, on one hand, 
due to the presence of the empty 6p orbital at Bi as an electron acceptor; and on the other 
hand due to the high spatial-overlapping between the atomic orbital on the Bi and O 
atoms which results in the covalent Bi-O bonds and large optical transition matrix 
elements. However, the relatively difficult polarization of [BO4]5- units is the 
consequence of the 3-D network of tetrahedral structures which prohibits the electrons 
from being conjugated in a plane and thus higher photon energies are required.  

7.3 Scalar-relativistic and correlation effects 
In Figure 6-2, there is an obvious state redistribution in the valence band due to the 
scalar-relativistic and correlation effects. A large part of Bi 6s states stay at about -5 eV 
for the non-relativistic calculation. However, the scalar-relativistic effect strongly 
stabilizes the majority of Bi 6s states at about -16 eV and leaves only small contributions 
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at the top of valence band. It is mainly this negative shift of Bi 6s states that increases the 
band gap from 4.92 eV to 5.69 eV by scalar-relativistic effects. The relativistic 
stabilization of Bi 6s orbitals on one hand forces more electrons in Bi 6s orbitals (i.e., 
6s2.17) than in the non-relativistic case (i.e., 6s1.89), but on the other hand impairs the 
energy level matching between Bi 6s and O 2p orbitals. The scalar-relativistic and 
correlation effects can be found out in Table 7-1, where the relative bond strength is 
concerned by the integral COOP intensity. The relative net bonds in [BiO4]5- units are 
0.41 and -0.52 for the non-relativistic and scalar-relativistic calculations respectively, 
which obviously indicates that by the scalar-relativistic effect the Bi-O bonds are partially 
destroyed in the [BiO4]5- units and stay antibonding. This bond instability mainly 
originates from the significantly intensified Bi 6s-O 2p antibonding interactions from -
0.82 to -1.19 and reduced Bi 6s-O 2p bonding interaction from 0.41 to 0.25, while the Bi 
6p-O 2p bonding states are only slightly affected from 0.82 to 0.80. It is this intensified 
antibonding repulsion between Bi 6p and O 2p orbitals that results in the elongations of 
the bond Bi-O4 (O5) and Bi-O6 (O7) by 0.010 Å and 0.032 Å respectively (cf. Table 7-2) 
compared to the non-relativistic case, which is in contradiction to the expected relativistic 
effect that seems to always be a bond contraction effect in previous reports [138].  

BiBO could not have come into being at ambient conditions if no dynamic electron-
electron correlations have been taken into account, since the tetrahedral [BO4]5- units 
connecting the [BiO4]5- and [BO3]3- units would collapse. This is expected from the HF 
result given in Table 7-1 that the B-O bonding interactions in [BO4]5- are almost 
compensated by the B-O antibonding ones ending up with almost null strength (0.11). On 
the other hand, the net Bi-O antibonding intensity in [BiO4]5- is much stronger (i.e., -0.52) 
without electron correlations than the B3PW case (i.e., -0.14). Accordingly, the reason 
for the occurrence of BiBO, from the chemical bonds point of view, is that the correlation 
effect fully removes the inner orbital instabilities within both [BiO4]5- and [BO4]5- units in 
the way that both B-O and Bi-O antibondings are much weakened from -0.44 to -0.13 
and from -1.48 to -1.19, respectively, as well as both B-O and Bi-O bondings are slightly 
intensified from 0.55 to 0.69 and from 0.96 to 1.05, respectively. In addition, the B-O 
bond intensity within [BO3]3- is only slightly reinforced by the correlation effect from 
2.51 to 2.66, which is another important factor that primarily contributes to the stability 
of BiBO. 

Scalar-relativistic and correlation effects are important not only in the aspect of BiBO 
stability, but also to its optical performance. If one compares the densities of states in 
Figure 6-2, the absence of either the scalar-relativistic effect or the correlation effect 
leads to the appearance of Bi 6s states at the high-end of the valence band. In that case 
only the Bi cations would exhibit a contribution to the optical response of BiBO in the 
long wavelength region due to the inner-shell electronic transfer from 6s to 6p orbitals 
(see Figure 7-5 and Figure 7-6). 
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Figure 7-1 COOP plots for the interactions of Bi-O in [BiO4]5- units for the scalar-relativistic B3PW 
calculation. 
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Figure 7-2 The projected electronic densities in the O6-Bi-O7 and O4-Bi-O5 planes for Bi 6s-O 2p 
bondings. The contour lines are plotted between the minimum of 0.0 and the maximum of 0.1 with 
the step size of 0.001. 
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Figure 7-3 COOP plots for the interactions of B-O in [BO3]3- triangular and [BO4]5- tetrahedral units 
for the scalar-relativistic B3PW calculation. 
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Figure 7-4 The density of optical absorptions for the BiBO (total) crystal as well as the [BiO4]5-, 
[BO3]3- and [BO4]5- subunits at the scalar-relativistic B3PW level.  
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Figure 7-5 The density of optical absorptions for the BiBO (total) crystal as well as the [BiO4]5-, 
[BO3]3- and [BO4]5- subunits at the non-relativistic B3PW level. 
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Figure 7-6 The density of optical absorptions for the BiBO (total) crystal as well as the [BiO4]5-, 
[BO3]3- and [BO4]5- subunits at the scalar-relativistic HF level. 
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Table 7-1 Scalar-relativistic and correlation effects on the bond densities for the valence states of 
BiBO. 

 
Bonds Bonding a Antibonding a Net bonds b 

Scalar-relativistic B3PW 
6s-2p 0.25 -1.19 -0.94 
6p-2p 0.80 conduction band 0.80 Bi-O 
total in [BiO4]5- 1.05 -1.19 -0.14 

B-O in [BO3]3- 2.90 conduction band 2.90 
B-O in [BO4]5- 0.69 -0.13 0.56 
total in BiBO 

c 4.64 -1.32 3.32 
Non-relativistic B3PW 

6s-2p 0.41 -0.82 -0.41 
6p-2p 0.82 conduction band 0.82 Bi-O 
total in [BiO4]5- 1.23 -0.82 0.41 

B-O in [BO3]3- 2.66 conduction band 2.66 
B-O in [BO4]5- 0.67 -0.18 0.49 
total in BiBO 

c 4.56 -1.00 3.56 
Scalar-relativistic HF 

6s-2p 0.31 -1.48 -1.17 
6p-2p 0.65 conduction band 0.65 Bi-O 
total in [BiO4]5- 0.96 -1.48 -0.52 

B-O in [BO3]3- 2.51 conduction band 2.51 
B-O in [BO4]5- 0.55 -0.44 0.11 
total in BiBO 

c 4.02 -1.92 2.10 

a: Bonding and antibonding were given by corresponding integral intensities of COOP over the valence 
region. 

b: Net bonds were evaluated by the sum of bonding and antibonding. 

c: Total in BiBO were evaluated by the sum of the bonding, antibonding and net bonds for Bi6s-O2p, Bi6p-
O2p, B-O in [BiO4]5-, [BO3]3- and [BO4]5- units, respectively. 
 
Table 7-2 Scalar-relativistic effects on bond lengths of BiBO. 

 
Bond lengths Scalar-relativistic Non-relativistic Relativistic effects 

Bi-O4 (O5) 2.388 2.378 0.010 [BiO4]5- (Å) Bi-O6 (O7) 2.109 2.077 0.032 
B-O 1.405 1.409 -0.004 
B-O 1.367 1.365 0.002 [BO3]3- (Å) 
B-O 1.344 1.342 0.002 
B-O 1.498 1.506 -0.008 [BO4]5- (Å) B-O 1.446 1.443 0.003 
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Chapter 8 Asymmetric Bi Lone-Pair Electrons in BiBO 
In the last two chapters we have studied the electronic structure of BiBO by first-
principles B3PW DFT calculations, where the origins of chemical stabilities and optical 
effects of BiBO have been clarified in detail along with the correlation and Bi relativistic 
effects for the [BiO4]5-, [BO3]3- and [BO4]5- units. We have found that the Bi-O covalent 
interactions play critical roles in determining not only the chemical stability of the 
[BiO4]5- units but also the optical response of BiBO in the long wavelength region. In this 
chapter, we concentrate on the other important consequence of Bi-O covalent couplings, 
i.e., the determinant mechanism for the origin of the stereochemical activity of the Bi 
lone-pairs in BiBO.  

8.1 Advances for electronic lone-pairs 
A lone-pair is a valence-shell orbital containing two electrons which are not involved in 
covalent bonding. The critical role played by lone-pair electrons in terms of molecular 
geometries has been examined in the classic valence shell electron pair repulsion theory 
(VSEPR) proposed by Sidgwick and Powell [139] and later by Gillespie and Nyholm 
[140]. The lone-pair effect and the remarkable success of VSEPR explaining three-
dimensional shapes of many small main group atom-containing molecules such as NH3, 
H2O, SF4, IF4, SnCl2 can be nowadays found in most inorganic chemistry text books. 
Thanks to recent achievements of computer techniques and quantum chemistry, many 
interests concerning lone-pair effects have been directed from small molecules to large 
systems [ 141 , 142 , 143 ] and periodic compounds [ 144 , 145 , 146 , 147 ]. The 
stereochemical activity [148] of lone-pair electrons has been shown to cause, for example, 
not only Jahn-Teller geometry distortions [148, 149] but also a large optical response in 
TeO2-based materials [150] as well as the ferroelectricity in BiMnO3 [151]. 

Metal lone-pair electrons are usually associated with subvalent states (e.g., 5s2 or 6s2 for 
the 5th or 6th row p-block elements) of elements near the bottom of groups 13 to 15. The 
role of relativistic effects in the lone-pair formation, i.e. the relativistic stabilization of the 
s shell, has been discussed previously [152, 153]. The lone-pair electrons with spherically 
symmetrical shapes display an “inert pair effect” which does not result in distorted 
Advances for electronic lone-pairsstructures, e.g., cubic NaCl-like PbS [154]. The lone-
pairs are considered to be stereochemically active but chemically inactive if the spherical 
symmetry is lost. Since the stereochemically active lone-pairs cannot be formed by pure 
symmetric 5s or 6s valence orbitals, less symmetric orbitals have to be mixed in. 
Numerous reports have explored the detailed mechanisms of lone-pair asymmetrization 
for various molecules and periodic solids. Several decades ago Orgel [155] invoked the 
hybridization of the outmost s and p orbitals for the B-subgroup metals to explain both 
the structural distortion and the large dielectric response of lone-pairs. Verbaere and 
coworkers [156] invented the electronic lone-pair localization (ELPL) model which 
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attributes the lone-pair formation to the purely electrostatic response of lone-pair 
electrons to the asymmetric electrostatic field within ionic crystals. 

However, if the simple hybridization of valence s and p orbitals within central cations is 
fully responsible for the stereochemical activity of lone-pairs, one cannot understand why 
the tetragonal distortion of the cubic NaCl-like structure takes place only for PbO with 
asymmetric electronic distributions around Pb (II) whereas PbS remains undistorted in a 
rocksalt phase with symmetric electron distributions around Pb (II). The role played by 
anionic ligands in determining the structural distortion and shape of lone-pairs was 
implicitly mentioned by Wheeler and Kumar [148] when reporting extended Hűckel 
calculations for the molecules BiI6

3- and BiCl6
3- as well as the extended solids BiI3 and 

SbI3. It was concluded that although the hybridization of the cationic s and pz orbitals 
predominates trigonal distortions for the molecule BiCl6

3- and solid SbI3 with the 
stereochemical activity of the central cations, the s-pz interaction is partly balanced by 
mixing the HOMO and a lower energy 1a1 orbital with ligand lone-pair orbitals 
determined by the HOMO-1a1 energy gap. More recent density functional theory (DFT) 
studies for solids of PbO [157, 158, 159], PbS [160], SnX (X=O, S, Se and Te) [161, 162] 
further explained the distorted structures and asymmetric electron densities for PbO and 
SnO by both the covalent interaction between cationic metal s and O 2p orbitals and the 
subsequent interaction between the cationic metal p and the antibonding part of cationic 
metal s-O 2p bonds.  

Unlike in these NLO materials like LiB3O5 and BaB2O4, a 6s2-lone-pair on the metal Bi is 
believed to contribute to the NLO properties of BiBO. If we take a look at the total 
electronic densities in the (100) and (001) planes in Figure 8-1, we find at one side of the 
Bi cations against the oxygen atoms asymmetric lobe-like distributions of the electronic 
density along the b lattice vector, i.e., the so-called “lone-pairs”. They are somewhat 
more spherical and expanded in the (100) plane than in the (001) plane. Figure 8-1 
reveals that the lone-pair electronic density is highly anisotropically distributed in the 3-
dimensional space around the Bi cations.  

However, it is important to point out that the distorted coordination around Bi (III) does 
not necessarily prove a structure determining stereochemical activity of the Bi lone-pairs 
since the spatial arrangements of the [BO3]3- and [BO4]5- groups could impose the 
resulting geometry as well. Nevertheless, the stereochemical activity of the Bi lone-pairs 
has been widely used to explain the anisotropies of thermal expansion [ 163 ], 
piezoelectric and elastic properties [30] for BiBO.  

8.2 Modeling orbital interactions for Bi 6s, Bi 6p and O 2p 
It has been clear that both Bi 6s and 6p orbitals have strong covalent interactions with O 
2p orbitals following the discussions in Chapter 7. However, it is also important to 
investigate what detailed mechanism rules these interactions and according to which 
hierarchy the interactions can be ordered since the Bi lone-pairs are essentially shaped by 
these interactions. 
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One may imagine that Bi 6s, Bi 6p and O 2p states couple with each other via one of four 
possible routes: Bi 6s-6p hybridized orbitals are formed first in the primary interaction 
and subsequently participate in covalent bonding and antibonding with O 2p orbitals in 
the secondary interaction (Figure 8-3 (a)); or Bi 6s and Bi 6p individually form covalent 
bonds with O 2p (Figure 8-3 (b)); or Bi 6p-O 2p covalent occupied bonding and 
unoccupied antibonding orbitals are formed first in the primary interaction, and the 
former resultant filled bonding orbitals subsequently take the further coupling with Bi 6s 
orbitals in the secondary interaction (Figure 8-3 (c)); or Bi 6s-O 2p interactions generate 
covalent occupied bonding and occupied antibonding orbitals in the primary interaction, 
and the latter resultant filled antibonding orbitals subsequently couple with Bi 6p orbitals 
in the secondary interaction (Figure 8-3 (d)). 

The routes sketched in Figure 8-3 (a-c) are not suitable to describe the interaction of the 
Bi 6p with the Bi 6s and O 2p orbitals in BiBO if one refers to the distribution of Bi 6s, 
Bi 6p and O 2p states in Figure 8-2. According to route Figure 8-3 (a), Bi 6s-6p 
hybridization demands that the Bi 6p states should be mixed with the Bi 6s states over the 
shared energy region. However, this model is inconsistent to the fact that no Bi 6p states 
are found in the Bi 6s region from -16.6 eV to -14.5 eV (Figure 8-2). Therefore the 
classic viewpoint due to VSEPR which demands the hybridization of central atomic s and 
p orbitals is not correct for BiBO. 

According to route Figure 8-3 (b), on one hand, the lowest unoccupied states, i.e., the top 
states shown in Figure 8-3 (b), should involve only Bi 6p and O 2p states, whereas the 
small amount of Bi 6s states virtually appear  at about 2 eV (Figure 8-2); on the other 
hand, the highest occupied states, i.e., the middle two states shown in Figure 8-3 (b), 
should contain some amount of separate Bi 6s states and Bi 6p states, whereas the 
continuously mixed Bi 6s-6p states virtually stay between -13.5 eV and -5.6 eV (Figure 
8-2). In addition, this model may lead to a too small band gap. 

According to route Figure 8-3 (c), the lowest unoccupied states should involve only Bi 6p 
and O 2p states, and the lowest occupied states should contain some components of Bi 6p 
states mixed with pronounced Bi 6s states. However, it disagrees with the findings that 
the small amount of Bi 6s states virtually appears at about 2 eV and no Bi 6p orbitals are 
distributed in the Bi 6s region between -16.6 eV and -14.5 eV (Figure 8-2). 

Finally, Figure 8-3 (d) route can qualitatively agree well with the DOS of Bi 6s, Bi 6p 
and O 2p states shown in Figure 8-2. According to this route, the lowest occupied states 
originate from Bi 6s-O 2p bondings, which should be composed of pronounced Bi 6s 
states and some amount of O 2p states; the highest occupied states are caused by the 
bonding coupling between Bi 6p orbitals and the resultant Bi 6s-O 2p antibonding 
orbitals, which should contain the majority of O 2p states and less mixed Bi 6s and Bi 6p 
states; the lowest unoccupied states result from the antibonding coupling between Bi 6p 
orbitals and the resultant Bi 6s-O 2p bonding orbitals, which should involve strong 
unoccupied Bi 6p states, much less unoccupied O 2p states and least unoccupied Bi 6s 
states. 
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If the C2 axis is taken as the z direction, the Bi 6p orbitals can be decomposed into 
individual 6px, 6py and 6pz states. Due to the symmetry compatibility, only atomic orbitals 
representing the same parity can be mixed with each other. That is to say, the orbital 
mixture may take place for 6s-6pz pairs having A representation and 6px-6py pairs having 
B representation under the C2 constraint. The projected DOS for these states are shown in 
Figure 8-4, where the unoccupied 6pz states are located in the middle between the 6px+6py 
states on the left and the 6px-6py states on the right. It can be seen that in the energy 
region for the occupied Bi 6p states from -13.5 eV to -5.6 eV, only 6pz orbitals most 
effectively overlap with Bi 6s orbitals, while the Bi 6px and 6py orbitals interact only with 
each other. Similarly, for the unoccupied Bi 6p states, the empty Bi 6s states are mixed 
only into Bi 6pz states. Therefore, in connection with the model of Figure 8-3 (d), it is 
mainly the Bi 6pz orbitals that are coupled into the Bi 6s components of occupied Bi 6s-O 
2p antibonding states. 

8.3 Origin of asymmetric Bi lone-pair electrons 
As revealed in the above section, the Bi 6s-6p hybridization model, claimed by VSEPR 
or earlier reports, cannot be applied to BiBO to explain the origin of Bi lone-pairs. In this 
section, we further examine which key step of the Bi-O interaction mechanism illustrated 
in Figure 8-3 (d) significantly determines the Bi lone-pairs. To this end, several 
hypothetical deformed (isotropically expanded and compressed) unit cells were assumed 
in addition to the experimental crystallographic unit cell (original cell). For reasons of 
simplicity, only two cases corresponding to the isotropically expanded (a=8.539 Å, 
b=5.992 Å and c=7.810 Å) and the original (a=7.116 Å, b=4.993 Å and c=6.508 Å) unit 
cells are presented in this thesis as typical examples. The atomic coordinates in the 
original unit cell of BiBO have been fully relaxed with the C2 symmetry constraint until 
convergence was achieved. The atomic positions in the expanded cell were generated 
without further optimizations by using the same fractional coordinates as for the 
optimized ones in the original cell. The resultant Bi-O6 (Bi-O4) distances are 2.531 Å 
(2.866 Å) for the expanded cell and 2.109 Å (2.388 Å) for the original cell, respectively. 
We note that the expanded cell is not corresponding to a real physical state of BiBO but 
merely a convenient model to investigate the roles played by Bi 6s6p and O 2p orbitals in 
determining the dependence of Bi lone-pair asymmetry on the intensities of Bi-O 
interactions. 

The electronic densities in the O4-Bi-O5 and O6-Bi-O7 planes are presented in Figure 8-
5 for the original and expanded BiBO unit cells. The electronic densities corresponding to 
O core electrons are truncated by the contour line threshold of 0.100 to remove the map 
obscurity. From the contrasts of the electronic densities for the two cases, it is obvious 
that in both O4-Bi-O5 and O6-Bi-O7 planes the Bi non-spherical lone-pairs exhibited for 
the original cell of BiBO are almost spherically embraced around Bi for elongated Bi-O 
distances. Let us check how the Bi lone-pairs bring the influence to the distorted O4-Bi-
O5 angle. The optimized O4-Bi-O5 angles are 151.32° and 158.82° for the original and 
expanded unit cell, respectively. Therefore, the Bi lone-pairs indeed have notable effects 
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due to “stereochemical activity” to distort the [BiO4]5- units. For the original BiBO cell, 
more electrons are concentrated at one side of the Bi lone-pair lobes so that the repulsions 
between Bi lone-pairs and O4O5 electrons are enhanced which lead to smaller O4-Bi-O5 
angles. However, the calculated O6-Bi-O7 angles are close to 90° for both the original 
and the expanded cell with the difference of less than 1°, which suggests that the angle of 
crossed Bi-O6 and Bi-O7 bonds is not tightly related to the lone-pair effect. Therefore the 
distortion of [BiO4]5- units invokes complicated mechanisms which not only need to 
reduce the repulsions between lone-pairs and O4O5 electrons but also has to counterpoise 
the inner tension of triangular [BO3]3- and tetrahedral [BO4]5- units. These two factors add 
up to the stable distortion of the [BiO4]5- units. 

The integrated intensities of COOP for Bi-O bonds are listed in Table 8-1 for the original 
and expanded BiBO cells. In all cases, Bi 6s-O 2p interactions end up with net 
antibonding and Bi 6p-O 2p with net bonding. Compared to the original cell, the 
elongation of Bi-O distances weakens the strength of Bi 6s-O6O7 2p (also for Bi 6s-
O4O5 2p) net antibondings as expected from -0.60 (-0.34) to -0.28 (-0.14). However, the 
Bi 6p-O 2p bonding strength is only slightly variant from 0.56 (0.24) to 0.50 (0.20). Bi 
lone-pairs are shaped less spherical (see Figure 8-5) when there are stronger Bi 6s-O 2p 
interactions. The electronic densities in the O6-Bi-O7 and O4-Bi-O5 planes projected 
from -16.6 eV to -14.5 eV and from -13.5 eV to -5.6 eV are respectively illustrated in 
Figure 8-6 for the original BiBO cell. The Bi 6s-O 2p covalent bondings are clearly 
visualized in the left maps and the Bi lone-pair lobes are found at Bi 6s-O 2p antibonding 
states in the right maps.  

Therefore it is reasonable to conclude that Bi 6s-O 2p antibonding states are the origin of 
non-spherical Bi lone-pairs for BiBO. The reason can be understood if the mechanism in 
Figure 8-3 (d) is applied here to clarify the origin of non-spherical Bi lone-pairs. As a 
matter of fact, the Bi lone-pairs would be shaped asymmetric at the first stage where 
symmetric Bi 6s orbitals take antibonding interactions with asymmetric O 2p orbitals. 
This antibonding essentially creates nodal surfaces and depletes electrons in the region 
between Bi and O atoms ending up with the spherical symmetry-broken electronic 
distributions at the other side of Bi. The Bi 6p orbitals (particularly 6pz) would have a 
joint significance to determine the asymmetry of Bi lone-pairs only if the number of Bi 
6pz electrons is competitively large enough to reshape the Bi 6s electronic distribution via 
Bi 6s electron-Bi 6pz electron interactions once Bi 6pz electrons are merged into Bi 6s-O 
2p occupied antibonding states (see Figure 8-3 (d)). However, although there are about 
0.90 electrons at Bi 6p orbitals due to Mulliken population, the Bi 6pz electrons are 
counted by only 0.36 and the majority of Bi 6pz orbitals are evidently unoccupied. We 
further calculated the electronic densities projected onto O6-Bi-O7 and O4-Bi-O5 planes 
(Figure 8-7) by removing p basis set functions at Bi centers. The electronic densities 
without involving Bi 6p orbitals are similar to the left maps in Figure 8-5 where Bi 6p 
orbitals have been accounted for. By taking these facts into account, we come to the 
conclusion that the Bi 6s orbitals are much more significant than the Bi 6p in the 
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determination of the asymmetry of non-spherical Bi lone-pairs for BiBO. This finding is 
however contrary to the Pb lone-pair model for α-PbO proposed recently by Watson and 
coworkers [162, 164 ] where the asymmetric electron density around Pb (II) arises 
predominantly from a mixing of O 2p and Pb 6p orbitals at the top of valence band. 

The Bi lone-pairs mainly consist of not only Bi 6s electrons but also some amount of O 
2p electrons via the Bi 6s-O 2p antibonding interactions. The following equation is used 
to calculate how many Bi 6s electrons are distributed into non-spherical Bi lone-pairs.  

 sBi
gantibondinbonding

gantibondins
pairsloneBi Q

II
I

Q 6
6

+
=−−  (8-1) 

where Ibonding and Iantibonding are the integral intensity of projected DOS for Bi 6s-O 2p 
bonding and Bi 6s-O 2p antibonding states, and QBi6s is the total Mulliken electronic 
population for Bi 6s orbitals. According to equation (8-1), Bi lone-pairs contain 0.92 Bi 
6s electrons (i.e., 42% of the total Bi s population of 2.17) which are populated over a 
broad energy interval of 7.9 eV. Therefore it is hard to believe that the Bi 6s components 
of lone-pairs have considerable contributions to the excellent optical response of BiBO 
although this has been suggested previously [44]. If one takes a look at the projected 
DOS in Figure 8-2, the electronic transition from strong filled O 2p states near the Fermi 
level to strong empty Bi 6p states can dominantly control the optical effects of BiBO. 
Therefore the optical effects of BiBO are most likely more determined by the O 2p 
components of the Bi lone-pairs rather than by the Bi 6s components.  
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Figure 8-1 The total electronic densities in (100) (left) and (001) (right) planes for BiBO with the 
original cell. The contour lines are plotted between the minimum of 0.0 and the maximum of 0.1 with 
the step size of 0.003. 
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Figure 8-2 The l-momentum projected DOS for Bi 6s, Bi 6p, O6O7 and O4O5 orbitals for BiBO. 
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Figure 8-3 Four schematic routes to model the interactions between Bi 6s, Bi 6p and O 2p orbitals 
from (a) to (d). Bi 6s, Bi 6p and O 2p states are represented by rectangles filled with three different 
patterns. The content of each of the three states is schematically weighted by the width of the 
corresponding pattern. The primary interaction is indicated by the dashed lines (1st) and the 
secondary interaction by the solid lines (2nd). 
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Figure 8-4 The l|m|-momentum projected DOS for Bi 6s, Bi 6px, Bi 6py and Bi 6pz orbitals for BiBO. 
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Figure 8-5 The total electronic densities in O4-Bi-O5 (top) and O6-Bi-O7 (bottom) planes for BiBO 
with the original (left) and expanded cells (right). The contour lines are plotted between the 
minimum of 0.0 and the maximum of 0.1 with the step size of 0.0008. 
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Figure 8-6 The projected electronic densities in O4-Bi-O5 (top) and O6-Bi-O7 (bottom) planes for the 
original BiBO cell from -16.6 eV to -14.5 eV (left) and from -13.5 eV to -5.6 eV (right). The contour 
lines are plotted between the minimum of 0.0 and the maximum of 0.1 with the step size of 0.0008. 
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Figure 8-7 The total electronic densities in O4-Bi-O5 (top) and O6-Bi-O7 (bottom) planes for BiBO 
without Bi 6p basis set functions. The contour lines are plotted between the minimum of 0.0 and the 
maximum of 0.1 with the step size of 0.0008. 

 

 
Table 8-1 Integrated intensities of COOP for Bi 6s-O 2p and Bi 6p-O 2p bonds for BiBO with the 
original and expanded cells. 

 
Bi-O6O7 Bi-O4O5 bonds 6s-2p 6p-2p 6s-2p 6p-2p 

original cell -0.60 0.56 -0.34 0.24 
expanded cell -0.28 0.50 -0.14 0.20 
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Chapter 9 Harmonic Vibrational Modes of BiBO 

9.1 Introduction 
Although during the last five years several experimental IR and Raman spectra of BiBO 
were recorded [28, 41, 165 , 166 , 167 ] and the phonon modes were also obtained 
indirectly by modeling the reflectance [40], the analysis and assignment of the modes 
remain difficult. Correspondingly, the attention was focused instead on the characteristic 
functional groups and the associated familiar bands, i.e., a considerable amount of the 
information contained within the spectra have been neglected. For example, the modes 
related to [BO3]3- and [BO4]5- units were assigned by empirically comparing them with the 
corresponding vibrational modes of these units reported in other borate crystals (e.g., 
rare-earth borates) and glasses. The interpretation of the far-infrared region reflecting the 
vibrating of Bi-O bonds is however not available so far while it has been attempted to 
relate the large polarizability of Bi-O bonds in BiBO to its outstanding nonlinear optical 
properties [166].  

First-principles electronic structure methods rooted upon sophisticated codes and 
powerful computers often provide a solution to such problems and may add valuable 
information for the interpretation of the experimental observations: by accurately 
determining the vibrational modes of a system, it is possible to assign unambiguously the 
spectral features to actual normal mode oscillations, allowing a deeper understanding of 
the vibrational spectrum as well as the bonding and chemical properties of the system 
under consideration. In the previous Chapters 6, 7 and 8, we have focused on the first-
principles calculation of electronic properties of BiBO, where the origins of chemical 
stabilities, optical effects as well as Bi non-spherical lone-pairs have been clarified in 
detail. In these studies both electron correlation effects as well as the major relativistic 
effects, the latter mainly originating from the heavy Bi centers, have been taken into 
account. Therefore in this chapter we direct the attention to the first-principles lattice-
vibrational properties of BiBO and derive the harmonic modes by performing density 
functional theory calculations with the gradient-corrected hybrid B3PW functional. The 
major advantage of theoretical studies as the one presented here is that all vibrational 
modes can be unambiguously assigned with regard to their symmetry as well as to the 
motions of individual atoms or groups of atoms, which can be graphically displayed. To 
the best of our knowledge, no previous quantum chemical computations on this subject 
have been published.  

This chapter is organized as follows. In the next section, the theoretical methods and 
computational details applied to derive the harmonic vibrational frequencies are 
presented. In the third section, the method described in the previous section is tested on 
the simple ionic crystal cubic MgO to exhibit the accuracy which can be actually 
achieved. In the fourth section, the vibrations in [BiO4]5-, triangular [BO3]3- and 
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tetrahedral [BO4]5- units are illustrated, discussed and compared with the available 
experimental results. In the last section, the conclusions are briefly summarized.  

9.2 Computing dynamic matrix 
First-principles DFT applying the hybrid B3PW functional was used to optimize the 
atomic coordinates of BiBO within the CO-LCAO scheme. The optimizations for atomic 
coordinates were performed using a modified conjugate gradient algorithm [119]. 
Analytical gradients were evaluated and the optimization convergence was achieved by 
fulfilling three criteria, i.e., between optimization steps the root mean square (RMS) of 
energy change, gradient change and displacement change should stay less than 10-7 a.u., 
0.0003 a.u. and 0.0012 a.u., respectively. The following tolerances in CRYSTAL03 were 
employed in the evaluation of infinite Coulomb and HF exchange series: 10-7 for the 
Coulomb overlap, HF exchange overlap, Coulomb penetration and the first exchange 
pseudo-overlap; 10-14 for the second exchange pseudo-overlap. The Fock matrix has been 
diagonalized at 24 k-points within the irreducible Brillouin zone corresponding to a 
shrinking factor of 4 in the Monkhorst net [63]. In order to improve the convergence, a 
negative energy shift of 1.0 a.u. to the diagonal Fock/KS matrix elements of the occupied 
orbitals was added to reduce their coupling to the unoccupied set and maintained after the 
diagonalization. A very accurate extra-large grid consisting of 75 radial points and 974 
angular points was employed in the DFT calculations, where Becke grid point weights 
[120] were chosen. 

The reliable and accurate simulation of vibrations for crystals is still at a less developed 
stage than for molecules [168], and so far, only DFT methods with plane wave basis sets 
were consistently implemented for frequency calculations by response theory. The major 
advantage of the CO-LCAO approach over the usual plane-wave schemes is the 
application of the popular hybrid density functionals such as B3PW and B3LYP, which 
have not yet been implemented into any of the widely used plane-wave codes so far 
mainly due to the technical problems related to the integral evaluation. Thus pure LDA 
and GGA methods prevail in plane-wave schemes. The B3PW and B3LYP functionals 
have been confirmed in numerous studies of molecules to yield accuracies significantly 
improved with respect to LDA and GGA in many aspects such as structures, vibrational 
frequencies, thermochemistry, electronic and magnetic properties [94]. Therefore the CO-
LCAO approach has been applied for the frequency evaluation of BiBO, which is also 
consistent with our previous first-principles B3PW DFT electronic calculations of BiBO. 
Since the computation of vibrational frequencies is not yet implemented in the released 
version of the CRYSTAL03 package, we have implemented the numerical evaluation of 
harmonic vibrational modes. A bsh-script was written to obtain single-point energies of 
atom-displaced crystalline structures from CRYSTAL03 package computations, and 
calculated the elements of the dynamic matrix according to the following straightforward 
numerical formalism based on the harmonic approximation. A C-language code was 
created to diagonalize the dynamic matrix. The vibrating eigenvectors were subsequently 
evaluated with the normalization condition for each mode. The elements of the dynamic 
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matrix fall into two subsets with respect to the displacements: the diagonal 
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where id ,αΔ  is the displacement (0.001 a.u. in our calculations) along the Cartesian i-
coordinate of atom α and E0 is the energy at the non-displaced equilibrium geometry. 
Accordingly 6N single-point calculations have to be performed for the entire 3N diagonal 
elements each of which needs two complete single-point rounds. The nondiagonal 
elements were computed according to: 
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where )( ,, ji dg βα Δ±  is defined as the  gradient along the i-coordinate of atom α at the 
positive and negative displacement along the j-coordinate of atom β: 
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Accordingly, 6N(3N-1) single-point calculations had to be performed for the entire 
3N(3N-1)/2 nondiagonal elements each of which needs four complete single-point rounds. 
Therefore, the total number of single-point calculations needed for an evaluation of the 
frequencies is 18N2+1 (e.g. 1801 single-point rounds for BiBO with the number of atoms 
N=10).  

The threshold for the single-point energy convergence was set to 10-8 a.u. so as to obtain a 
good compromise between a sufficient numerical accuracy and a not too excessive 
computational time. All calculations were performed with the same set of orbital-indexed 
bielectronic integrals for the equilibrium geometry in order to reduce the numerical noise 
for the dynamic elements. The vibrational frequencies were evaluated at the highest 
symmetry k=0 point (i.e., the Γ point) in the reciprocal space because Raman and IR 
experimental data refer to the k=0 point only, where harmonic frequencies of periodic 
compounds can be calculated in the same way as for molecules. Frequencies at other k 
points (i.e. phonon dispersions) can be obtained, as described in Chapter 5, by building 
up corresponding supercells, which is quite expensive at the current computational level 
and therefore will not be discussed here.  

The basis sets and the corresponding ECP of Bi are described in Chapter 6. The basis sets 
of boron and oxygen atoms were originally taken from the public EMSL database [123]. 
Modifications of the exponents of uncontracted outmost orbitals are necessary if they are 
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too diffuse and cause linear dependence problems in periodic structures. However, since 
the frequency calculation of BiBO is very time-demanding due to the need to compute 
numerical differences, the double-zeta 6-31G* basis sets were employed for both boron 
and oxygen atoms other than the triple-zeta basis sets for electronic structure calculations 
discussed in Chapters 6, 7 and 8. The outmost sp and d orbitals of the oxygens were 
energy-reoptimized to be 0.2742 and 0.5380, respectively. In order to perform the basis 
set optimization at the hybrid B3PW scalar-relativistic level, each exponent was varied 
with a step size of 0.05 and a single-point calculation was completed with CRYSTAL03. 
At every single optimization iterative stage, each optimal exponent was obtained by a 
three-point parabolic fitting. The above cycle was repeated until the variation of the SCF 
energy stayed below 10-8 a.u. 

9.3 Method calibration study for cubic MgO 
It is necessary to first examine the accuracies of different first-principles methods for 
frequency evaluations in the CO-LCAO approach for periodic compounds, i.e., HF, 
Perdew-Wang correlation LDA, Perdew-Wang correlation GGA and Becke three-
parameter hybrid B3PW functionals. However, since the evaluation of frequencies for 
BiBO is highly time-demanding and the experimental data is incomplete, it is neither 
practical nor helpful to perform these calculations individually on BiBO. Therefore we 
explored the much simpler but experimentally well investigated crystal of cubic rocksalt-
type MgO as test example and determined the deviations of lattice constants and 
frequencies from available experimental measurements. In all these calculations, the 
energies were converged by 10-8 a.u. (the reasons will be clarified in the following) for 
260 k-points within the irreducible Brillouin zone. All-electron basis sets 8-61G for Mg 
and 8-51G for O specifically adjusted to cubic MgO by Causa, et al. [169] were applied. 
Due to the nuclear site group analysis [170], rocksalt MgO has two triply-degenerate IR-
active but Raman-inactive lattice modes both representing the symmetry F1u, one of 
which is an acoustic branch, whereas the other is an optical branch. The calculated three 
degenerate optical frequencies are listed in Table 9-1. Pronounced discrepancies of ~23 
cm-1, ~43 cm-1 and ~-13 cm-1 compared with the experimental frequencies are found for 
the HF, PW LDA and PW GGA, respectively, while the B3PW functional only slightly 
overestimates the frequencies by ~6 cm-1. This confirms that the B3PW method is 
preferable to the HF, LDA and GGA approaches for the evaluation of harmonic 
frequencies not only for molecules but also probably for periodic compounds.  

In addition, the numerical uncertainties with respect to the energy convergence threshold 
of equation (9-1) and (9-2) need to be examined as well. For example, the accuracy of a 
dynamic element to 10-2 a.u. requires all these energies to meet the severe convergence 
criteria of 10-8 a.u. given the atomic displacement of 0.001 a.u., while the usual energy 
convergence by 10-6 a.u. can enlarge the numerical deviation of dynamic elements by a 
factor of hundred. Therefore by using equation (9-1) and (9-2) test frequency calculations 
for the energy convergence thresholds of 10-6, 10-8, 10-10 and 10-12 a.u. have been 
performed on MgO with the B3PW functional. The calculated frequencies for the three 
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degenerate optical modes of MgO are (414.123 cm-1, 414.126 cm-1, 414.138 cm-1), 
(445.802 cm-1, 445.820 cm-1, 445.837 cm-1), (446.238 cm-1, 446.248 cm-1, 446.261 cm-1) 
and (446.151 cm-1, 446.155 cm-1, 446.156 cm-1), respectively. It is obvious that 10-6 a.u. 
considerably underestimates the frequencies by about 30 cm-1. The frequencies for 10-8 
a.u. and 10-10 a.u. are converged with respect to that of 10-12 a.u. with differences of only 
~0.3 cm-1 and ~0.1 cm-1, respectively, and agree within 6 cm-1 (1.4%) with the 
experimental value of ~440 cm-1 [171]. It is worthwhile noting that with the energy 
convergence threshold of 10-8 a.u., the result is even more numerically accurate for heavy 
metal-containing systems like BiBO than in the case of MgO, since the heavier mass 
weight of Bi in the denominator helps to further reduce the numerical error of the 

dynamic element 
ji dd
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βαβα ∂∂
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nondiagonal dynamic elements was estimated to be about 5107.4 −× due to equation (9-
1)). The threshold for the single-point energy convergence was therefore set to 10-8 a.u. 
for BiBO in the following DFT calculations to obtain a good compromise between a 
sufficient numerical accuracy and a tolerable computational time.  

9.4 Vibrational modes of BiBO 
In this section, the calculated vibrational frequencies of BiBO are presented and the 
vibrational modes are fully assigned based on the analysis of the calculated vibrating 
vectors. The calculated bond distances and angles are listed in Table 9-2 for double- and 
triple-zeta basis sets. The double-zeta basis set equilibrium structure exhibits similar 
deviations from the experimental data as the triple-zeta basis set results, underlining the 
well-known fast convergence of DFT results with respect to the size of the basis set. 
Therefore the double-zeta basis sets have been applied for the subsequent frequency 
calculations in order to reduce the necessary computational time compared to triple-zeta 
basis set calculations. We assume that the use of a double-zeta basis does not lead to a 
significant loss of accuracy (cf., the discussion below). The nuclear site group method 
[170] was applied to decompose the symmetry representation of the Brillouin zone-center 
vibrational modes. In the crystal structure of BiBO, one Bi and one B atom occupy the 
C2 sites, and the remaining two B and six O atoms occupy the C1 sites. The lattice modes 
are represented by 14A+16B, among which there are A+2B acoustic modes. The 
remaining 13A+14B modes belong to the optical modes and all of them are both IR and 
Raman active.  

The calculated modes are visualized the corresponding frequencies and frequencies are 
listed together in Figures 9-1 and 9-2. It can be seen that these normal modes are so 
complex that combined framework motions of all [BiO4]5-, [BO3]3- and [BO4]5- units can 
be found almost for every mode. One of the reasons is that [BiO4]5-, [BO3]3- and [BO4]5- 
units share oxygen atoms. Nevertheless, the modes can be basically viewed as belonging 
to two different types, i.e., Bi-O and B-O vibrations. The first region from 139.38 cm-1 to 
309.79 cm-1 is the far-infrared area which is composed of the translational motions of 
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central Bi cations as well as the translational and external motions of [BO3]3- and [BO4]5- 
borate units (see Figure 9-1 and Table 9-3). It should be stressed that all the external 
modes are related to the lattice vibration and caused by the collective rolling of both of 
the entire [BO3]3- and [BO4]5- backbones with the shared oxygen (e.g., O4) being the 
supporting pivot and involve little inner movements within the two structural units. 
However, no simple strict Bi-O bond stretching vibrations are found in this region. 
Consequently these motions add up to O-Bi-O rocking (in plane, in phase), scissoring (in 
plane, out of phase), wagging (out of plane, in phase) and twisting (out of plane, out of 
phase) vibrations. For example, the Bi cation translates along different directions as 
indicated by the vector arrows in Figure 9-1 for all these eight modes; the borate units 
translate along the opposite translational direction of the central Bi cations for 139.39 cm-

1 and 189.68 cm-1. It can be seen from Table 9-3 that all the rocking and wagging 
vibrations belong to the B antisymmetric representation, all the scissoring vibrations to A 
symmetric representation and the twisting vibrations to both A and B. Frequencies of the 
eight normal modes have different distributions for O4-Bi-O5 and O6-Bi-O7 bonds over 
the four types of O-Bi-O vibrations with the only exceptions for 189.68 cm-1 (rocking) 
and 263.82 cm-1 (twisting). There is only one mode for the scissoring vibration for the 
individual O4-Bi-O5 (139.38 cm-1) and O6-Bi-O7 (260.77 cm-1) bond.  

It has been found in our previous first-principles B3PW DFT calculations of BiBO that 
the covalent interactions between Bi and O lead to the optical response dominantly 
originating from [BiO4]5- units in the long wavelength region mainly due to Bi 6p-O 2p 
orbital couplings and the asymmetric Bi lone-pair lobe mainly due to Bi 6s-O 2p orbital 
couplings. Therefore the optical responses of [BiO4]5- units and the asymmetry of Bi lone-
pairs obviously depend on the Bi-O bond strengths. These are also relevant to the Bi-O 
vibrational frequencies reflecting the hierarchy of energy distributions of Bi-O motions 
involving [BiO4]5- units. These Bi-O vibrations lead to constantly changing Bi-O 
distances and O-Bi-O angles which consequently result in the varied Bi-O bond strengths. 
This is one way how the Bi-O vibrations are combined with the electronic states of BiBO 
which may bring the significant influence on the optical effects of BiBO and cause as 
well the vibrating of the Bi lone-pairs. 

The second region from 374.46 cm-1 to 1516.74 cm-1 is responsible for the internal 
vibrations within the borate units involving the motions with stationary central Bi cations 
(see Figure 9-2 and Table 9-3). For triangular [BO3]3- units, there are five types of 
motions which contribute to the vibrational modes, i.e., weak external motion, out-of-
triangle-plane O-B-O bending motion, in-triangle-plane O-B-O bending motion, 
symmetric B-O stretching motion and asymmetric B-O stretching motion. It is therefore 
found that, as presented in Table 3, for [BO3]3- units the B-O stretching frequencies are 
higher than those of the O-B-O bending vibrations, the in-plane O-B-O bending 
frequencies are higher than those of the out-of-plane O-B-O bending vibrations, and the 
asymmetric B-O stretching frequencies are higher than those of symmetric B-O 
vibrations. The external motions (374.46 cm-1, 452.47 cm-1 and 563.05 cm-1) are virtually 
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weak due to their small amplitudes compared to those of [BO4]5- units. The five out-of-
plane O-B-O bending motions are distributed over a small frequency interval of ~70 cm-1 
(624.77 cm-1, 631.69 cm-1, 651.95 cm-1, 675.27 cm-1 and 696.05 cm-1) and the five in-plane 
O-B-O bending motions over a much larger frequency interval of ~250 cm-1 (743.62 cm-1, 
768.15 cm-1, 846.74 cm-1, 979.44 cm-1 and 991.22 cm-1). The six highest frequencies refer 
to the B-O stretching motions at 1090.37 cm-1 and 1139.23 cm-1 for symmetric vibrations 
and at 1251.10 cm-1, 1265.56 cm-1, 1433.16 cm-1 and 1519.74 cm-1 for asymmetric 
vibrations.  

The internal modes of [BO4]5- units involve more complex motions than those of [BO3]3- 
units. The coupling of different types of O-B-O motions takes place only between O4-
B8-O5’ and O3-B8-O2’ bonds. The O4-B8-O5’ twisting motion combines with the O3-
B8-O2’ symmetric stretching at 1090.37 cm-1 as well as scissoring at both 452.47 cm-1 
and 1265.56 cm-1, the rocking with the wagging at 631.69 cm-1, the wagging with the 
asymmetric stretching at 846.74 cm-1 and the asymmetric stretching with the wagging at 
563.05 cm-1. The tetrahedral B-O asymmetric stretchings (pure stretching of all four B-O 
bonds in an asymmetric manner) are found at both 991.22 cm-1 and 1139.23 cm-1. The 
modes for pure O-B-O twistings in [BO4]5- are located at 374.46 cm-1, 624.77 cm-1, 651.95 
cm-1 and 675.27 cm-1; for pure O-B-O rockings at 743.62 cm-1 and 1433.16 cm-1; for pure 
O-B-O scissorings at 768.15 cm-1, 1251.10 cm-1 and 1519.74 cm-1. 

Measured vibrational modes are equivocally assigned merely by a specific characteristic 
functional group, which is however not always possible for BiBO according to the 
calculated normal modes. The combined B-O movements in both [BO3]3- and [BO4]5- 
units due to sharing oxygens are virtually responsible for internal modes. For example, if 
one takes a look at the six modes with the highest frequencies involving the B-O 
symmetric and asymmetric stretchings for triangular [BO3]3- units (see Table 9-3), these 
six modes can be grouped into three pairs, i.e., pair I (1090.37 cm-1 and 1139.23 cm-1), 
pair II (1251.10 cm-1 and 1265.56 cm-1) as well as pair III (1433.16 cm-1 and 1519.74 cm-

1), each of which exhibits the same stretching pattern of B-O bonds in triangular [BO3]3- 
units but completely different motions of O-B-O bonds in tetrahedral [BO4]5- units (see 
Figure 9-2). Therefore it is essentially the involvement of these distinct vibrations of O-
B-O bonds in tetrahedral [BO4]5- units in each pair that causes the frequency splitting 
within this pair, frequencies which otherwise should stay degenerate as a result of the 
same B-O stretching pattern in triangular [BO3]3- units. 

Since 2001 at least five reports on the experimental Raman and IR spectra of BiBO 
appeared in literature [28, 41, 165, 166, 167]. Moreover, the phonon frequencies have 
been obtained indirectly by simulating the reflectance of BiBO [40]. Unfortunately, the 
data provided by these studies is not fully consistent and the combined set of frequencies 
is larger than the expected 13A and 14B Raman and IR active modes. Only three studies 
provide a symmetry assignment, which is however also not in agreement for all modes 
[41, 166, 40]. A comparison to the theoretical results of the present study is thus not 
straightforward. We decided to compare our data mainly to the most recent experimental 
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results of Egorysheva et al. [165], Hu et al. [166] and Kasprowicz et al. [167] as well as 
the fitting results of Gössling et al. [40] (cf. Table 9-4). In our compilation we group the 
nearby frequencies obtained in each experimental study for different Raman scattering 
geometries and only give the interval, i.e. the minimum and maximum value of each 
group. If available, we add the label A or B for the symmetry assignment made by the 
authors [166, 167]. If no symmetry assignment is available, we tentatively arrange the 
values in such a way that they agree best with our calculated results as well as the 
symmetry assigned data. It is obvious from Table 4 that for the majority of the modes the 
agreement between theory and experiment is quite good. Deviations exist especially for 
low frequencies (<600 cm-1) and for high frequencies (> 1200 cm-1), as will be discussed 
below. We note that the agreement between our results and the experimental data is not 
worse than between any two of the experimental data sets. In the following discussion 
unless otherwise noted we label the modes according to the calculated frequency in 
wavenumbers and the symmetry label given as first entry in Table 9-3 and Table 9-4. 

Quite good agreement between theory and all experiments is obtained for 190 B, 374 A, 
652 A, 696 B, 744 B, 768 A, 847 B, 979 B, 991 A, 1139 B and 1520 A. The modes 625 
A, 632 B and 1090 A are missing in the data of Hu et al. [166], those at 238 B, 261 A, 
264 A, 310 B, 675 A and 1266 A in the data of Gössling et al. [40] with otherwise good 
agreement. The modes 1251 B and 1433 B correspond to modes which were related to 
multi-phonon transitions by Gössling et al. [40] (1268, 1400 and 1434 cm-1, B symmetry), 
whereas their mode at 1363 cm-1 in B symmetry has no correspondence in our calculated 
data set. The same is true for experimental modes of both A and B symmetry in the 
Vibrational modes of BiBOregions of 1184~1207 cm-1 and 1433~1472 cm-1. Regarding 
only the frequencies the modes 452 A and 563 B are in good agreement with the 
experimental values, however it appears that the symmetry assignments partially disagree. 
In contrast to all experiments we do not find modes in A symmetry with frequencies near 
393~395 cm-1 and 202~219 cm-1. It remains to be seen if some of the experimental 
frequencies not corresponding to calculated modes can be explained by multi-phonon 
transitions. Only modest agreement with experiments is obtained for the lowest modes, 
139 A, 142 B and 157 B, e.g. the experimental assignment of the lowest mode is to B 
rather than A symmetry. Summing up, if we disregard the absence of modes in just one of 
the four experimental data sets as well as the interpretation as a multi-phonon transition, 
we obtain good agreement with experiment in 21 out of 27 cases. A revised symmetry 
assignment for the two modes 452 A and 563 B might even further improve this result. 

Some additional information concerning the atomic motions in the modes can be 
extracted from our calculations. Hu and coworkers attributed the low-frequency band 
from 136 to 271 cm-1 to external vibrations [166], whereas due to our calculated 
frequencies these modes extend from 139 A to up to 310 B. They also took the bands at 
649~675 cm-1 and 715~746 cm-1 as the [BO3]3- in-plane and out-of-plane bending 
vibrations, respectively. However, our calculated results strongly indicate that the [BO3]3- 
in-plane and out-of-plane bending vibrations actually stay at 744 B~991 A and 625 
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A~696 B, respectively, which on the other hand confirms the rule-of-thumb that the 
frequencies of in-plane bending vibrations are usually higher than those of out-of-plane 
bending vibrations. Kasprowicz et al. considered the frequencies at 435~862 cm-1 and 
935~1484 cm-1 for bending and stretching vibrations of [BO3]3- and [BO4]5- groups 
respectively, which however individually take place at 625 A~991 A and at 1090 A~1520 
A according to the present calculations. 
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Figure 9-1 The calculated external vibrational modes and frequencies of BiBO. The symmetry types 
are given following the frequencies. The large light red ball stands for Bi, small green ball for B and 
medium dark red ball for O. 

139.38 cm-1, A 142.49 cm-1, B 156.65 cm-1, B 

189.68 cm-1, B 238.48 cm-1, B 260.77 cm-1, A 

263.82 cm-1, A 309.79 cm-1, B 
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Figure 9-2 The calculated internal vibrational modes and frequencies of BiBO. The symmetry types are given 
following the frequencies. The large light red ball stands for Bi, small light green ball for B and medium dark 
red ball for O. 

374.46 cm-1, A 

624.77 cm-1, A 

563.05 cm-1, B 452.47 cm-1, A 

631.69 cm-1, B 651.95 cm-1, A 

696.05 cm-1, B 743.62 cm-1, B 

768.15 cm-1, A 846.74 cm-1, B 979.44 cm-1, B 

991.22 cm-1, A 1090.37 cm-1, A 1139.23 cm-1, B 

1251.10 cm-1, B 1265.56 cm-1, A 1433.16 cm-1, B 

1519.74 cm-1, A 

675.27 cm-1, A 
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Table 9-1 Calculated lattice constant and harmonic frequencies of MgO for the calibration of the HF, PW LDA, 
PW GGA and B3PW methods. 

 
method lattice constant (Å) frequencies (cm-1) (3 degenerate optical modes) 
Experiment 4.2198 a ~440 b 

HF 4.192 463.645 463.652 463.652 
PW LDA 4.135 483.266 483.266 483.266 
PW GGA 4.209 427.609 427.621 427.631 
B3PW 4.191 445.802 445.820 445.837 

 
a reference [172] 

b peak position, reference [171] 

 
 
Table 9-2 The optimized B3PW structure of BiBO with respect to different sizes of basis sets. 

 
structural units Exp. a Double-zeta b Triple-zeta c 

2.390 2.387 2.388 [BiO4]5- (Å) 2.086 2.102 2.109 
1.411 1.404 1.405 
1.365 1.370 1.367 [BO3]3- (Å) 
1.339 1.347 1.344 
1.487 1.497 1.498 [BO4]5- (Å) 1.436 1.442 1.446 

∠O2-Bi-O3 (°) 102.15 101.57 101.40 
∠O4-Bi-O5 (°) 152.20 151.55 151.32 
∠O6-Bi-O7 (°) 90.58 89.64 89.88 
|Δ d|Bi-O (Å) d 0.010 0.012 
|Δ d|B-O (Å) d 0.007 0.007 
|Δ∠| (°) d 

  
  
  0.72 0.78 

 
 
a: reference [33] 

b: Bi: (4s4p1d)/[2s2p1d] 
    O/B: 6-31G* 
c: Bi: (4s4p1d)/[2s2p1d] 
    O: Dunning contraction (11s, 6p)/[5s, 3p] 

B: 6-311G* 
d: |Δ d|Bi-O, |Δ d|B-O and |Δ∠| are the calculated average absolute deviations for Bi-O bond lengths, B-O 
bond lengths and bond angles between the experimental and theoretical values, respectively. 
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Table 9-3 Calculated frequencies and theoretical assignments of external and internal modes for BiBO. A 
symmetry label (A, B) is appended to the frequencies. 

 
External modes 

Freq. (cm-1) O4-Bi-O5 O6-Bi-O7 
139.38, A scissoring twisting 
142.49, B twisting rocking 
156.65, B twisting wagging 
189.68, B rocking rocking 
238.48, B wagging rocking 
260.77, A twisting scissoring 
263.82, A twisting twisting 
309.79, B rocking wagging 

Internal modes 
Freq. (cm-1) O-B-O 
374.46, A weak external motion of [BO3]3-; 

O4-B8-O3 and O2’-B8-O5’ twistings in [BO4]5-; 
452.47, A weak external motion of [BO3]3-; 

O4-B8-O5’ twisting and O3-B8-O2’ scissoring in [BO4]5-; 
563.05, B weak external motion of [BO3]3-;  

O4-B8-O5’ asymmetric stretching and O3-B8-O2’ wagging in [BO4]5-; 
624.77, A out-of-plane O-B-O bending in [BO3]3-; 

O4-B8-O5’ and O3-B8-O2’ twistings in [BO4]5-; 
631.69, B out-of-plane O-B-O bending in [BO3]3-;  

weak O4-B8-O5’ rocking and O3-B8-O2’ wagging in [BO4]5-; 
651.95, A out-of-plane O-B-O bending in [BO3]3-;  

O4-B8-O5’ and O3-B8-O2’ twistings in [BO4]5-; 
675.27, A out-of-plane O-B-O bending in [BO3]3-;  

O4-B8-O5’ and O3-B8-O2’ twistings in [BO4]5-; 
696.05, B out-of-plane O-B-O bending in [BO3]3-;  

[BO4]5- distortion; 
743.62, B in-plane O-B-O bending in [BO3]3-; 

O4-B8-O3 and O2’-B8-O5’ rockings in [BO4]5-; 
768.15, A in-plane O-B-O bending in [BO3]3-;  

O4-B8-O5’ and O3-B8-O2’ scissorings in [BO4]5-; 
846.74, B in-plane O-B-O bending in [BO3]3-; 

O4-B8-O5’ wagging and O3-B8-O2’ asymmetric stretching in [BO4]5-; 
979.44, B in-plane O-B-O bending in [BO3]3-; 

[BO4]5- distortion; 
991.22, A in-plane O-B-O bending in [BO3]3-; 

[BO4]5- asymmetric stretching; 
1090.37, A symmetric B-O stretching in [BO3]3-; 

O4-B8-O5’ twisting and O3-B8-O2’ symmetric stretching in [BO4]5-; 
1139.23, B symmetric B-O stretching in [BO3]3-; 

[BO4]5- asymmetric stretching; 
1251.10, B asymmetric B-O stretching in [BO3]3-; 

weak O4-B8-O3 and O2’-B8-O5’ scissorings in [BO4]5-; 
1265.56, A asymmetric B-O stretching in [BO3]3-; 

weak O4-B8-O5’ twisting and O3-B8-O2’ scissoring in [BO4]5-; 
1433.16, B asymmetric B-O stretching in [BO3]3-; 

O3-B8-O2’ rocking in [BO4]5-; 
1519.74, A asymmetric B-O stretching in [BO3]3-; 

O3-B8-O2’ scissoring in [BO4]5-; 
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Table 9-4 Comparisons between the calculated and experimental vibrational frequencies for BiBO (in cm-1). A 
symmetry label (A, B) is appended if an assignment was made. The frequencies labeled by * is interpreted by the 
paper authors as multi-phonon transitions. 

 
Calc. Exp. [165] Exp. [167] Exp. [166] Exp. [40] 
139 A 
142 B 133 134~155 136~167 B 

136 B 
146 B 

157 B 167 168~169 
153~170 A 168 A 

172 B 
190 B 192 179, 184 187 B 190 B 

238 B 209 199~230 202~219 A 
212~224 B 

202 A 

261 A 
264 A 269 270~271 270~271 A  

310 B 315 316~317 316~317 B  
374 A 369 365~370 368~371 A 367 A 
 394 394~395 394~395 A 393 A 

452 A 453 435~459 439~451 B 
440~451 A 

441 B 

563 B 577 570~581 574~581 A 570 A 

625 A 
632 B 
652 A 

650 643~647 
649~652 A 

644 B 
646 A 

675 A 
696 B 667, 685 661~680 669, 675 A 

676~684 B 667 B 
744 B 
768 A 718, 742 711~753 715~758 B 

736~743 A 
711 B 
731 A 

847 B 860 827~862 828~857 B 826 B 
979 B 
991 A 942 935~971 941~967 B 

940~947 A 
940 B 
947 A 

1090 A 
1139 B 1065, 1097 1062~1101 1099~1105 B 

1062 A 
1095 B 

 1194 1184~1192 1187~1207 B 
1187~1200 A 

1187 B 
1199 A 

1251 B 
1266 A 1293 1227~1265 1232~1282 B 

1230~1294 A 
1268 B * 

1433 B 1380, 1401 1394, 1416 1379~1428 B 
1363 B 
1400 B * 
1434 B * 

 1452 1446~1454 1433~1454 A 
1454~1472 B 

1448 A 

1520 A 1484 1477~1484 1485~1488 A 
1487~1500 B 

1484 A 
1486 B * 
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Chapter 10 Phase Stabilities of Monoclinic LnBO 
In this chapter, we turn to investigate another type of triborate, i.e., the monoclinic LnBO 
containing lanthanide elements. This chapter is divided by two subsections. The first 
section contributes to generate a set of valence basis sets in connection with the 
lanthanide scalar-relativistic 4f-in-core pseudopotentials for the first-principles 
calculations of crystals containing lanthanide metals, which is adapted to their crystal 
orbitals. With the augmentation of diffuse functions and f/g orbitals, these valence basis 
sets are also suitable for molecular calculations. The second section presents, with the 
ease of the generated lanthanide valence basis sets, the first-principles DFT calculations 
of both symmetric I2/c and assumed asymmetric C2 structures of LaBO and GdBO for 
their relative stabilities between I2/c and C2 phases. 

10.1  Crystal orbital adapted valence basis sets for lanthanide 4f-
in-core pseudopotentials 

10.1.1  Introduction 
Although the quantum chemistry of systems containing lanthanide elements has received 
much attention in the past two decades [173, 174, 175, 176], at present theoretical 
chemistry investigations on systems containing f elements are still a considerable 
challenge [176, 177, 178, 179]. The extremely complex electronic structure of the f-
elements (e.g., for lanthanides usually 4f as well as 5d and 6s may be partially occupied 
in the ground state or rather low-lying excited states), large relativistic effects and strong 
electron correlations pose considerable difficulties to theoretical work. Traditional 
wavefunction-based first-principles approaches accounting for relativity at the all-
electron Dirac-Coulomb-Breit level and including electron correlation effects by means 
of coupled-cluster or configuration interaction methods need h- or even i- functions in the 
one-particle basis sets to yield accurate results [180]. Such highly correlated state-of-the-
art all-electron studies are currently feasible only for atoms by exploiting their spherical 
symmetry and to our knowledge, the method is not applicable to all lanthanide elements, 
i.e., only calculations for closed-shell systems, one or two electrons outside a closed shell 
or one or two holes inside a closed shell, are feasible. In order to be able to treat all 
lanthanide atoms and, more importantly, to be able to deal also with molecules or 
periodic solid materials, compromises have to be made with respect to the treatment of 
relativity and electron correlation.  

Among the most successful approaches of relativistic first-principles quantum chemistry 
applicable to these systems is the ECP method [181]. As we have described in Chapter 3, 
in this approach, the explicit quantum chemical treatment is restricted to the valence 
electrons and relativistic effects are usually only implicitly accounted for by a proper 
adjustment of free parameters in the valence model Hamiltonian. Consistent sets of ECP 
parameters have been published for lanthanide elements, e.g., model potentials [182, 183] 
as well as energy-consistent [184, 185] and shape-consistent [186, 187] pseudopotentials. 
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Dolg and coworkers developed and thoroughly tested energy-consistent pseudopotentials 
for lanthanum through lutetium [184, 188, 185, 189], which yielded accurate results in 
molecular applications. Recently corresponding atomic natural orbital (ANO) Gaussian 
valence basis sets [190] and segmentedly contracted valence basis sets [191] were 
derived for the small-core potentials of the entire lanthanide series.  

Thanks to recent achievements in describing and predicting properties of bulk materials, 
electronic structure calculations have become increasingly important in both condensed 
matter physics and chemistry motivated by designing and preparing materials with 
controlled properties. The availability of sophisticated codes and powerful computers has 
made it entirely possible to undertake first-principles computer experiments [ 192 ]. 
Within the CO-LCAO method implemented in the program CRYSTAL03 for the 
treatment of periodic systems was published more than two decades ago [193, 80, 79, 
194], at present no applications to lanthanide or actinide crystals were reported (cited 
from the website:  http://www.crystal.unito.it/Basis_Sets/ptable.html), except for a single 
study on GdN [195]. For those lanthanide-containing crystalline solids, the ECP method 
has to be applied mainly in order to eliminate the open 4f shell and many problems 
related to it. However, the valence basis sets generated for energy-consistent 
pseudopotentials of lanthanides for molecular applications cannot be transferred directly 
to periodic compounds without modifications. The reason is that frequently atomic basis 
sets with diffuse functions give rise to a large overlap between Bloch functions which 
linearly construct crystal orbitals, and thus not only lead to the wasting of computational 
resources but also might cause the quasi-linear dependence problems due to numerical 
limitations. The derivation of systematic lanthanide pseudopotential basis sets for solid 
state calculations is therefore timely. 

In this contribution, HF energy-optimized Gaussian valence basis sets for trivalent 
lanthanum through lutetium ions were derived and adapted for crystal orbital calculations 
using Stuttgart-Köln energy-consistent pseudopotentials. In order to eliminate a large part 
of the difficulties in terms of the partially occupied lanthanide 4f shell, we adopt a 4f-in-
core pseudopotential approach [184, 196]. The quality of these basis sets were verified by 
performing calculations for A-type crystalline lanthanide sesquioxides Ln2O3 (Ln=La-Pm) 
and comparing the calculated geometries and cohesive energies with experimental results. 
The calibration investigations for A-Ln2O3 were achieved within both HF and DFT 
schemes using the code CRYSTAL03. We selected the light lanthanides as test cases 
since molecular calculations revealed that for them the errors of the pseudopotentials are 
larger than for the heavier lanthanides [175]. To our best knowledge, no previous 
systematic work was found for the customization of lanthanide valence basis sets adapted 
for crystal orbitals.  

10.1.2  Computational methods 
We use energy-consistent scalar-relativistic first-principles pseudopotentials to reduce the 
computational effort and to incorporate the most important relativistic effects. The 
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method of relativistic energy-consistent first-principles ECPs is described in detail 
elsewhere [184, 185] and will be outlined here only briefly. The valence-only model 
Hamiltonian for an atom or ion with n valence electrons is given as 

 av

n

ji ij

n

i
iv V

r
H ++Δ−= ∑∑

<

1
2
1  (10-1) 

where i and j are electron indices. Vav denotes a spin-orbit averaged relativistic ECP in a 
semi-local form for a core with charge Q 
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Pl is the projection operator onto the Hilbert subspace of angular momentum l. The free 
parameters Alk and alk are adjusted to reproduce the total valence energies of a multitude 
of low-lying electronic states of the neutral atom and its ions [185]. Most of the 
lanthanide ions have a trivalent ground state in the condensed phase, i.e., the electronic 
configuration [4d104fn-1]5s25p6 (n=1~15 from lanthanum to lutetium; the core is denoted in 
brackets). Although the 4f-orbitals form an open shell, they are shielded by the more 
extended and fully occupied 5s and 5p shells from the environment and therefore seem to 
have a core-like character. Thus mainly the 5d- and 6s-valence orbitals are responsible 
for the observed chemical behavior of lanthanides [184]. Therefore, the 4f-in-core ECPs 
for lanthanides were chosen according to the formal oxidation degree of the lanthanide 
(III) center. Thus, 11 valence electron ECPs were used, i.e., the 1s-4f shells were 
included in the ECP core, while all others with a main quantum number larger than 4 
were treated explicitly (5s5p5d6s …shells). The reference data used to determine Vav have 
been taken from relativistic AE calculations using the WB (cf. Chapter 3) scalar-
relativistic HF approach. Both AE WB and ECP calculations have been performed with 
an atomic finite-difference HF scheme in order to avoid basis set effects in the 
determination of the ECP parameters. 

The routine to generate the Gaussian valence basis sets for lanthanides is described in the 
following. In order to compare the basis set effects, we have derived three different sets 
of primitive Gaussian functions (4s4p3d), (5s5p4d) and (6s6p4d). In order to avoid 
linear-dependency numerical problems in solid state calculations which are usually 
caused by too diffuse functions, we simply fixed the most diffuse exponent of each s, p 
and d set to the value 0.15 in all cases and reoptimized the remaining exponents. 
According to our experience this choice allows a quite accurate description of the orbital 
of trivalent lanthanide ions and at the same time does not lead to convergence problems. 
Lower values should be avoided due to the densely packed nature of many crystalline 
structures which results in an unpleasant large overlap between basis functions. Firstly 
the unpolarized Gaussian primitive (4s4p3d) sets of exponents were energy-optimized 
using the atomic HF program ATMSCF [197] for the energetically lowest LS states of 
doubly-charged lanthanide cations with the configuration [4fn-1]5s25p65d1 (the reason that 
these cations rather than neutral atoms were selected for basis sets customization will be 
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rationalized in the coming part). Secondly, s, p and d functions were then added to the 
(4s4p3d) primitives, yielding (5s5p4d) and (6s6p5d) uncontracted basis sets. The quality 
of the basis sets was verified by a comparison with numerical finite difference HF 
calculations for the Ln2+ ions carried out with the program MCHF [198] (representing the 
HF basis set limit).  

The crystalline calibration calculations of A-type lanthanide oxides were carried out with 
the CRYSTAL03 program package, using basis sets and methods as indicated in the 
following. A variety of treatments of exchange and correlation were used: HF, where 
exchange is computed exactly but correlation is neglected, and DFT within the Kohn-
Sham formalism using GGA. Within the DFT scheme, the geometry optimization was 
performed using the hybrid functional B3LYP and B3PW. It has become a routine 
approach to use pseudopotentials in connection with DFT in recent years, and the results 
are often quite accurate [ 199 , 200 ], although most pseudopotentials and the 
corresponding basis sets have not been designed for such calculations. The different 
segmented contraction schemes yield the (4s4p3d)/[2s2p2d], (4s4p3d)/[3s3p2d], 
(5s5p4d)/[2s2p2d], (5s5p4d)/[3s3p3d], (5s5p4d)/[4s4p3d], (6s6p5d)/[2s2p2d], 
(6s6p5d)/[3s3p3d] and (6s6p5d)/[4s4p4d] valence basis sets, which were applied in the 
calculation of A-Pm2O3 to investigate the effect of the basis set quality on the final 
optimized geometry. Uncontracted primitive basis sets (4s4p3d), (5s5p4d) and (6s6p4d) 
were also tested for the sake of comparison with these contracted basis sets in the case of 
A-Pm2O3. Only the largest basis set (6s6p5d)/[4s4p4d] was chosen to calculate other A-
Ln2O3 systems based on the work of Pm2O3. Due to the present unavailability of f and g 
functions in the code CRYSTAL0314, no effort was put to generate polarization basis 
functions with the angular quantum number larger than two. Sets of one and two f 
functions possibly also suitable for solid state calculations can be found in a previous 
publication [184]. For the oxygen atoms, the standard 6-311G* Gaussian function basis 
set [123] was used without any modification for the all-electron calculation.  

The following tolerances were employed in the evaluation of the infinite Coulomb and 
HF exchange series: 10-6 for the Coulomb overlap, HF exchange overlap, Coulomb 
penetration and the first exchange pseudo-overlap; 10-12 for the second exchange pseudo-
overlap at DFT level and 10-25 at HF level respectively in order to ensure convergence. 
This is sufficient to converge structures since tests at tighter tolerances for both DFT (10-7, 
10-7, 10-7, 10-7, 10-25) and HF (10-7, 10-7, 10-7, 10-7, 10-30) show that the maximum difference 
of optimized lattice constant is less than 0.005 Å with much more computational time. 
The Fock matrix has been diagonalized at 116 k-points within the irreducible Brillouin 
zone corresponding to a shrinking factor of 10 in the Monkhorst net. The energy 
differences with respect to calculations performed with a denser net of k-points (288 k-
points corresponding to a shrinking factor of 14) are smaller than 0.02kJ/cell and 
                                                 
14 Although the shell types implemented in CRYSTAL03 reach the maximum angular quantum number of 
3, our test calculation suggests that the program failed to treat f functions at both HF and DFT level due to 
the basis set linear dependence even for sufficiently large exponents of f functions. In the newly released 
CRYSTAL06, the f shell is used only as a polarization function. 
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0.01kJ/cell at the DFT and HF level, respectively. In order to improve the convergence, a 
negative energy shift of 1.0 Hartree to the diagonal Fock/KS matrix elements of occupied 
orbitals was added and maintained after diagonalization thus reducing their coupling to 
the unoccupied set.  A very accurate extra-large grid consisting of 75 radial points and 
974 angular points was employed in the DFT calculations, where Becke grid point 
weights [120] were chosen. 

The conjugated gradient (Polak-Ribiere) minimization was applied using a separate ksh-
script LoptCG [201] in the full structural optimization with symmetry constraints, and all 
the calculations were performed with the same set of indexed bielectronic integrals 
selected from the reference geometry in order to reduce the numerical noise. The total 
energy tolerance between two subsequent optimization iterations is set to be 10-8 Hartree 
so that the convergence is forced to be achieved by norm criteria instead of energy 
change for reasons of accuracy. 

For the evaluation of cohesive energies from atomic energies, the valence basis sets 
(6s6p5d) were augmented by adding two s, one p and one d low-exponent Gaussian 
functions to yield (8s7p6d) primitive sets. The added exponents were optimized using the 
atomic program ATMSCF [197] for the isolated neutral lanthanide atoms in the [4fn-

1]5s25p65d16s2 configuration. These additional functions are needed in order to provide an 
adequate description of the tails of the isolated atom charge density, especially the diffuse 
doubly occupied 6s shell [169]. The atomic energy of the oxygen atom was obtained by 
applying the standard 6-311+G* Gaussian functions with one additional low-exponent 
function for sp shells. Both Kohn-Sham DFT and the so-called a posteriori-HF 
correlation DFT method implemented in the code CRYSTAL03 were applied to calculate 
the cohesive energy of lanthanide sesquioxides. The atomic calculations of Ln and O for 
the evaluation of the cohesive energy within DFT were performed using the program 
MOLPRO [202], where only the hybrid functional B3LYP was applied for correlation 
and exchange corrections with Becke grid point weights since the functional B3PW is not 
available in the present version of this code. In the a posteriori-HF correlation scheme, 
HF calculations were performed for the isolated Ln and O atoms as well as A-Ln2O3. The 
subsequent electron correlation correction was obtained as the integral over the unit cell 
of a function depending on the crystalline HF charge density. The total energy with this a 
posteriori-HF correlation correction is simply expressed by the sum of the HF energy and 
the corresponding correlation energy which was evaluated for Wigner-Levy [203], PW-
LSD, Perdew86 and PW91 correlation-only functionals in conjunction with exact HF 
exchange.  

The experimental cohesive energy of Ln2O3 was obtained here from available 
thermochemical data, i.e., the standard enthalpy of formation for A-Ln2O3, gaseous 
neutral lanthanide atom and gaseous oxygen atom, according to the following reactions:   

 )(3)(2)(32 gOgLnsOLn +↔   .).(exp SGEE cohesiveΔ=Δ  (10-3) 
where G.S. is the acronym of ground state, i.e., [4fn-1]5s25p65d16s2 for La (n=1) and Ce 
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(n=2) as well as  [4fn]5s25p66s2 for Pr (n=3), Nd (n=4) and Pm (n=5). The above reaction 
can be equivalently split into three steps: 

 )(
2
3)(2)( 232 gOsLnsOLn +↔      )298;( 321 KOLnAHE o

f −Δ−=Δ  (10-4) 

 )(3)(
2
3

2 gOgO ↔           )298;(32 KOHE o
fΔ=Δ  (10-5) 

 )(2)(2 gLnsLn ↔              )298;(23 KLnHE o
fΔ=Δ  (10-6) 

Therefore, the experimental cohesive energy is represented as the following expression: 

)298;()298;(2)298;(3.).( 32
exp KOLnAHKLnHKOHSGE o

f
o
f

o
fcohesive −Δ−Δ+Δ=Δ  (10-7) 

The originally calculated cohesive energy )6555( 2162 sdpsE cal
cohesiveΔ of Ln2O3 was derived 

by subtracting the sum of the corresponding energies of the isolated composing atoms 
from the energy of the bulk lanthanide oxide. However, since the configuration [4fn-

1]5s25p65d16s2 was applied in all cases of our theoretical calculations, an energy correction 
exp
atomEΔ  of the state separation between [4fn-1]5s25p65d16s2 and [4fn]5s25p66s2 must be 

supplemented to )6555( 2162 sdpsE cal
cohesiveΔ  for systems containing Pr, Nd and Pm 

according to equation (10-8) in order to obtain the real cohesive energy of bulk Pr2O3, 
Nd2O3 and Pm2O3 calculated with respect to the experimentally observed atomic ground 
states: 

 exp2162 2)6555(.).( atom
cal
cohesive

cal
cohesive EsdpsESGE Δ+Δ=Δ  (10-8) 

where the experimental energy correction exp
atomEΔ  is -0.0404 a.u./atom for Pr and -0.0617 

a.u./atom for Nd respectively [184]. 

Although the experimental values were measured at 298 K while the calculated ones 
correspond to 0 K, we omit the thermal conversion for the calculated cohesive energies 
from 0 K to 298 K. A further approximation of the present calculation is the complete 
neglect of the zero-point energy contribution to the cohesive energy.  

The A-type hexagonal structure of lanthanide sesquioxides has been found from La2O3 to 
Pm2O3 [204, 205] with the space group P32/m with one formula per unit cell. The metal 
atoms are in a seven-fold coordination with four oxygens being closer than the other three. 
The four oxygens are bonded to five and the other three to four metal atoms [206]. 

10.1.3  Valence basis sets derived from atomic calculations 
In this part, let us first state the reason that we prefer ionic [4fn-1]5s25p65d1 configurations 
for doubly-charged lanthanide cations of La through Lu rather than the neutral atoms to 
newly generate crystal orbital-adapted valence basis sets. In the 11-electron semicore 
5s25p65d16s2 of neutral lanthanides, the two electrons of 6s shell and one electron of 5d 
shell are the main sources of chemical properties in condensed matter. However, a 
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substantial deviation from a purely ionic bonding −+ 2
3

3
2 OLn  between lanthanide and the 

surrounding atoms (e.g. oxygen in Ln2O3) was confirmed by a Mulliken population 
analysis (see Table 10-1) following bulk SCF calculations of A-Ln2O3. One can note 
from Table 10-1, that the Ln-5d population is around 1.0 within the DFT scheme and 0.6 
within the HF scheme, and the total atomic charge is about 2.0 instead of the formal 
oxidation state of 3. In other words, only the two electrons from the diffuse Ln-6s shell 
are transferred to the oxygen neighbors, whereas the one electron in the more compact 
Ln-5d shell turns to stay on the lanthanide, thus leading to an occupation close to the one 
used in our optimizations. 

The errors in the total valence energies for La through Lu, which were evaluated by 
comparing algebraic HF calculations on the doubly-charged cations to corresponding 
finite difference results, are shown in Figure 10-1. With increasing the size of primitive 
sets from (4s4p3d) to (6s6p5d) by adding additional s, p and d functions, the maximum 
error stays below 0.9eV, 0.09eV and 0.05 eV for (4s4p3d), (5s5p4d) and (6s6p5d), 
respectively. This indicates that only the two larger primitive sets accurately describe the 
valence orbitals of trivalent lanthanide ions. In addition, the variations of the errors for 
(6s6p5d) and to a lesser extent also (5s5p4d) along the lanthanide series are much more 
regular and smooth than for (4s4p3d), so that more reliable comparisons between bulk 
systems containing different lanthanides are possible. From an analysis of the exponents 
and coefficients of the (4s4p3d) sets we conclude that three d-functions are not sufficient 
to describe the 5d pseudo-orbital accurately. The peak in Figure 10-1 is related to two 
different sets of solutions, which yield the lowest energy in the beginning and end of the 
series, respectively. In the case of the sets (6s6p5d), the errors vary only very slightly 
across the lanthanide series and exhibit a local minimum for Tb. However, the opposite 
and much stronger variation is observed for the basis sets (4s4p3d) where a pronounced 
local maximum occurs at Sm. This opposite variation in the total energy for (4s4p3d) is 
in line with that in the 5d orbital energy (not illustrated here), which indicates that an 
additional d function is necessary to provide an adequate description of the 5d orbital. 

The evaluation of cohesive energies needs valence basis sets with diffuse functions which 
describe the tails of the charge density on the isolated atoms, e.g., especially the diffuse 
doubly occupied 6s shell. The errors in the total energy for neutral La through Lu, as 
illustrated in Figure 10-2, were obtained in the same way as for the case of doubly-
charged cations without diffuse functions.  As one can see from Figure 10-2, the basis 
sets (8s7p5d) with two additional s and one additional p functions lead to similar errors 
compared with the basis sets (8s6p5d). Although the diffuse p function has almost no 
effect for the atomic HF energy, it is indispensable for the description of the 22 66 ps →  
near-degeneracy. An additional diffuse d function dramatically reduces the errors to less 
than 0.03 eV nearly by a factor of 10. Furthermore, the variation of errors for (8s7p6d) is 
much more regular. 
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When augmenting the contracted (6s6p5d)/[4s4p4d] and (6s6p5d)/[3s3p3d] sets by 
2s1p1d diffuse sets, a lower valence energy and a more regular variation of the error in 
the total valence energies of the [4fn-1]5s25p65d16s2 2D valence state is obtained than with 
the original (7s6p5d)/[5s4p3d] valence basis sets [184], cf. Figure 10-3. A similar 
behaviour is observed for the (5s5p4d)/[4s4p3d] and (5s5p4d)/[3s3p3d] sets, although the 
errors are slightly larger. The corresponding (8s7p6d)/[6s5p5d], (8s7p6d)/[5s4p4d] and 
(7s6p5d)/[6s5p4d], (7s6p5d)/[5s4p4d] sets are most likely also suitable for molecular 
calculations and supplement the original (7s6p5d)/[5s4p3d] sets. We do not offer diffuse 
sets for the basis sets based on the (4s4p3d) primitive sets, due to the too large errors 
observed in the doubly-charged cations valence energies (cf. above), which also affect the 
total energies of the neutral atoms at a similar magnitude despite the added diffuse 
functions. Moreover, due to the poor performance for crystal geometry data (cf. below) 
we  do not offer diffuse sets for the [2s2p2d] contractions in case of all primitive sets. 

10.1.4  Calibration calculations of crystalline A-Ln2O3 

10.1.4.1  Geometry 

HF scheme 
The crystalline calibration calculations for A-type lanthanide sesquioxides Ln2O3 were 
performed using the newly generated valence basis sets at both HF and DFT level in 
order to verify the transferability of the basis sets from atoms to bulk materials. First, we 
applied these basis sets at the HF level combined with different contractions to the 
arbitrarily selected Pm2O3, since the other lanthanide sesquioxides are isostructural. The 
optimized geometry within the HF framework is listed in Table 10-2. The deviations of 
lattice constants and bond lengths from the experimental results are, for the largest 
uncontracted set (6s6p5d), 0.067 Å for a, 0.200 Å for c, 0.074 Å for Pm1-O1 and -0.014 
Å for Pm2-O1. Quite similar results were obtained for the smaller uncontracted sets 
(5s5p4d) and (4s4p3d). This implies that the lattice constants and the bond length Pm1-
O1 are substantially overestimated but the bond length Pm2-O1 is slightly 
underestimated. These relatively large discrepancies between calculated and experimental 
values are not surprising and partially due to the lack of electron correlation within the 
HF treatment. For coordinatively saturated molecular close-shell systems including 
transition metals, the corresponding deviations were found to even exceed ±0.1 Å for 
bond distances involving the metal centers [207].  

All derived contracted sets, except the [2s2p2d] sets, yield results in good agreement with 
those of the underlying uncontracted sets. We note here in passing that the seemingly 
good performance of the [2s2p2d] contraction (e.g. for the lattice constant c) is mostly 
due to an error cancellation, i.e., basis set incompleteness and neglect of core polarization 
effects, cf. below. For each case of primitive basis set in Table 10-2, i.e., (4s4p3d), 
(5s5p4d) or (6s6p5d) individually, the tightest contraction [2s2p2d] leads to the largest 
deviation with the differences of 0.043 Å, 0.056 Å and 0.055 Å, respectively, at its 
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maximum among the lattice constants and bond lengths, compared to the results obtained 
for uncontracted basis sets. But when loosening the contraction from [2s2p2d] to [3s3p2d] 
(or [3s3p3d] for (5s5p4d) and (6s6p5d)) as well as to [4s4p3d] (or [4s4p4d] for (6s6p5d)), 
the geometry is converged within much smaller maximum-differences of only 0.005 Å, 
0.008 Å and 0.007 Å. Therefore, it is clear that although the contraction [2s2p2d] requires 
less CPU time in condensed matter calculations, this advantage is overthrown by the poor 
performance in predicting the geometries due to its lower flexibility to properly describe 
the change of electron density from an isolated ion to the ion in bulk materials.  

On the other hand, very similar geometrical parameters are observed for the same basis 
set contraction among different primitive sizes. For example, for the tightest contraction 
[2s2p2d], the lattice constants a, c and the bond lengths Pm1-O1, Pm2-O1 are 
respectively 3.851 Å, 6.101 Å, 2.412 Å and 2.312 Å at its average with the maximum 
differences of 0.002 Å, 0.008 Å, 0.005 Å, and 0.001 Å for all primitive sets, i.e., (4s4p3d), 
(5s5p4d) and (6s6p5d). This is originally caused by the nature of the crystal orbital in 
periodic systems, where the real basis sets are ultimately Bloch functions. When the 
contraction scheme is maintained, the variational freedom stays constant, and Bloch 
functions are not so sensitive to the increasing size of primitive Gaussian functions from 
(4s4p3d) to (6s6p5d) due to the plane-wave term Rk⋅ie , although more primitives provide 
the better description of atomic orbitals.  

As it is pointed out above, the primitives (6s6p5d) result in a more regular and smooth 
variation of the calculated energy for free doubly-charged lanthanide cations along the 
lanthanide series. Therefore we further applied only the valence basis set 
(6s6p5d)/[4s4p4d] to the other A-Ln2O3 crystalline compounds for geometry 
optimizations. The obtained geometrical parameters and the available experimental 
results are listed and compared in Table 10-3. We note that the bond angles agree very 
well with both the plane-wave pseudopotential calculations and the experimental results, 
whereas somewhat larger deviations of lattice constants and bond lengths are found. 

DFT scheme 
Let us now turn to discuss the results obtained within the framework of DFT. First we 
tested the valence basis sets with different contractions only for A-Pm2O3, where the 
currently popular hybrid functionals B3LYP and B3PW were applied as recommended 
for geometry optimizations by Koch and Holthausen [94]. We compare the calculated 
geometries in Table 10-1 in the same way as for HF calculations in Table 10-2. 
Compared with the experimental results, the deviations of lattice constants and bond 
lengths are, for the largest uncontracted sets (6s6p5d), 0.064 Å for a, 0.080 Å for c, 0.066 
Å for Pm1-O1 and -0.014 Å for Pm2-O1 in B3LYP as well as 0.042 Å for a, 0.097 Å for 
c, 0.044 Å for Pm1-O1 and -0.028 Å for Pm2-O1 in B3PW. Both functionals perform 
better than the HF method.  

Similar to the HF case, the tightest contraction [2s2p2d] yield results closest to the 
experimental values, e.g., for (6s6p5d)/[2s2p2d] the derivations are 0.039 Å (a), 0.112 Å 
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(c), 0.045 Å  (Pm1-O1), and -0.029 (Pm2-O1) for B3LYP as well as 0.020 Å (a), 0.032 Å 
(c), 0.022 Å (Pm1-O1), and -0.041 Å (Pm2-O1) for B3PW. However, for each case of 
primitive basis set in Table 10-4, i.e., (4s4p3d), (5s5p4d) or (6s6p5d) individually, the 
tightest contraction [2s2p2d] leads to the largest deviations with the differences of 0.061 
Å, 0.065 Å and 0.078 Å for B3LYP as well as 0.066 Å, 0.061 Å and 0.071 Å for B3PW 
at its maximum among the lattice constants and bond lengths, compared with the results 
from the uncontracted sets. But when loosening the contraction from [2s2p2d] to [3s3p2d] 
([3s3p3d] for (5s5p4d) and (6s6p5d)) as well as to [4s4p3d] ([4s4p4d] for (6s6p5d)), the 
geometry is converged within much smaller maximum differences of only 0.008 Å, 0.007 
Å and 0.012 Å for B3LYP and 0.002 Å, 0.004 Å and 0.009 Å for B3PW. In addition, for 
example, for the tightest contraction [2s2p2d] of all primitive sets, i.e. (4s4p3d), (5s5p4d) 
and (6s6p5d), the lattice constant a, c and the bond length Pm1-O1, Pm2-O1 are 
respectively 3.841 Å, 6.070 Å and 2.398 Å, 2.309 Å at its average with the maximum 
differences of 0.003 Å, 0.01 Å and 0.002 Å, 0.001 Å for B3LYP as well as 3.821 Å, 
5.986 Å and 2.375 Å, 2.297 Å at its average with the maximum differences of 0.002 Å, 
0.003 Å and 0.002 Å, 0.001 Å for B3PW. Therefore, similar valence basis set effects on 
geometries, as we already pointed out for HF calculations, were observed at DFT level 
for both B3LYP and B3PW functionals: the calculated geometrical parameters are 
converged for the [3s3p2d] and other less contracted basis sets and the increasing size of 
primitive sets from (4s4p3d) to (6s6p5d) results in no apparent variation of final 
optimized structures. The use of the [2s2p2d] contractions is not recommended. Besides 
this, as one can see clearly in Table 10-4, the B3PW results agree much better than those 
of the B3LYP and HF method with the experimental values and the plane-wave 
pseudopotential results. In the subsequent calculations, only the valence basis set 
(6s6p5d)/[4s4p4d] and the hybrid functional B3PW were applied to the other A-Ln2O3 

crystalline compounds. 

The calculated geometries for A-Ln2O3 (Ln=La-Pm) at the DFT level are listed in Table 
10-5. The average deviations of geometrical parameters for the five compounds 
compared with the experimental results are 0.041 Å (a), 0.092 Å (c), 0.020 Å (Ln1-O1), 
0.028 Å (Ln2-O1) and 1.11 degree (Ln1-O1-Ln2), which are smaller than the 
corresponding deviations at the HF level, i.e., 0.067Å (a), 0.198 Å (c), 0.040 Å (Ln1-O1), 
0.036 Å (Ln2-O1) and 1.14 degree (Ln1-O1-Ln2). The lattice constants and bond lengths 
obtained from experiment, the projector augmented-wave pseudopotential method (PAW) 
[208], HF and DFT calculations are respectively plotted in Figure 10-4. The DFT results 
based on the B3PW functional and (6s6p5d)/[4s4p3d] basis sets are closer to the results 
of the PAW calculations than to the experimental results within the average deviations of 
0.017 Å (a), 0.022 Å (c), 0.006 Å (Ln1-O1), 0.009 Å (Ln2-O1) and 0.10 degree (Ln1-O1-
Ln2) for the five compounds. Furthermore, as illustrated in Figure 10-4, our calculated 
results show a linear correlation for both lattice constants and bond lengths along the 
atomic number at both HF and DFT levels in agreement with experimental findings and 
at variance with the irregular variations from La2O3 over Ce2O3 to Pr2O3 in the PAW 
calculations. This consistently smooth correlation found in our results favors the reliable 
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comparison of properties between crystalline compounds containing different lanthanide 
metals. Finally, it is easy to conclude that, based on the above analysis of deviations, our 
valence basis sets in conjunction with DFT/B3PW provide more accurate 
characterizations for bond lengths and angles than for lattice constants. 

At this point it is fair to mention that the present calculations do not take into account the 
full valence model Hamiltonian for the lanthanides, i.e., the core polarization potential 
(CPP) is missing due to technical reasons. Previous work on molecules revealed that 
including a CPP to the 4f-in-core ECPs leads to bond length contractions of several 
hundredths of an Å, thus explaining at least partially the tendency of the current results to 
overestimate the experimental values [128]. Another reason for the too long bond lengths 
and lattice constants is certainly the omission of f-functions in the basis sets, as it also has 
been demonstrated previously for molecules [188]. We expect that once the inclusion of 
f-functions becomes possible, this would improve especially the results for the systems at 
the beginning of the lanthanide series. 

10.1.4.2  Charge distribution 
The Mulliken populations are shown in Table 10-1. Since the shells with a main quantum 
number smaller than 5 are taken as effective core potential of Ln, the valence shell 
electron population has a 5s25p65d16s2 configuration as reference (11 electrons). It is well-
known that the compact 4f-shell shields the nuclear-charge quite efficiently and only 
small differences are observed in the populations of the outer valence orbitals when 
comparing neighboring lanthanides. The s-population is about 2.1 no matter what 
theoretical scheme was applied, which suggests that the 6s orbital acts as main electron 
donor in these crystalline compounds. There are only slight differences of the p-
population between HF and DFT as well, which is about 6.1, while the difference of the 
d-population is substantial: whereas the valence d-electron is almost completely retained 
on the lanthanide at the DFT level (d-population around 1.0), it is partially transferred to 
oxygen in the HF case (d-population around 0.6). As a result, HF calculations favor all 
lanthanide sesquioxides with more ionic and polar metal centers than the DFT scheme. In 
all schemes the total charge Q increases slightly along the series, which implies that the 
ionic character of the lanthanide is increased and covalent bonding becomes less 
important from La to Pm. We note that the charge increase mainly stems from the 
decrease of the 5d population, which is at least partly due to their increasing indirect 
relativistic destabilization along the lanthanide series. As mentioned in the previous part, 
the evident covalent contribution to the bonding between lanthanide centers and 
surrounding oxygens is the main reason that the valence basis sets were generated for the 
doubly-charged lanthanide cations with an occupied 5d orbital rather than for the triply-
charged cations.   
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10.1.4.3  Cohesive energy 
The results for the cohesive energies are listed in Table 10-6. HF calculations for free 
lanthanide atoms show that in accordance with Hund’s rule the ground state within a 4fn-1-
subconfiguration of La through Pm corresponds to the fully polarized atomic 
configuration with maximum total spin density, i.e., to 5s25p65d16s2 for Ln (Ln=La, Ce, 
Pr, Nd and Pm). When the DFT calculations for free lanthanide atoms are invoked, a 
slight unphysical orbital mixing happens between s- and d-orbitals, which leads to the 
fractional occupations, i.e., of 5s3.9625p65d1.038 for La, 5s3.9675p65d1.033 for Ce, 5s3.9725p65d1.028 
for Pr, 5s3.9765p65d1.024 for Nd and 5s3.9805p65d1.020 for Pm. This unclean configuration is not 
technically unexpected partly because the current version of MOLPRO2002 simply does 
not support non-Abelian point-groups and Oh is thus out of reach to prevent such a 
mixing and partly because density functional approaches favor states with more d-
electrons since more correlation contributions are found in d- than s-orbitals due to the 
more compact nature [94]. Although it is difficult to estimate the energy loss for 
lanthanide atoms resulting from the s- and d-orbital mixing, the atomic energy deviation 
between the fractional and integral occupations is believed to be small since the 
maximum deviation from integral occupation numbers is only 0.038 electrons.  

We note that at the scalar-relativistic AE WB HF level, all lanthanides La-Pm possess a 
[4fn-1]5s25p65d16s2 ground state configuration [184]. Experimentally this is only true for 
La and Ce, whereas Pr, Nd and Pm have a [4fn]5s25p66s2 ground state configuration [209]. 
For the latter elements, we thus apply the empirical corrections to the observed ground 
state as outlined in ref. 8 for all results which include correlation effects. 

It turns out that the cohesive energy estimated at the HF level represents about 70% of the 
experimental one derived from thermochemical data. To restore the cohesive energy 
theoretically to an acceptable level, correlation contributions are taken into account in 
two different ways, i.e., the a posteriori-HF scheme and the conventional KS DFT. The a 
posteriori-HF correction is very effective in reducing the error in the binding energy to a 
few per cent according to previous reports on solid calculations [ 210 , 211 , 212 ]. 
Nevertheless, no previous work was found reporting the calculation of cohesive energies 
for periodic systems containing lanthanide elements using such a correlation correction. 
However, similar a posteriori-HF correlation corrections were successfully applied to 
lanthanide atoms using the 4f-in-core pseudopotentials [184]. As one can see in Table 10-
6, the calculated cohesive energies account for ≈81-82% (PW-LSD), ≈88-89% (PW-
GGA), ≈89-90% (P86) and ≈95-97% (Wigner-Levy) of the experimental values for the 
four compounds. Once again, the fact is confirmed in this work that the performance of 
the local spin-density approximation for correlation PW-LSD is considerably improved 
by the gradient-corrected functional PW-GGA and P86 in calculating the cohesive energy.  
In the conventional DFT scheme using B3LYP, ≈90-92% of the experimental values 
were restored.  
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Based on these pleasing results, our approach with respect to 4f-in-core pseudopotentials 
connected with crystal orbital-adapted valence basis sets for lanthanide elements is 
successful in evaluating cohesive energies of bulk materials and promising for further 
applications in this area. As one example, we predicted, by means of the method 
described below, the theoretical value of cohesive energy for the bulk A-type Pm2O3 (see 
the last column in Table 10-6). This calculation is meaningful since the experimental 
cohesive energy of Pm2O3 is not available up to now due to the radioactive nature of Pm 
which decays too fast to be thermochemically measured for Pm2O3. It is easy to write the 
following equations by taking )6555( 2162 sdpsE cal

cohesiveΔ , .).( SGE cal
cohesiveΔ , .).(exp SGEcohesiveΔ ,  

exp
corrEΔ  and the average deviation D  as parameters. The physical meanings of these 

parameters in equations (10-9) and (10-10) have been introduced in the part of 
computational methods. 

 exp2162 2)6555(.).( corr
cal
cohesive

cal
cohesive EsdpsESGE Δ+Δ=Δ  (10-9) 

 DSGESGE cohesive
cal
cohesive ⋅Δ=Δ .).(.).( exp  (10-10) 

According to equation (10-9) and (10-10), the correlation is derived in equation (10-11): 

 expexp2162 2.).()6555( corrcohesive
cal
cohesive EDSGEsdpsE Δ−⋅Δ=Δ  (10-11) 

As a result, since .).(exp SGEcohesiveΔ  and exp
corrEΔ  are constants for Pm2O3 and Pm, 

respectively, the linear correlation between )6555( 2162 sdpsE cal
cohesiveΔ  and D  yields thus 

as the slope and half of the intercept of this straight line the experimental cohesive energy 
for the bulk Pm2O3 and the atomic energy correction of state separation for neutral atomic 
Pm, respectively. The theoretical cohesive energy )6555( 2162 sdpsE cal

cohesiveΔ  of Pm2O3 for 
the configuration [4fn-1]5s25p65d16s2 is calculated in the same way as for La2O3 through 
Nd2O3. The deviation D  is evaluated by averaging the values in parentheses of each row 
in Table 6 from La2O3 to Nd2O3. The plot of  )6555( 2162 sdpsE cal

cohesiveΔ  against D  is 
illustrated in Figure 10-5. Therefore, the calculated cohesive energy of bulk Pm2O3 with 
respect to the ground states is found to be 1.2330 a.u./cell with the byproduct of an 
energy separation of -0.82 eV/atom for atomic Pm between the configurations 
[4fn]5s25p66s2 and [4fn-1]5s25p65d16s2. In view of the -0.84eV/atom energy separation 
found experimentally for the neighbor element Nd and the closeness of the corresponding 
HF and WB all-electron values of Nd and Pm [184], the latter result seems to be 
reasonable. 
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Figure 10-1 The total energy difference between the primitive basis sets result and the HF limit along 
the lanthanide series for double-charged cations with a [4fn-1]5s25p65d1 valence configuration. 
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Figure 10-2 The total energy difference between the augmented primitive basis sets result and the HF 
limit along the lanthanide series for neutral atoms with the [4fn-1]5s25p65d16s2 valence configuration. 
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Figure 10-3 The total energy difference between the results of contracted basis sets with the 
augmentation sets 2s1p1d and the HF limit along the lanthanide series for neutral atoms with the 
[4fn-1]5s25p65d16s2 valence configuration. 
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Figure 10-4 The variation of geometrical parameters obtained respectively from experiment, the 
projector augmented-wave pseudopotential (PAW) method, HF and DFT calculations with respect to 
atomic numbers of lanthanides from La to Pm. The calculated lattice constants a and c as well as 
bond lengths Ln1-O1 and Ln2-O1 are linearly fitted by dashed (DFT) and dot (HF) lines, 
respectively. 
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Figure 10-5 The linear correlation between the calculated cohesive energy for the configuration [4fn-

1]5s25p65d16s2 of atomic Pm and the average deviation D  among La2O3 through Nd2O3 in each 
scheme. The data is linearly fitted by the equation 

05999.023295.1)6555( 2162. +=Δ DsdpsE cal
cohesive , where the slope of 1.23295 a.u./cell stands 

for the predicted experimental cohesive energy and half of the intercept of 0.0300 a.u./atom stands 
for the energy correction between the state [4fn-1]5s25p65d16s2 and [4fn]5s25p66s2 of atomic Pm. 

 

 
Table 10-1 Mulliken shell populations and atomic charges (Q) on Ln (Ln=La-Pm) in A-Ln2O3 

a. 

 
s-shell p-shell  HF B3LYP B3PW HF B3LYP B3PW 

La2O3 2.098 2.136 2.135 6.105 6.129 6.122 
Ce2O3 2.098 2.140 2.138 6.102 6.128 6.123 
Pr2O3 2.101 2.144 2.142 6.100 6.129 6.123 
Nd2O3 2.103 2.146 2.143 6.101 6.130 6.126 
Pm2O3 2.104 2.149 2.147 6.101 6.131 6.129 

d-shell Q  HF B3LYP B3PW HF B3LYP B3PW 
La2O3 0.641 0.984 1.011 2.156 1.751 1.732 
Ce2O3 0.644 0.977 1.004 2.157 1.755 1.736 
Pr2O3 0.636 0.970 0.996 2.164 1.758 1.739 
Nd2O3 0.629 0.962 0.989 2.169 1.762 1.742 
Pm2O3 0.619 0.951 0.976 2.176 1.768 1.749 

 
a: A 5s25p65d16s2 (ground state/excited state) valence subconfiguration is considered for the lanthanide 
elements; 0, 1, 2, 3 and 4 electrons in the 4f shell are attributed to the PP core for La, Ce, Pr, Nd and Pm, 
respectively. The (6s6p5d)/[4s4p4d] valence basis sets were applied for La through Pm elements. For 
oxygen atoms, the standard 6-311G* all-electron basis set was applied. 
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Table 10-2 Lattice constants a (Å), c (Å), bond lengths Pm1-O1 (Å), Pm2-O1 (Å), bond angles Pm1-
O1-Pm2 (degree) and O1-Pm2-O1 (degree) for Pm2O3 from HF pseudopotential calculations using 
valence basis sets (4s4p3d), (5p5s4d) and (6s6p5d) with different contraction schemes a. 

 
(4s4p3d) [2s2p2d] [3s3p2d]  uncontracted 
a  3.852 3.869  3.867 
c  6.098 6.148  6.141 
Pm1-O1  2.409 2.425  2.424 
Pm2-O1  2.313 2.325  2.323 
Pm1-O1-Pm2 105.96 106.03  106.05 
O1-Pm2-O2 74.04 73.97  73.95 
(5s5p4d) [2s2p2d] [3s3p3d] [4s4p3d] uncontracted 
a  3.850 3.871 3.870 3.868 
c  6.106 6.157 6.154 6.162 
Pm1-O1 2.414 2.427 2.430 2.433 
Pm2-O1 2.312 2.325 2.324 2.323 
Pm1-O1-Pm2 105.97 106.02 105.97 106.01 
O1-Pm2-O2 74.03 73.98 74.03 73.99 
(6s6p5d) [2s2p2d] [3s3p3d] [4s4p4d] uncontracted 
a  3.851 3.876 3.870 3.869 
c  6.099 6.150 6.152 6.154 
Pm1-O1  2.413 2.425 2.428 2.426 
Pm2-O1  2.312 2.328 2.324 2.324 
Pm1-O1-Pm2 105.95 105.93 105.95 105.96 
O1-Pm2-O2 74.05 74.07 74.05 74.04 

 
a: The experimental values are 3.802 Å (a), 5.954 Å (c), 2.352 Å (Pm1-O1), 2.338 Å (Pm2-O1), 110.11 

degree (Pm1-O1-Pm2) and 69.89 degree (O1-Pm2-O2) [213].  
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Table 10-3 Lattice constants a (Å), c (Å), bond lengths Ln1-O1 (Å), Ln2-O1 (Å), bond angles Ln1-O1-
Ln2 (degree) and O1-Ln2-O1 (degree) for Ln2O3 (Ln=La-Pm) from HF pseudopotential calculations 
using valence basis sets (6s6p5d)/[4s4p4d]. 

 
(6s6p5d)/[4s4p4d] La2O3 Ce2O3 Pr2O3 Nd2O3 Pm2O3 

Cal. 3.993 3.960 3.928 3.897 3.870 
PAW. a 3.936 3.941 3.895 3.859 3.819 a 
Exp. b  3.934  3.891 3.859 3.827 3.802 
Cal. 6.313 6.264 6.226 6.189 6.152 
PAW. a 6.166 6.182 6.126 6.072 6.023 c 
Exp. b 6.136 6.059 6.013 5.991 5.954 
Cal. 2.486 2.472 2.456 2.442 2.428 
PAW. a 2.457 2.452 2.428 2.406 2.387 Ln1-O1 
Exp. b 2.457 2.434 2.461 2.391 2.352 
Cal. 2.399 2.378 2.359 2.340 2.324 
PAW. a 2.368 2.370 2.342 2.320 2.296 Ln2-O1 
Exp. b 2.365 2.339 2.305 2.300 2.338 
Cal. 106.10 105.99 105.98 105.98 105.95 
PAW. a 106.29 106.24 106.24 106.18 106.16 Ln1-O1-Ln2 
Exp. b 106.20 106.17 104.84 106.08 110.11 
Cal. 73.90 74.01 74.02 74.02 74.05 
PAW. a 73.71 73.76 73.76 73.82 73.84 O1-Ln2-O2 
Exp. b 73.80 73.83 75.16 73.92 74.04 

 
 
a: The geometry was optimized by Hirosaki et al. [208] performing first-principles calculations based on 

DFT with PW91 functional using the projector augmented-wave pseudopotential method (PAW), where the 

localized 4f shell was treated as a core-like shell.  

b: The experimental data are cited from the reference [214]  for La2O3, [215] for Ce2O3, [216] for Pr2O3, 

[217] for Nd2O3 and [213] for Pm2O3. 
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Table 10-4 Lattice constants a (Å), c (Å), bond lengths Pm1-O1 (Å), Pm2-O1 (Å) and bond angles 
Pm1-O1-Pm2 (degree), O1-Pm2-O1 (degree) for Pm2O3 from DFT pseudopotential calculations using 
valence basis sets (4s4p3d), (5p5s4d) and (6s6p5d) with different contraction schemes. Two calculated 
geometrical parameters are presented in each box with the first one obtained from B3LYP followed 
by the second one obtained from B3PW. 

 
(4s4p3d) [2s2p2d] [3s3p2d]  uncontracted Exp. a PAW. b 

a  3.842 
3.822 

3.864 
3.844  3.864 

3.842 3.802 3.819 

c  6.067 
5.984 

6.136 
6.052  6.128 

6.050 5.954 6.023 

Pm1-O1  2.397 
2.375 

2.418 
2.394  2.417 

2.395 2.352 2.387 

Pm2-O1  2.309 
2.297 

2.324 
2.311  2.323 

2.310 2.338 2.296 

Pm1-O1-Pm2  106.15 
106.08 

106.28 
106.19  106.20 

106.18 110.11 106.16 

O1-Pm2-O2  73.85 
73.92 

73.72 
73.81  73.80 

73.82 69.89 73.84 

(5s5p4d) [2s2p2d] [3s3p3d] [4s4p3d] uncontracted Exp. a PAW. b 

a  3.839 
3.820 

3.869 
3.847 

3.865 
3.845 

3.864 
3.844 3.802 3.819 

c  6.076 
5.987 

6.136 
6.050 

6.138 
6.050 

6.141 
6.049 5.954 6.023 

Pm1-O1  2.399 
2.376 

2.416 
2.393 

2.421 
2.397 

2.423 
2.397 2.352 2.387 

Pm2-O1  2.308 
2.296 

2.326 
2.313 

2.324 
2.311 

2.323 
2.310 2.338 2.296 

Pm1-O1-Pm2 106.20 
106.11 

106.22 
106.16 

106.18 
106.11 

106.19 
106.09 110.11 106.16 

O1-Pm2-O2 73.80 
73.89 

73.78 
73.84 

73.82 
73.89 

73.81 
73.91 69.89 73.84 

(6s6p5d) [2s2p2d] [3s3p3d] [4s4p4d] uncontracted Exp. a PAW. b 

a  3.841 
3.822 

3.869 
3.849 

3.865 
3.846 

3.866 
3.844 3.802 3.819 

c  6.066 
5.986 

6.146 
6.054 

6.148 
6.048 

6.134 
6.057 5.954 6.023 

Pm1-O1  2.397 
2.374 

2.418 
2.393 

2.422 
2.394 

2.418 
2.396 2.352 2.387 

Pm2-O1 2.309 
2.297 

2.326 
2.308 

2.324 
2.311 

2.324 
2.310 2.338 2.296 

Pm1-O1-Pm2 106.16 
106.10 

106.20 
106.16 

106.21 
106.06 

106.15 
106.11 110.11 106.16 

O1-Pm2-O2 73.84 
73.90 

73.80 
73.84 

73.79 
73.94 

73.85 
73.89 69.89 73.84 

 
a: The experimental values are 3.802 Å (a), 5.954 Å (c), 2.352 Å (Pm1-O1), 2.338 Å (Pm2-O1), 110.11 

degree (Pm1-O1-Pm2) and 69.89 degree (O1-Pm2-O2) [213].  

b: cf. footnote a in Table 10-3. 
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Table 10-5 Lattice constants a (Å), c (Å), bond lengths Ln1-O1 (Å), Ln2-O1 (Å), bond angles Ln1-O1-
Ln2 (degree) and O1-Ln2-O1 (degree) for Ln2O3 (Ln=La-Pm) from DFT pseudopotential 
calculations using valence basis sets (6s6p5d)/[4s4p4d] and the hybrid functional B3PW. 

 
B3PW 
(6s6p5d)/[4s4p4d] La2O3 Ce2O3 Pr2O3 Nd2O3 Pm2O3 

Cal. 3.967 3.935 3.902 3.873 3.846 
PAW. a 3.936 3.941 3.895 3.859 3.819 a 
Exp. b 3.934 3.891 3.859 3.827 3.802 
Cal. 6.208 6.156 6.121 6.082 6.048 
PAW. a 6.166 6.182 6.126 6.072 6.023 c 
Exp. b 6.136 6.059 6.013 5.991 5.954 
Cal. 2.457 2.437 2.422 2.408 2.394 
PAW. a 2.457 2.452 2.428 2.406 2.387 Ln1-O1 
Exp. b 2.457 2.434 2.461 2.391 2.352 
Cal. 2.385 2.365 2.345 2.327 2.311 
PAW. a 2.368 2.370 2.342 2.320 2.296 Ln2-O1 
Exp. b 2.365 2.339 2.305 2.300 2.338 
Cal. 106.16 106.10 106.11 106.10 106.06 
PAW. a 106.29 106.24 106.24 106.18 106.16 Ln1-O1-Ln2 
Exp. b 106.20 106.17 104.84 106.08 110.11 
Cal. 73.84 73.90 73.89 73.60 73.94 
PAW. a 73.71 73.76 73.76 73.82 73.84 O1-Ln2-O2 
Exp. b 73.80 73.83 75.16 73.92 74.04 

 
a: cf. footnote a in Table 10-3. 

b: cf. footnote b in Table 10-3. 

Table 10-6 Cohesive energy of lanthanide sesquioxides at both HF in combination with the a 
posteriori-HF correlation correction and DFT levels. The comparison with experiment is given in % 
in brackets. The experimental results for the state [4fn-1]5s25p65d16s2 (n=1-5 for La through Pm 
respectively) were obtained in the way outlined at the end of the section computational methods. The 
unavailable experimental data for Pm2O3 has been substituted by an estimate (cf. text). 

(6s6p5d)/[4s4p4d] La2O3 Ce2O3 Pr2O3 Nd2O3 Pm2O3 
HF 
(a.u./cell) 

0.9048 
(69.8%) 

0.9114 
(70.6%) 

0.9154 
(73.2%) 

0.9195 
(75.8%) 

0.9250 
(75.02%) 

PW-LSD 1.0616 
(81.9%) 

1.0515 
(81.4%) 

1.0138 
(80.9%) 

0.9951 
(81.4%) 

1.0001 
(81.1%) 

PW-GGA 1.1462 
(88.4%) 

1.1375 
(88.1%) 

1.1007 
(87.9%) 

1.0820 
(88.5%) 

1.0882 
(88.3%) 

P86 1.1508 
(89.1%) 

1.1592 
(89.4%) 

1.1142 
(88.9%) 

1.0955 
(89.6%) 

1.1017 
(89.4%) 

a  posteriori-HF 
(a.u./cell) 

Wigner-Levy 1.2423 
(95.8%) 

1.2336 
(95.5%) 

1.2061 
(96.3%) 

1.1791 
(96.5%) 

1.1815 
(95.8%) 

DFT/B3LYP 
(a.u./cell) 

1.1779 
(90.9%) 

1.1829 
(91.6%) 

1.1455 
(91.4%) 

1.1265 
(92.2%) 

1.1318 
(91.8%) 

Experiment [218, 216, 217] 

(a.u./cell) 
1.2960 
(100%) 

1.2914 
(100%) 

1.2527 
(100%) 

1.2224 
(100%) 

1.2330 
(100%) 
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10.2  Phase stabilities of LaBO and GdBO 

10.2.1  Computational details 
The monoclinic C2 structures of LaBO and GdBO were hypothetically assumed in the 
way that the Bi cation in BiBO was replaced by La and Gd for LaBO and GdBO, 
respectively, while the original lattice constants and atomic coordinates of BiBO were 
retained for LaBO and GdBO. The optimizations of all geometric parameters for LaBO 
and GdBO were subsequently carried out under the C2 symmetry constraint in the DFT 
approach for the B3PW hybrid functional. The monoclinic I2/c structures of LaBO and 
GdBO were taken from the experimental data and fully optimized. The geometry 
optimizations were performed by using the conjugate gradient code LoptCG [201] 
modified by us for global optimizations of both lattice constants and atomic coordinates 
in connection with the package CRYSTAL03. For each displaced lattice constant, the 
atomic coordinates were relaxed analytically by fulfilling three criteria, i.e., between 
optimization steps the root mean square (RMS) of energy change, gradient change and 
displacement change should stay less than 10-7 a.u., 0.0003 a.u. and 0.0012 a.u., 
respectively. The numerical gradients were obtained for lattice constants and the 
optimization convergence was achieved by meeting the thresholds for the RMS-
weighted-norm of 0.001 and maximum-weighted-derivatives of 0.003.  

The following tolerances were employed in the evaluation of infinite Coulomb and HF 
exchange series: 10-7 for the Coulomb overlap, HF exchange overlap, Coulomb 
penetration and the first exchange pseudo-overlap; 10-14 for the second exchange pseudo-
overlap. The Fock matrix has been diagonalized at 24 k-points within the irreducible 
Brillouin zone corresponding to a shrinking factor of 4 in the Monkhorst net [63]. In 
order to improve the convergence, a negative energy shift of 1.0 a.u. to the diagonal 
Fock/KS matrix elements of the occupied orbitals was added to reduce their coupling to 
the unoccupied set and maintained after the diagonalization. A very accurate extra-large 
grid consisting of 75 radial points and 974 angular points was employed in the DFT 
calculations, where Becke grid point weights [120] were chosen. 

The basis sets of boron and oxygen atoms were directly taken from BiBO for both LaBO 
and GdBO in both C2 and I2/c structures. The crystal-orbital-adapted valence basis sets 
derived in the first section were applied to La and Gd cations in association with the 
energy-consistent 4f-in-core ECPs of the Stuttgart-Köln variety which leave 11 electrons 
in the valence configuration of 5s25p65d16s2.  

We gauge the relative phase stabilities for C2 and I2/c monoclinic phases by the 
following two means. The first straightforward way is to calculate and compare the 
enthalpies of C2 and I2/c phases, following the thermodynamics principle, i.e., the lower 
enthalpy favors the stable structure. To this end, the electronic energies for crystals with 
fully relaxed atomic positions in isotropically expanded and compressed unit cells along 



LnBO Monoclinic of Stabilities Phase 

Phase stabilities of LaBO and GdBO 143

the directions of three fixed lattice constants were calculated and fitted by the Birch-
Murnaghan equation [219, 220] (cf. equation (10-12)) with respect to the cell volumes V.  
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where E0, V0 and B0 refer to the total electronic energy, volume and the bulk modulus at 
the equilibrium structure, respectively. 

The external pressure was calculated according to equation (10-12), 
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 (10-13) 

In our case, the zero-point energy correction was excluded to remain the calculation at 
the acceptable computational expense. The enthalpy is thereby obtained as: 

 )()()( VVPVEVH +=  (10-14) 

The second approach relates the relative structural stability to the chemical bonds. In 
view of the classic picture of chemistry, a chemically stable compound needs to contain 
overall more intensive bonding along with overall less antibonding at the equilibrium 
structure than a chemically less stable compound if no external pressure is applied. The 
strength of chemical bonds can be measured by COOP in (10-15): 

 ∑∑
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The detailed explanation of (10-15) is available in the section 7.1.1.  

10.2.2  Optimized geometric structures 
The calculated structural parameters for both C2 and I2/c phases of LaBO and GdBO are 
given in Table 10-8. For C2 structures, the shrunk lattice constant a as well as expanded 
lattice constants b and c are observed for LaBO and GdBO compared to those of BiBO. 
The Ln-O bond lengths stay closer to each other than those of BiBO. The lanthanide 
contraction effects are found for both C2 and I2/c structures so that the La-O bonds are 
significantly longer than Gd-O bonds. This also explains the contracted lattice constants 
of GdBO compared to LaBO with one exception of the lattice constant b in C2 phase.   
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10.2.3  Electronic structures 
The electronic structures are examined by discussing the DOS for C2 and I2/c phases (cf. 
Figures 10-6, 10-7, 10-8 and 10-9). First of all, both C2 and I2/c phases suggest similar 
occupied state distributions over the energy level. For example, sharp and strong La s 
states dominate the energy level at about -39 eV, and Gd s states at about -48 eV. The top 
of the valence states is contributed by strong O 2p states, weak Ln d states as well as 
minor O 2s and Ln sp states. The state penetration is found between O 2s and 2p orbitals, 
which implies that both O 2s and 2p states participate into the orbital interactions with the 
cations. Second, the split Ln p states shift down the energy level from La to Gd. 
Consequently the Gd p states have much more significant overlapping with the O 2s 
states than La p states. The separations of occupied La p states in C2 and I2/c phases are 
2.7 eV and 3.1 eV, which are considerably decreased to 0.3 eV and 0.06 eV for Gd p 
states, respectively. One can imagine that for the heavier lanthanide elements than Gd, 
their p states would stay below the O 2s energy levels if they are condensed into LnBO 
crystals.  

10.2.4  Energetics and stabilities 
The Birch-Murnaghan fittings of the energy points against various ratios of the 
equilibrium volume to deformed volumes are provided in Figure 10-10 and 10-11. It is 
clear that at the equilibrium structures with V0/V=1.0, the I2/c phase stands energetically 
lower than the C2 phase by 0.0198 a.u. (i.e., 12.4 kcal/mol) for LaBO and 0.0099 a.u. 
(i.e., 6.2 kcal/mol) for GdBO (also cf. Figure 10-7). Therefore, from the energy point of 
view, LaBO and GdBO seem to preferably crystallize into the I2/c phase rather than the 
C2 one, which agrees well with the experimental observation that no C2 LnBO phase has 
yet been confirmed. In the next section, we try to partially explain the reason responsible 
for such occurrences by manifesting their chemical bonds. The fitted parameters of the 
Birch-Murnaghan equation (10-12) are given in Table 10-7. The fitted equilibrium 
volumes and energies differ from the values derived directly from the DFT geometry 
optimization by only ~0.5 Å3, ~0.1 Å3, ~0.2 Å3 and ~0.1 Å3 as well as 6×10-5 a.u., 1×10-5 
a.u., 6×10-5 a.u. and 5×10-5 a.u. for LaBO (C2, I2/c) and GdBO (C2, I2/c) phases, 
respectively. The bulk moduli of the realized I2/c phases are over 50% larger than those 
of hypothetical C2 phases. 

Apart from the equilibrium structures, one question remains open to be discussed, i.e., if 
the application of external pressures favors the stability of C2 phase, or not. The 
calculated enthalpies corresponding to 0 K are plotted in Figures 10-12 and 10-13 against 
the various pressures. It is found that the most stable structure for either C2 or I2/c phase 
takes place at the ambient pressure. The higher pressure would actually further cause the 
higher instability of the individual structure since the corresponding enthalpy is seen to 
be increased. On the other hand, it appears in Figures 10-12 and 10-13 that the C2 phases 
of both LaBO and GdBO are even more instable than I2/c ones at high pressures, and it is 
highly unlikely to find a converging point at a certain pressure in the enthalpy-pressure 
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curves for C2 and I2/c phases where the former could be viewed to start the transition to 
the latter phase.  

We expect that, due to the similarities of lanthanide elements, the other monoclinic 
lanthanide borates LnBO (Ln=Ce, Pr, Nd, Sm and Eu) would present the same trend of 
relative stabilities between C2 and I2/c phases as the cases of LaBO and GdBO, i.e., the 
monoclinic LnBO would occur with the symmetric I2/c structures rather than the 
asymmetric C2 ones at the ambient pressure. We have to point out that the current 
computational investigation on the relative stabilities has not considered any temperature 
effects, where the thermal vibrations of nuclei may have significant contributions to the 
crystal stabilities. 

10.2.5  Chemical bonds and stabilities 
The COOP plots for the Ln-O bonds including the Ln s, p and d orbital contributions in 
LnBO of C2 and I2/c phases are presented in Figures 10-14, 10-15, 10-16 and 10-17, 
respectively. In C2 phase, the Ln s-O and Ln p-O bonds form both occupied bonding and 
antibonding orbitals below the Fermi level. The Ln s-O antibondings are significant at the 
top of valence states, while the Ln s-O bondings are sharp and weak at the deepest energy 
level. Both Ln p-O bondings and antibondings are much stronger than Ln s-O 
counterparts. This is understood as the consequence that, on one hand, Ln 5p orbitals are 
more spatially extensive than Ln 5s orbitals, and on the other hand, Ln 6s orbitals are left 
unoccupied in LnBO crystals due to the null Mulliken population at Ln 6s orbitals. The 
Ln d-O orbital couplings directly result in the occupied Ln d-O bonding orbitals and the 
corresponding antibonding orbitals are unoccupied. One can further see in Table 10-9 
that the Ln d-O bonds are evidently stronger than Ln p-O and Ln s-O bonds, which is in 
accordance with the fact that the Ln 5d orbitals are more spatially diffuse and thus intend 
to have more pronounced interactions with the orbitals of oxygen ligands than Ln 5p and 
Ln 5s orbitals.  

The COOP plots for I2/c phases present the tremendously different features from those 
for C2 phases. First of all, the Ln s-O antibondings are greatly reduced particularly for 
the parts close to the Fermi level, which almost vanish (cf. Figure 10-15 for LaBO and 
Figure 10-17 for GdBO). Second, a delicate structural variation of Ln p-O antibondings is 
found at -12 eV~-15 eV for both LaBO and GdBO. This Ln p-O antibonding COOP 
becomes almost zero in the I2/c phase (cf. Figure 10-15 for LaBO and Figure 10-17 for 
GdBO) while a negative peak exists in the C2 phase (cf. Figure 10-14 for LaBO and 
Figure 10-16 for GdBO). The above two contrasts between the C2 and I2/c indicate the 
origin of the instabilities of C2 LnBO structures compared to I2/c ones in terms of 
chemical bonds. One can conclude from Table 10-9 that the I2/c structure is a more 
favorable phase for LnBO crystals than the C2 structure, since the net Ln-O bonds are 
intensified from -0.21 (LaBO) and +0.03 (GdBO) in C2 to +0.09 (LaBO) and +0.32 
(GdBO) in I2/c due to the greatly reduced overall Ln-O antibonding strengths from -0.81 
(LaBO) and -0.65 (GdBO) in C2 to -0.52 and -0.39 in I2/c, although the overall Ln-O 
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bonding strengths seem to remain almost unchanged around +0.61 (LaBO) and +0.70 
(GdBO). The weakening of the overall Ln-O antibondings is mainly contributed by the 
reductions of both Ln s-O and Ln p-O antibondings. The Mulliken population shows that 
there are 0.7 electrons at the La 5d orbitals. This occupied Ln d-O bonding interaction is 
particularly important to counteract the considerable unstable Ln s-O and Ln p-O 
antibonding effects, which in turn stabilizes the I2/c LnBO structure. 

We do not discuss the B-O bonds in [BO3]3- and [BO4]5- units of C2 and I2/c LnBO, since 
they are similar to what has been pointed out for BiBO crystals. 

Conclusively, the LnBO crystals cannot be only viewed as the purely ionic solids, which 
otherwise cannot explain the relative stabilities of LnBO between C2 and I2/c phases by 
only the Ln3+-O2- electrostatic interactions. The Ln-O covalent bonds are in such a 
dominant position for LnBO that they bring the significance in determining the structural 
stability even more remarkable than the Ln3+-O2- electrostatic interactions. Nevertheless, 
as one can find in Table 10-9, the ionicity of I2/c LaBO is much stronger than I2/c GdBO, 
since the net La-O covalent bond strength is only +0.09 while that of Gd-O is +0.32. This 
is interpreted as the consequence of the lanthanide contraction effect which leads to the 
substantially shorter Gd-O distances and more crystal orbital overlapping of I2/c GdBO 
than I2/c LaBO.  
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Figure 10-6 The l-momentum projected density of states (DOS) for LaBO C2 phase. 
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Figure 10-7 The l-momentum projected density of states (DOS) for I2/c LaBO. 
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Figure 10-8 The l-momentum projected density of states (DOS) for C2 GdBO. 
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Figure 10-9 The l-momentum projected density of states (DOS) for I2/c GdBO. 
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Figure 10-10 The Birch-Murnaghan fitting for the total electronic energies of the LaBO crystal with 
respect to the volume ratios. V0 is the volume of a primitive cell at the equilibrium structure. 
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Figure 10-11 The Birch-Murnaghan fitting for the total electronic energies of the GdBO crystal with 
respect to the volume ratios. V0 is the volume of a primitive cell at the equilibrium structure. 
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Figure 10-12 The calculated enthalpies against the external pressures derived by the third-order 
Birch-Murnaghan equation of state for the LaBO crystal. 
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Figure 10-13 The calculated enthalpies against the external pressures derived by the third-order 
Birch-Murnaghan equation of state for the GdBO crystal. 
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Figure 10-14 The COOP plot of the La-O bonds in C2 LaBO for one La-coordination sphere. 
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Figure 10-15 The COOP plot of the La-O bonds in I2/c LaBO for one La-coordination sphere. 
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Figure 10-16 The COOP plot of the Gd-O bonds in C2 GdBO for one Gd-coordination sphere. 
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Figure 10-17 The COOP plot of the Gd-O bonds in I2/c GdBO for one Gd-coordination sphere. 



LnBO Monoclinic of Stabilities Phase 

 153

 

 

 

Table 10-7 The calculated bulk modulus (B0), its first derivative (B0'), the equilibrium volume (V0) 
and the lowest energy (E0) in both C2 and I2/c phases for LaB3O6 and GdB3O6. The numbers in the 
brackets denote the values of equilibrium volumes and energies derived from the DFT calculations. 

 
crystals Parameters C2 I2/c 

B0 (GPa) 76.78 125.95 
B0' 3.45 4.92 
V0 (Å3) 131.696 (132.133) 108.828 (108.700) LaBO 

E0 (a.u.) -558.22411 (-558.22405) -558.24388 (-558.24387) 
B0 (GPa) 85.80 130.82 
B0' 3.85 5.79 
V0 (Å3) 127.262 (127.492) 101.128 (101.257) GdBO 

E0 (a.u.) -562.55111 (-562.55117) -562.56105 (-562.56100) 

 

 

Table 10-8 The comparisons between the experimental and calculated structural parameters for both 
C2 and I2/c phases of LaBO and GdBO. All the calculated values were derived based on the DFT 
B3PW results. 

 
Lattice parameters Ln-O (Å) O-Ln-O (°) C2 phase a (Å) b (Å) c (Å) β (°) d1 d2 d3 ∠1 ∠2 

LaBO Cal. 6.530 5.980 6.941 102.81 2.375 2.502 2.483 89.03 159.06 
GdBO Cal. 6.324 6.027 6.803 100.44 2.285 2.350 2.406 92.78 167.96 

BiBO Exp. 
[31] 7.116 4.993 6.508 105.62 2.086 2.390 2.632 90.58 152.20 

Lattice parameters Ln-O (Å) I2/c phase a (Å) b (Å) c (Å) β (°) d1 d2 d3 d4 d5 
Exp. 
[50] 6.509 8.172 7.983 93.00 2.429 2.563 2.606 2.612 2.846 LaBO 
Cal. 6.607 8.240 7.999 93.23 2.459 2.560 2.663 2.664 2.874 
Exp. 
[54] 6.28 8.02 7.80 93.00 2.282 2.471 2.537 2.638 2.693 GdBO 
Cal. 6.362 8.106 7.867 93.28 2.358 2.498 2.529 2.549 2.851 

 
∠1: the O6-Ln-O7 angle (cf. Figure 2) 
∠2: the O4-Ln-O5 angle (cf. Figure 2) 
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Table 10-9 The integral COOP intensities for the strength of Ln-O bonds for one Ln-coordination 
sphere. 

 
Compounds Space groups bonds bonding antibonding net 

La s-O +0.01 -0.16 -0.15 
La p-O +0.18 -0.65 -0.47 
La d-O +0.41  0.00 +0.41 C2 

overall La-O +0.60 -0.81 -0.21 
La s-O +0.01 -0.04 -0.03 
La p-O +0.14 -0.48 -0.34 
La d-O +0.46  0.00 +0.46 

LaBO 

I2/c 

overall La-O +0.61 -0.52 +0.09 
Gd s-O +0.01 -0.06 -0.05 
Gd p-O +0.28 -0.59 -0.31 
Gd d-O +0.40  0.00 +0.40 C2 

overall Gd-O +0.69 -0.65 +0.04 
Gd s-O +0.04  0.00 +0.04 
Gd p-O +0.22 -0.39 -0.17 
Gd d-O +0.45  0.00 +0.45 

GdBO 

I2/c 

overall Gd-O +0.71 -0.39 +0.32 
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Chapter 11 Incremental Scheme for Optical Tensors 

11.1  Advances of the calculations for crystal NLO coefficients 
NLO properties of materials are of exceptional importance in laser science and 
technology. Obviously, a deep understanding of the mechanism of NLO effects in 
crystals helps to search for or even design new NLO crystals more efficiently. Several 
theoretical attempts, including such semi-empirical methods as the bond charge model 
[221, 222, 223] and the anionic group theory [224, 225] as well as first-principles 
approaches based on the DFT method [136, 226, 227], have been made to obtain the 
correlation between NLO responses and microstructures.  

The basis assumptions of the bond charge model are: (1) the macroscopic tensor element 
of the NLO susceptibility of a crystal material is regarded as the appropriate sum of the 
microscopic tensor element from all constituent chemical bonds; (2) the microscopic 
tensor element of a single bond can be evaluated with the parameter method of an 
oscillator model on the basis of the distribution of bond charges. The macroscopic NLO 
coefficient can be written as: 
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  (11-1) 
where μρ is the difference in the atomic size, μ

cr is the core radius, μq is the bond charge 

of the μ-th bond, and μ
ijkG is the geometrical contribution of chemical bonds of type μ. All 

of the above parameters can be deduced from the detailed chemical bonding structures of 
all constituent atoms. This model with the equation (11-1) has been shown to be useful 
for the NLO effects of A-B type semiconductors with simple σ bonds, however it cannot 
be extended to other more complex crystals without increasing the number of new 
parameters with substantial uncertainties. This method has been applied to explain the 
origin of NLO properties of BiBO [43] with the conclusion that the large NLO tensors 
arise from the bonds in triangular units [BO3]3-, a result which obviously completely 
neglected the remarkable contribution from the [BiO4]5- units.  

An improved way to connect the microstructure to the bulk NLO effects of material is the 
anionic group theory, which deals with the microscopic susceptibility of a defined 
anionic group. The specified anionic group, other than bonds, is considered as the basis 
structural unit responsible for NLO properties. These assumptions include: (1) the overall 
NLO coefficient of the crystal is the geometrical superposition of the microscopic 
susceptibility of the anionic groups, and has nothing to do with the essentially spherical 
cations; (2) the microscopic susceptibility of the basis anionic group can be calculated 
from the localized molecular orbitals of this group using molecular first-principles 
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quantum chemistry calculations. For example, the second harmonic generation (SHG) 
coefficient can be expressed as: 

 ∑ ∑=
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where
3

22 +
=

nF is the local field factor, V is the volume of a unit cell, NP is the number 

of the P-th groups in this unit cell, and 'iiα , 'jjα and 'kkα are the direction cosines between 
the macroscopic coordinates of the crystal and the microscopic coordinates for the P-th 
group. )()2(

''' Pkjiχ is the microscopic second-order susceptibility of the P-th group, which is 
available based on the molecular orbital calculation results of this group. 

Both the bond charge model and anionic group theory cannot survive those cases where 
the couplings between bonds or anionic groups are too strong to be neglected, which 
obviously fails the sum rules for microscopic susceptibilities. The first-principles 
approach, due to its predictive power and systematic way, has become a more favorable 
approach to study the NLO properties of materials [225]. The efforts for the first-
principles calculations began with the evaluation the SHG coefficients since 1960’s [226]. 
Recently, Chen etc. [136] suggested, based on the previous SHG formalism by Rashkeev 
etc. [ 227 ], the first-principles pseudopotential electronic structure calculation in 
association with the so-called real-space atom-cutting scheme invented for the 
quantitative analysis of the individual contributions of the cation and anionic groups to 
various optical properties. The SHG coefficient is expressed as: 

 )()()( bandstwoVHVE ijkijkijkijk  χχχχ ++=  (11-3) 

where )(VEijkχ and )(VHijkχ denote the contributions from virtual-electron processes and 

virtual-hole processes, respectively, and )( bandstwoijk  χ denotes the contribution from 
two-band processes. They are in turn calculated by: 
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where v and v’ indicate the valence bands, and c and c’ indicate the conduction bands. 
P(ijk) invokes the full permutation of the Cartesian components i, j, k according to the 
Kleinman symmetry of the SHG coefficients. The band energy difference and momentum 
matrix elements are denoted as αβωh and αβ

ip for the band α and β. 
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However, reliable predictions of optical properties require adequate basis sets and 
electronic correlations within the first-principles approach. The correlation effects are 
usually accounted for by DFT, particularly LDA and GGA schemes for plane-waves, for 
large and periodic systems. It is well known that in most cases, LDA and GGA usually 
greatly underestimate the band gap and therefore lead to significantly overestimated 
optical coefficients, whereas a systematic improvement over DFT band structures is 
however not available so far.  

The direct implementation of some highly correlating methods such as CI (configuration 
interaction) and CC (coupled cluster) to achieve accurate crystal band structures is by no 
means effortless, and these wavefunction-based correlation methods are only feasible for 
atomic and molecular systems. However, thanks to the recent development of the so-
called incremental scheme [111, 112, 113], the indirect calculation of correlation energies 
for large and periodic systems has been made possible by using wavefunction-based 
correlation methods. The detailed introduction of this method can be found in Chapter 2.7. 
Generally, the incremental scheme expands the correlation energy into the many-body 
series with finite (molecules) or infinite (crystals) number of increments and in principle 
accomplishes no additional approximations if this series is completed. The entire system 
is thus divided into several domains which can be individually calculated at a low 
computational cost by using wavefunction-based correlation approaches like CCSD 
(coupled cluster single and double excitations). The incremental scheme has been 
successfully applied to derive the cohesive properties (e.g., lattice constant, cohesive 
energy, bulk modulus) of various periodic compounds including Van der Waals systems 
(e.g., rare-gas, hydrogen-bond system), ionic systems (e.g., LiF, MgO), covalent systems 
(e.g., group-III, V, IV cubic semiconductors) and even the delocalized systems (e.g., Li8 , 
C60, Hg) with strong correlations [3, 228 ]. However, to our best knowledge, the 
incremental scheme has not yet been applied to evaluate non-cohesive properties. 

In this thesis, we further extend the incremental scheme beyond the ground state 
correlation energy to the optical properties. The idea behind this method is that 
macroscopic optical properties of a bulk crystal can be calculated as the explicit sum of 
the respective microscopic increments of domains which, in our case, are the localized 
bond orbitals. This method is in principle exact within the singe-reference wavefunction 
approach, which is evidently different from the approximated microscopic sum in the 
semi-empirical bond charge model and anionic group theory. In the following part, we 
present our formalism and a test calculation of polarizabilities and hyperpolarizabilities 
carried out for a model system Ga4As4H18.  

11.2  Exact incremental expansion of optical tensors 
We begin with the Taylor expansion of the i-th component vector of dipole moment iP  in 
terms of the external perturbative electric field F: 
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where i, j and k denote the Cartesian components of the field, and 0
iP is the initial dipole 

moment free of the electric field. The total energy of the system perturbed by the field F 
can also be expressed as the Taylor series: 
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where 0E is the total energy free of the electric field. 

Due to the external field, the energy gain EΔ reads: 
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On the other hand, the energy difference is available due to (11-8): 
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Comparing the equation (11-9) and (11-10), one finds the following equalities for any 
arbitrary field: 
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A macroscopic vector, called polarization P~ of a material, is defined in the way that each 
of its Cartesian components iP~ comes as the difference between the perturbed and 
unperturbed dipole moments per unit cell volume, and can be expressed as the power 
series in the external electric field: 
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where )1(
ijχ is known as the first-order macroscopic optical susceptibility, or equivalently 

the linear-optical susceptibility; )2(
ijkχ and )3(

ijklχ are second-order and third-order 
macroscopic optical susceptibility, or equivalently the first-order and second-order 
nonlinear-optical susceptibility.  

Comparing (11-12) with (11-7) and applying (11-11), we come to: 
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The total energy is the total contribution from HF and correlation energies: 

 corrHF EEE +=   (11-14) 

The equation (11-13) is accordingly simplified as: 
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where the correlation contributions for optical tensors are thereby obtained in the 
incremental many-body expansions: 
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where for the N-th order susceptibility )(
,

N
corrijkLχ , each increment can be in turn calculated 

by: 
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The one-body increment tensor )(
,

N
mijkLχ is calculated by allowing the orbital excitation 

within each local domain m but entirely freezing others at the correlation level; the two-
body increment tensor )(

,
N

mnijkLχΔ can be understood as the correction to the one-body 
increment tensor due to the two-body coupling effect between the local domain m and n; 
the three-body increment tensor )(

,
N

mnoijkLχΔ is essentially the correction due to the three-
body coupling effect among the local domain m, n and o. This interpretation can be 
generalized for higher-order increment tensors. By taking into account all corrections for 
the entire coupling effects, the sum rule in (11-16) gives the exact value of optical tensors 
with no approximations made for the incremental expansion within the first-principles 
approach. The semi-empirical methods, i.e., bond-charge model in (11-1) and anionic 
group theory in (11-2), actually correspond to the first-order sum of only one-body 
increments, whereas the interactions between different bonds or anionic groups are totally 
ignored. 

Generally, the number of terms which need to be evaluated for a system with a number of 
D local domains is: 

 12321 −=++++ DD
DDDD CCCC L  (11-18) 

For a periodic compound, D goes to infinity and the incremental expansion becomes an 
infinite series. That is to say, although the incremental series (11-16) offers us the 
explicitly exact result of optical tensors, the complete inclusion of the coupling effects 
among all local domains is only possible for small finite systems. Two approximations 
are introduced in order to make the expansion (11-16) for optical tensors work practically. 
First of all, this series has to be truncated at a certain expansion order; second, the 



Tensors Optical for Scheme Incremental 

Tentative application for Ga4As4H18 model system 161

sum
L<<

∑
nm

is carried out only for the nearby local domains so that the coupling effect for 

those local domains which are spatially distant to each other can be neglected. The above 
approximations have been already shown to ensure the fast convergence of this series for 
correlation energies of various systems [3, 228] by using the localized-orbital-centered 
domains. In this thesis, we examine the behavior of the two approximations for the 
calculation of optical first- and second-order susceptibilities and how the accuracy can be 
controlled by the series truncation. 

Although the finite-field approach has been used to derive the incremental expansions of 
optical tensors, the equations (11-15) and (11-16) are generally held beyond the finite-
field approach and therefore other analytical methods (e.g., linear- and non-linear 
response function, time-dependent perturbation treatment, second-order polarization 
propagator approximation or random phase approximation) can all be applied to calculate 
the increments of optical properties. 

11.3  Tentative application for Ga4As4H18 model system 
In this section, the above formalism is applied to the Ga4As4H18 model system. At the 
present stage, we are not aiming at seeking the accurate solutions of optical tensors for 
crystals. Rather, we explore this simple system to demonstrate how the convergence of 
the incremental expansion can be achieved by truncating the series, and what problems 
we have to handle for the calculation of optical tensors within this approach. On the other 
hand, this entire simple system can be easily handled at the CCSD correlation level, 
which can be used to gauge the accuracy of incremental expansion. 

Ga4As4H18 is truncated from the cubic GaAs crystal with the hydrogen atoms to saturate 
the dangling bonds. The calculation is performed at the CCSD correlation level. The 
ECP-28MWB [122] is applied to both Ga with 4s24p1 valence configuration and As with 
4s24p3 valence configuration in association with (4s4p)/[2s2p] basis sets augmented with 
the d-orbitals exponents of 0.1867 for Ga and 0.2851 for As, respectively. The library 6-
31G basis set [123] is used for hydrogen atoms. We have noted that the size of these basis 
sets is too small to sufficiently restore the correlation effect for the optical susceptibilities, 
which does not, however, concern our goal in this thesis.  

We have defined two types of local domain spaces, i.e., the space A with five local 
domains (cf. Figure 11-1) and the space B with seven local domains (cf. Figure 11-2). 
The five local domains in space A are all As-H bonds label as a, all Ga-H bonds label as 
e, all side As-Ga1 bonds labeled as b, one central Ga1-As5 bond labeled as c and all side 
Ga-As5 bonds labeled as d. The seven local domains in space B are those seven 
individual Ga-As bond orbitals labeled from a to g and all orbitals of hydrogen-bonds are 
frozen.  

These calculated results are listed in Tables 11-1 and 11-2. It can be seen that, for either 
A or B, the linear susceptibilities achieve much faster convergence against the expansion 
order than the nonlinear ones. For example, in the domain space A, at the 2-body 
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increment correction, the deviation for the linear susceptibilities is within 2% compared 
to the CCSD value, whereas that for the nonlinear susceptibilities stays about 10%. At the 
3-body increment correction, the deviation for the linear susceptibilities further drops to 
less than 0.6%, whereas the maximum deviation of almost 11% takes place to the 
nonlinear χyyy. At the 4-body increment correction, the linear susceptibilities deviate from 
the CCSD value within 0.05%, and the nonlinear ones also differ from the CCSD value 
below 1%.  

The second feature is that the convergence behavior of these numbers depends on how 
the domain space is defined. In this case, it seems that the space A is more appropriate to 
obtain faster convergence of optical tensors, particular of the nonlinear susceptibilities, 
with respect to the expansion order than the space B, as one can compare between 
Figures 11-3 and 11-4. Strong oscillatory structures are found for the nonlinear 
susceptibilities especially the χyyy component in the domain space B (cf. Figure 11-4). In 
the domain space A, the tensors χxxx, χxyy and χyyy are restored within 10% at the 3-body 
increment correction, while in the domain space B, one need to go to the 5-body 
incremental correction for χxxx and χxyy, and even the 6-body for χyyy. This unpleasing 
result done in the domain space B implies that these individual bonds indeed undergo 
strong couplings with each other which slows down the convergence of the series. It is 
also interesting to see that the correlation energy converges within 1% at the incremental 
corrections of 2-body (cf. Table 11-1) for the domain space A and 3-body (cf. Table 11-2) 
for the domain space B, respectively. From this point of view, the problem seems much 
more severe in terms of how to define suitable domains for the evaluation of optical 
tensors, especially for the nonlinear components, than the correlation energy, since these 
susceptibilities are basically the quantities of energy derivatives. Just as Lin has 
commented in his paper [224], “… the second-order susceptibility of most NLO crystals 
arises from basic structural units with delocalized regions of valence electron orbitals 
belonging to more than two atoms, rather than from regions localized around two atoms 
connected by a simple σ-type bond.”, these “basic structural units” need to be grouped 
into the local domain so that although these susceptibilities are nonlocal within these 
“basic structural units”, they can be still regarded as fairly good local quantities that the 
contribution of the coupling between these domains is small.  
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Figure 11-1 The structure of Ga4As4H18 with the domain space A. 

 

 
Figure 11-2 The structure of Ga4As4H18 with the domain space B. 
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Figure 11-3 The deviation of the optical tensor values at the n-body increment contribution from the 
CCSD value within the domain space A. 
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Figure 11-4 The deviation of the optical tensor values at the n-body increment contribution from the 
CCSD value within the domain space B. 
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Table 11-1 The incremental expansion for the correlation energy, first- and second-order 
susceptibilities within the local domain space A. The percentage number indicates the deviation at 
the n-body increment from the CCSD value. 

 
n-body (A domain) correlation energy χxx χyy (χzz) χxxx χxyy (χxzz) χyyy 

1 -0.62218 
78.90% 

249.706 
87.55% 

238.562 
98.98% 

2462.00 
79.50% 

526.55 
76.94% 

83.37 
72.08% 

2 -0.17122 
100.62% 

30.864 
98.38% 

0.490 
99.18% 

1017.46 
112.4% 

189.76 
104.7% 

14.79 
84.87% 

3 0.00509 
99.98% 

3.037 
99.44% 

2.502 
100.2% 

-269.88 
103.7% 

-18.79 
101.9% 

29.84 
110.7% 

4 -0.00016 
99.99% 

1.443 
99.94% 

-0.587 
99.97% 

-111.93 
100.0% 

-14.34 
99.82% 

-11.78 
100.5% 

5 0.00001 
100.00% 

0.153 
100.0% 

0.064 
100.0%  

-1.02 
100.0% 

1.19 
100.0% 

-0.55 
100.0% 

CCSD -0.78850 285.203 241.031 3096.66 684.38 115.66 
 
 

Table 11-2 The incremental expansion for the correlation energy, first- and second-order 
susceptibilities within the local domain space B. The percentage number indicates the deviation at the 
n-body increment from the CCSD value. 

 
n-body (B domain) correlation energy χxx χyy (χzz) χxxx χxyy (χxzz) χyyy 

1 -0.12314 
58.49% 

105.579 
86.72% 

95.473 
103.0% 

753.67 
93.84% 

179.86 
156.5% 

26.50 
344.2% 

2 -0.09477 
103.50% 

29.494 
111.0% 

4.038 
107.4% 

896.89 
205.5% 

59.11 
208.0% 

-27.92 
-18.44% 

3 0.00706 
100.01% 

-10.736 
102.1% 

-8.915 
97.76% 

-817.91 
103.7% 

-158.18 
70.31% 

25.34 
310.7% 

4 0.00058 
100.42% 

-5.008 
98.02% 

1.775 
99.67% 

-191.61 
79.81% 

7.26 
76.63% 

-29.67 
-74.68% 

5 -0.00036 
100.59% 

2.519 
100.1% 

0.469 
100.2% 

170.27 
101.0% 

36.94 
108.8% 

17.44 
151.8% 

6 0.00010 
100.55% 

-0.108 
99.99% 

-0.184 
99.98% 

-8.38 
99.97% 

-11.16 
99.07% 

-4.44 
94.16% 

7 -0.00001 
100.00% 

0.001 
100.0% 

0.018 
100.0% 

0.24 
100.0% 

1.07 
100.0% 

0.45 
100.0% 

CCSD -0.21054 121.741 92.674 803.16 114.90 7.70 
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Conclusions 
 
This thesis presents the first first-principles quantum chemical simulations of triborates 
containing bismuth and lanthanides. BiB3O6 is a crystal in the acentric monoclinic C2 
space group with excellent non-linear and linear optical properties due to its large 
effective second harmonic generation coefficient.  One major parts of calculations are 
devoted to derive the electronic structure, explore the relativistic (at Bi) and correlation 
effects, find the origins of chemical stability, optical responses and asymmetric Bi lone-
pair electrons of BiB3O6 as well as its lattice dynamics at the central k-space point.  
First of all, the accuracies for different methods (HF, LDA, GGA and hybrid functionals) 
have been established for BiB3O6 based on the comparisons between the theoretical and 
experimental results for the geometry and the band gap. The hybrid functionals, 
especially B3PW, are recommended for all the subsequent calculations, which give the 
closest geometric parameters and the band gap (if the spin-orbit effect is accounted for) 
of BiB3O6 to the experimental values. The scalar-relativistic band structure indicates that 
BiB3O6 is an insulator with the calculated band gap of 4.29~4.99 eV. The band structure 
of BiB3O6 also suggests that there could be significant couplings between the electronic 
states and phononic states. The distributions of Bi 6s6p and O 2s2p orbitals over the 
energy level are studied by calculating the l-momentum projected density of states. It is 
found that the valence band of BiB3O6 is divided into two separate states. Strong 
occupied O 2s states dominate the energetically lower part, whereas the higher part in 
energy is contributed by the occupied Bi 6s6p states and intensive O 2p states. The 
conduction band is mainly composed of unoccupied Bi 6p and B states. The Bi-O 
interactions in [BiO4]5- units have been analyzed using the crystal orbital overlap analysis. 
The majority of Bi 6s states are intensively populated in the occupied Bi 6s-O 2p bonding 
region from -16.6 eV to -14.5 eV, and the weak diffuse Bi 6s states are found in the 
occupied Bi 6s-O 2p antibonding region from -13.5 eV to -5.6 eV. The scalar-relativistic 
effect results in a Bi-O net antibonding repulsion and the Bi-O bond lengths are therefore 
elongated opposite to the typical relativistic bond contraction effect. The occurrence of 
BiB3O6 at ambient conditions is due to the correlation effect which significantly stabilizes 
tetrahedral [BO4]5- units from unstable B-O net antibondings to stable B-O net bondings. 
The covalent B-O bonds in [BO3]3- and Bi-O bonds in [BiO4]5- are enhanced as well due 
to the correlation effect. 

Two important consequences are found to own to the covalent orbital interactions 
between Bi and O. Firstly Bi 6p-O 2p bonding interactions promote the spatial-
overlapping and electronic densities in the middle of the Bi-O bond, which accordingly 
favors the O 2p-Bi 6p electronic transitions and leads to the dominant contribution from 
[BiO4]5- units to optical effects of BiB3O6 in the long wavelength region. The single Bi 
cations themselves according to our calculations do not play a critical role in determining 
the optical properties of BiB3O6 in contrast to explanations given in some experimental 
reports. Additionally, BiB3O6 shows quite a different electronic origin for optical effects 
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from other IA and IIA metal-containing borates such as β-BaB2O4, LiB3O5, CsB3O5 and 
CsLiB6O10 where the [BO3]3- and [BO4]5- units contribute most.  

Secondly, the Bi-O covalent interactions bring more asymmetric O 2p orbitals into 
originally symmetric Bi 6s orbitals and thus partly explain the formation of the Bi lone-
pair lobe, supported by our computational results. The non-spherical Bi lone-pairs have 
been visualized and were found to be anisotropically distributed in the 3-dimensional 
space since Bi lone-pairs appear relatively more symmetric and expanded in the (100) 
plane than in the (001) plane. Non-spherical Bi lone-pairs originate from the occupied Bi 
6s-O 2p antibonding covalent interactions. Although Bi 6pz orbitals were found to 
indirectly couple with both Bi 6s and O 2p states by bonding to the Bi 6s-O 2p occupied 
antibonding states, unlike the lone-pair model for α-PbO, Bi 6p orbitals are not 
significantly important to shape Bi lone-pairs as can be concluded from the similarity of 
Bi lone-pair shapes in the calculated electronic densities with and without Bi p basis set 
functions. The underlying reason is that the population of electrons at Bi 6pz is not large 
enough to intensively change the electronic distribution of the Bi 6s components in the Bi 
6s-O 2p antibonding states. Since the calculated number of Bi 6s electrons which 
contribute to Bi lone-pairs is only 0.92 and the occupied Bi 6s states are weak over the Bi 
6s-O2p antibonding region from -13.5 eV to -5.6 eV, it may happen that the Bi 6s 
components of lone-pairs have not too large contributions to the optical responses of 
BiB3O6. Nevertheless, the lone-pair effect for optical responses of BiB3O6 can be partly 
attributed to the electronic transfer from the O 2p components of Bi lone-pairs near the 
Fermi level to empty Bi 6p orbitals. 

A harmonic frequency calculation for periodic compounds is implemented by applying a 
numerical-difference method in connection with the CO-LCAO package CRYSTAL03. 
The complete 13 A and 14 B vibrational modes of BiB3O6 were presented at the DFT 
B3PW level and grouped on the basis of Bi-O and B-O bond motions according to the 
analyses of the calculated vibrating vectors. The external modes stay at lower frequencies 
ranging from 139.38 cm-1 to 309.79 cm-1 and are responsible for the rocking, scissoring, 
wagging and twisting O-Bi-O motions with the moving of central Bi cations and 
collective movements of borate units. The internal B-O motions in tetrahedral [BO4]5- 
units range from 374.46 cm-1 to 1516.74 cm-1. Those in triangular [BO3]3- units start from 
the higher frequency at 624.77 cm-1, which leaves the three frequencies at 374.46 cm-1, 
452.47 cm-1 and 563.05 cm-1 almost purely contributed by B-O bonds in tetrahedral 
[BO4]5- units since the triangular [BO3]3- units for the three modes show weak external 
collective motions. Both agreements and discrepancies have been discussed by 
comparing the calculated modes and previous experimental reports. 

The LnB3O6 with Ln=La~Gd is condensed into only the centric monoclinic I2/c space 
group rather than the acentric C2 symmetry for the BiB3O6-like structure. In order to 
investigate the relative stability between two monoclinic (i.e., C2 and I2/c) phases of 
LnB3O6, the crystal orbital adapted valence basis sets for lanthanide 4f-in-core energy-
consistent pseudopotentials describing the configuration [4d104fn-1]5s25p65d16s2 of  
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trivalent lanthanides in periodic systems have been generated and tested in bulk 
calibration calculations for some selected model crystalline A-type lanthanide 
sesquioxides. The mean absolute errors in the HF energy of Ln2+-5s25p65d1 for (4s4p3d), 
(5s5p4d) and (6s6p5d) primitives are 0.66eV, 0.070eV and 0.028eV, respectively. The 
mean absolute errors are slightly decreased to 0.023eV by extending (6s6p5d) to (8s7p6d) 
with additional diffuse functions necessary to describe the neutral atoms. Our calculations 
using the newly generated basis sets (6s6p5d)/[4s4p4d] for geometrical parameters of 
crystalline Ln2O3 (Ln=La, Ce, Pr, Nd and Pm) overshoot the experimental ones by less 
than 1.5% for lattice constants and 1.2% for bond lengths at the DFT/B3PW level, and 
achieve the average deviation of about 0.4% for lattice constants and 0.2% for bond 
lengths when compared with the previously reported PAW calculation. The valence basis 
sets customized for crystalline calculations restore the calculated cohesive energy of 
Ln2O3 (Ln=La-Nd) to more than 88% of the experimental data within the a posteriori-HF 
correlation scheme in combination with gradient-corrected functionals. Good agreement 
has also been found between the conventional DFT results and the experimental cohesive 
energy with the deviation of only few per cent. The cohesive energy of bulk A-type 
Pm2O3 is also calculated to be 773.72kcal/mol to fill the gap in experimental data. 

Following the derived valence Gaussian basis sets of lanthanide elements for ECP 
treatments, the computational study of the relative stabilities between two monoclinic 
phases, i.e., C2 and I2 space symmetry, of LaB3O6 and GdB3O6, was subsequently carried 
out. The enthalpies were calculated for the two crystals under a set of isotropic external 
pressures. The enthalpy-pressure relation shows that the lowest enthalpies of both C2 and 
I2/c phases are achieved at the zero pressure. The C2 phase always stays at the higher 
enthalpy than the I2/c phase, which indicates that the I2 structure is more stable than C2 
one. This agrees with the up-to-date experimental fact that I2 series of LnB3O6 with 
Ln=La~Gd have been already synthesized but no C2 phases are currently available for 
lanthanide triborates. The underlying reason has been explored in terms of the Ln-O 
chemical bonds based on the crystal orbital overlap analysis. It is the strong antibonding 
orbital repulsions between the sp orbitals of lanthanides and the oxygen ligands that lead 
to the instabilities of C2 LnB3O6 structures. 

Conclusively, both BiB3O6 and LnB3O6 can never be regarded as the purely ionic crystals. 
Those interesting properties belonging to BiB3O6 and LnB3O6 that have been discussed so 
far arise from the intensive Bi-O and Ln-O covalent bonds, which cannot be understood 
within only the electrostatic Bi-O and Ln-O interactions.  

Nonlinear optical properties of materials are of exceptional importance in laser science 
and technology. The bond charged model and anion group theory reported in references 
include only the first-order approximation, which cannot be held any more for some types 
of crystals. The incremental scheme has been further developed to calculate the optical 
properties beyond the ground state correlation energy. The resultant formalism shows that 
the macroscopic optical properties of a bulk crystal can be calculated as the sum of the 
respective microscopic increments of domains. A test calculation of the simple model 
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system Ga4As4H18 suggests that the fast convergence of the expansion series for both 
susceptibilities and first-order hypersusceptibilities can be achieved, provided that the 
local domains are defined in the way that the coupling corrections between the individual 
domains are small enough.  
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