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Abstract

A pattern recognition and classification software was dgy&dl to detect dust devils auto-
matically in surface images from Mars. The amount of imag&en by spacecraft orbiting
Mars is increasing continuously and the expenditure of tg1eo high to search every image
for spatially and temporally highly variable features littest devils. The pattern recogni-
tion method was therefore used to conduct a completely ned &d search for dust devils.
Images from the three different Mars missionsKMiG, MARS GLOBAL SURVEYOR and
MARS EXPRESscan be processed and for the first time automatically scafordtie de-
sired objects. \WKING images including dust devils were used as the databasestauiiique
dust devil features and the derived parameters built thterfeaector. Various classification
methods have been tested resulting in a two-layer peraegitreural network) as the best
classifier. Necessary adjustments and increments contpketoftware so that it can be ap-
plied to MARS GLOBAL SURVEYOR Mars Orbiter Camera (MOC), MRS EXPRESSHigh
Resolution Stereo Camera (HRSC) and probably coming imfagesfuture missions.

It was shown that the standard dust devil is filtered and ctiyelassified. The two main
features, the bright spot representing the dust columntemghadow, must be filterable from
the background. Crater rims and hills are the most fals@&ipesbjects.

Three regions, Amazonis Planitia, Syria Planum and Chriesaitta have been searched for
dust devils by applying the software to all HRSC images atéd for these areas. Together
with images where it was known before that dust devils areided, a total of 205 dust devils
were analysed. A detailed statistics was prepared listiag tiameters and heights, and for
the first time the forward speeds of dust devils. The time gf thee season and the locations
are noted as well.

The mean diameter is 230 m, the heightis 660 m on average.dduey from late morning to
late afternoon following the daily insolation. Most dusvidg have been observed in spring
and summer of the respective hemisphere, but formationtumauand especially in winter
was also seen. Dust devils move with the ambient wind, evdmgat speeds, which were
formerly thought to be the reason that dust devil occurressippressed. The computed
speeds can be used as an indirect measurement of the nieaesuind speeds. Dust devils
evolve wherever the atmospheric conditions are suitaldeaanot limited to certain regions
or altitudes. A preference for dust devil activity can bersiethe 50 to 60°S latitude range
due to the ascending branch of the Hadley circulation. Thh frequency of dust devils in
the Amazonis Planitia region that was observed before cabawerified so far. The sou-
thern part of Chryse Planitia seems to be a region favoufablgust devil formation.

The lifetimes of dust devils are a few minutes but increadé \airger sizes and were mea-
sured up to 30 min. All derived characteristics were usedtopute the dust lifting rates
by a typical HRSC dust devil, which resulted in most relialdéues between 9.3910~% to
2.35x 101 kg/mP/a. This suggests a significant contribution of dust dewilthe dust cycle
on Mars. A comparison between dust devils analysed by ther IS\RIT and those detected
by HRSC revealed that most results complement each othgestigg that future dust de-
vil studies should be performed with both methods, from tméase with a lander and with
orbiter images.






Kurzzusammenfassung

Eine Mustererkennungs- und Klassifikationssoftware wnatgvickelt, um Staubteufel au-
tomatisch in Bildern der Marsoberflache zu detektieren. dizaQuantitat an Bildern, die
Raumsonden aus dem Orbit von Mars aufnehmen, stetig washder Zeitaufwand viel zu
hoch, um jedes Bild nach raumlich und zeitlich sehr vagatDbjekten wie Staubteufeln zu
durchsuchen. Aus diesem Grund wurde die Methode der Muk&meung benutzt, um eine
vollig neue Art der Suche nach Staubteufeln durchzufihBilder der drei Marsmissionen
VIKING, MARS GLOBAL SURVEYOR and MARS EXPRESs kdnnen prozessiert und erst-
mals automatisch nach den gewiinschten Objekten durcheeacten. MKING Bilder, die
Staubteufel enthalten, wurden als Datenbasis benutztingewige Staubteufelmerkmale zu
extrahieren und die erhaltenen Parameter bildeten denrivédskektor. Verschiedene Klas-
sifikationsmethoden wurden getestet und ein zweischiebtRerzeptron (neuronales Netz)
erzielte die besten Ergebnisse als Klassifikator. Notwgmdnpassungen und Erweiterungen
komplettieren die Software, so dass sie auch aaRBIGLOBAL SURVEYOR Mars Orbiter
Camera (MOC), MRs ExPRESS High Resolution Stereo Camera (HRSC) und eventuell
noch folgende Bilder zukiinftiger Missionen angewendeatder kann.

Es konnte gezeigt werden, dass der Standard-Staubtediletryeind korrekt klassifiziert
wird. Die zwei Hauptmerkmale, der helle Fleck, der die Stiutbe darstellt, und der Schat-
ten, mussen aus dem Bildhintergrund herausgefiltert vatdienen. Kraterrander und Hugel
stellen die Objekte dar, die am haufigsten als Staubteugskiassifiziert werden.

Die drei Regionen, Amazonis Planitia, Syria Planum und &arlanitia, wurden nach
Staubteufeln durchsucht, indem die Software auf alle HR8@=Bangewendet wurde, die
diese Gebiete abdecken. Insgesamt wurden 205 Staubteafgseert, inklusive Staubteufel
aus Bildern, von denen schon vorher bekannt war, dass seéhe/ekinhalten. Eine detail-
lierte Statistik wurde erstellt, die Durchmesser und Hobeinhaltet, und ebenso zum ersten
Mal die Vorwartsgeschwindigkeit von Staubteufeln. Dieg@szeit, Jahreszeit und Ort der
Staubteufelentdeckungen sind ebenfalls erfasst.

Der mittlere Durchmesser betragt 230 m, die Hohe ist iméli860 m. Das Staubteufel-
Vorkommen richtet sich nach der taglichen Sonneneinktrghund beginnt am spaten Vor-
mittag und reicht bis zum spaten Nachmittag. Die meisterdeq im Frihling und Som-
mer der jeweiligen Hemisphare beobachtet, aber ihre Bastgewurde ebenso im Herbst
und speziell auch im Winter gesehen. Staubteufel bewegbmsit dem Umgebungswind
vorwarts, sogar bei hohen Windgeschwindigkeiten, wasdr als Hinderungsgrund ver-
standen wurde, dass Staubteufel sich Glberhaupt bildemekd Die berechneten Staubteufel-
Geschwindigkeiten konnen als indirekte Messungen desimoahen Windgeschwindigkeiten
gesehen werden. Staubteufel entwickeln sich, wo immer w®spharischen Bedingun-
gen gunstig sind, und beschranken sich nicht auf bestntebiete oder Hohenlagen. Ein
Vorzugsgebiet fur Staubteufelaktivitat scheint esrdilegs zwischen 50und 60'S Breite
aufgrund des aufsteigenden Astes der Hadley-Zirkulatiogeben. Das zuvor beobachtete
haufige Vorkommen von Staubteufeln in Amazonis Planitiarite bis jetzt nicht bestatigt
werden. Der sudliche Teil von Chryse Planitia scheint &egion zu sein, die sich vorteil-
haft auf die Entstehung von Staubteufeln auswirkt.



VI

Die Dauer von Staubteufeln betragt nur ein paar Minuteachgt aber mit der Grol3e an

und erreichte bis zu 30 min. Alle ermittelten Staubteufedrkinale wurden benutzt, um die

Staubheberate eines typischen HRSC Staubteufels zu berecbie verlasslichsten Werte

ergaben 9.3910 * bis 2.35<10° ! kg/m?/a. Dies weist auf einen deutlichen Beitrag zum
Staub-Zyklus auf dem Mars durch Staubteufel hin.

Ein Vergleich zwischen Staubteufeln, die vom RoverrST fotografiert wurden, und denen,

die von HRSC gesehen wurden, ergab, dass sich die meistehriisge erganzen. Dies im-

pliziert fur die Zukunft, dass Staubteufel am besten milee Methoden untersucht werden,
von der Oberflache aus mit einem Lander und mit Bildern aus Qebit.
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CHAPTER 1

INTRODUCTION

The atmosphere of a planet is an important factor for possifieland for the planet itself and
its development. On Earth, the atmosphere is quite well istoled: longtime observations
and measurements were conducted, models have been devalupare used for weather
forecasting (the most influential aspect of the atmosphe@eatures) and several meteoro-
logical satellites observe almost globally our planet aacimosphere. Such an amount of
possibilities to measure data or to follow changes is nosipteswhen exploring other planets
in space.

Scientific instruments on board of spacecraft are chosemch a8 way as to provide the
largest usefulness and to complement each other. For & filk®lars (consisting of a solid
body and an atmosphere) imaging instruments, spectrospetetars and particle analysers
are necessary to investigate the surface and the atmospgWlars belongs to the so-called
terrestrial planets, whereto Mercury and Venus belong dks Wkese planets are similar to
Earth in their constitution: they consist of solid materiadve a similar mass, density and
diameter, and have (beside Mercury) also an atmosphere.

People are interested in Mars for a long time, because ieisthaller brother’ of the Earth.
The first spacecraft to Mars were launched in the early sixbat most of them crashed or
did not work to send data back to Earth. The first successfssiom was MRINER 4 flying
by Mars on July 14 and 15, 1965. From an altitude of 9800 km alblo® surface 22 images
were taken revealing a Moon-like cratered terrailfARYNER 9 reached Mars on November
14, 1971, and surpassed all expectations, transmitting @@0 images by photographing
80% of the Martian surface. These images showed rather fheatysurface character of
Mars, including volcanoes, canyons and riverbeds. In 19786ING 1 and 2, each carrying
a lander, were launched and reached Mars successfullyh&dirst time, samples of the soil
could be analysed and images from the surface were takerfir§tartian dust devils were
seen in these KING images Thomas and Gieras¢ii985].
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After an absence of about 20 years at Marg,Ad GLOBAL SURVEYOR arrived in September
12, 1997, and has returned more scientific data than all gifeious missions combined.
The laser altimeter gave the first three-dimensional vieintb®topography of Mars. Also
analyses of the gravity, magnetic fields, thermal properiied surface composition were
possible. The next great step was a lander, name@3PATHFINDER, together with the
rover 2 JOURNER sent to Mars in 1996. MRS PATHFINDER transmitted many soil samples
as well as meteorological data. Atmospheric vortices assutm be dust devils have been
seen in the temperature and pressure data of the laBdeofield et a).1997] and dust devils
have been imaged by the camekéefzger et al.1999;Ferri et al., 2003].

MARS EXPRESSIs in orbit around Mars since December 25, 2003. Along withagigple
analyser, several spectrometers, a radar and a radio s@&periment, a new imaging tech-
nique arrived at the planet. The High Resolution Stereo Car(t¢RSC) is able to image
the planet with stereo and colour channels. It is intendeddp 100% of the surface with
at least a resolution of 100 m/pixel, and 1% at about 2 m/pimti the Super-Resolution
Channel (SRC). The resolution and the amount of images wepaiith the missions during
the decades of Mars exploration. WhileARINER 9 had the best resolution between 100
and 300 m/pixel imaging 3% of the surface|KMIG already imaged 95% of the Martian
surface with 200 m/pixel and was capable to take few imagkswo®0 m/pixel resolution.
MARS GLOBAL SURVEYOR provided a range of 1.4 to 10 m/pixel with the Narrow Angle
(NA) Camera, and a global coverage at 200 m/pixel resolutiith the Wide Angle (WA)
Camera. HRSC now fills the gap to provide a high surface cgeeod the planet between
10 to 100 m/pixel resolution, with the possibility to imageesific targets with SRC at 2.3
m/pixel resolution.

Future missions are planned to be launched for Mars in thedemades, including prepara-
tions for further landers and even human exploration. MararaEarth-like planet seems to
be the best choice to start human exploration in our Solale8ysDetailed knowledge of the

atmosphere and its impact on techniques and creatures pogtant for long-term missions.

Dust devils are a fundamental part of the Martian atmosphere

Dust devils are thermally driven atmospheric vortices #ratfilled with loose material such
as sand and dus§[nclair, 1969]. The particles are raised from the surface by the l@sp
sure core within the dust devil, which was found to be a vefgotive way to move even
fine-grained particleGreeley et al.2003;Ferri et al., 2003;Balme and Hagermanr2006].
Dust devils are visible by their dust-filled columns. Theg aeen as bright features illumi-
nated by the Sun and emphasised by an elongated dark shalewxiEtence of such atmo-
spheric vortices was predicted for MaRyfan 1964;Neubaueyr 1966;Gierasch and Goody
1973] before they were first detected ilWNG images Thomas and Gieras¢hi985]. Both
VIKING orbiters imaged dust devils, and data recorded by the twaN\ landers suggested
the passage of several vortices that were likely dust dfRifan and Lucich1983;Ringrose
et al,, 2003]. Dust devils on Earth and Mars are supposed to fornt lke$y in spring and
summer at noon and early afternod@irjclair, 1969;Wennmacher et gl1996]. Their size
ranged from a few to hundreds of metres in diameter on EadiVars, with heights between
a few metres (Earth and Mars) and several kilometres (Ma®rohined in former studies
[Thomas and Gieras¢hli985;Cantor and Malin 2003;Biener et al, 2002]. Dust devils may



be responsible for the generation of local dust stofRy&h et al, 1981].

The variety in sizes, the numerous occurrences and thetieéestust-lifting ability suggest
that dust devils play an important role in the thermal stuitebf the atmospheric boundary
layer of Mars Furek et al, 1992]. In addition, the dust column is electrically chargad

it is not clearly known what the impacts of these phenomemalh®e on more complicated
techniques and equipments of future lander missions. Dmstsdcontribute to the Martian
weather by dust entrainment, which influences the atmosfshegmperature and leads to
surface albedo changes by removing thin layers of ddslih and Edgett2001]. Dust de-
vil studies on Earthljes 1947;Ryan 1972;Snow and McClelland1990;Metzger 2003]
have been conducted to better understand their dynamicsrgratt on the atmosphere and
climate, especially to then apply the knowledge to Mars. tMgestigations concentrated
on specific study areas on Mars, extrapolating the spat@temporal distribution of dust
devils to larger regions. Consequently, the full extenthaf tontribution to the dust budget
is poorly known. Additionally, models have been developed eompared{anak 2006] to
understand when, where, and under which circumstancesidustlike vortices may form.
Laboratory work (Greeley et al.2003; 2004 Neakrase et a).2006] has been conducted to
simulate dust flux within dust devils, the directions of manant, and patrticle lifting under
Martian conditions to understand the basic dynamics anchctexistics of dust devils. The
nearly global coverage of Mars by HRSC will shed light on mahthese aspects of dust de-
vils. We will investigate and possibly verify or disprovesttemporal and spatial distribution
of dust devils as well as their sizes. The dust entrainmehbeistudied, depending on their
lifetime, tracks and motion. The findings will be relatednesitu detections by landers.

The enormous amount of images taken just by the three ms$oaNG, MARS GLOBAL
SURVEYOR and MAaRs ExPRESS(more than 300 000 images) shows the necessity of deve-
loping a software which searches automatically for dustls@v Martian images. The time
spent for searching dust devils will be reduced a lot, whey preselected features must be
checked if they are dust devils or not. Pattern recognitimh @assification seem to be the
appropriate methods for searching dust devils, becaugatbeecognisable by a bright spot,
which is the dust column reflecting the sun light, and an eded dark shadow in Martian
images. The method of using pattern recognition techniggeame more popular in the last
years but beside our study only one other work is known whiels to search for dust devils

by applying pattern recognition tool&[bbons et al.2005].

Chapter 2 introduces dust devils on Earth and Mars and tiferelifices in detail. The three
missions to Mars in whose images dust devils were seen archwhe used in this work are
presented in Chapter 3. Chapter 4 deals with the High Resnl8tereo Camera on board of
MARS ExPRESssand how dust devils can be studied using different imagiragobkls. Chap-
ter 5 introduces pattern recognition and classificatione phttern recognition algorithms
and methods developed in this study are presented in Chéapstarting with the WKING
database and explaining necessary adjustments to HRSC @@d(Mars Orbiter Camera on
board of MARS GLOBAL SURVEYOR) images. A classification library as well as some of the
tested classifiers and the finally used one are describedapt@€h?7. The pattern recognition
results of images from the three missionsKMG, MARS EXPRESSand MARS GLOBAL
SURVEYOR are presented here, too. Chapter 8 deals with the sciemt#iidts of the analyses
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of HRSC dust devils and the new insights into dust devilsattaristics on Mars. Chapter 9
closes with an overall discussion and outlook.



CHAPTER 2

DUST DEVILS

In the first section the principles of dust devil formatiordaheir general characteristics are
reviewed as they may apply for Earth and Mars, although mioteoobservations rely on
Earth investigations. The second and third sections tgghthe differences of dust devils on
both planets.

2.1 Dust Devil Formation and General Characteristics

2.1.1 Observations

Dust devils form and evolve primarily during unstable tenapere stratifications in the sur-
face boundary layer and are not necessarily associatedheitiighest air temperaturByan
[1972] found that the temperature lapse rate at altitudésdsn 0.3 and 10 m above the
ground is the most important factor for dust devil developtmeombined with vertical vor-
ticity! which provides the initial rotationSinclair [1969] also showed that a superadiabatic
layer leads to an increase in dust devil occurrence. Witteasing instability, larger-diameter
dust devils are formed as well. The maximum of dust devilv@gtoccurs 2-3 hours before
the daily maximum air temperature. However, high surfaceéesmnperatures are the second
important component for dust devil formation. In the aftayn after the ground has heated
up and warmed the air immediately above the surface, warnsas and horizontal pressure
variations are created. Due to the low pressure, partidtessand and dust are lifted and
make the air column visible, looking like an inverse cone.

Lvorticity is a measure for the rotation in a flow field (wind geity)
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Figure 2.1: Generalisation of wind speeds within a dust devil. R is tléus of the dust column, U,
V and W are the radial, tangential and vertical wind speedspectively. Maximum speeds are given
as ~10 m/s, typical of many dust devils, but can be up to 25 m/spt&darom Balme and Greeley
[2006].

Carroll and Ryan1970] showed that atmospheric properties responsibléust devil initia-
tion may be different from those contributing to the mairtece. The energy for the dust
devil is coming from the warm boundary layer air which is ¢ounally soaked by the vor-
tex. The raised particles within the dust devil heat adddity by absorbing radiation and
strengthen the atmospheric vortex. Thereby, a dust davikeap itself alive for quite a long
time.

Balme and Hagermani2006] gave evidence of how striking th&P’ effect in dust devils is.
‘AP’ represents the horizontal pressure difference betweelotpressure centre of the dust
devils and the ambient conditions. The lifting effect isagex for smaller particles. The rates
of change in pressure seem also to play an important rolgestigg that small dust devils
travelling at greatest speeds with a high negative pressxpersion are the most effective
dust lifting vortices. This may explain why dust devils ctsnostly of smaller particles
(<100 um). If there is no loose surface material available or théisanly covered with
rocks and coarser particles, it is likely that no dust dewils be observed because they are
transparent.

The removal of dust can be seen by tracks which are left byaists moving forward and
lifting dust. This removal leads to an albedo change of trst davil’'s path compared to the
surrounding area. The path appears mostly darker becaase/énlying brighter sand and
dust have been removed. The change of albedo seems to baldapen the thickness of the
removed layer.

A source of vorticity seems to be a supplementary elemertdet devil formation, although
Ryan[1972] rules out vorticity as the only initiator. He saw norr@dation between envi-
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ronmental vorticity and dust devil frequency and diameteinclair [1969] suggests local
or natural obstructions as a source of vorticity. He foundyndust devils in the lee of
small mountains, which are maybe the reasons for vorticéedded in the background flow
initialising dust devil activity together with an unstald&ratification and strong insolation.
Sloping terrains also favour dust devil initiation as wedlsarong horizontal thermal gradi-
ents induced by different types of terrafBificlair, 1969].

Strong winds may suppress dust devil development becautiee ofertical mixing in the
boundary layer which weakens the superadiabatic lapse Dateen by breezes, the vortex
moves across the surface, mostly at a few metres per secotide@ds to move in the di-
rection of the prevailing wind. They slope with height in ttheection of movement because
of the wind shear. If there is little or no wind, the topogrgmontrols in many cases the
trajectory of dust devilslyes 1947].

Some cases are reported on Earth where dust devils weretaltatisnary, lasting for several
hours Jves 1947]. Theoretically, a dust devil can exist as long as tieegy, the warm surface
air, is available and it remains in a favourable environnveitit loose material. Dust devils
tend to last longer with increasing sidees[1947] gives an estimation of one hour duration
for each 300 m of height.

Summer and spring are the preferred seasons for high dusbdeurrence, directly corre-
lated with the stronger insolation in these months and thkdriprobability of unstable lapse
rates. The insolation and the unstable stratification @ e reasons why the daily maxi-
mum of dust devil activity is found in the noon and afternoiomets. These circumstances do
not necessarily exhibit dust devil occurrence in autumniotev or at other times of the day.
The main conditions for dust devil formation, unstabletsiications, sources of vorticity and
loose material, can be available at other times as well.

______ Vp

Tangential velocity

Ry
Distance from centre
of vortex

Figure 2.2: Rankine vortex tangential velocity structure. Tangentilbcity rises as a linear function
of radius within the vortex, and decreases as an inversetiimof radius outside of the vortex.
Tangential velocity reaches a peak &t radius R. Adapted from Balme and Greeley [2006].

Balme and Greelej2006] gave a review of the characteristics of dust devil€Earth and

Mars presented in dust devil papers in the last decades. diteohtal speed within dust
devils has values up to 25 m/s, the vertical wind speed up to/H)(Figure 2.1). Larger
dust devils have greater rotational wind speeds and thel teetnave also greater vertical
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winds [Ryan and Carroll 1970]. The tangential speed has a maximum at the radiuseof th
dust-laden region and a minimum at the central core and appates therefore a Rankine
vortex (Figure 2.2).

This corresponds with the dust-free core which were seenast f the dust devils in the
studies ofSinclair[1973] andBalme et al [20033]. This is due to the dynamics within a dust
devil, where the inflow occurs in front of and behind the dwestidand swirls up at the radius
of the dust devil responsible for the high rotational spe@ddowndraft is established in the
core, but only at a higher altitude within the dust devil, wedees there is a vertical velocity of
a few metres per second near the ground. This suggests astagooint within a dust devil
[Balme and Greeley2006].

Due to contact, friction and separation between grainsimehdust devil, dust devils have
electrostatic fields up to 20 kV/n¥arrell et al., 2004]. This effect is known as the tribo-
electric effect.Farrell et al. [2004] explains why dust devils always seem to have negative
electric fields: smaller particles tend to become negatigllrged and because smaller par-
ticles are preferably moved upward compared to larger sared} particles, large negative
gradients are measured within a dust devil.

This electric field is driven by two proces-
ses: currents by charging grains and the in-
creasing velocity difference because of vary-
ing-sized grains at early timeBdrrell et al.,
2006b]. The growth of such an electric field
in a dust devil is dependent on the grain
sizes and the ambient atmospheric conduc-
tivity. Induced by the changing electric field,
also magnetic emissions are measured from
a dust devil Farrell et al., 2006a]. Since
Martian dust devils can be much stronger,
larger and dustier than their terrestrial ana-
logues, it is assumed that the electric fields
will have higher negative values.

The distribution of particles due to their size
can also be seen by the ‘skirt’ &reeley

et al. [2003] has called it (Figure 2.3). Lar-
ger grains remain near the surface and build
a dust cloud near the bottom of the dust co-
lumn due to the centrifugal force which cau-
ses them to eject from the real vortex and
return to the surface. The particles which go
in suspension are dust-like particlgsrge-
ley et al, 2004].

Figure2.3: Aterrestrial dust devil with a dust skirt
seen in Australia®© Inflow Images).
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2.1.2 Models

Models were often used to simulate convective patternsarbtiundary layer, vertical vor-
tices, however, which have formed in these simulations Imadeen mentioned explicitly.
Kanak[2006] did a review of simulations of the turbulent conveetboundary layer, not
including simulations of individual vertical vortices. Hee, the ambient conditions which
are responsible for dust devil-like vortex formation candeen and retrieved from these
simulations.

Surprisingly, no mean horizontal wind was necessary fovtineex formation in the terrestrial
simulation of the convective boundary layerkKdinak et al.[2000]. First it was thought that
some source of wind shear is required for vertical vorticefotm. Vortices were identified
at the vertices of the cellular convective patterns, sedmedbwest level of the simulations as
well as at higher leveld{anak et al, 2000]. Fiedler and KanaK2001] showed that tilting of
horizontal vorticity above the surface into the vertical @ assumed as the source of vertical
vorticity. Kanak et al.[2000] proposed another mechanism to obtain vertical eitytin the
absence of mean wind. Convective-cell circulations creaieuthal horizontal vorticity
rings which are strongest near the updraught/downdranggrisiections. Due to the inflow
the vorticity rings may be advected toward the updraughbreg Here, also the gradients of
vertical velocity are the largesKpnak et al, 2000].

The question if the simulated dust devil-like vortices arilar to real dust devils on Earth
has been answered Banak[2005a]. The concurrence with dust devil observations itequ
well, only the simulated pressure excursions are weakardbaerved.

The features like diameter, wind speeds and pressure eéxesrsf the simulated Martian
vortices in the work ofRafkin et al. [2001] andMichaels and Rafkij2004] are in very
good agreement with Martian dust devils. One dust devil Wisitwith height as it is seen
in many observations. An ambient background wind profile mawided inRafkin et al.
[2001] as a source of vorticity, that might aid in the devehgmt of dust devils. IMichaels
and Rafkin[2004] a background wind of 5 m/s was used for the simulatidiige effect of
this wind was seen in early times but the heating of the sarfgcinsolation preponderated
in the afternoon. Dust devils developed at the vertices nfective cell patterns like in the
terrestrial simulationg{anak et al, 2000].

Toigo et al.[2003] get the same location of dust devil development iiir $tedy. They have
added different wind profiles to analyse the effect of windashDust devils developed in the
‘no wind’ case and in the case with the ‘highest wind speejfe 2.4). Otherwise the wind
shear had a delaying effect on the formation of dust deks-liortices.Toigo et al.[2003]
suggest as well that dust devil formation will not be preeerdlthough vorticity is not present
in the mean wind field. They support the ideakanak et al.[2000] that the development
of dust devils appear primarily from the convergence of emmental vertical vorticity into
the updraught regions. And this vorticity is generated ftbmtilting of horizontal vorticity
into the vertical Toigo et al, 2003]. The dust devil characteristics of this simulatioa@so
in agreement with Martian observations.

The previous discussed simulations are very complex arna tryodel the Martian boundary
layer processes as closely as possilanak[2005b] wanted to know which are the mini-
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Figure 2.4: Vertical slices through the centre of the two dust devilmgaehe simulations of Toigo
et al. [2003]. The model domain size is 10 km (x-axis) by 7.5lkfhy-axis). Figures A-D refer to
the no wind simulation, figures E-H refer to the high wind datian. A and E: Vertical vorticity. The
dust devils are seen as very large negative vorticity spiBeand F: Vertical wind. The dust devils
represent the locations of largest vertical velocity. C dadPotential temperature. The dust devils
stand out as large positive potential temperature diffeesnfrom the background. D and H: Pressure
perturbation (difference from background pressure). Thstdlevils are low-pressure cells. Adapted
from Toigo et al. [2003].
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mum dynamical and physical processes for the formation afitadust devils. It was shown
that the absence of surface inhomogeneities and radiatbeegses and simpler parameteri-
sations do not exclude dust devil formation. The solutidrosyever, were very sensitive to
the initial thermal profile. Also in this case, dust devil paeters fit the observation values.

The review ofKanak[2006] shows, that in all simulations, independent of défeces in the
initial conditions and experimental designs, dust deki-lvortices developed. Necessary
conditions seem to be convective patterns (due to insolafounstable stratification) and
vertical vorticity (mostly gained from tilted horizontabxticity). Dust was not present in the
simulations, therefore it is not known if the developed &% are really dust devils, or just
invisible dust devil-like vortices without any dust entraient into the atmosphere.

In contrast to the models presented so far, which deal wihstmulations of the convec-
tive boundary layerRenrd et al. [1998] proposed a simple scaling theory for dust devils on
Earth to estimate their potential intensity. Based on tlsei@ption that dust devils are heat
engines, they were able to develop a theory to calculaterégspre depression (intensity),
wind velocity and diurnal variation. The heat input to a diestil is the sensible heat flux, the
output is in the form of thermal radiation by air parcéfehr et al, 1998]. They conclude
that the pressure drop from the radius to the core of the dustid proportional to the net
heat input. The water vapour content is neglected since afidlse heat input in a dust devil
is sensible heat flux which underlines its character in @wttto tornadoes or waterspouts.
Therefore, the radial pressure drop can be used as a degttee adist devil intensity. The
intensity depends as well on the thermal gradient from datsf the dust devil to the centre,
which leads to the conclusion that dust devils are moreyit@form where large horizontal
thermal gradients occur.

To summarise, the intensity of a dust devib) depends on the surface pressure, the vertical
thermodynamic efficiency (pressure thickness of the cdiwestayer or vertical temperature
gradient), the dissipation of energy (friction), and theirantal thermodynamic efficiency
(horizontal temperature gradienB¢nrd et al, 1998].

From this theory also the tangential velocity can be estchassuming that a dust devil
is cyclostrophically balanced. This derivation suggekts the wind speed around a dust
devil does not explicitly depend on its size, but maybe iectiy through the horizontal ther-
modynamic efficiency. The radius depends on the thermodigsaamd the initial angular
momentum of the air parcels, which means higher wind speedgsponsible for larger dust
devils. The theory is tested by using common values for sarfamperature and pressure
and parameters for dry air. The derived values of the modehfpressure excursioA),
tangential ¥) and vertical velocity\) are in good agreement with observational data of dust
devils on Earth.

Renrd et al. [2000] tested this scaling theory also for Martian dust eusing MARS
PATHFINDER lander data. The observed lander data of pressure and wasdisfpelonging
to passages of potential dust devils are consistent witthigirens of the model. Therefore
the model gives simple explanations of general charatterisf both terrestrial and Mar-
tian dust devils, showing that the intensity of convectiegetices is only a function of the
thermodynamic properties of their environmeRehrd et al, 2000].
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2.2 Dust Devils on Earth

Preferable areas for dust devils on Earth are arid regiotisstriong insolation and where, of
course, loose material is available. Given that, it is nopssing that most of the terrestrial

dust devils are seen in desert plains (Figure 2.5a). Dusl skenlies have been almost ex-
clusively conducted in deserts to guarantee a high ocaterehthese vortices for statistical

purposes. If the atmospheric conditions are suitable, dlesgts may also be seen in regions
affected by civilisation (Figure 2.5b).

The diameters of terrestrial dust devils range between arfetkes and 100 m. The majority
have diameters between 1 and 15 m. The height is between a &xgsrand over 1 km.
Balme and Greelej2006] report from their review of several dust devil stugdtbat about
50% of the dust devils are 3-50 m high. Also larger dust dewith heights over 2 km can
be observed. The larger a dust devil is the longer its durafftney exist for some seconds
up to 20 minutes, the majority have a duration of 1-4 minugsdlair, 1969]. Observations
were reported where dust devils lasted more than one Ineg 1947].

Spring and summer seem to be the preferable seasons for dstjldelil activity according
to the atmospheric conditions which are necessary for degt development. Occurrence
is not excluded in autumn and winter times, but less repatece most dust devil studies
have been performed in summer times. The diurnal variatowresponds to the insolation
and when superadiabatic lapse rates occur. Dust devilitgcsharts in the morning around
1000 to 1100 hours, peaks at 1300 to 1400 hours, and vanisee$@00 to 1700 hours. This
pattern of diurnal distribution is independent of the ditenaize of dust devils but smaller
dust devils tend to peak a little earlier than the larger d&asclair, 1969]. The explanation
is that it takes some time to establish a superadiabatie legie through a broader layer of
the atmosphere, and then it is possible that dust devils x@me their heights. Smaller
dust devils have a higher frequency than larger orf&sclair [1969] reports that roughly
56% of the observed dust devils had medium sizes of 3-15 nmaimelier. The mean activity
is among 0.11 and 767.33 dust devils per day and square Kilerfog different dust devil
investigationsBalme and Greeley2006].

The general wind speed structure outside and within a dusttidellustrated in Figure 2.1
(page 6). For terrestrial dust devils the horizontal windespis typically<25 m/s, whereas
the tangential speed componentan be up to 20 m/s, normally between 5-10 m/s, and the
radial velocityu is almost zero within a dust devil. The vertical wind speed <10 m/s.

Dust devils move forward with the ambient wind speed and hareslational speeds of a few
metres per secon&now and McClellanfll990] reported an average speed of 4 m/s in their
survey and suggest that dust devil speeds greater than Abouts are due to measurement
errors. McGinnigle[1966] state forward speeds of about 5 m/s for the observetidhyils

all moving in the same direction, underlining the assumptibmovement with the ambient
wind.

Temperature excursions range from one to several Kelvirshwlomparing the temperature
in the centre of dust devils (warmer) to the outside (coldarjlifference of even 22 K was
measured with a high sampling sonic anemomdWetzger[1999] in Balme and Greeley
[2006]). The peak pressure excursions measured in dudsdaeinormally a few hectopas-
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Figure 2.5: a) A broad desert dust devil in Australia. No clear defineduooh is seen(® Inflow
Images). b) A terrestrial dust devil over an agriculturalldiemear Celle, Germany. In the upper part
of the dust column the dust-free inner core is sgerHerbert Hoinkis).

cals, some measurements revealégpaf -10 to -15 hPa.

Balme and Hagerman2006] demonstrated how efficient thig effect is in dust lifting from
the surface. Especially the suspension of smaller pastinléhe air is possible by dust devils
and may lead to an interference of air qual®reeley et al[2003] simulated dust devil lifting
of particles with various sizes and with different ambierggsures. They confirmed that dust
devils are more efficient at entraining particles into the@phere than wind speeds alone.
The preliminary laboratory results dfeakrase et al[2006] of dust removing rates by dust
devils (1.0<107° to 3.0x 102 kg/m?/s) overlap quite well with field data dfletzger]{1999]
(0.6x 1072 to 4.4x10~3 kg/mP/s) reported irBalme and Greelef2006]. This suggests the
removal of several kilogrammes of material by a dust devitllexists for about 20 minutes,
indicating that much more can be removed by long-lastirgglaiust devils. Dust devils play
an important role in transporting dust into the atmospheck rmay have an impact on air
guality in regions of high occurrence.

Lifting dust leads to track generation at the ground. Onlg seurces for dust devil tracks
on Earth can be found despite several dust devil studiesfteratit continentsRossi and
Marinangeli[2004] report dust devil tracks in the Ténéré Desert,@ligising satellite data.
These tracks have very low preservation potential and gesapquite fast. This could be the
reason for the poor observations of tracks on Earth and tgttdevil studies are normally
grounded. The terrestrial tracks are similar to Martiarnt desil tracks in their morphology,
however, the Ténéré tracks have greater lengths aneéhfgdquencies. No seasonal depen-
dence is seen in this datasRigssi and Marinangel2004].

The second source is an image (Figure 2.6a) taken in New MeliSA, long ago in 1959,
which shows bright dust devil tracks. The passage of somediwds disturbed the desert
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Figure 2.6: a) Bright dust devil tracks on dunes northeast of Sheep §griNew Mexico, USAT)
Louis J. Maher, Jr.). b) Martian dust devil tracks near 6256 271.0E, imaged in local summerdj
NASA/JPL/Malin Space Science Systems; MGS MOC Release@218571).

surface removing material which covered probably the fimglsa the dunes creating this
time bright tracks.

Although dust devil studies on Earthvgs 1947;McGinnigle 1966; Sinclair, 1969] have

been done long before dust devils have been seen for theifirstdn Mars, the interest
strongly increased after their detection in Martian imagesderstanding their formation,
development and characteristics would help to improve th@wvedge of the Martian at-
mosphere and especially the dust cycle, which is the dorhimateorological factor in the
Martian weather.

2.3 Dust Devils on Mars

Before Martian dust devil features are discussed and piegem detail, the atmosphere of
Mars is briefly introduced in the current state and the diffiees to the Earth’s atmosphere
are highlighted.

The Atmosphere of Mars

Mars has a very thin atmosphere. The pressure at the sudasétates just about 6.7 hPa,
or 0.67% of that on Eartigchofield et a).1997]. This is equivalent to a pressure found about
35 kilometres above ground level on Earth. The surface trawvceleration is roughly one
third of the Earth’s. The major atmospheric components ardah Dioxide (CQ, 95.32%),
Nitrogen (N>, 2.7%), Argon (Ar, 1.6%), Oxygen (£ 0.13%) and Carbon Monoxide (CO,
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0.08%). Water (HO, 0.03%) plays only a minor role in the atmosphere, anddigeater can
not exist for long on the Martian surface because of the ttnmoaphere. It is only present
as water ice below the CQce caps at the Martian poles or in subsurface reservoirechi
summer when the Cfice is melting and reentering the atmosphere, water icepssed.
Also CO, and HO haze and clouds can be seen in images. The factor water wascthe
most important function in Earth’s weather, is replacedhi®/dust on Mars.

Much of the Martian surface is covered with dust. Despitetktinie atmosphere, winds can
raise dust or, if the winds are weak, dust devils will entrdirst into the atmosphere. Ap-
proximately 2<10-2 kg/m?/a of dust is removed from the surface to support the observed
atmospheric hazePpllack et al, 1979]. This value is confirmed by observed dust settling
rates found with the MRS PATHFINDER rover SOJOURNER[Rover Team1997]. It is ex-
pected that dust devils and dust storms account for a largeiainof this airborne dust. If
winds are strong, they can cause regional dust storms, vgbitietimes become global. The
preferred season for dust storms is southern summer, hetaesouthern hemisphere is
tilted towards the Sun when Mars is closest to the Sun. Sineetbit of Mars has a higher
eccentricity than the Earth’s orbit, this results in gre&igsating and stronger trade winds.

Trade winds are produced by the Hadley circulation, sintathe Earth’s driving forces.
Two Hadley circulations, one on each hemisphere, are ésftabl at the equinoxes. During
summer/winter times, one large Hadley cell is establismesising the equator. The warm air
rises in the respective summer hemisphere, moves towagdsititer hemisphere, descents
and cooler air moves back to the summer hemisphere at loterdals. The wind speed is
usually below 10 m/s, but can rise to 30 m/s in dust storms.

The global annual average temperature at the surface i$ &@86C. The diurnal temperature
range is between -90 and “XDmeasured in 1 m height with MRS PATHFINDER [Golombek

et al, 1999]. Fluctuations up to 2C are possible in the morning due to the warming of the
surface and the consequential convection. The range @actémperatures is between -133
and +27C [Kieffer et al, 1992]. There is one major difference between the two clesaf
Earth and Mars because of the lower temperatures and thecbrgtentration of C@ the
pressure decreases globally by about 30% every winteruseaalarge amount of G@on-
denses around the poles. This results in two pressure maithavo minima every Martian
year [Kieffer et al, 1992]. At the edge of the polar caps strong winds are predidue to
temperature gradients which may favour the developmentsifdevils and dust storms.

In several boundary layer studies for Mars the questiondses$ed if the similarity theory of
Monin and Obukhoj1954] can be applied to Mars as wdllarsen et al[2002], Tillman et al.
[1994] andMaattanen and Sawjrvi [2004] showed by testing the similarity parameterisation
with MARS PATHFINDER and VIKING data, that the turbulent Martian atmospheric bound-
ary layer generally obeys the same similarity laws, althioihg diurnal stability variations on
Mars are quite strong even compared to Earth’s desert ¢onglitThe main differences can
be related to the low air density (0.02 kginof the Martian atmosphere. The effect of the
atmospheric heat flux is reduced due to the low air densitytia@diearly complete absence
of water vapour. This increases the temperature variadodghe near-surface vertical tem-
perature gradient, leading the diabatic heat flux to high&raes than on Earth_prsen et al.
2002]. A deeper boundary layer height is the consequenceeSvind speeds are similar
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to Earth’s, the main force is the temperature or the raddi@iance.Tillman et al. [1994]
estimated the turbulent daytime boundary layer height eetw8.5 and 9.1 km for different
surface roughnesses using data from theiVG Lander 2 Meteorology Instrument System
for selected sols (1 sol = 1 Martian dayarsen et al.[2002] found a height of 6.3 km for
an unstable case which fits theAMs PATHFINDER data better than a lower boundary layer
height. They suggest that the boundary layer height mayupst the atmospheric scale
height (11 km) on Mars.

Martian Dust Devil Characteristics

It was assumed and predicted that dust devils may exist ol Bawell Neubauey 1966;
Gierasch and Goodyl973], before they have been seen for the first timelkiNG images
by Thomas and Gierascf1985] (Figure 2.7). The number of detections increasedta lo
when the MaRS GLOBAL SURVEYOR Mars Orbiter Camera (MOC) started to work, showing
dust devils with greater details in the high-resolutiongmesMalin and Edgett2001]. Not
only snap-shots but the motion of dust devils can be seentivthMARS EXPRESSHigh
Resolution Stereo Camera (HRSGtgnzel et a).2006; 2007]. Dust devils were noticed
in in-situ measurements of meteorological parameters aatiethe two VIKING landers
[Ryan and Lucich1983;Ringrose et a].2003] and the MRS PATHFINDER lander Schofield

et al, 1997]. Images of dust devils from the surface were obtamidiM ARS PATHFINDER
[Metzger et al. 1999;Ferri et al., 2003] and the Mars Exploration RoverPi®IT [Greeley

et al, 2006] (Figure 2.8).

Martian dust devils can be considerably larger than thenestrial analogues. They are
frequently a few kilometres high and hundreds of metresamditer Thomas and Gierasch
1985]. Larger dust devils were much easier to detect in edopervations of orbiters which
had a lower resolution than cameras of today can provideh WWdreasing resolution much
smaller dust devils were detected. The landeirRSr imaged even dust devils with less than
10 m in diameter Greeley et al. 2006]. Martian dust devils have a larger range of size
compared to dust devils on Earth, transporting dust into évgher altitudes.

The lifetime of dust devils on Mars can generally not be mesgsince dust devil duration

is mostly longer than the possible observation (in mostpst one image). Estimations of
the duration became only possible with the orbitex$ EXPRESS[Stanzel et a).2007] and

the lander 8IRIT [Greeley et al.2006], using the forward speed and the covered distance of
the detected dust devilsPSRIT observations revealed 0.3 to 32.3 min of minimum lifetime.
Minimum lifetime means for the lander images that the dustlddready existed when the
firstimage of the image sequence was taken or it probablyeskfarther after the last image
was taken. BIRIT could also image full cycles of some dust devils showindihfies between

0.7 and 11.5 min. Since the observed dust devils are smalés, @ longer duration of dust
devils up to several hours can be expected as for dust deviadh.

Most dust devil observations are reported between late imgp(r- 1000 hours) and late after-
noon (~1700 hours) following the same diurnal activity and prolyahke same rules as dust
devil activity on Earth. The peak activity is mostly seereaftoon Greeley et al. 2006].
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Figure 2.7. VIKING image (image-id f034b3) with many dust devils seen in Amazonis Planitia
(image centre at 36°®\, 206.9E) taken on September 13, 1976.

The seasonal activity of Martian dust devils follows the maxm insolation Ryan and Lu-
cich, 1983;Thomas and Gieras¢ii985] so that most dust devils are seen in local spring and
summer. Mars is closest to the sun when the southern hemésshelted towards the sun,
leading to higher insolationWhelley and Greelej2006] note that this is also the reason why
the southern summer Hadley cell is more energetic than thaero summer Hadley cell.
And if the atmospheric energy is related to dust devil attithis would lead to more dust
devils in the southern than in the northern hemisphere ds wel

Generally, dust devils should evolve wherever the atmaspleenditions are suitable and
lifting material is available. The altitude seems to playrake for dust devil development.
Dust devil streaks were found at the summit of Olympus Mong&kwis 27 km high Malin
and Edgett2001], and in low-level plains such as the Hellas Basin (Sde®p) Balme et al,
2003]. Previously, it was thought that dust devils would devefogpre often in lowlands
because of the higher pressure which makes it more easy swrldller particles. The low-
pressure cores of dust devils, however, seem to be effestivagh to lift dust even in the
thin atmosphere on the high volcanoes on Mars.

Some studies showed that certain regions seem to be mong#&ble for dust devil develop-

1See Appendix A for image identifiers
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ment than othergrisher et al.[2005] analysed nine different regions located on both hemi
spheres. They have found many active dust devils in Amazelaisitia but much less in
the other regions. Especially the Casius region revealesingbe active dust devil but many
tracks. The reason may be that some re-
gions are more dusty than others, so that
the removal of a thin layer of dust by the
passage of a dust devil does not lead to a
change in the albedo. This does not explain,
however, why regions with many dust devil
tracks, and therefore many active dust devils
which created these tracks, show no single
or much less active dust devils. Since tracks
remain mostly for one year, the possible rea-
son is that the analysed images are taken at

_ _ a time where no active dust devils occur but
Figure 2.8: A dust devil seen from the surfacg. . o -ks are still seen before they are co-

with the Mars Exploration RoveBPIRIT at Sol ,

vered by settling dust.
rR/helley and Greeley2006] compared re-
gions with the same thermal inertia, a pa-
rameter indicating if a region is rich in dust, and noted thate must be yet another factor
than the surface dustiness for the latitudinal distributod dust devil tracks. The ascend-
ing branch of the Hadley cell is located where the heatindnésgreatest. This leads to a
deeper convective layer and higher thermodynamic effigieMore solar heating reinforces
atmospheric instability and horizontal temperature gratd which are two important factors
for dust devil occurrenceSinclair, 1973;Renrd et al, 1998; 2000]. Dust devil tracks had
the highest density between%@nd 60S in the work ofWhelley and Greelej2006], who
analysed MOC images. The high dust devil track abundandeeiiiellas Basin and Argyre
Planitia found byBalme et al [2003] complements these results, strengthening the assump-
tion that the location of the ascending branch of the Hadédlis a place where dust devil
formation is supported by the local atmospheric conditions

Greeley et al. [2006].

Investigators select usually certain regions analysihignglges covering these areas to deter-
mine the frequency of dust devils. Either active dust desits counted or dust devil tracks
(Figure 2.6b, page 14). This poses the question if dust tiaks can be used as a proxy for
active dust devils, since not all dust devils create streakbe surface is too dusty so that
the removal of a small amount of dust does not create a trag#itidnally, dust devil tracks
last longer than active dust devils do, so it is not well knawwhich time frame the tracks
have been created. They tend to fade within one ydatifi and Edgett2001;Balme et al.
2003], usually evolving during the dust devil seasons spring summehmer, and vanishing
during autumn and winter because of dust deposition. Dusttriacks can therefore be used
to determine the frequency of dust devils. At least they arg@od approximation for the
occurrence of dust devils within one year.

Balme et al. [20030] analysed dust devil tracks in Argyre Planitia and HellasiBaand
found an average dust devil track density of 0.81 trackéikanArgyre and 0.47 tracks/kfm
for Hellas within one Martian year. The peak value is 2.7 ks#kn? in spring for Argyre,
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Figure 2.9: Pressure, wind and temperature changes associated witlsteddwil passing through the
Pathfinder landing site. Adapted from Schofield et al. [1997]

and 2.1 tracks/kmin summer for Hellas. The frequency is almost zero througtr@winter
for both areas. Active dust devils and dust devil tracks Haaen analysed blisher et al.
[2005] revealing a peak value of 0.0025 dust devils/kmsummer in their seasonal study of
dust devil frequency in Amazonis Planitia. In good agreetmeth the results oBalme et al.
[20030] are the analysed data Whelley and Greelef2006]. They counted 2.4 tracks/Km
in summer in Argyre Planitia. Combining several investaghareas depending on if they
are located on the northern or on the southern hemisphersglsean average density of 0.6
tracks/knt in the southern hemisphere in contrast to 0.06 track$fknthe northern hemi-
sphere. This shows again the effect of the greater insolatodust devil formation. The
value of dust devil density in Amazonis Iitsher et al. [2005] is lower for this reason as
well, but also because active dust devils are less seenhtibarcorresponding tracks.

With the image sequences of thel8IT lander, first observations of dust devil density be-
came possible from the surfacEreeley et al.[2006] found 50 active dust devils/Kitsol.
This means that dust devils are much more common than prewdnalyses have shown.
However, it has to be kept in mind, that theseif8T dust devils are mostly much smaller
(10-20 m in diameter) than dust devils which can be detectedbiter images. Smaller dust
devils or tracks cannot be resolved because of the limiteolugon of the images.

Knowing the frequency of dust devils and the dust flux from dust devil, the total amount
of dust which is transported into the atmosphere by dustslean be estimated and compared
to the atmospheric dust settling ratereeley et al[2006] give dust fluxes of 3.9510° to
4.59x 104 kg/m?/s for one dust devil, yielding in a dust load of 19 kgAsol or 1.3x102
kg/m?P/a with 50 active dust devils/kffsol. Balme et al. [2003] calculated a range of
3x 106 to 3x102 kg/m?/a for analysed dust devil track densities in Argyre Planitnd
Hellas Basin. With a global dust settling rate of P02 kg/m?/a [Pollack et al, 1979] these
results show that dust devils can contribute significammtiyhe dust loading of the atmosphere
but may still not be responsible for the main part of dustantnent into the atmosphere from
the surface.
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The MARS PATHFINDER and the two KING landers with their meteorological equipment
have been the only possibilities on Mars to measure dust cleamacteristics in-situ. Analy-
sing the MKING data revealed a horizontal wind speed of 42 m/s in 1.6 m helighhg the
passage of vorticeRRyan and Lucich1983]. Ringrose et al.[2003] reanalysed KING
lander 2 data and found wind speeds of up to 46 m/s at this tigigkortices which passed
directly over the instruments. Since the radial velocitig almost zero within dust devils,
these high values correspond to the tangential wind speapg@oenty and seem to be higher
than for terrestrial dust devils<5 m/s). Estimations for the vertical velocity within
dust devils were done for the first time by using image segeefrom the 8IRIT rover by
following dust clots which were transported upwards by thstdevils Greeley et al.2006].
The results range from 0.1 to 10.4 m/s with an average spe&daf/s, similar to speeds
measured within dust devils on Earth.

As for terrestrial dust devils, it is assumed that dust deert Mars move with the ambient
wind at a few metres per second¥ m/s Metzger et al.1999]). This is indeed the case for
most of the dust devils, some exceptions show speeds up tdL[Gneeley et al.2006]. It

is thought that high wind speeds suppress dust devil activit

The rise in temperature was measured to be 5-6 K witkiNG and MARS PATHFINDER
during dust devil passage®alme and Greelej2006] state in their dust devil review that
these values are maybe underestimating the real conditsomse the sample rates of the
measurements were not as high as during some terrestribsfielies.

Pressure drops associated with dust devils were also p@ssiletect in the meteorological
data collected by MRS PATHFINDER because of the sufficient sample raBzhofield et al.
[1997] give peak values of 0.01-0.05 hPa for the decreaseesspre taking usually less than
one minute (Figure 2.9).

The rise in temperature (0 to +6 K) and the decrease in pregsufl to -0.05 hPa) seen in
data collected on Mars and associated with the passage tadelits is much less than mea-
surements of terrestrial dust devils have shown in somesqésmperature +22 K, pressure
-10to -15 hPa). For the temperature excursion, this can ky peferred to the low sampling
rate, the low measuring height of mostly about 1 m and that smine of the dust devils are
crossing with their centre of core over the measuring imsénts on Mars. Pressure drops
are usually 0.2-1.5 percent of the ambient pressure of 8pentive planet and are therefore
consistent for terrestrial and Martian dust devils. Mebdémgical characteristics of Martian
dust devils should have the same order of magnitude of valsidsist devils on Earth or even
higher because of their larger sizes.



CHAPTER 3

MISSIONS TO M ARS

In this chapter those Mars missions are briefly introducdthsg images have been used and
analysed with the pattern recognition and classificatidtwswe developed in this study.

3.1 VIKING

The VIKING mission was composed of two spacecrafts MG 1 and MKING 2, each con-
sisting of an orbiter and a lander. The primary mission dbjes were to obtain high res-
olution images of the Martian surface, characterise thecgire and composition of the at-
mosphere and surface, and search for evidence of lifeiN& 1 was launched on August
20, 1975 and arrived at Mars on June 19, 1976. The first mormbsdérvations was devoted
to surface imaging to find appropriate landing sites for theiNG landers. On July 20,
1976 the VUKING 1 lander separated from the orbiter and touched down at ERianitia
(22.48N, 310.03E). VIKING 2 was launched September 9, 1975 and entered Mars orbit on
August 7, 1976. The ING 2 lander touched down at Utopia Planitia (4787134.26E)
on September 3, 1976. The orbiters imaged the entire sunfadars at a resolution of 150
to 300 m/pixel, and selected areas at 8 m/pixel. The lowespss altitude for both orbiters
was 300 km. The KING 2 orbiter was powered down on July 25, 1978 after 706 orhitd, a
the VIKING 1 orbiter on August 17, 1980, after over 1485 orbits. TheING landers trans-
mitted images of the surface, took surface samples and sethlyrem for composition and
signs of life. They studied the atmospheric composition@eteorology and deployed seis-
mometers. The ING 2 lander ended communications on April 11, 1980, and thenNG

1 lander on November 13, 1982, after transmitting over 14@#ges of the two sites.

The results from the XING experiments gave the first realistic view of Mars. Volcanoes
lava plains, immense canyons, cratered areas, wind-fofesdres, and evidence of sur-



22 MISSIONS TOMARS

face fluids are apparent in the orbiter images. The planetappo be divisible into two
main regions, northern lowlands and southern cratereddngs. Superimposed on these re-
gions are the Tharsis and Elysium bulges, which are highdstg volcanic areas, and Valles
Marineris, a system of giant canyons near the equator. Medsemperatures at the landing
sites ranged from -12& to -23C, with a variation over a given day of 35 to 50 K. Seasonal
dust storms, pressure changes, and transport of atmosgases between the polar caps
were observed. More than 50000 images have been returnettofEom both, the orbiters
and landers.

Each MKING orbiter was equipped with two identical vidicon cameradledathe Visual
Imaging Subsystem (VIS) with camera A or B. Five colour fdteould be applied to the
camera or a clear position (no filter) could be chosen. Thedaia are radiometrically and
geometrically not corrected. A full-resolution, uncomgsed WKING orbiter image consists
of an array of 1056 lines with 1204 samples per line. Therepahg 1182 valid samples in
each line. The extra 22 samples in each line consist of darétdan the left and right edges
of each image, produced by an opaque mask located at thedfrtim¢ vidicon (see Figure
2.7, page 17). Each dark band is approximately 11 samples, although the exact width
varies from image to image.

3.2 MARS GLOBAL SURVEYOR

The MARS GLOBAL SURVEYOR orbiter is one of the oldest Mars spacecraft and it has stud-
ied the red planet for nearly a decadeARs GLOBAL SURVEYOR was the first successful
NASA mission launched to Mars since thekWNG mission in 1976 and arrived at Mars
on September 11, 1997 (September 12, UTC). After the adtimiy@hase MRS GLOBAL
SURVEYOR circled in a polar orbit (travelling over the north pole t@tbouth pole and back
to the north pole) once every two hours, twelve times a dajeamg global ‘snapshots’
from 400 km above the Martian surface. The additional surekgonous orbit has the ad-
vantage to analyse images of different times with the salamihation conditions which
rules out artefacts or misinterpretations because of limmihation. The disadvantage of the
sun-synchronous orbit is that no diurnal cycle can be oleskrsince the local time is 1300-
1500 hours for all acquired MOC images. ARS GLOBAL SURVEYOR has been able to
characterise the topography, gravity, magnetic fieldsptaéproperties, surface composition
and atmosphere of Mars. In its extended mission principalwere the continued weather
monitoring and the imaging of possible landing sites. Mbrent250000 images have been
returned to Earth. The spacecraft went silent in Novemb@6 2fter a wrong command was
uploaded. Communication could not be reestablished shere t

MOC is a line-scanning camera. It takes one line at a timellmglthe images while moving
around the planet. MOC took a daily wide angle (WA) image ofrd/similar to weather

photographs of the Earth with a blue or red filter, and narrogl@(NA) images. These NA
images have a resolution of 1.5 to 12 m/pixel and are gregscalges. The red and blue WA
images provide the context for the smaller images witd0 m/pixel resolution, and daily
global mapping images with 7.5 km/pixel. The size of the issmgan differ and may range
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from 2.8 kmx 2.8 km to 2.8 knmx25.2 km for NA images with 1.4 m/pixel resolution due to
the available internal digital buffer memory. With a resan of 11 m/pixel the images can
be much longer, ranging up to 2.8 kB00 km.

The images are available as raw images, which can be decsseprgia delivered software.
Otherwise the images are unprocessed (no radiometric ongfeic correction) and uncali-
brated. Due to the observation geometry and the fact thatdheera is a line-scanning
instrument, it is possible that the images have to be flipptetd-right before processing or
applying any illumination depending angle.

3.3 MARS EXPRESS

MARS EXPRESSgot its name because of the rapid development time and thvedi short
cruise time of about seven months to Mars. It is the Europgmt&Agency’s (ESA) first
planetary mission. After launch on June 2, 200338 EXPRESSarrived at Mars on De-
cember 25, 2003. MRS ExPRESsconsisted of one orbiter and one lander named Beagle 2,
which was separated successfully before orbit insertiahebrbiter. Unfortunately, commu-
nication could never be established after the supposedhignsio the lander mission failed
due to a possible crash on the surface. The spacecraft haghlg biliptical orbit with a
closest approach to the surface (pericentre) of 258 km. Thsigpolar orbit (inclination of
86.35) can be optimised for the scientific objectives, such as #reentre is moved over
the surface from the poles to the equator investigatingegmns at different local times and
seasons. During the prime mission, approximately thregésopler sol were conducted and
the spacecraft returned every eleventh orbit to the sameegpgire place but slightly shifted
in longitude and latitude. Currently, MRs EXPRESSIs in its first extended mission (end on
October 31, 2007) and will likely perform a whole second ofiee resonant orbit of MRS
ExPRESswill therefore be changed at the end of 2007 from 11:3 to 18¢ch means five
orbits per day and the same site after 18 days.

The orbiter provides an excellent global coverage of thegtlan particular of the surface,
subsurface and atmosphere. The scientific objectives argldival colour and stereo high-
resolution imaging, the global infrared mineralogical ipisug of the surface, the radar sound-
ing of the subsurface structure down to the permafrost, lthteadjatmospheric circulation and
mapping of the atmospheric composition, the interactiothefatmosphere with the surface
and the interplanetary medium, and, using radio sciencmféo information on the atmo-
sphere, ionosphere, surface and inter@@hnitarro et al, 2004].

The scientific instruments on the orbiter include:

an energetic neutral atoms analyser (ASPERA)

a super/high-resolution stereo colour imager (HRSC)

a radio science experiment (MaRS)

a subsurface-sounding radar/altimeter (MARSIS)

an infrared mineralogical mapping spectrometer (OMEGA)
an atmospheric Fourier spectrometer (PFS)

an ultraviolet and infrared atmospheric spectrometetG3R1)



24 MISSIONS TOMARS

The properties of HRSC and its images will be explained iaitlet the next chapter.



CHAPTER 4

THE HIGH RESOLUTION STEREO CAMERA

4.1 Imaging Technique

HRSC is a line-scanning instrument like MOC with nine CCDet#trs mounted in parallel
in the focal plane. The unique feature is its capability ttaobfrom nine channels almost si-
multaneously image data of the same site at high resolufioa.nine detectors include three
stereo, four colour and two additional channels for photimeurposes (Figure 4.1a), giv-
ing a total of five stereo channels with different phase anghay time-dependent variations
of the illumination and the observational atmospheric cork are avoidedNleukum et aJ.
1998]. Aline is imaged on the planet’s surface perpendidolghe ground track of the space-
craft, resulting in an image swath during orbital motionefidhare no gaps between adjacent
lines. HRSC is operated in individual imaging sequencegre/a typical sequence consists
of nine independent images covering almost the same area thk illumination conditions
are sufficient for 4 to 30 minNeukum et aJ.1998]. The size of an image strip is defined by
the number of pixels per line and the image acquisition domatThe image width depends
on the spacecraft altitude whereas the length is limitegt bglthe spacecraft memory re-
sources. The super-resolution channel (SRC) will serven@sted super-resolution image in
the middle of the HRSC image swath providing surface featateven greater detail. Single
SRC images or also contiguous image strips can be ddaeljum et aJ.1998].

The multi-sensor concept of HRSC implies a phase angle leetivee different line sensors.
The angle between the nadir (ND, vertical downward lookicigannel and the two other
stereo channels (S1 forward and S2 backward looking) is’ 18Hs technique permits stereo
reconstruction by digital processing and rectificationfipfved by the generation of digital
terrain models. The ND channel has in general the highestutssn of 12.5 m/pixel for the

whole image strip. The best resolution is of course givehapericentre, and with increasing
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Figure 4.1: a) The HRSC operating principle and the viewing geometnhefihdividual sensors
showing the footprint of three stereo, four colour and twatometric lines. b) The HRSC flight
model. 1: HRSC, 2: SRC, 3: Frame Structure, 4: Digital Unitlaasted from Neukum et al. [2004].

altitude of the spacecraft the resolution will decreasee ifflages are therefore rescaled to the
best resolution for the whole image, but there is still thaliy of the decreasing resolution
with increasing distance from the pericentre. S1 and S2 @nagve usually a resolution of
25 m/pixel.

4.2 Scientific Objectives

It is intended to cover 50% of the Martian surface at a spegsdlution of<15 m/pixel, and
more than 70% can be observeda@0 m/pixel during the prime mission (one Martian year)
[Neukum et aJ.2004]. HRSC (Figure 4.1b) closes therefore the gap betwsstium- to
low-resolution images like the MING images and the very high-resolution MOC images.
Studies on HRSC images include the evolution of the surfacgeneral, the morphology
and topography, atmospheric phenomena and atmosphéaeesinteractions, as well as the
Martian moons Phobos and Deimos and the support for futagelamissions.

The high resolution mapping helps to create geological nragseat detail. Stereo imaging
and processing give an impression of the topography andatiigirrain models are deter-
mined. Multispectral data derived from the four colour amels allow to classify the terrain
and interpret the mineralogical composition. Atmosphecdirections can be done using the
colour and multi-phase imaged¢ukum et a).2004]. Additionally, small changes of variable
atmospheric features like dust devils or clouds can be ¢idcising the images of the same
site but slightly shifted in time.

4.3 The Analysis of Dust Devils in HRSC Images

The search for dust devils is done using so-called Level geukata. These images have been
radiometrically and geometrically corrected in order tmoge compression or transmission
effects or effects due to the orbital motion. Laboratoryreflight calibration data together
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with attitude data of the spacecraft are used for the coorecT he output are rectified map-
projected images in which the Mars Orbiter Laser Altimek©OLA aboard MARS GLOBAL
SURVEYOR) topography data has been used.

The ND and the stereo channels have usually the best resohftii2.5 and 25 m/pixel, res-
pectively. Dust devil characteristics like the diameted #re shadow length, from which the
height is calculated knowing the solar incidence angle retgeved from the ND channel
because of the best available resolution. If the dust dewillee identified in the other stereo
channels as well and it is moving, the travelled distancebEanalculated. This is also the
method to exclude small bumps or hills, which can be mispreted as dust devils, but do
not move. The movement is also the reason why dust devilsotdrendisplayed properly
in an anaglyph (three-dimensional image) because the dugs d@ppear as smeared objects.
Dust devils are sometimes seen when they just develop ok l@an between two image
acquisitions.

Level 2 images (geometrically not corrected but radiomatly) have to be used to get the
time (Earth time) when a dust devil was imaged. The dust deaslto be identified, inde-
pendently of the identification in Level 3 data, and refert@é certain line in these Level
2 data. The time when this line was imaged can be read out fnenbinary prefix of the
image file. The forward speed of a dust devil can thereforeobepeited for the first time as
an analogue for the wind speed using the distance and thealtffaeznce between two dust
devil positions imaged by different sensors.

Knowing the exact time when a dust devil was captured by theeca is also important for
the correct calculation of the solar incidence angle. StheeHRSC images are long strips,
this angle changes sometimes significantly from the stahteg@nd of the imaging time. The
exact angle provides the best estimation for the dust dawdight. Other important features
for dust devil statistics are the time (local time and sepaod the coordinates (latitude and
longitude) when the dust devils occurred.

HRSC orthoimages are Level 4 or so-called
higher level products. They are generated HRSC

by rectifying the stereo and colour images to \

a newly derived HRSC digital terrain model
(DTM) based on the former Level 2 stereo

images. This time the images are not map- |\ l /l
projected to the MOLA topography but to 1 2 T3
the new HRSC DTM. These Level 4 data

should be more precise with a better qual- Dust devil

ity than the f.or.mer Level 3_data. Figure 4.2; The principle of the parallax problem.
Orbits containing dust devils have been prz .o details in the text.

cessed up to Level 4 on our own, since this

product was not intended for delivery to the

HRSC team at the beginning of the mission,

only the relevant software. Analysing the dust devils insthaigher level images revealed
totally different coordinates compared to the formerlyidesat Level 3 coordinates. This is

due to the fact that dust devils as a vertical extended featta regarded as small hills during
DTM generation and mislead to a false topography. Map-ptivjg the Level 2 image to this
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newly derived DTM leads to false coordinates. Level 3 imdugese therefore to be used for
dust devil investigations.

The S1 and the S2 channel view the surface at an angle of.1B.atures are not at the
surface or have a vertical extent (like dust devils), theylva reflected at a different location
then they really are. Figure 4.2 shows the principle of theltax error. The dust devil is
moving from point 1 to 3. HRSC is flying in parallel. First, th@ward looking channel
images the dust devil. The top of the dust devil will appeathim image at the red cross,
the foot point is seen in the image at the right position. At $lecond position, it is copied
correctly by the ND channel. At the third position the top le¢ dust devil is again reflected
at the wrong position. The dust devils appear to be stretchdte two stereo channels and
there is a mismatch in the covered distance and the deriestigif measured at the top of a
dust devil). If HRSC is flying parallel to the dust devil matidhe distance is shorter; flying
anti-parallel results in a larger distance. Additionalhgre is also a parallax due to the width
of the line sensors depending on the distance from the dwdttdehe centre of the image
swath. The contribution of this parallax error is almostligglgle compared to the other along
track error. These parallax effects were taken into accetien discussing the speed results
of the analysed dust devils detected in HRSC images (sea@l&Stanzel et a).2006]).



CHAPTER 5

PATTERN RECOGNITION AND CLASSIFICATION

In this brief chapter the principle and some charactesstitthe pattern recognition and
classification method are explained which is used to exthast devils from Martian images.

Human beings are doing pattern recognition and classibicatll the time. If they read a
text or greet a friend in the street, it depends on how theteparecognition is working to
identify characters or human faces properly and to clasiséyn as a specific word or a known
person. These are two examples of the field of problems whgfieial pattern recognition
can be addressed:

- visual quality control and production monitoring

- character recognition and automatic document evaluaiahprocessing (address rea-
der, signature authentication)

- speech and music identification

- medical computer-aided diagnosis

- satellite and aerial photographs (remote sensing)

- biology (monitoring cell growth, blood cell analysis)

- crime investigation (fingerprints, face recognition)

Classification is an independent part of the pattern re¢mgnsystem but is often included
when speaking of pattern recognition. The assignment oféhgplex automatic recognition
of any kind of objects by human beings to a computer is the gioattificial pattern recogni-

tion and classification. The human beings are able to filefrttportant information out of a
large amount of data the eye is providing to the brain andtalsave it, thus a recognition is
possible. A pattern recognition system is therefore vetgfhkto identify the temporal and

spatial variable dust devils in Martian images whereof nibae 300000 are available.



30 PTTERN RECOGNITION AND CLASSIFICATION

5.1 Pattern Recognition Systems

Sensing and Segmentation

The input to a pattern recognition system is often given asptioduct of a transducer like
a camera or a microphone. The images or the audio files hawetdhige processed. The
limitations of such a transducer (noise, resolution, et@y have an impact on the extraction
of features and the pattern recognition results. The nextistthe segmentation of the pat-
terns we are interested in (Figure 5.1). This includes tloblpm of recognising if there is
a target pattern at all or just the background given. Alsesstsor supersets can complicate
the segmentation of the target pattern. Regardless of iy of the patterns, they can all be
represented as vectors of multiple dimensions. These ngeate the input for the classifier.

Feature Extraction

The boundary between feature extraction and classificatarbe arbitrary: an ideal feature
extractor would make the job of a classifier trivial; on thieeathand, an omnipotent classifier
does not need the help of a feature extrac-

decision/output tor [Duda et al, 2001]. Practical rather than
I theoretical reasons will let us distinguish and
post-processing T evolve appropriate tools.
classification The extracted features of an object should

> pattem recognition be recognised by similar values of measure-
and classification . . .

ments representative for this group but dif-

ferent for objects of another category. This

feature extraction

segmentation leads to distinguishable values for different
I categories which should be invariant to irre-
sensing levant transformations of the input. That is
I in particular the translation, rotation or size
input of the target pattern. In general, features that

Figure 5.1: Pattern recognition systems can bgescribe properties like shape, colour and
partitioned into several steps. A sensor conver@any kinds of texture are invariant to trans-
physical inputs into signal data. The segmentdtion, rotation and scale.

isolates objects from the background. The featufemore or less domain specific problem for

extractor measures object properties and the clgsattern recognition is the deformation of a
sifier assigns the sensed object to a category. pattern (hand recognition in different posi-

post processor can overwrite the decision due {@yns) or the rate at which a pattern occurs
other considerations. Adapted from Duda et aﬂspeech recognition). A good knowledge of
[2001]. the problem/domain may help to find proper
features for classification. Various techniques can be tesgelect the most valuable features
from a larger set of candidates.



5.2 THE DESIGNCYCLE 31

Classification

The difficulty of classification is the variability in feativalues of the same category com-
pared to the difference between feature values for objaatgferent categoriedjuda et al,
2001]. The variability is due to complexity of the paramster may be due to noise. Noise
relies on the randomness of the sensors and not on the trearamge of the pattern. Exact
classification performance is impossible in most cases, r@ meneral approach is to deter-
mine the probability for each category.

In general, classifiers are not designed for a specific pnobRue to the complexity of the
input space some classifiers will perform better than otbera certain problem.

Post-Processing

A post-processor may use the output of a classifier and decide recommended action.
For instance, a post-processor may check the context, ghaput-dependent information
(additional information provided by the system or user)eotthan from the target pattern
(extracted features) itselDjuda et al, 2001]. The former decision may then be modified.
The pattern recognition performance usually increasesgyusiultiple features. Combining
the output of different classifiers could also sometimesaanh correct recognition. Each
classifier could operate on different aspects or featuréseanput or a third classifier evalu-
ates the output of the two former used classifi&aje| 2005].

5.2 The Design Cycle

Several activities have to be conducted to design a pat&egnition system: data collec-
tion, feature selection, model choice, training and ewadundDuda et al, 2001].

The data collection can be quite time consuming compareket@eemaining activities. The
omnipresent question is when do we have enough data callecteave an adequately large
and representative set of examples for training and teating

The characteristics of the domain will influence the featthveice. Prior knowledge is very
helpful to select promising features. The desire is to firadifees which are easily to extract,
invariant to irrelevant informations, insensitive to reand, of course, very useful for dis-
criminating objects of different classes.

The choice of a model is also non-trivial. The question is svekould another model be
taken if the selected one is not performing well? Are guitkdiavailable for the decision of
a classifier not doing just trial and error?

Training a classifier means in general using data to deterthmbest classifier. The most ef-
fective way seems to be to learn from examples whereas metiidelarning are quite essen-
tial in developing pattern recognition systems. Theseingi sets could be already labelled
with the right category and the classifier tries to minimise tosts for these patterns. This
learning strategy is called supervised learning. Unsugpetlviearning or clustering means
there is no a priori knowledge of the patterns’ classes givategories are determined on the
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statistical regularities of the patterns by grouping (&usg) the input data. Different clus-
tering methods from partitioning to model-based theorresnaentioned irZabel[2005]. A
third possibility is the reinforcement learning where thedback is just a ‘right’ or ‘wrong’.
The evaluation is an important point to test the system awelatea possible need for im-
provements. A perfect classification of training exampteairfing error almost zero) does
not necessarily mean a good performance on new patternsdsed validation error). This
problem is called overfittingQuda et al, 2001;Zabe| 2005]. A model shall not be too sim-
ple to not distinguish between different classes, and rmttomplex that new patterns are
misclassified.

Chapter 6 and 7 will respond to questions raised in this @ecti

5.3 Characteristics in Pattern Recognition

Data Space Patrtitioning

The feature vectors consisttlimensions resulting in amdimensional input space spanned
by all example vectors independent of the classes. The dgalttern classification is to di-
vide the input space in regions which represent one class.f8dture vectors can be seen
as data points or patterns in the input space. Each pattesemed to the pattern recogni-
tion system is assigned to one region called decision redpatterns assigned to one region
and actually belonging to the class the region is labelled vare correctly classified, other-
wise misclassified. The purpose of a pattern recognitiotegyss to minimise the error of
misclassification by putting decision boundaries betwestem examples forming decision
regions.

Adaptivity

Usually, no rules or heuristics are available for creatiagsion regions, but example patterns
of different classes. A pattern recognition system hasfoeg to be adaptive to incorporate
new patterns. Adaption is performed during training wheraaing set is presented to the
pattern recognition system consisting of examples withemrclassification. If the system
misclassifies a pattern but is trained with the given rigassllabel, it will learn for the future
and will probably classify similar patterns correctly. Tgexrformance of a pattern recognition
system will improve the more training examples are avadanid the capability increases to
classify accurately a wider range of parameters of the sdamss feg 1989].

Generalisation

The pattern recognition system should be able to assignighé class to a pattern which
is not included in a training data setdllan, 2003]. This process is called generalisation.
Generalisation based on adaption is the base of an intellaystem. Creating a well selected
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training data set including a possible wide range of parametlues for patterns will help to
distinguish new examples of different classes learningtisential properties.
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CHAPTER 6

PATTERN RECOGNITION ALGORITHMS FOR
MARTIAN DUST DEVILS

6.1 Dust Devils in MKING Images

38 VIKING images were used as database for the pattern recognitionthigs to extract
dust devil features. They were selected because a formehseanducted at the Institute of
Geophysics and Meteorology, University of Cologne, reeegphdust devils in these images
from different regions on Mardfennmacher et gl1996]. The search was started in Arcadia
Planitia where the first dust devils have been seen on Méw@has and Gieras¢h985] and
extended to several regions on the northern and southerisieene including the WING
lander sites also known as regions where dust devils occtiotah of 240 dust devils were
identified in 7 out of 23 regions, whereas Arcadia Planitithvid16 dust devils is clearly
outstanding in contrast to one to six detections of dustlsl@viother regions. All dust devils
were detected in local spring and summer of the northerngpmere. The lack of dust devil
detections in spring and summer of the southern hemispheséeirred to the less coverage of
this hemisphere and the few images with a resolutioa ®®0 m. The main part of the dust
devils occurred between 1400 and 1530 hours out of a sefecfiimages taken between
1200 and 1800 hours. The diameter was typically 200-300 mmh#ight ranges between
250-4000 m but was mostly 750-1000 m.

In preparation for the development of pattern recognitigodthms each image has been
analysed again to verify the previous detections. This tianetal of 325 dust devils were
counted in the 38 WKING images, including more dust devils which have been rejelayed
the former investigatordffennmacher et gl1996] probably due to their small size or strange
shape. Some features looking more like small bumps or riggesiously judged positive as
dust devils, have now been rejected. Actually, there ang 818 dust devils included in these
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Figure6.1: All dust devils were detected in Viking image f035b14 (inceydre at 41.19N, 146.30E)
taken on September 14, 1976. a) An almost perfect appeaadracdust devil with a circular bright
spot and an elongated, rectangular and compact shadow. &g&t dust devil with S-shaped shadow.
In the lower left a small, not well represented dust devibisatted with a tilted dust column. c) The
dust devil column is strongly tilted to the right which is eetied in the cast shadow.

images. Twelve dust devils are counted twice when dealirly thie images independently,
because someMING images overlap. The number of 325 dust devils, howeverillisaiid
for the pattern recognition search where each image is salyn its own.

The images used for the dust devil search differ from theimsigaw data in that way they
have been processed changing the format, correcting inteqs efixing missing pixels and
lines, removing pixel spikes, removing camera shading asdau and fiducial marks. Im-
ages are then radiometrically but not geometrically caeckc These steps were conducted
using the VICAR (Video Image Communication and Retrievafjware provided by the Jet
Propulsion Laboratoryfjuxbury and Jenserid994]. Unfortunately, this software is no longer
available at the Institute of Geophysics and Meteorologgweler, the 38 WKING images
including 325 dust devils provide a sufficient databasetierdevelopment of pattern recog-
nition algorithms. Processing uncorrectetkMG images has a non-negligible effect on the
pattern recognition of dust devils (see the following saa}i If it is intended to do a greater
dust devil search in unknownIXING images again, it is recommended to use the VICAR
software before.

The available images are in the VICAR-format. This formathianged into the binary PGM-
format (PortableGrayMap) by analysing the image labetie@ng the label and image size.
This new PGM-format has the advantage to access particidalspeasier discarding the
former label where additional image informations are ideld. There is also no loss in
image information because no compression technique isegpprhis is also the reason for
using the original greyscale images and not the contragtrer@d images used for the visual
search. Seven MING images (f034b01, f035b14, f035b16, f035b18, f038b23, K233
f038b27) containing 126 dust devils have been selected to be the dad@ase for pattern
recognition development and testing. There are ten or mosé dkvils in each image to
provide enough examples, ranging from very small to largs davils, including dust devils
with a strange shape (Figure 6.1). The other 31 images wexkfos testing and evaluating

1see Appendix A for image identifiers
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of the algorithm.

6.1.1 The Search for Brightness Maxima

Visualised by the dust-filled column, dust devils are seehraght features illuminated by
the Sun, with a dark cast shadow in images from the Martiafaser(Figure 6.1). These
two characteristics seem to be the most important featorefust devil recognition. Thus, a
search for relative brightness maxima was started in thgsgade images. A grid consisting
of 64x64 pixel squares was applied to the image, calculating thennmgensityl neanand
standard deviatioo of the pixel values for each square. Pixels with an interlsity mean+

n- o were filtered using values of 3 to 4 forduring the testing phase. Due to possible
detection problems at the boundaries of the scan areaspangrid was applied to the image
as a second step. It consists also 0k64 pixel squares, but has an offset of 32 pixels to
the outer grid. The filtered pixels of the outer and inner gnid compared to each other
compiling a list where each pixel appears only once. Figu2a 8hows a black and white
image where the filtered pixels are displayed white, all itlaee rendered black. A value of
n = 3.8 was found appropriate after some tests. If the searshafefficient (e.g. resulting
in an almost black image), the factomay be modified and the search is repeated. The white
pixels represent quite well the bright spots of dust devilfie resulting black and white
image, however, contains also parts of craters and noisesepted by white pixels (Figure
6.2).

The impact of using unprocessedkWNG images (see previous section for the meaning of
‘unprocessed’ and ‘corrected’ images) is explained takimage f034b01 (Figure 6.2) as an
example. A total of 2342 pixels have been filtered using threected image compared to
only 1340 pixels in the not-corrected case. Also, not theesalusters are represented by
the white pixels as well as much more single pixels (548 motected to 320 corrected) are
filtered. Single pixels are considered as the noise of tledilt data. Dust devils are less well
represented using the unprocessed images. Neverthélésgst devils have a sufficient size
and a clear bright spot and dark shadow, they are also ddtecthe unprocessedINING
images.

Bright spots representing the dust-filled columns of dusgtislare an important characteristic
for the pattern recognition search. However, no paramatersetrieved building components
of the feature vector because the degree of brightness & patameter to distinguish well
between dust devils and craters for example. The searchifgrtbess maxima is therefore a
preselection of possible targets.

6.1.2 The Hoshen-Kopelman Algorithm

Only a list with filtered single pixels is known so far, but $ mot clear which pixels build
a cluster. The black and white image (Figure 6.2a) showgasidut only because the
position information of the filtered pixels has been usedrtargge a black and white image
according to the original image (Figure 6.2b). The goal i&riow which pixels belong to
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Figure 6.2: a) The filtered pixels (n = 3.8) have been marked white, alexthare rendered black,
resulting in a black and white image. b) Corresponding toha) ¢ontrast enhanced original greyscale
Viking image (f034b01).
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Figure 6.3: Cluster size distribution for image f034b01. The numberidle pixels and clusters
larger than 49 pixels are truncated due to displaying reasoiihe number of single pixels is 320,
there are clusters each once at 52, 61, 77, 90, 121 and 138 enuafilpixels. Dust devils are expected
to be found at-10 pixels upward.

one cluster, how many they are and to ensure that every cleestebe identified and handled
independently from other clusters.

The problem mentioned above is a typical percolation prabl&he percolation theory de-
scribes the formation of the connection of occupied sitdatiice structures. This leads to a
network of connections which can cross the whole systemcllister spans the whole lattice,
from left to right or from the bottom to the top in the two-dinstonal case, the system perco-
lates. The Hoshen-Kopelman algorithridshen and Kopelmari976;Hoshen et al.1976;
Babalievski 1998] is a percolation algorithm for multiple labelling fduster statistics. The
success of the method is based on the application of altelalagls to sites belonging to the
same cluster but first given two different labels. The dstaflthe implemented algorithm,
lightly adjusted to our problem, can be found in Appendix B.

Figure 6.3 shows the cluster size distribution akMG image f034b01 (Figure 6.2). The
number of single pixels and clusters larger than 49 pixedstarncated in the figure for
displaying reasons. The range from 140 pixel clusters describes definitely the noise in
the image. Dust devil clusters are expected to be found fdt pixels upward due to the
resolution and the amount of clusters of these sizes in tagénnamely just once or twice
for a specific size. Clusters with sizes higher than 50 piredy also be dust devils, but
can likely be parts of craters or artefacts like the longdiaethe right and left side of the
VIKING images (e.g. Figure 6.2) due to the black bands (see Sectlpn Bhe size of a
cluster represents one parameter of the feature vector.
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6.1.3 Geometry Parameters

The shape of a cluster is thought to be a valuable parameta giis expected that the dust
devil column appears almost circular in the nadir view ofithages. For this reason a best-fit
ellipse will be adjusted to the detected clusters. A beglipse is those, whose least and
greatest moments of inertia are equal to the least and gteatanments of inertia of the object
(cluster). The moments of inertia for an ellipse algj, = 11/4- ab® andJnax = /4. ash.

If the moments of inertia are computed for the object and getkto these equations, the

semi-minor and semi-major axis, a and b, respectively, @arelrieved. The eccentricity

b?2—a

£ =
b?
and greatest moments of inertia, the semi-minor and serufraais and the angle are

calculated:

Inin = Y Y [(X—xs)cosp - (y—Ys)sin ¢]?
X ¥
Jmax = zz [(X—Xs)Sin@— (y_YS>COS§0]2
Xy
. (ﬂ)” .(iax)”g
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>7 Moz Sy (Y —Ys)?

¢ = }arctan<
Hi1 = ZXZy(X_XS)(y_yS)

2

Figure 6.4 illustrates a best-fit ellipse. The shaded arg@esents a possible cluster. Com-
puting its least and greatest moments of inertia, the seimoinaxis a and semi-major axis
b (unit is pixels) of a corresponding best-fit ellipse areidat. ¢ describes the angle be-
tween the x-axis and the semi-major axis b. It ranges betw@®rand +90 and provides an
indication of the orientation of the clustexs andys
are the coordinates of the barycentre of the cluster and
are used to identify a detected object in the original
VIKING image.

The analyses of the best-fit ellipses and their corre-
sponding clusters showed the need for another para-
meter. There are cases where almost a circle was fitted
to a cluster, the cluster, however, did not really fulfil

the ellipse (Figure 6.5, Label 247). That is due to the
Figure 6.4: The shaded area illustratesStrange shape of the cluster, more tattered than a com-
a possible cluster with an adjusted besPact one which is expected for the bright spot of a
fit ellipse. More details in the text. possible dust devil (Figure 6.5, Label 495). The new
parameteq is the ratio of the cluster area within the
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Label 247 Label 495 Label 401
0

X

X X

V phi

a=277;b=279; a=2.59; b=3.60; a=0.56; b=17.18;
phi = - 40.66°; phi=-4.17°% phi = 89.49°%;
e=0.11;q=49.3% | €=0.69; q=85.2% | e=0.99; q=95.7%

Figure 6.5: Three example clusters with their adjusted best-fit ellipgdl obtained from image
f034b01. Label 247: Cluster with a tattered structure bug thest-fit ellipse has an eccentricity
€ =0.11 The parameter q shows the discrepancy between cluster lipsieehaving only a value
of 49.3%. The red x shows the position of the barycentre. IL4@f&8 A more compact cluster rep-
resenting indeed a dust devil column, showing a higher gesaind also an increased eccentricity.
Label 401: Cluster representing a long line from the imagedbo having a high eccentricity and a
high g-value because of the clear shape.

ellipse to the area of the ellipse and is called quality patam

An additional advantage of calculating the moments of iaert the detected clusters is that
single pixels and strict lines are discarded. There must lsast one position different to the
other x- or y-positions of a cluster, otherwise both or asteme of the moments of inertia
are zero. Then the semi-minor and semi-major axis cannobimpated. Clusters for which
no geometry parameters could be retrieved will no longerdosicdered and are deleted.

The seven selectedKiNG images have been examined to constrain the values of elitgntr
and quality parameter for possible dust devils. Dust ddusters have been compared to
craters and other features. Since dust devils may have thasrfeom a few tens to several
hundreds of metres, the size of a cluster as well as the emniay vary significantly

if, for example the dust column is tilted by the wind sheae(B&ggure 6.1c, page 36). The
eccentricity ranges from.01 < € < 0.90, the quality parameter from 8% < q < 99.7%

for identified dust devils in the seveni®NG images. However, the value farwas only
twice below 0.1 and ranges normally at higher values up t@0@.8. Most values of lie
between 80% to 100% for dust devils. Figure 6.6 shows on thédmd histograms of the
data derived during the search for the bright spot in all 38ING images. In the range of
0.1 to 0.8 of the eccentricity, the total data (blue coloumsists almost completely of data
derived from dust devils (red colour). Other clusters hapeak ate = 0.0 or are usually
close to 1. Dust devil values farshow the same distribution after the analyses of 38 images
as when only the seven preselected images were examinedmdjbety is between 80%

to 100%. The histogram for the sigeshows that non-dust devil clusters are mostly located
between 0 to 10 pixels, whereas most dust devils are foumad &size of 10 pixels onward.
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Figure 6.6: Histograms of dust devil parameters. The blue columns seprieall derived data inclu-
ding the dust devil data, the red columns represent only tis¢ dievil data. On the left side histograms
for the bright spot parameters eccentricity quality parameter q (%) and size g (number of pixels).
All bright spots obtained from all process&iKING images go into these histogram data. On the
right side histograms for the shadow parameters barycert@rdinates xand y (pixel coordinates)
and size g (number of pixels). Only ovie<ING image (f034b01) with a total of 26 dust devil shadows
was used to create the shadow histograms. Otherwise thied@atia derived from the shadow search
would cover the much less in number dust devil shadow datainfy all VIKING images.

The search for bright spots has been successful. Nearly dust devil in the Viking images
(together with additional non-dust devil features) hasnbaéetected. The interaction of the
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Figure 6.7: Search for brightness minima with n = -1.4 for the shadow ci&a in a 80x80 pixels
cut-out. a) Search for absolute brightness minima. No gréc @pplied. b) A grid of 2 squares
(each 40<40 pixels) was applied. ¢) The origin®liIKING image cut-out. d) A grid of 83 squares
(each 26<26 pixels) was applied. d) A grid o4 squares (each 2020 pixels) was applied. The
noise increases because the dust devil shadow is no longedidiminant brightness minima in the
individual squares.

dust devil parameters is essential for the later classibicaind not one single parameter.
Certainly if one parameter stands out in contrast to theluglaes, it will likely lead to

a wrong classification independently from other paramet@itse three parameters sige
eccentricitye and quality parametey will be used for the description of the bright clusters
representing the dust columns of dust devils.

6.1.4 The Search for the Dust Devil Shadow

In order to extract the dust devils from other detected fesiuthe shadow of a dust devil is
an useful attribute. The same method as for the bright s@otlsas applied but this time
searching for brightness minima. After applying the HosKepelman algorithm the same
geometry parameters are retrieved for the shadow. Not tire @mage is processed now but
a pixel array which was chosen large enoughy80 pixels) so that it may include a potential
shadow with the detected bright cluster in the image cefthe. results suggest a value=
-1.4. Using this procedure a shadow is searched for eveghtociuster which was left after
the geometry analysis. As before dark single pixels andtdinies are discarded.

The entire image was divided in a grid for relative brighgiesaxima search. The smaller
cutout around a bright spot was therefore first divided iresgvsquares, too. Figure 6.7
shows an example for the shadow search with different ghids obvious that searching for
absolute brightness minima is more efficient than subdigdine small image. This was the
case for most dust devil shadows in the images. There is noise mcluded and the shadow
is less well represented the more subdivided the image is.

Shadows and shapes were clearly identified in most casesshBa®w shows the projected
vertical structure of the dust devil which may slope withdii It is very important to check
the confidence of the parameter range iandq for the shadow to see if it can be used for
classification.

In some dust devil cases a shadow was not extracted at alltheimmage. One reason is the
already quite dark background where a dust devil is locaedhat a shadow does not stand
out. The other reason is the black frame on the right and ieé sf VIKING images. If a

dust devil is too close to this frame, the>880 pixels cut-out may include some columns of
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the black boundary. A brightness minima search detectértimse since it is then the darkest
feature.

A dust devil shadow will not be represented sufficiently ainer¢fore detected if the dust
devil is anyway located at the image border. Also a cut-olB®f80 pixels is not always
possible. The software notices such a case and generatggpap@aate cut-out. Missing
pixels are artificially added later first for displaying reas, to have all possible dust de-
vil features in the middle of such quick-look plots (see ®er6.1.5 and Figure 6.9), and
secondly for classification reasons. If we use the coordgat the shadow as classification
parameters, they should always be represented in the same &f reference concerning the
bright spot.

The most significant parameters for classification of theleheare supposed to be the size
g, the eccentricitye (longish shadow), the coordinatesandys (barycentre) and the angle
@ of the cluster, because of the expected position of the shaglative to the bright spot in
dependency on the illumination conditions. The resultsraghalysing the seven preselected
VIKING images suggest the sigand the coordinateg andys as the parameters most useful
for identification of a shadow. Figure 6.7b and 6.7d show hovsthof the retrieved black
and white images look like after searching for a dust devaldstw. The shadow is the largest
object @ > 10) in the cut-out surrounded by other smaller clustersgtkxt in the upper half
of the image just in the middle of the x-axis giving valuexgf 40 andys < 40. Figure 6.6
shows histograms of shadow parameters on the right hanchitoggram forxs demonstrates
clearly the preference for the value of 40, expecting to fimelghadow in the middle of the
cut-out. ys has values< 40, the shadow is therefore located in the upper half of the880
pixels image. The majority of clusters filtered during thetdlevil shadow search have sizes
less than 10 pixels. Larger sizes indicate mostly a dust deadow, but a verification can
only be given in combination with the coordinates. The lgshmn was cut agy = 100 for a
better representation of the lowgwalues. There are several clusters with sizes larger than
100 pixels.

@ has also a preference #690° but there are significant variances for smaller dust devils.
This applies as well for the eccentricity. A small dust deldes not have a longish shadow,
showing more an eccentricity @&f ~ 0 with values of+45° for ¢ due to that there is no
preferred direction (semi-minor and semi-major axis alneagial) if the cluster is almost a
circle.

The sizeg, both for the bright spot and the shadow, and the coordingtaadys and the
angleg of the shadow are not conform with the intention to have sanet rotation-invariant
parameters for classification. The bright spot size, howeerves as a filter to distinguish
possible dust devils from the background noise mostly bimgj of smaller clusters. This
applies as well for the shadow cluster (Figure 6.7). Thetmosof a shadow is an adequate
parameter because for all 325 dust devils IRMG images the shadow was found above the
bright spot with the illumination from the bottom in the imeagThis is due to the fact that
approximately 300 dust devils have been seen in early didribits 34-40), spanning a period
of only seven Mars days and all were imaged at arouritN4@10°E. In addition, almost all
dust devils have been seen between 1400 and 1600 hoursitoeaképresenting therefore
the same illumination conditions for a specific point.

VIKING images are not oriented such as north is always up in the sn&gkere the shadow
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Figure 6.8: Structure of results for each processed image. On the left: folder for each processed
image is generated. In the middle: each image folder costairbfolders for each detected bright
cluster plus additional auxiliary files. On the right: fileertaining the position and geometry param-
eters for the bright cluster and potential shadows plus karyi files and quick-look plots (last three

files in this column). More details in the text.
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point. The positions of the shadows of the remaining dustlslemot imaged within the

above mentioned temporal and spatial frame, are maybeekb@diove the bright spot by

pure chance, depending on how the images were taken.
Dust devils in HRSC and MOC images will likely be imaged afafi#nt conditions so a

solution has to be found for different directions of the ddistil shadow. The easiest and

quickest way will probably be to rotate the input data detifrem VIKING images at specific
angles to provide datasets which simulate different illuation conditions.

6.1.5 The Structure of the Results

A lot of files and folders are generated during the processioge image. The comparability
of results of different images for the evaluation of the noeltlis an essential requirement.
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Figure 6.9: Quick-look plots of a dust devil seenVhKkING image f034b01. a) Black and white image
(vergleichn3.8Qsw.pbm) with filtered pixels after the brightness maximacteab) The original
greyscale cut-out (vergleicgrau.pgm) shows if a detected object is really a dust devwilatr c) Black
and white image with filtered pixels after the brightnessiminsearch (vergleicim-1.4Qsw.pbm).

It needs therefore an automated way to create filenames aoldlex Structure in a clear
identifiable manner for a quick comparison. The structurthefresults is presented here to
help to understand the procedure how it is searched for @wdschnd the later classification.

A folder is created for each processed image containinghtiageé name (e.g. f034b01.pgm)
and the chosen value farfor the brightness maxima search, here 3.8 (Figure 6.8, on the
left).

For every detected bright cluster a folder is generategdalg.Label 60 where 60 is the la-
bel number given by the Hoshen-Kopelman algorithm. Thesepaty folders left for whose
clusters the geometry parameters could be computed. dtisters are deleted (Figure 6.8,
in the middle). The parameters of each cluster (label, semer and -major axig andb,
eccentricitye, angleg, quality parameteq, sizeg and the coordinates; andys) are sum-
marised in the fileeigenschaftemell.dat The file gesamtlistenell_.n3.80includes a list of
all filtered pixels which fulfilled the brightness criteridhe two filesillum_parameterand
phixy_parameterare actually later added during the adjustment of the algorito HRSC
and MOC images and will be explained in Section 6.2.2. Thekotand white imagever-
gleich.n3.8Qgesamt.pbnshows if the bright spots of dust devils are represented bfsee
Figure 6.2, page 38). The frequency distribution of thetelusizes are listed iverteilung.dat
(see Figure 6.3, page 39).

Each label folder representing one detected bright clustetains files produced during the
search for an accompanying shadow (Figure 6.8, on the righwjo files are created for
every potential shadow, e.gPos Lbl_schattenl and form_Lbl_schattenl for a cluster la-
belled with 1, containing the pixel coordinates of a clusted its geometry parameters. The
pixel coordinates and geometry parameters for the brigbt age also located here as for
examplePos Lbl_209 and form_Lbl_209 respectively. gesamtlisteschattenn-1.4Q eigen-
schaftenschatten.daandverteilung.datare the analogues to the files with the almost same
name created for the bright spot search. The three quidkgtmis arevergleichn3.80.pbm
vergleichn-1.40.pbmandvergleichgrau.pgm(Figure 6.9). The first two are black and white
images representing filtered pixels for the bright spot &edshadow, respectively. The last
image represents the cut-out of the original greyscale @fi@agthe verification if a detected
object is really a dust devil or not.
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6.2 Adjustmentto HRSC Images

6.2.1 General Configuration

HRSC produces due to the imaging technique long image strighsseveral ten thousand
lines (Figure 6.10). The width is also highly variable witlostly several thousand pixels. It
is necessary to cut the long images in manageable sizesN® images have a fixed size
of 1056x 1204 pixels. The resolution of dust devil images was in mases~70 m/pixel.
HRSC images have usually a resolution of 12.5 m/pixel. Thesqu
tion is now which image sizes at which resolution shall beagated
to retrieve dust devil parameters which are in a comparaige to
the VIKING parameters? This is very important since a later correct
classification depends on these values andNG data are used as
the database for classification training.

Several configurations have been tested, and although sspeeta
are explained here, testing was also done after applyingléssi-
fier, to see how it handles the different representationfi@fdust
devils (see Section 7.3). The advantage of HRSC is definitely
high resolution. However, if it is possible to detect veryatindust
devils now, there is the difficulty that some dust devils aelarge
to be well represented. A large bright spot will cover a goodipn
of the image cut-out, raising the mean brightness and thexefo
relative brightness maxima are left which can be filtered. riarp
ity has to be given to those dust devil sizes which are expdote
be seen most of all. A resolution of 25 m/pixel was chosen to be
adequate, since dust devil diameters of several hundreaeés
are most common resulting in approximately 8 to 16 pixelsiier
diameter with this chosen resolution.

By analogy to the processing ofikiNG images the image cut-outs
are 12061200 pixels for HRSC images. The algorithm can handle
this size without problems. Choosing a larger square lecetomes

to too many filtered pixels for the defined arrays in the soféwa
Since the HRSC image size is highly variable, adjusting d dfi
1200x 1200 pixel squares will lead to an image border on each sidqg
which will remain unprocessed. Dust devils which are lodae
the image border will then not be detected. Since HRSC image§
are geometrically corrected, i.e. north is at the top of thage and
they are map-projected to a MOLA DTM (digital terrain modéhe
image border is not a clear line leaving a black frame arobadti-
ginal greyscale data (Figure 6.10). Several cut-outs ane tibtally
black. The software notices that no clusters are found amggu Figure 6.10: Example of
to the next square. Due to the black frame, the grid of 1200 @ 'ong HRSC image strip
pixel image cut-outs will rather be centred on the real ggegie (orbit 2225).
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image data than covering the black area. Dust devils at tageorder should therefore be
included in the cut-outs in most cases. If the black framears f an image cut-out, it may

prevent the filtering of dust devil shadows, because it is the dominant dark object. So
far, the cut-outs are directly connected to each othergettseno overlap. Dust devils at the
edges of these cut-outs are also difficult to detect. A lagmrovement could be to overlap
the cut-outs to avoid this second border problem.

Depending on the image size, there are usually between 3@etol@0 cut-outs. Extreme
cases had over 700 cut-outs. This has an impact on the progésse. The more cut-outs
and the more features are detected in an image, the longeitdake. A duration of 1 to 3
hours is acceptable as it was in most cases. A reduction ofrthge resolution would lead
to a significant decrease in computation time.

There are four constants in the algorithm: the factor 644egsize for the relative brightness
maxima search), the factor 80 (square size for the absotightbess minima search), the
factor 3.80 (for filtering the bright pixels) and the factdr40 (filtering the dark pixels). It
was supposed and later approved that no changes are ngcestiae constants 3.80 and
-1.40 for filtering pixels. HRSC images are as well greysaaages with in principle the
same representations of dust devils and no contrast enientg are applied.

If the values of 64 and 80 for the square sizes are sufficigmemids on the dust devil sizes
and the information available in the image. Due to the mughéi resolution much more
details are seen in the HRSC images. If the squares are ctagzskmge, too much pixels are
filtered and the object we are interested in will not be worketproperly. Smaller divisions
would discard larger dust devils. After some testing it wasided to keep the old values
of 64 and 80 pixels for the squares for pixel filtering with aakition of 25 m/pixel. There
will still be some dust devils too large to retrieve usableapaeters of the bright spot in a
64x 64 pixel window and the shadow in full length in a:880 pixel cut-out. Likewise there
are still dust devils too small for detection. Neverthel@sshe classification chapter it will
be demonstrated that most of the typical dust devils arectiztaising this configuration.

6.2.2 lllumination Conditions

The shadows of all dust devils are oriented in an upward timeeén the VIKING images
which build our database. This is due to the fact that almibsihages containing dust de-
vils cover Arcadia Planitia, taken within only seven day4%sM0 to 1530 hours local time.
The same illumination conditions in these images provigestime direction of the shadows
of dust devils. The location of a shadow is therefore a slatpharameter for classification.
There are also other shadow directions possible, espetmalHRSC images. The informa-
tion is needed where a shadow is expected in a Martian imathgta classifier can evaluate
if a detected object can be considered as a dust devil shadearequired complements and
add-ons for HRSC (and later MOC) have also been implementttisoftware for WKING
although it was not necessary, but the same subroutinesadgfor all mission images.

The illumination conditions in an image are dependent orptistion of Mars and the Sun,
thesuhsolar_pointand where a camera is pointed to on the Martian surface at#ispiene.
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Figure 6.11: lllustration of the illumination conditions at a possibleist devil location. Left figure:
The white area in the middle represents the bright spot ofst davil, the black ellipse its shadow.
The dust devil location is regarded as the intercept poinesgtthe camera points to at a specific
time. The anglep is between the semi-major axis of the shadow and the x-axéstfl the right), and
has values betweeh90°. From the x-axis in a clockwise direction extends the nazimuth angle,
indicating the northward direction. Right figure: The ssblar.azimuth angle indicates clockwise the
direction to the sun from the north. Opposite of the sun dinecare the dust devil shadows located.
The northazimuth, the shadow angle and the sdiar.azimuth have values betwe@hand 360°.

Thesuhsolar_pointis that point on the Martian surface where a line from the boshtre to
the sun centre intersects the surface (sun is perpendtoutlais surface point). All necessary
informations about the position of the bodies, the spafearal the mounted camera are
provided via a software calledPECE. SPICE is a software system produced by NASA's
Navigation and Ancillary Information Facility (NAIF)that provides the capability to easily
combine accurate space geometry and event data into masadysis, observation planning,
or science data processing software. The software, masthei form of subroutines, is used
to read ®ICE files including relevant information and e.g. the altitude@pacecraft or the
illumination angles can be computed.

The time when an image was taken is the essentially neededation beside SiCE data
files for our illumination problem. The MING image label was used so far only for the
retrieval of the size of the image and the label itself. Theeavas done for the HRSC
images. Now it is searched for the start and stop time of agéner HRSC, and the image
time for VIKING. There is only one time stamp provided for the rather smatiNVG images
compared to the long strips of HRSC. Two illumination anglétbe retrieved for the start
and the end of an HRSC image, indicating a range of possilsiedsivil shadow locations.

Since we have two KING orbiters and two cameras on each orbiter, the software @s als
looking for two keywords giving the spacecraft and instratmgame. Images can be taken
by the VIKING Orbiter 1 or 2, and by the camera A or B. The ND channel is alvuegsl to
process an HRSC image, so there is no additional informagiguired.

The intercept point where the camera is looking at on theasarhas to be calculated.
All necessary parameters can be computed for this point aeeifec time. First theso-

http://naif.jpl.nasa.gov/naif/
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lar_incidenceangleis calculated. This is the angle between the local verticilaintercept
point (on the surface) and a vector from the intercept parihe Sun. The height of dust
devils are retrieved using this value and the length of tlst shadow. The local time and
season are also important for the interpretation of the diexsit occurrence and are retrieved
using $ICE as well.

Thesuhsolar.azimuthis the angle between a line extending from the intercepttpoimorth-
ward directions and the line from the intercept point toghlk solar_point(Figure 6.11). This
is the essential angle for the estimation of the dust dewtistv direction. Since HRSC im-
ages are all adjusted in a northward direction (north is up@images) there is no problem
in applying thesub solar.azimuth angleThis is not the case for XING images. North can
be everywhere in the image. For this reasonrtbgh azimuthelement has to be computed.
The north.azimuthprovides the value of the angle between a line from the imagére to
the north pole and a reference line in the image plane. Tlereete line is a horizontal
line from the image centre to the middle right edge of the ienfggure 6.11). Summing
up thesuh solar.azimuthand thenorth.azimuthfor VIKING images leads to the direction of
the subhsolar_point seen from the image centre (image centre is equal to theepepoint
for VIKING images). The values of the angles increase in a clockwisetdin. All illumi-
nation values, theolar.incidenceangle the subhsolar.azimuth the north.azimuthand the
local time and season are written in the filem_parameter(see Figure 6.8, page 45).

The factor 180 has to be added to the angle of thh solar_pointto get the direction of
the shadow (Figure 6.11). The retrieved value is convertethat it can be compared to
the derived shadow parameters, the orientation apgiad the coordinates andys. The
computed values are written in the fpaixy parameter(see Figure 6.8, page 45). Checking
up this file leads to the selection of an adequate shadowifdas$he shadows of dust devils
should have approximately the same parameter values as\thiggen in the file so that they
are considered as a shadow of a dust devil.

6.3 Adjustment to MOC Images

MARS GLOBAL SURVEYOR MOC images are available through CD-ROMs at the Institute of
Geophysics and Meteorology or via the intefn®ata from other missions including Aks
ExPRESsand VIKING are available on this site as well. MOC images are in the ceagad
.img-format which can be extracted to the readable .pdsdibrwhich is the standard archive
format for images from planetary missions. PDS stands fanéthry Data System. Since the
labels of these images have their own format different froenavailable VKING and HRSC
images in the VICAR format, a new software also installinglzSHibrary for reading the
image label had to be written.

For our purposes the .pds-image is changed to a .pgm-imageas done for VKING and
HRSC images using the information about the image size itetbed. Two time stamps are
delivered with an MOC image, the start time and the stop tifremamage, providing also a

Ihttp://pdsimg.jpl.nasa.gov/Missions/index.html
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range of possible values for the shadow direction. The camensists of two instruments,
the narrow (NA) and the wide angle (WA) camera. Tihgtrumentid have to be readout if it
is NA or WA. If the WA camera is used it has to be distinguishethizen the red and the blue
filter. These informations are necessary for the right caatpan of the surface point where
the camera points to on the Martian surface. This is impoftarthe correction calculation
of the illumination angles.

The further processing is analogous to the®c and HRSC image processing. The illumi-
nation angles and the local time and season are retrieve @ges are also not adjusted
in a northward direction so theorth.azimuthhas to be computed as well. Before applying
the derived anglep and the coordinates; andys of possible shadows to a MOC image, it
has to be investigated if the image has to be flipped lefightr After flipping the image
the computed parameters should be in agreement with whetisis the image. The flipped
image is used for further processing.

The image sizes and the resolution are highly variable fovi@ages, making an automated
processing difficult. The resolutions of NA images are a fegtres per pixel, suggesting a
decrease of resolution for parameter retrieval, whereagi#yes have a resolution of mostly
about 240 m/pixel. The size and shape range from long skegté small rectangular images.
It is therefore not clear in advance if the original image ima&ybe to be cut in smaller pieces
so the software can handle it. It seems to be necessary toahawek at the images before
they are processed. There is no software provided for MO@é@wdut a decompressing
software. If the resolution shall be reduced or the imagé# bbacut in smaller ones, another
image processing software has to be used or an own code haswitten. This leads to a lot
of handwork because each image has to be treated sepaBuidsy.the images are let as they
are. If the results are not satisfying after applying thegratrecognition and classification
software to them, it will be decided thereafter which change required.
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CHAPTER 7

CLASSIFICATION OF DETECTED PATTERNS

There are an increasing number of classifying methods asdahe getting more complex
since pattern recognition has become very popular in theykrs. It is not easy to find
an adequate classifier for a set of data. It was searched feeavailable software, which
provides multiple methods for analysing the retrieved desil data and investigating which
classifier may be the best one for our problem.

7.1 The LNKnet Library

The LNKnet library was developed at the Massachusettsiistof Technology (MIT), Lin-
coln Laboratory, within the Information Systems Techng@l@youp Cippmann et al[1993];
Kukolich and Lippmanif2004])t. The acronym LNK stands for the first initials of three prin-
cipal programmers (Richard Lippmann, Dave Nation, and &ikdkolich). LNKnetincludes
more than 22 neural network, statistical, and machine iegrriassification, clustering, and
feature selection algorithms (Figure 7.1). The library oamunder different operating sys-
tems such as Solaris UNIX, Red Hat Linux and Microsoft Wind@md provides beside exe-
cutables, documentation and sample datasets also theesmade. This makes the LNKnet
library very flexible and adaptable for the specific needs@onbtlems of a user.

The LNKnet pattern classification software can be accesgethkee different approaches.
The first approach is to use the graphical user interface Y@Uun experiments. A second
approach creates automatic batch jobs, which run clagsiiccprograms from a command
line or in shell scripts. The third approach uses the LNKn&t @ produce C source code
which can be implemented in already existing applicatiagpems. This feature of LNKnet
allows trained classifiers to be run on any computer that h@scampiler Kukolich and

Ihttp://www.Il.mit.edu/IST/Inknet/
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Figure 7.1: Overview of the current algorithms implemented in the LNKibeary. Adapted from
http://www.ll.mit.edu/IST/Inknet/.

Lippmann[2004]).

Figure 7.1 shows the algorithms implemented in the LNKregly. The algorithms include
classifiers trained with labelled data (supervised le@niclassifiers that use clustering to ini-
tialise internal parameters and then are trained furtt@nfined unsupervised-supervised),
and clustering algorithms trained without supervisiomgsinlabelled training data (unsu-
pervised). Linear discriminant (LDA) and principal comgois analyses (PCA) are used to
reduce the number of input features. Forward and backwantises provide a selection of
a small number of features from among all existing featurekvshall yield the best classi-
fication. These last two algorithms deal with the problemiofehsionality.

LNKnet produces several plots and tables when training ssiflar. Decision region, his-
togram and structure plots are provided, as well as plotsistgchow the error rate or the cost
functions vary with time/training. After an experiment g confusion matriceKukolich
and Lippmann2004;Zabel 2005] and tables of the error rate for each class and oesrall
rates are shown to illustrate how well the classifier perform

Only some of the classifiers and methods which were used gltesting of the WKING
dataset will be explained in more detail. The descriptioalbflassifiers and methods can be
found inKukolich and Lippmanifi2004].

7.2 Classification of the MKING Dataset

One of the main problems of pattern recognition and clasgifin is the dimensionality of
the input space. The more parameters are retrieved the hattdbject can be described, the
more complex, however, is the feature vector, too. A classifas then to deal with higher
dimensions which make a correct classification more difficltlwas therefore decided to
separate the classification of the bright spot and the shaditine dust devils, so that not 6-
dimensional but two 3-dimensional input spaces (accortbirige selected parameters) have
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to be handled. This is also convenient with regard to thegtesf the pattern recognition
software (see Figure 6.8, page 45), where first the brightsgp@meters are retrieved, then
it is looked for a potential shadow for each bright cluster.

7.2.1 Classification of the Dust Devil's Bright Spot
7.2.1.1 Separation of Data

It is useful to separate the available data in training, et&bn and testing data. Of course,
the majority of the data should be in the training data, sbdltdassifier has enough examples
it can be trained on. Testing data are not presented to tesifiéa during the training phase.
The trained classifier will react on this data in its curreatiss. The testing phase will actually
show how well the classifier performs. Evaluation data aessary because it is possible
to design a classifier that provides a low error rate on tngigiata but that does not provide
a similar low error rate on other data collected from the samece Callan, 2003]. First
the classifier will be trained using training data. Then tlaéned classifier is tested using
evaluation data. If the results are not satisfying, thestli@s structure is changed and the
training is repeated. Test data are used for the final tess dgproach uses training data to
adjust trainable parameters and evaluation data to adijastlassifier sizes and complexity
to provide good generalisation.

[Kukolich and Lippmann2004] suggest if thousands of patterns are available b thel
database into three sets: training, evaluation and tedats Usually 60% of the patterns
are assigned to training data, and each 20% to evaluatiorteshdiata. If fewer patterns
are available (on the order of hundreds of patterns), thasdatis split into only training
(60% of patterns) and test data (40% of patterns). If onlg t#rpatterns are available, only
training data is used. In both cases where no separatiorree tharts is possible, 10-fold
cross validation is used on the training data. N-fold cradgation splits the data into N
equal-sized folds and tests each fold against a class#ieenl on the data in the other folds.

Summarising the results after the bright spot search in B8N\ images, we have 2334
patterns. This dataset includes 325 dust devils and 2009]asndevil features, giving a

ratio of 1:6.2. The number of patterns is large enough taddithem in training, evaluation

and test data. The dataset was divided in three parts notdeoimg) from what image the

data is or how well the dust devils are represented in therdifft parts. It was made sure,
however, that the ratio of dust devils to non-dust devildeas is roughly the same in training,
evaluation and testing data.

7.2.1.2 Normalisation and Feature Selection

The LNKnet library provides two powerful features. The #@pito normalise the input data
before it is presented to a classifier, and to use only a sahseput parameters for classi-
fication. Three methods are available for normalisatiom@ normalisation rescales each
input feature (e.g. the eccentricigyor the sizeg) independent from the other features so
that a mean of 0 and a variance of 1 is retrieved. This compens$ar the differences in
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Figure 7.2. A part of a training file showing the parameters retrievedidgrthe brightness maxima
search. The first line was added for displaying reasons tatiflethe columns. The first column
indicates the class: 0 for non-dust devils, 1 indicates a desil’s bright spot. Label is the number
given by the Hoshen-Kopelman algorithm. Each line reprissarfpattern’ or ‘sample’ as it is referred
to in the text. More details in the text.

the means and variances of the input dimensidéasklich and Lippmann2004; Callan,
2003]. The principal components analysis (PCA) rotatesithet space so that the direction
of the greatest variance is the first dimension (first comptndt is often used to reduce
the number of input dimensions if only the most important poments are selecte®(ida

et al, 2001] and the data patterns are then displayed in the nexdicate system. The last
method, linear discriminant analysis (LDA), can only befpaned when classes and class
means can be modelled using Gaussian distributions. Itivesisfore not used, since our data
show clearly no normal distribution. PCA was also tested with a simple normalisation
the best results were rendered during feature selection.

Our dust devil feature vector consists for both objects,lthght spot and the shadow, of
nine parameters. Figure 7.2 shows the nine parametersdbrdedected relative brightness
maxima cluster in an image: first the label is written, the iserimor axisa, the semi-major
axisb, the eccentricitye (e) and the angle (phi) then represent the parameters of the best-fit
ellipse, followed by the quality parametgrthe sizeg and the barycentre coordinatesand
Ys. The class numbers, 0 for non-dust devil objects, 1 for ahbsgot of a dust devil, were
added so that a supervised training can be conducted.

Needless to say that not all of these nine parameters likéathed or the coordinates are
useful for classification. Also, the ellipse parametersiaterdependent so not all can be
used. In the previous chapter the parameterg andg were thought to be most valuable
for classification of the bright spot. This will be checkedusing the feature selection tool
provided by the LNKnet library.

There are three ways of creating a favourite feature lisa florward search, each parameter
is tried singly and the feature which gets the best classific@ate (according to the labelled
training data) is selected as the first feature. The remgiparameters are tested in combi-
nation with the first feature and the best of them is addedeasd¢hond feature. Each feature
is processed this way creating a list with a sequence of peteambest for classification until
no parameters are left.
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Figure 7.3. Error rate for the forward and backward search, using simpamalisation and the
nearest neighbour classifier. The parameters 5(q), 1(&) &Gd 6(g) provide the lowest error for the
right classification.

The backward search starts with all features trying to lesa&h one out. The parameter
which the classifier did best without is selected as the &stfe. Parameters are taken away
until none are left. The idea is that there is a set of parammetlich perform well when
they are combined but do poorly individually. This combiaatwould not be found if only

a forward search is used.

A combination of both methods is the third option, the fordvand backward search. First
the program starts searching forward until it has two fesgtumhen it searches for one to take
away. It is continued by adding two and taking away one, @afitparameters are listed. This
method will find some interdependencies in the input featwieich can not be found by the
two other methodsqukolich and Lippmann2004].

The testing of the selected features is done via classtitatfi he algorithm can either be
a nearest neighbour algorithm with leave-one-out crosgdatn or any other classifier in-

cluded in the LNKnet library with N-fold cross validation eldrest neighbour classifiers work
with the idea that a pattern is probably of the same classsasetirest neighbour patterns.
Distances are therefore computed between all patternealtretone-out cross validation, the
stored training patterns are tested one at a time againstialmontaining all but the single

test pattern. N-fold cross validation splits the data intimlds testing each fold against a
classifier trained on the data in the other folds.

Feature selection was done with the training dataset fdotiight spot once normalised, once
without normalisation. It was quite obvious that the segquetiorms much better with a sim-
ple normalisation of the data. All three search algorithrgehbeen tested using the nearest
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neighbour leave-one-out cross validation classificatibhere are not much differences in
the overall error rate from 10.5% to 11.0% for the right diésastion. The parameters which
were selected in most cases as the best for classificatian #ris sequence the quality pa-
rameterq, the semi-minor axig, the eccentricitye, and the sizey. Figure 7.3 shows the
error rate for the forward and backward search. Smeade¢ are interdependent, only one
parameter should be selected. The feature selection mawad error rate of 11.8% for the
combination of parameter 5 and 4 &nda), and 12.1% for the combination of 5 and @ (
ande¢). The eccentricity was previously thought to be a valuablameter and was therefore
chosen. The later classification showed that it had no maftuence choosing instead of
a, revealing even a lower error rate in parts.

The expectations which parameters are the best ones faifidason of the bright spot of
dust devils have been confirmed by the feature selectionabtiie LNKnet library. The
parameters eccentricig; quality parameteq and sizeg are chosen to train a classifier.

7.2.1.3 Classifier Testing

The LNKnet library provides several classifiers. Many ofrthbave been tested on the
datasets to see how they react on the dust devil data. No¢st##d classifiers and their
results will be presented here, but an assortment which sldifferent characteristics and
classifying results, including the later selected traiokedsifier.

Neural Network Classifier - Multi-Layer Perceptron

A multi-layer perceptron (MLP) is a widely used neural netikvolassifier. Mapping is per-
formed adaptively and this learning ability is a great adaga. A single-layer perceptron
is composed of one layer of ‘neurons’ or nodes. The inputdsived by all nodes of this
layer, but there are no connections between the nddes 1989]. Each node refers then to
one class. A more powerful network is an MLP, which
is often implemented in two layers (Figure 7.4).

The first layer, known as hidden layer, receives the

Output
v weighted inputs, whereas the second layer, called the
N : :
'—';\ /,' output layer, receives the inputs from the nodes. Such
/ /}f\ a system is called a feed-forward netwofr&ajlan,

/,1\_/‘ 2003]. It estimates the a posteriori class probabili-
c ties of an input pattern by using sigmoid functions as

threshold functions. Decision regions are created by

positioning hyperplanes produced by these sigmoid
Figure 7.4 A two-layer perceptron functions in the input spac&{ikolich and Lippmann
formed by the hidden and the outpu004]. The planes are combined to form decision re-
layer. gions. The weighted connections between the layers
of the MLP specify the positions of the planes and
their combinations.
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Error Report - alle hellmlp.err.train

Class Patterns # Errors % Errors 3tdDev EM3 Err Lahel
a 24440 704 2.88 { 0.1) 0.1E5 nobD
1 3560 1542 51.74 [ 0.8) 0.627 Lo

Crrerall 28000 25468 9.09 [ 0.2) 0.266

Error Report - alle hellmlp.err.eval

Class Fatterns # Errors % Errors 3tdDev EM3 Err Label
u] 404 18 4.46 (1.0 0.171 nolhD
1 63 2z 34.92 { 6.0) 0.519 LD
Crrerall 357 40 8.57 { 1.3) 0.z249

Class Patterns # Errors % Errors 3tdDev EM3 Err Lahel
a 354 & 1.56 { 0.6) 0.135 nobhD
1 g3 37 56,63 [ 5.4) 0.650 Lo
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Figure 7.5: The results of the multi-layer perceptron classificationtlie configuration of 320
epochs, 20 nodes in one hidden layer, and a step size of OMéight updating. At the top the
training results are seen, in the middle the results of thauation, and at the bottom the test results.

Back propagation is very useful to train a multi-layer netivoThe weighted connections
between the input and the hidden layer (Figure 7.4) are firsalised by random weights.

Back propagation will update these weights to assign therginputs to the desired outputs
as given in the training data file. The update is done usingadignt descent algorithm

to minimise the error between the actual output of the ndtvemd the desired class for a
pattern. The output error is computed by a cost function. pteerns in the training data file

are repeatedly presented to the classifier until a detedmoenber of iterations are reached
or the reduction in error is as minimal as desir€aljan, 2003].

The most important options which have to be set to use the MlLdassifier are the number
of times (epochs) the data are examined, the number of hidglers and the number of nodes
in each hidden layer, and the step size for the weight upglafihe step size is a multiplier
applied to the gradient when the weights are upddfeéd¢lich and Lippman2004]. Further
options concern weight definitions, available cost funddidor the back propagation and
different sigmoid functions for the nodes of the layers. Séhéast options are usually not
changed and it is advised to use the standard configur&igkofich and Lippmann2004].
Standard weight definitions are a constant step size useadl feeights, which are updated
after each trial. Trial means after each presented patfehedraining file and not after each
epoch (total training file examined). The squared errortionds used as the cost function.
The standard sigmoid function goes from 0 to 1 with an outpGt®for an input of 0.

Testing was started with the standard configuration praliole the LNKnet library: 20
epochs (cycles through the training file), one hidden laygh ®5 nodes, and a constant
step size of 0.2 for the weight updating. The results weresabsfying, most obvious that
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Error Report — alle hellmlp.err.train
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Error Report — alle hellmlp.err.eval
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Figure 7.6: The results of the multi-layer perceptron classificationtlie configuration of 320
epochs, 20 nodes in one hidden layer, and a step size of 0@dight updating. At the top the
training results are seen, in the middle the results of thawation, and at the bottom the test results.

further training is needed. The LNKnet library provides gian to continue the training.
The training data will then be examined another 20 epochis dgtion can be repeated until
the results are more satisfying. A configuration of2D epochs, 20 nodes in one hidden
layer, and a step size of 0.4 produced the results seen ingd-fgb.

The training resulted in a quite good classification of thelast devil patterns (Label noDD,
class 0) with an error rate of 2.88%, but only every second diexsl was correctly classified
with an error rate of 51.74% (Label DD, class 1). This givestalterror rate of 9.09% which
is slightly below the error rate obtained during the feasekection. If the classifier is tested
using the evaluation data, the results are much betterinebdf the dust devils are correctly
classified (Figure 7.5, in the middle). 17 of 22 misclassifiedt devils have a sizg< 10
pixels. This is consistent with what was already seen in e distribution of clusters (see
Figure 6.3, page 39). Cluster sizes below 10 pixels are mtysthted as noise.

The results of the test data show a similar behaviour as thiode training data. The mis-
classification rate of no-dust devil patterns are very lovilewtiust devil misclassification has
an error rate of 56.63% which leads to a total error rate 33%. As in the evaluation case
33 of 47 misclassified dust devils have a size of less thanXiOther misclassified dust
devil patterns seem to have too l@walues or too high eccentricities

The aim is to reduce the error rate of dust devil patternsdieep the good classification
rate of no-dust devil patterns. Priority was given in gehgr@onfigurations which produce
little false classification of no-dust devil patterns andegat a higher misclassification of dust
devils. This was chosen to reduce the number of false pesitdtections and accept that
maybe small or strange looking dust devils are not detected.
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Figure7.7: Plots produced during training and evaluation with the MLURssifier. At the top decision
region plots of the two parameters g and g. The structurepbttiom left represents the architecture of
the classifier, the error plot bottom right shows how the edecreases during training. More details
in the text.

The final configuration which was chosen to produce the besiteeare %20 epochs of
training, a single hidden layer with 20 nodes and a step siz&&@ A higher step size
improves the training time because of the greater increafégiteach trial. Too big step sizes
may lead to a classifier which never converges because ttensygets unstable or oscillatory
[Lee 1989]. The improvement of a higher step size of 0.6 insté@doof the former settings
was a slightly better classification rate of dust devil paevhile the no-dust devil patterns
and the total error rate degraded a little bit (Figure 7.6)ofl21 misclassified dust devils in
the evaluation file (Figure 7.6, in the middle) have agaiesiess than 10 pixels, as 33 of
45 misclassified dust devils in the test file (Figure 7.6, atidbttom). No-dust devil patterns
which were wrongly classified as dust devils have alwaysefszes higher than 10 pixels,
a highq value and loweg values. When the eccentricity is higher, also a higihealue is
seen in the patterns which leads to a false positive claasdit If g is lower, alsce is small
and the pattern is again regarded as a dust devil if accomganth a sufficient size.

Further testings with different sigmoid functions and weigonfigurations revealed only a
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worse classification. These settings are anyway recomndemoteto be changedukolich
and Lippmann2004]. Also a second hidden layer included in the architeodf the classifier
with nodes ranging in number from 5 to 25 resulted in no improents. The presented
results in Figure 7.6 and 7.7 seem to be the best achievadsifitation for the dust devil’s
bright spot with the multi-layer perceptron.

Figure 7.7 shows several plots created during training aatuation with the settings of
simple normalisation, 820 epochs of training, a single hidden layer with 20 nodesand
step size of 0.6. In the upper half decision region plots hoeve after applying the trained
classifier to the evaluation file. The two plots are in genglahtical but in the left plot the
misclassified patterns are highlighted as grey squaresh &gare represents one pattern
included in the evaluation file. Red squares are no-dust gatterns, yellow ones are dust
devil patterns. The right plotis used to discover if the faissified patterns highlighted in the
left plot are no-dust devil or dust devil patterns. The ywllmackground indicates a region
where patterns are mostly dust devils, in the red regiorepatare mostly no-dust devil
patterns. Some of the red squares lie within the yellow regiad vice versa but are correctly
classified. That is because it is a two-dimensional giots. g), although we actually have
a three-dimensional problem (parametgrs andg). The black lines represent hyperplanes
defined by the nodes of the hidden layer (same number of higmap as nodes). They ge-
nerate borders between decision regions.

The structure plot shows the architecture of an MLP and is bedom left in Figure 7.7. The
three parametersg € andg build the input layer, the hidden layer is build of 20 nodes] the
two classes ‘noDD’ and ‘DD’ represent the output layer. Tle black squares in the input
and hidden layer are bias nodes. Negative weights are @alarange, positive weights are
black. The thickness of the lines is proportional to the niagie of the connecting weight.
The average percent error in classification during eachrepfitaining is stored in a file and
the developing during training can be seen in Figure 7.pbotight. The error decreases
strongly during the first trials, later the improvementsamé minimal with further training.

Nearest Neighbour Classifiers

The idea of a nearest neighbour classifier is that a pattgorotzably of the same class as
those patterns nearest tokikolich and Lippmann2004]. Nearest neighbour classifiers are
quite simple when storing all the training patterns andwdate distances to them all for each
testing pattern. The computation can then be quite exterisiarger datasets. Also these
classifiers do not generalise well where training and tett ddfer. A rough estimate how
difficult a problem is can be obtained and the classifier ig ablcreate complex decision
regions.

A k-nearest neighbour (KNN) classifier trains by storing airtmg patterns presented to
it. The k-nearest patterns to the test pattern are found using Eaclidlistances during
testing. The class which occurs the most amongkimeighbours is assigned to the test
pattern Duda et al, 2001]. The best results using this classifier were obtamddk = 1,
only the closest neighbour is considered in the classi@inadecision. Figure 7.8 shows the
obtained error results. Cross validation replaces thig tine training error output. Leave-
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Error Report - alle hellknn.err.cross_validation
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Figure 7.8: Classification results of the k nearest neighbour classiffgrthe top the results of the
cross validation test on the training data, in the middle tbgults of the evaluation data, at the bottom
the results of the test file.

one-out cross validation tests one pattern at a time agaitrained KNN model containing
all but that single test pattern. Most obvious is the worssgification of the dust devil
patterns, especially for the evaluation file in comparismthe MLP results. The no-dust
devil patterns have also a lower correct classification ratee decision region plot for the
evaluation (Figure 7.9) shows now a more complex structiyieg to characterise single
patterns much better. Testing with higlkeralues (more neighbours taken into account for a
test pattern) revealed only an improvement

in classification of class 0 with a significant e e iy

decrease in correct classification of dust de-
vil patterns.

These results show that in general a nearest
neighbour classifier is able to divide the in- °
put space into two parts. One part includesX2
the no-dust devil patterns, the other the typi-
cal, well represented dust devil patterns con- o
sisting of roughly 40-50% of the real dust
devil patterns. This is an acceptable result

when considering that no adaptive learning . N
is applied and generalisation depends highly T oewe o
on the training data.
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Figure 7.9: Decision region plot for the two pa-
A condensedk-nearest neighbour classifiefameters g and g after applying the trained KNN
(CKNN) reacts during testing like a KNNclassifier to the evaluation data.

classifier. During training, however, it exa-
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mines the patterns successively and stores only thoserthasaigned the wrong class. The
advantage is the less amount of stored patterns. Epochstdrevg many times through the
training data shall be cycled. The classification of the diesil patterns improved a lot du-
ring training. Only 18.31% of the dust devils were misclésdicompared to 50.59% during
MLP training. The classification results of the CKNN clagsifof dust devil patterns in the
evaluation and test file are similar to the MLP results. Samgly, class 0, the no-dust devil
patterns, had this time a bad classification rate of about20%e training and the two test
files. This results in an overall error rate of approxima®@3po which is quite unacceptable
compared to the former findings. Patterns which had smadksia lowe but highq values
were regarded as dust devils and raised the error in class-0Oust devil patterns). Accor-
ding to our guideline we want to keep the error low in classd@eating a possible higher
error rate for class 1, the dust devil patterns. The CKNNsifi&s is therefore not suitable,
and the MLP results are still better than the KNN results.

Committee Database

The idea behind a Committee database is that one singléfidag®es not provide the best
performance. The combination of the decision outputs oéid\rained classifiers may re-
sult in a better classification. New training and testingsfib@ve to be created including the
outputs from former training and testing. Any of the clagsgiimplemented in the LNKnet
library can be used again on this newly-created datasessfiiers which had a bad classi-
fication rate when applied to the original data may perfornw gaite well. Our committee
dataset consists of the outputs of the MLP and the SuppotoMdtachine (SVM) classifier.

A SVM classifier is similar to a perceptron. It separates tipt space into two classes by
using a hyperplane. The position of the hyperplane is sudserhthat the margin is ma-
ximised between the two classes. The margin is the minim@tawnice from the separating
hyperplane to the closest patterns in the two classes. fdisrig samples (vectors) define
the position of the optimal separating hyperplane and & etbst difficult patterns to classify
[Duda et al, 2001]. These vectors are the support vectors. Other metardivectors are

not used. More details about the principle of the SVM and tij@siable parameters for
classification provided by the LNKnet library can be foun&ukolich and Lippman{2004].

The results of the SVM classifier revealed a misclassificatade of 2.23% for class 0 (no-
dust devil patterns) and 47.62% for class 1 (dust devil pate80 of 63 dust devils misclas-
sified) when applied to the evaluation data. The total eat® was 8.35%, which is slightly
better than the MLP results. Applied to the test data thesiflaation resulted in 0.78% error
for class 0 and 61.45% for class 1 (51 of 83 dust devils misidlad) with a total error rate of

11.56%. This is again better than the former MLP results biit because the classification
of no-dust devil patterns improved while more dust devitgrais were misclassified. Never-
theless, the SVM and MLP classifications are the best oldagwilts of all tested classifiers.
The committee was therefore built of the results of thesediassifiers.

As stated above the new input space is built by the outputseosélected classifiers. This
means that four parameters are now in the training and test filhe parameters are derived
from the two output classes from two classifiers. Every di@sscan now be used again,
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Figure 7.10: Classification results of the Gaussian classifier applietheaCommittee dataset. At the
top the results of the test on the train data, in the middleréisailts of the evaluation data, and at the
bottom the results of the test data.

and training was started with the MLP and SVM classifiersesihey have revealed the best
classification results before. This time the results weraesshat worse than with the MLP
classifier alone. The best results were now obtained by wsiGgussian classifier. This is
a likelihood classifier which means that a probability dgn&inction is estimated for each
class Kukolich and Lippman2004]. Gaussian classifiers are usually the most common and
simplest classifiersKukolich and Lippmanifi2004] state that they should be used first on a
new classification problem. They resulted in a bad classidicavhen tried on the original
data which is quite clear after examining the histogramseggred from the retrieved dust
devil parameters (see Figure 6.6, page 42). The Gaussssifdamodels namely each class
with a Gaussian distribution centred on the mean of thasclaise covariance matrix can be
found for each class separately or the variances are awefagall classes. There can also
be a diagonal covariance matrix, one variance for each idipaénsion, or full covariance
matrices can be calculated.

The configuration of the Gaussian classifier applied to thernoiitee database which pro-

duced the best results includes a single variance for asekbut one for each input dimen-
sion. The error results are shown in Figure 7.10. The testetraining data (Figure 7.10, at

the top) was added to provide a comparison to the other filxsgsults . Here, the classifier

trained with the training data was again applied to the inginlata which was not the case
in the former classifications. The obviously good perforoeais not as reliable as the results
from the former MLP or KNN classifications.

The results from the evaluation are satisfying. Class 0 hisXy/, class 1 19 misclassified
patterns with a total error rate of 7.71%. That are two adddl patterns for each class which
are correctly classified compared to the MLP results. Thedusi devil patterns which are
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Figure 7.11: Decision region plots after applying the Gaussian classtfiethe evaluation file of the
Committee dataset. Both plots are the same but in the lefth@misclassified patterns are highlighted
as grey squares.

now additionally correctly classified have sizes of 8 andX&lgi, with highqg values (above
95%) and an eccentricity of 0.63 and 0.72. The Committees€an classifier seems to be
a little more sensitive to smaller sizes. The other misdiasisdust devil patterns are the
same in both classifications, with the Committee-Gaussianiae MLP classifier. Also the
misclassified no-dust devil patterns are mostly the sam@&wbmparing the results of these
two methods.

The results of the test file are similarly satisfying. Herg@a®terns are misclassified in class
0 and 42 in class 1 compared to 10 and 45 patterns, respgctivith the MLP classifier,
giving a total error rate of 10.92%. The lists of misclassifikist devil patterns of the MLP
and Committee-Gaussian results differ only in five patteatthough two completely diffe-
rent methods were used. Most of the misclassified pattefsf(35) with the Committee-
Gaussian classifier have sizes less than 10 pixels, otheeseh#oo high eccentricity or a
too low q value. No-dust devil patterns which were judged as dustisiéave always sizes
greater then 10 pixels, highpvalues and a moderate eccentricity. The no-dust devil atte
in the misclassified lists of both classifiers are also makt#ysame. The lower performance
of the correct classification of dust devil patterns inclide the test file compared to the
evaluation file seems to be because more samples have naltgpgt devil values. At least
there are twice as many dust devils with sizes less than Hspix the misclassified list of
the test file than of the evaluation file. The classificatiorhef test file was always worse
than that of the evaluation file.

Figure 7.11 shows decision region plots obtained by apglyne Gaussian classifier to the
Committee evaluation file. Input patterns represented bysthall squares are displayed on
a line in this two-dimensional plot of the output parametdrthe SVM classifier (svmO0 and

svm1l). This view reveals a possible strict separation ofitita, coloured squares which do
not fit to their background colour are misclassified patt@g can be seen in the left plot
of Figure 7.11. When displaying combinations of the othamapeeters of the Committee

data this strict separation is not seen, explaining whyadlaissifier does not provide a better
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classification rate than the MLP classifier alone.

Selected Classifier

Although the Committee-Gaussian classifier provides dslidpetter performance (number
of misclassified patterns decreased), the MLP classifiepnetsrred. MLP tends to misclas-
sify smaller dust devils with sizes less than 10 pixels, &Gibmmittee-Gaussian emphasises
the quality parametey and the eccentricitg. A sufficient size of clusters, however, seems
to be reasonable so that not all of the smallest bright objat regarded as dust devils.
Preference was therefore given to the MLP classifier bedaedand of classification seems
to be more important than to choose the lowest number of assifications with respect to
upcoming investigations of HRSC and MOC image data.

It also has to be kept in mind that the Committee-Gaussiasifiar is a combination of three

different methods of classification. The MLP classifier uasa single method is almost as
good as the Committee-Gaussian classifier regarding thésesVhat can be seen from the
presented classification examples here and the conductetbaxplained methods, is the
possible achievable maximum of correct classification efliight spot of the dust devils.

Some methods revealed as their best results almost idiesuipauts approximating the results
of the MLP classifier, when the training and testing files wempared.

7.2.2 Classification of the Dust Devil's Shadow

The pattern recognition software is built such that aftearcleing for brightness maxima
clusters, a shadow is searched for each of these clusteesguidstion is now if all collected
data from each bright cluster shall be used to create a dussti@dow database. Since there
are quite more objects than dust devils and naturally ordydihst devil clusters include a
dust devil shadow, this would lead to a large database witlyrsamples but with a strong
imbalance between shadow and no-dust devil shadow patt€ogect classification will
be complicated. It was therefore decided to include only dgrived from dust devils in
the database, so that at least one sample represents a diishddow out of the detected
brightness minima clusters belonging to one bright spot.

After examining all of the 38 WKING images filtering the dust devils’ bright spots and their
accompanying shadows, 13 images were selected. These @g8dnmezlude each 10 or more
dust devils with more or less good representations of dugt dieadows. A total of 4589
patterns are available, with 213 real dust devil shadowsA&7é no-shadow patterns (other
dark clusters), giving a ratio of 1:20.5. The data were gealip training and testing data in
such a way, that this ratio was almost kept in each file. Theitrgfile got again 60% of the
whole data, the evaluation and test files each roughly 20%.

The whole procedure as for the classification of the brigbtspere conducted again. First,
the data were normalised and the feature selection tool yalsed to the data. The best
parameters for classification of the dust devil shadow pateeem to be the barycentre
coordinatess andys, and the sizg with a total error of 0.9%. This is the anticipated result
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Error Report - ausgewaehlte schattenmlp.err.train
Clazss Fatterns # Errors % Errors StdDewv RMI Err Lahel

u} 52460 215 0.41 { 0.0) 0O.054 noSch

1 2660 147 5.53 [ 0.4) 0.zZ35 Zchatten
Orerall 55120 362 0.66 [ 0.0p 0.074
Error Report - susgewaehlte schattenmlp.err.ewval
Class Fatterns # Errors % Errors 3tdbev RM3 Erc Lahel

u} 936 4 0.43 { 0.2) 0.060 noSch

1 43 4 9.30 [ 4.4) 0.306 Schatten
Overall o979 g 0.52 { 0.3) 0.087
Error Report - ausgewaehlte schattenmlp.err.test
Class Patterns # Errors % Errors 3tdbewv RM3 Err Lakbel

a 817 1 0.1z { 0.1y 0.037 noSch

1 37 4 10.81 [ 5.1) 0.310 Schatten
Overall g54 = 0.59 { 0.3) 0.074

Figure 7.12: Classification results of the MLP classifier applied to thadibw dataset. The confi-
guration was simple normalisation, selected featutggsxg, 3x 20 epochs of training, a single hidden
layer with 25 nodes and a step size of 0.2. At the top the seetithe training data, in the middle the
results of the evaluation data, and at the bottom the regiltee test file are shown.

(see Section 6.1.4). Four applied classifiers provided sithe same good results on the test
files only differing in one or two misclassified patterns offbbolasses. Again, the choice was

made in favour of the MLP classifier. Beside the good claggiba results, the characteristics

of this classifier promise a satisfying generalisation wapeplying it to new data.

Figure 7.12 shows the results of the MLP classifier. The d\vereor rates are below one
percent for every test file. Again, the classification of tleedust devil shadow patterns is
better than the classification rate of dust devil shadowse Vidry good results depend this
time on the many more data available for class 0 leading tavg&ycent error rate. The error
for class 1, dust devil shadows, is about 10%, which is alserg satisfying result. It was
already seen from the histograms (see Figure 6.6, pagehé2}he barycentre coordinates
andys of the shadow clusters shall have values about 40<a41dl respectively. Misclassified
dust devil shadow patterns have eitigwalues which are too far away from 40 or very low
ys values which means that the cluster is far away from the incagére (where the bright
spot is located). Lows values are allowed but then the cluster size has to be mugérlar
This is consistent with the appearance in the original ilmagfea dust devil is larger, the
shadow is larger as well and the barycentre coordinatescfltister move from nearby the
centre to the upper part of the cut-out. This behaviour is sé&®en very well in the decision
region plots (Figure 7.13).

Figure 7.13, upper left, shows the decision region plotthyilthe two parameters; andys

(here indicated asandy). They-axis is defined positive in an upward direction in contrast t
our original image cut-outs where the point of origin is ie tpper left corner. This results
from how the images are read in. So the decision region reptieg) dust devil shadows are
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Figure 7.13: Plots produced during training and evaluation of the dustidehadow data with the
MLP classifier. At the top decision region plots of the twogmaeters xand y; on the left, and yand

g on the right. The structure plot bottom left representsatehitecture of the classifier, the error plot
bottom right shows how the error decreases during trainidigre details in the text.

found in the lower half of the MLP decision region plot whesd¢he shadows are displayed
above the bright spot in the grey-scale images (see Figdr@ége 43).

Most of the dust devil shadow patterns are correctly claskifind are located close to the
image centre. Some patterns are still aronnid 40 but have loweys values. That the size
g increases with decreasiyg coordinate can be seen in the right decision region plott Dus
devil shadows are still correctly classified with highenrtaise to the centre (location of the
bright spot) if the size increases as well. In this view ofribemalised input space almost all
of the left half withg > 0 is assigned to dust devils. The hyperplanes representeldas
lines in the left decision region plot are not displayed Hexeause they would cover most of
the data patterns (squares).

The no-dust devil shadow samples are located throughoptdhbeside in the centre (Figure
7.13, upper left). This is the position of the bright spot aaturally no dark features can be
found there, so there is a gap where no patterns are locathd plot. The yellow decision
region where patterns are regarded as dust devil shadowtersded in this gap far beyond
where dust devil shadow samples are actually located. This role in classification.
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Shadow patterns located on that side of the bright spot wher@ot expected to detect any
dust devil shadow because of the illumination conditiorid semetimes be classified as dust
devils. This problem occurred mainly during HRSC analysebwaill be discussed in Section

7.3.

The structure plot of the MLP classifier is seen in Figure 7la®er left. From the input
parametek strong connections are drawn to two nodes in the hidden.|&ye with negative
weights (orange), the other with positive weights (blaékpm these two nodes in the hidden
layer strong connections are again drawn to the two clasBesse nodes seem to be very
important with respect to the classification results, defnsignificant hyperplanes which
separate the data essentially.

The percent error plot on the lower right of Figure 7.13 shivesrapid decrease of the error
during the first epoch of training. Further training revemsderate improvements of the
misclassification rate.

7.2.3 Results of the Pattern Classification
The trained classifiers, both for the bright spot and for tredsw of dust devils, were gene-

rated as C-code. This C-code was embedded in the existiteypaécognition software as
subroutines. First, a bright cluster is as-

Class Label & o o x5 93 , sessed if it is a dust devil bright spot or not.

] 248 0.53 62.40 7 429.71 523.29 } bright spot i . .

oo 122 4189 917 |} shadow Independently of this classification, the dark
clusters collected during the shadow search

1 252 0.26 78.30 12 60Z.50 5Z26.50 ) ) .

0 belonging to this bright cluster are assessed

O 259 D00 112.80 4 417.50 527.50 if one or more can be considered as a dust
devil shadow. Then the next bright cluster is

1 Z54 0.34 75.30 24 665.42 530.46

1 15 60 40.47 13.82 eva|uated.

a 256 0.65 93.80 5 717.20 525.60 . .

0 Figure 7.14 shows a part of the classifica-

1N 263065 a0 S NE a6 tion results file of VKING image f034b01.

1 37 68  40.03 28.34 i i i L.

L ses 045 8o20 S mac.sr sas s The c_:ontent is similar t.o_ thg training gnd

oo 128 38.75 27.18 test files used for classification. The first

oo 26T 100 69.70 138 117883 603,82 column indicates the class assigned by the

o 21 .02 s6.80 7 1057.86 ses.2o classifier. ‘0’ means no-dust devil cluster,

o= 26 4015 94 ‘1’ stands for a dust devil cluster in the opi-

oo 280 D00 SeAR 2 TS 58T nion of the classifier. The second column is

the label given to the detected clusters by the
Figure 7.14: A part of the classification resultsHoshen-Kopelman algorithm. They are use-
list of VIKING image f034b01. The first line wagy| o identify the clusters if it is necessary

added for displaying reasons to identify the sifg oy 2 mine the data in detail. The next three

gle columns. The first “n? of each data group r_%olumns contain the parameters eccentricity
presents an assessed bright cluster, the following : . .
. o . €, quality parameteqg and sizeg, which are
lines if existent positively evaluated shadow clus- .

o used to assess the bright spot. For shadow
ters. More details in the text.

patterns only the size is used, together with
the coordinatess andys of the cluster, re-
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38 VIKING Images with 325 Dust Devil$

166 dust devils - 49 other objects

77.21% dust devils - 22.79% other objects
166 detected - 159 not detected

51.08% detected - 48.92% not detected

Pattern recognition software detects 215 objects

325 dust devils

117 bright spot negatively evaluated;
97 withg < 10 pixels
. 13 image border
159 not detected dust devils 6 shadow is connected with other dark clusters
28 no shadow exists in the data / too dark
3 shadow exists but negative evaluation
130 non-detectable dust devils 195 detectable 85.13% (166 dust devils) detected
25 craters or crater rims
21 hills
49 fal iti ' :
9 false positive objects 1 nossible dust cloud
2 dust devils, hills?

Table 7.1: Classification results of th€ IKING database. More details in the text.

presented in the last two columns. The indication of the dioates of the bright spot is
given to identify the object in the original image for a finairhan evaluation if the detected
object is really a dust devil or not.

In each data group the first line demonstrates the assessiniat bright spot, which can
be negative (‘0’, no-dust devil feature) or positive (‘1yst devil object). Independently of
this classification, the possible shadows are evaluat@hdfor more patterns fit a dust deuvil
shadow in the opinion of the classifier, the values of thesstets are added along with the
classification number and the label. If no shadow patterapasitively evaluated, only the
classification number ‘0’ is written in the next line afteethright spot data.

Samples are counted as dust devils if the bright spot andlkaadlizster are both evaluated
with ‘1’. At the end of the classification results file a sumsn& written how many dust
devils have been detected in an image. All 38MG images including 325 dust devils have
been processed in this way. The results of this study candreis&able 7.1.

The pattern recognition software evaluates positively@ijgcts whereof 166 are really dust
devils and 49 are other objects. That is three of four paditiassessed samples are indeed
dust devils, which is a very satisfying result. This meanwelsthat from the total number of
325 dust devils only 51.08% are detected. The 159 miscleddifist devils were examined
in detail to discover the reasons why they have been nefjaéveluated by the classifier.
The bright spot was not correctly classified for 117 of 159 desils, whereof 97 have sizes
less than 10 pixels. Other dust devil samples reveal a tdodugentricity or a too low quality
parameter for the bright spot as it was seen during the Gkssting, too. Other samples
are misclassified due to an incorrect shadow classificatidmlust devils were located at the
image border so that no dark clusters can be retrieved ashpsiadows because of the
black frame in the WKING images. Other misclassification reasons are that the imagsut

!Details of each analysed image in Appendix C
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is too dark to extract a shadow, or the shadow is connectddother clusters, so that it gets a
strange shape and therefore strange parameters which fibcht devil values. Only three
shadows are really misclassified despite they are seen idatae Two of them, however,
are broken in pieces and quite far away from the bright siat,third is too small with a
size of four pixels. Summarising these results it is reaSenand acceptable that some dust
devils are misclassified. Note that eight dust devils existio misclassification categories,
because e.g. the bright spot was not correctly classifiedrendust devil was located at the
image border.

Dust devils with bright spot sizes less than 10 pixels (97 desils), along with those lo-
cated near the black frame of the images (13 dust devils) aniery dark area so that no
shadow can be extracted (28 dust devils), can be regardeshadatectable dust devils. In
summary this reveals 130 non-detectable dust devils, bb&8ause of the double-counting
of misclassified dust devils in two categories. 195 dustldere therefore left which should
be detectable. The resulting classification rate of 85.1886 ©f 195 dust devils positively
evaluated) is a very good result.

The 49 objects which were wrongly assessed as dust devils arest cases craters and hills.
Hills have sometimes a very similar appearance like dustslamd a verification if an object
is a dust devil or not can only be done if a second image of theesarea is available. If
the object did not disappear, move or at least change itsaagpee it is classified as hill.
The classification performance depends on the quality obthi. If many hills or cratered
surfaces are imaged, more false positive classificatiolh®waur. If the image is quite dark,
it is difficult to extract any bright spot of a sufficient size.

These classification results are very satisfying and noggmsawere applied to the architecture
of the trained classifiers embedded in the software. Thenpatécognition software was then
tested with HRSC images.

7.3 Classification of the HRSC Dataset

7.3.1 Adjustments

Additional shadow classifiers are necessary for a corrassdication of dust devils detected
in HRSC images with different shadow directions. For thissan the 13 WKING images
used to build the shadow database were rotated clockwisaghro0, 180 and 270 degrees
so that the main directions are covered. Since the traireskifler has no strict decision
borders it was thought that maybe four classifiers (for apbew, left and right locations
of the shadows seen from the bright spot) are enough to cbeeother slightly differing
shadow locations as well. The pattern recognition softweae applied to the 13 images
again and training and testing files were created such thatdta of the same images go into
each the training, evaluation and test file as for the orlginae. Misclassified or correctly
classified samples should be the same.

The newly-created databases were again simple normaliskitha feature selection tool was



7.3 (QLASSIFICATION OF THEHRSC DaTASET 73

used to see which parameters are now selected. As it wastegdbe parametesg, Xs and

g provide in this sequence the lowest error rate for the thinc@and 270 degrees rotated
datasets. Since the shadow is expected right or left of tightospot,ys should be in the
range of 40 and is therefore the essential classificatioanpater. The sequenag, ys and

g provides the best results for the through 180 degrees tbtitaset like for the original
one. The MLP and its architecture were kept as classifier 83#tR0 epochs of training, one
hidden layer with 25 nodes, and a step size of 0.2 for weigtatipg.

The total percent error of each of the training, evaluatiwht@sting files is mostly consistent
when comparing the three new datasets. The training filemaserage total error of 0.71%,
the evaluation file of 1.13% and the test file twice an totadreof 0.85% and once of 0.35%
with the through 90 degree rotated dataset. This is in thgerah the classification results
of the original data although those were slightly bettehweéspect to all three training and
testing files. Again, the classification of class 0, the netdievil patterns, was better in
comparison to class 1, the dust devil patterns. The numbemsiflassified patterns ranges
from 1 to 9 samples in the evaluation and test file. One monectly classified pattern leads
to a clear improvement in the percent error rate of class ausscof the low number of dust
devil shadow samples.

The reasons for the misclassification of dark cluster sasmle more difficult to understand
than for the bright spot samples. Much less misclassifie@pet can be examined which is
actually an appreciated result. The list of the misclassfi@terns of the three newly-created
datasets include many of the samples from the original datasiere are, however, samples
which were first correctly classified and now are assignetiéarong class and vice versa.
It can be concluded that the coordinates play the decisileand stronger variances are
only allowed in correlation with a larger size of the clustésee Figure 7.13, upper right,
page 69). The misclassified samples of all
four datasets can be regarded as border prob- "2 2 s e
lems and are therefore sometimes correctly LEGEND
classified and sometimes not. i [l o
E D
|

il
[ o Schatten
finia) o
Errors

One misclassified no-dust devil shadow pat-
tern of the through 180 rotated dataset
showed strange coordinates. It was classi;
fied as dust devil shadow witky = 39.50
andys = 33.25 although it is expected from
this dataset to detect a shadow below the
bright spot of dust devils located in the im-

age centre. Thg-values should be greater PE?%ZN
than 40. This misclassification problem was ! X0 trvsy) * 2 103
seen before in the decision region plots pro-

duced during training and testing of the sh&!9ure 7.15: Decision region plot of the assess-
dow data (see Figure 7.13, upper left, pa&éem parametersgxand y. The yellow decision

.. C{egion of dust devil shadows is extended in the op-
69) and can be clearly seen again inthe de® " = " o
L . posite direction where shadows are expected in this
cision region plot of parameterg andys of

dataset.
the through 189 clockwise rotated dataset
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$>67.5% d<-67.5° x=40, y<40

1:
2. 22.5°<p<67.5° [ x>40,y<40
3: -22.5°<$p<22.5° [x>40, y=40
4: -67.5°<p<-22.5° [x>40, y>40
Ys 5. as 1 / x=40, y>40
6: as 2 [ x<40, y>40
7. as3 [ x<40, y=40
8. as4 / x<40, y<40

80

Figure 7.16: Shadow classifier regions and their parameter constraifitse unit of the coordinates
is pixel.

(Figure 7.15). The decision region belonging to dust devadows is extended in the area
where the bright spot is located since no-dust devil pastame missing here and do not
constrain the dust devil shadow region. This problem of fagsification of no-dust devil
shadow patterns occurred not very often but it is an unirdaeat result which can be easily
solved. After the classifier assigned class 1, dust devilievato a presented sample the
coordinates of the dark cluster are checked if they are idés&ed range. If not, the assess-
ment is changed to class 0. This is called post processiedgHigere 5.1, page 30) where the
decision of the classifier may be changed due to additiorrediderations.

Examining four HRSC images with different dust devil apeaes revealed very high posi-
tive detection rates. Over 300 alleged dust devils werectldefor example in one image.
Since one processed HRSC image is much larger than oael® image, this high number

of positive detections is dependent on the image size as We# analysis of the positively

evaluated objects showed that the shadow classificatidm tiwé coordinates and the size
alone are not efficient in evaluating dust devils in HRSC iesagEvery somehow shaped
dark cluster with the right size and location was assignedctass 1 and together with a
positively assessed bright spot counted as a dust devil.d8itianal factor had to be found

to constrain further the decisions.

The anglep of the best-fit ellipse adjusted to a shadow cluster was foorte useful to eli-
minate unnecessary dark clusters. It was not integratdteiclassifier itself since it is then
based on WKING data which do not provide the needed informations for othadew direc-
tions. The illumination angles were calculated and adfuistethe anglep as it is described

in Section 6.2.2. A factor of£10° was added to the range defined by the two calculated
illumination angles for the start and the end of an HRSC insdgp. After the classifier as-
signed the class 1 to a presented dark pattern and is therefgarded as dust devil shadow,
the values ofp are checked if they are in the desired range. If not the d¢leason result is
changed to class 0, no-dust devil shadow.

This reduced the number of positive detections a lot, fdmimse only eleven out of previous-
ly over 300 objects were left from one examined orbit. Adedty, dust devils which have
larger variances from the desired rangepafalues for the shadow are of course not positively
assessed any more. This is true for dust devils where th@shadmaller and not elongated
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in the computed direction, or the dust devil is tilted andodefations in the vertical structure
are reflected by the cast shadow.

Using the illumination angles as constraints reduced tlee fpositive detections a lot, but
still the detection rate of dust devils was lower than exgecThis was attributed to the four
available shadow classifiers, not sufficient to cover thedtion of the dust devil shadows
lying more diagonal than horizontal or vertical in the imager this reason four additional
shadow classifiers were built. The original dataset was asddll records were kept in their
sequence and values but the barycentre coordingtaadys and the anglep of the dark
clusters. These parameters were atrtificially rotated elsd through 45, 135, 225 and 315
degrees. Classifiers were trained again, showing simitar eates as for the other shadow
datasets. Figure 7.16 shows the different areas and by wlaskifier they are covered with
the constraints of the angigand the coordinateg andys of the dark cluster.

Applying a more appropriate shadow classifier to the imagesaled naturally more positive
detections than before. The analysis of the image wheradefeer 300 and with the-
request only 11 objects were detected, produced now 49\mslassifications. This is an
exception and is due to the fact that the Martian surface @dag this orbit contained many
small size craters. A normal detection rate was betweerotementy positive classifications
for a complete HRSC image strip.

7.3.2 Results

In this section two orbits and their classification resutts discussed in detail, followed by
a summary of all analysed orbits where it was already knowhdist devils are included.
HRSC orbits were examined and searched for dust devilsaliitte in parallel during the
development of the pattern recognition software. 13 HRS&gms included dust devils and
were first investigated applying the software. The searchthvan extended to certain regions
on Mars where many dust devils have been seen before aralysmunknown images.

Orbit 2242 - Terra Cimmeria

Orbit 2242 was taken in October 2005 and covered EridanipiBas and Planum Chronium
located in Terra Cimmeria, southern hemisphere. Thesensdiave elevations mostly bet-
ween 0 and -1000 m, but parts of Eridania Scopulus are as BigB@0 m. The image was
taken at the solar longitudé g = 305, southern summer, and local time was 1220 hours.
The season and the time of day favour dust devil formation.

18 dust devils have been seen before the pattern recogsiibmare was applied and their
diameters, heights and forward speeds have been analygpote .17 shows a part of the
classification results list summarising the results of eatfge cut-out of the long image

The solar longitude provides the angle between the MarsliBenmt the time of interest and the Mars-Sun
line at the vernal equinox. Itis a measure for the seasoh,waiues of 0-90° representing northern spring, 90
180 representing northern summer, 2870 representing northern autumn, 27860° representing northern
winter.
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strip of orbit 2242. A to- h2242Z_0000.nd3.04_halb v28x0.pgm:
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tal of eight positive classifica RO M i L i

tions was achieved and all de- |hzz4z_0000.nd3.04 hall y29x0.pom:
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tections revealed indeed dust hzzaz oooo.nds.0a halb yzoxz.pom:

. hZzz4z 0000.nd3.04 halkh y30x0.pom:
devils. One of these dust de- y;z42 0000, nas. 04 nals ys0x1.pon:

i i hZ2z4Z 0000.nd3.04 halb y30xZ.pemn:
vils was also a new discovery hzz4z 0000.nd3.04 halb vw31x0.pom:
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which has not been seen be-/hzz4z_0000.nd3.04 halb_wy31xl.pgm:
hzz4Z_0000.nd3.04_halb_y31x2.pom:

fore during the ‘human’ visual nzz4z 0000.1d3.04 haln y32x0.powm:
search. Three new dust devilS|,s243 0000 ndo .04 hatn sasnz. oo,
have been detected altogether?2222 220012 24 tats_v33uo- v
when the software was applied |rzz4z_0000.n45.04_halh_y33xa.pom:
to the image without checking
the values of the angle and
of the coordinatexs and ys.
Two of these new dust devils were then overruled by the pastgssing because of bad
@ values of the shadow patterns (Figure 7.18). The post psowpdecreased the number of
positive detections from 27 (12 dust devils, 15 no-dustldeatures) to 8 (8 dust devils, O
no-dust devil features) which demonstrates the clear ddgarof the post processing. The
four dust devils which were now not correctly classified anyrenare due to the check-

ing. All formerly detected hills and parts of craters regatdas dust devils could also be

eliminated on this account.

Lo I I S Y S o I o

Figure 7.17: A part of the classification results list of image 2242
showing the summary of each image cut-out.

Beside the formerly seen 18 and the
three dust devils newly detected by us-
ing the pattern recognition software, ad-
ditional dust devils were discovered in
close vicinity of the other dust devils
when the image was visually analysed
again (Figure 7.18). These dust devils
are very small so that the bright spots
were sometimes not seen in the data
filtered by the software. Parts of the
image were quite dark as well. Most
of the shadows have been correctly as-
sessed by the classifier but the decisions
were overruled because the deviations
of @ were too large. A total of 26 dust
devils were counted, eight dust devils

_ o _ _have been correctly classified, leading
Figure 7.18. a) The original grey-scale image (orblt[0 a detection rate of 30.8% or roughly

2242) as the software processes it. b) Contrastenhan%%de ry third dust devil was detected by

image to show the dust devils (arrows) more clearl . software. Reasons for the misclassi
The left dust devil was first correctly classified but the )

@ checking expelled it. The black lines around the dJé(f_atlon are mostly the small _S|z_es of the
devils are tracks supposed to be left by dust devils. bright spots or the large deviations @f

1see Appendix A for image identifiers
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Figure 7.19: Five dust devils in Syria Planum (orbit 2054) located in frofia dust storm.

from the computed range of values which is allowed for theleie.

Orbit 2054 - Syria Planum

Syria Planum is a plateau about 7000 m high, just south of iBlaetbyrinthus, the most
western extensions of Valles Marineris, the large canyatesy on Mars. It is located on
the southern hemisphere and is known as a region where dustssand large dust devils
have been seen. The image was taken in August 2005gen273, begin of summer on

the southern hemisphere, local time was 1513 hours. Theasditioms favour dust devil

formation.

Figure 7.19 shows the five dust devils seen in this orbit jadtont of a dust storm. The
relation of dust devils with dust storms is discussed in @ra. A total of 5 objects were
positively evaluated with shadow classifier 3. One of thdgeats is dust devil 3 (Figure
7.19). Dust devil 2 and 5 are not detectable because theyrftaxeal vortices and no tight
shadow. Not much was seen in the filtered data but fragmenieddfright dust clouds. Dust
devil 4 was unfortunately at the edge of one image cut-outcatt therefore not be found.
With the setting of 25 m/pixel resolution dust devil 1 is muole large so that during the
relative brightness maxima search not many pixels areddtér this area because the bright
vortex covers everything else. The shadow is also too langeao far away from the bright
spot when analysing the image with the defineck 80 pixel cut-out for the shadow search.
Different resolutions applied to the image cut-out displhyn Figure 7.19 were tested to
verify the performance of the pattern recognition and dasgion software and to avoid
problems like that the dust devil 4 is on the edge of the fonmeige cut-outs.

With a resolution of 25 m/pixel (half of the original resalurt) dust devil 3 was correctly
classified with shadow classifier 3 as before. The bright apdtshadow of dust devil 4 are
both negatively evaluated. The size of the bright spot gith142 was quite large and the
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quality factor ofq = 68.8% was concurrently too low. The shadow is also veryelavgh

g = 501. This is maybe the reason for the misclassification ervédriance in the seey
coordinate. The shadow classifier 2 revealed indeed a ¢atessification of the shadow but
the @ checking overruled the decision with class 0. Dust devil 3 gidl correctly classified
with shadow classifier 2.

Dust devils 3 and 4 are both correctly classified in princiglen using one fourth of the
resolution, 50 m/pixel. The values of their shadow clusters differ from the allowed &ng
by 0.55 and 4.15 degrees for dust devils 3 and 4, respectiddilywing a larger range op
values (15°) revealed correct classifications for both dust devils. fddriction from half
of the resolution to one fourth, changed unfortunatelyghalue of the shadow of dust devil
3 such that no correct classification was achieved now weHdhmer settings of-10° for

Q.

With a resolution of 100 m/pixel (one eighth of the originesolution) dust devil 4 is posi-
tively assessed. Dust devil 3 was now not correctly claskdige to its smaller size of seven
pixels for the bright spot but showed otherwise good valdéts parameters. The large dust
devil 1 has now also acceptable values for the pattern réwogsoftware but again the
value differs from the allowed range by 1.22 degrees whidhesonly reason why correct
classification was prevented.

The ¢ checking reduced the number of positively classified objoim 94 to 5 for this orbit
2054. As demonstrated above, some dust devils, howevarpar@ot recognised any more.
This is no problem if the dust devil shadow clusters are irdégred range, as it is expected
if the dust-filled vortex is in an upright position. Tilted niwes as it is slightly seen at dust
devil 3 in Figure 7.19 lead to incorrect classification depeg on the resolution and the
pixels filtered thereon.

Correct classification depends also on the selected shddssifter suggesting to use more
than one if the computed shadow directions are in the intéiate range of two classifiers.
It could be shown that in dependency of the resolution, thecssd classifier and the defined
@ range, all detectable dust devils 1, 3 and 4 (Figure 7.19peasorrectly classified.

Summary of 13 HRSC Orbits including Dust Devils

HRSC images were visually searched for dust devils duriegdtvelopment of the pattern
recognition and classification software. 13 orbits scatt@ver the Martian surface on both
hemispheres included dust devils. The software was appdiedl images although some
orbits (e.g. orbit 1054) include dust devils which have nal r®rtices, the shadows were
weak or looked like a dust cloud without a shadow. This malaseect classification almost
impossible. Table 7.2 shows the summary of the pattern retog search in the 13 images.

Roughly every sixth detected object (16.9%) is a dust déiile false positive patterns are
mostly crater rims or hills. Especially the orbits 1081 a2d@show a very high detectation
rate which was due to the large amount of craters seen in thwsges (Figure 7.20, a+c).
The crater slope which is turned to the direction of the Syreaps bright, and the rim casts
a shadow exactly at the position where a dust devil shadowpisaed. Normally, the crater
shadow is not circular as in Figure 7.20c, but perpendid¢aldre Sun direction because of the
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13 HRSC Images with 140 Dust Devils

Image Number  Correctly Total objects Notes for dust devil

dust devils classified (incl. dust devils) misclassificatio
0037 3 1 (410) image border, bright spot weak
1054 1 0 5 dust cloud, bright spot weak
1081 5 1 49 weak shadowg,check
1258 5 1 15 small dust devils
2032 2 1 14 @ check
2054 5 1 5 large dust devils, image border
2100 26 10 18 small dust devils, image bordecheck
2133 5 3 6 @ check, no bright spot
2225 8 0 3 small dust devils, shadow variances
2242 26 8 8 too smallp check, image border
2315 4 2 2 small dust devitp check
3210 1 1 12
3246 49 3 52 small dust devils, shadows too large
Total 140 32 189

32 of 140 dust devils: 22.9% correctly classified
32 of 189 objects: 16.9% are dust devils

Table 7.2: Classification results of 13 HRSC images. More details intdie

rim. This would suffice to classify the object as a no-dusildeature. In this case, however,
the shadow concatenates with other dark parts around ther,cgaving the resulting dark
cluster a best-fit ellipse with@value which fits the requirements computed for the prevailin
illumination conditions. Craters like the one in Figure(t2ed to the high detection rates.
Hills have sometimes the same appearance as dust devilscsedtiperefore also a high
number of false positive detections. Unlike craters thay @aly be discarded as dust de-
vils in certain cases if they are not moving. The necessitst@feo images comes up since
analysing only the nadir channel of one HRSC orbit is sometinot enough.

The total number of positively evaluated objects (410) foito0037 (Table 7.2) is put in
parentheses because this high number is an exception. Dihe &xtremely long image
strip, more than 800 image cut-outs resulted in 14 hoursrtfme of the software. Craters,
hills and ridges are, of course, the reasons for detectlmrighe long orbit matches 8 to 10
times of the size of normal orbits. The total number of deédestis not only a factor of the
performance of the classifier but also of the orbit size sumgnaip the detections from each
cut-out. The high detection rate is an outlier and was tleeeenot included in this short
statistic.

Every fourth to fifth dust devil is correctly classified (2239 This is a satisfying result
considering the wide range of dust devil appearances. Tin@oted range of the illumination
angles cover sometimes two shadow classifiers. The imagehen examined twice with
different classifiers. The total number of correctly cléisdidust devils is written in the third
column of Table 7.2, whereas the number of total detectegctdptates the mean of the two
runs through the images. This was the case for orbit 3246 grathrers. One run was done
with shadow classifier 3, revealing 1 dust devil of a total ®fabjects. The second run with
shadow classifier 4 produced 64 total objects with 3 detedtrstl devils, including the one
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Figure 7.20: a) Part of orbit 3246 showing the surface with many smak-siaters, two indicated by
the thin white arrows. The big white arrow indicates a dustidd) The dust devil from a) displayed
in detail and the filtered pixels for the bright spot and thadbw. c) A crater with filtered pixels which
represents a false positive object.

from the first run. The two dust devils, now additionally @mtly classified, would match
with shadow classifier 3, but are correctly classified witadsiw classifier 4. The reason is
maybe the large size of the shadow clusters (Figure 7.2@hyad shown in Section 7.2.2
that at the expected coordinates moderate sizes are allandalusters located more at the
edge of the examined area are allowed to have larger sizessiddow of the dust devil in
Figure 7.20b is quite large and is located where it is agtuatpected for shadow classifier
3. For shadow classifier 4 it is at the edge and the larger siakkawed in the estimation of
the classifier.

This problem is a training problem based on th&WG data. No such large shadows have
been seen in these data leading now to a misclassificatidobgonoof large shadow clusters
but located where they are expected. Adjacent shadow fitassnay classify them correctly
since there are no strict boundaries defined by the shadesifitas.

The main reason for the misclassification, however, is #t#l small size of dust devils,
although HRSC deals now with another order of magnitudes (flean 50 m in diameter)
than small size YKING dust devils have (less than 150 m in diameter). Over 30 of ¢he 4
dust devils seen in orbit 3246 (Table 7.2) have bright sprssof less than 10 pixels or are
not seen in the filtered data at all. This diminishes the nurobeletectable dust devils a
lot. The checking of thep values of the shadow clusters prevents sometimes an agcurat
classification. It occurs not too frequently, but some desildshadows have just missed the
allowed range, leading to a worse classification rate. Desttg theg check would lead to

too much positively assessed features as it was shown iro8éc8.1.

How many objects are positively assessed depends on thecsuathd background of the
orbit. If it is a clear orbit with little dust in the air and dipdy displayed structures like
craters, ridges or valleys (Figure 7.20), the search widl fitany objects which fit dust devil
parameters. Orbits like image 2242 (see Figure 7.18, papelt&e the background appears



7.3 (QLASSIFICATION OF THEHRSC DATASET 81

more pixelised and coarse, but smooth, let the dust devilsuzd more prominent than their
surroundings. The results of the orbits 2242 and 2315 phistdut with a classification
quality (‘Precision’, se&Zabel[2005]) of 100% for class 0. No no-dust devil feature was
wrongly evaluated as dust devil. Every positively assesdgect was indeed a dust devil.
Additionally, when comparing the detection rates of ddferimage cut-outs it can be seen
that the detection rate increases considerably wherersratel hills are numerous in the
image and diminishes in smooth areas. Likewise, the moreddwsls are in the image, the
more will be correctly classified (Table 7.2).

The performance of the pattern recognition and classifinaoftware achieves not the same
guality as when it was applied to thakING images (compare Table 7.1, page 71 with Table
7.2, page 79). The software is built on thek\WG database and therefore more sensitive
to the parameter values obtained from these data. The aosisial problems like too large
dust devils can be solved when the HRSC images are adjusted MKING images with
respect to the resolution. The chance, however, to detechmore and smaller dust de-
vils is then given away. The large dust devils would be segmvay during the fast visual
scan of the total image at highly decreased resolution wisieiways done, independently
of the detections of the software. The experience teaclaséveral dust devils can occur
simultaneously. If one is correctly classified, this leafieroto the visual detection of all
dust devils imaged in one orbit, because then it is knownttil@atmospheric conditions are
suitable for dust devil formation.

HRSC images are on average 30 to 100 times larger thamg images. The total objects
classified as dust devils must therefore be divided thronglamount of image cut-outs to be
compared to the number of classified objects peaiVG image. This gives a similar result
of about 0.2-0.5 classified objects per HRSC image cut-outhwtepresents approximately
the size of one YKING image.

It could be demonstrated that the typical well-shaped dastlslwere correctly classified
with the pattern recognition and classification softwara aésolution of 25 m/pixel. No
further changes will be applied to the software.

Investigating Several Regions on Mars

After the first dust devils have been seen irKMG images Thomas and Gieras¢ii985]
speculations started where they may occur most frequentMars. The northern lowlands
were favourites because of the higher pressure supposedpanhthe initialisation of dust
devils. Former studies of MING or MARS GLOBAL SURVEYOR MOC images revealed
insights about their occurrences in different regions ondMane of the regions with the
highest dust devil frequency according to MOC studiéster et al, 2005;Cantor et al,
2006] is Amazonis Planitia, indeed a northern plain. Fos teason the search in new un-
known images was started in Amazonis Planitia examiningnailable HRSC images for
this region. The later chosen regions comply with result®oher dust devil papers. It will
be checked if the derived frequencies and characteristidssi devils can be verified with
HRSC data or if differences and new findings are discovered.

Table 7.3 shows the summary after analysing different regam Mars. The detection rate
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Summary of Analysed Region$

Region Number  Number Correctly Mean
images dustdevils classified total objects
Amazonis Planitia 87 (42) 8 1 14
Syria Planum 17 (16) 8 2 24
Chryse Planitia 29 (29) 166 34 44
Total 133 (87) 182 37 27

37 of 182 dust devils: 20.3% correctly classified
37 of 2349 (8%27) objects: 1.6% are dust devils

Table 7.3: Classification results of HRSC images from several regitmages and their results from
Table 7.2 are included for the appropriate region. The nundfémages in parentheses is the number
of images which were analysed with the software (AmazomigitRl) or which are included in the
calculations of the mean total objects per image (Syria Bfah

of dust devils with 20.3% is almost the same as for the 13 HR8&yes alone where it
was already known that dust devils are included (Table 7T2)e fraction of dust devils
from the total objects which were estimated by the classifidre dust devils is only 1.6%,
which means that every 85object is a dust devil. The performance depends stronglpen t
individual orbits as it was shown in the preceding paragrafdny hills and craters lead to a
high detection rate. It can also not be anticipated that @mesrbit dust devils are seen. The
comprehensive study of MRs GLOBAL SURVEYOR MOC images over four consecutive
Mars years Cantor et al, 2006] revealed dust devils in every 338nage, but then 16 dust
devils per image on average. HRSC images showed the sireolisroccurrence of multiple
dust devils as well. Although no dust devils are imaged in @dit,cthe classifier will likely
detect some other objects which is the reason for the low cdtdust devils to total objects
classified as dust devils when analysing a large image dsgaba

The scientific results of the dust devil search are discuss€thapter 8. One specific cha-
racteristic is discussed here since it influences not dyrée scientific results obtained from
HRSC images, but it has definitely to be mentioned regardimgi devil investigations in
VIKING images.

HRSC orbit 2128 covered mainly Lucus Planum, but also a spaatl of Amazonis Plani-
tia, and was therefore selected for analysing. Lucus Plasuatated south of the equator
at 185E and is roughly -2000 m high. Especially betweéiNland 4S at 186E which
was covered by the image 2128 the surface consists of tdnemnily eroded by aeolian
processesWilliams 2007]. The grooved material is possibly composed of yagddhnear
wind-eroded hills shaped like upturned boat hulls). Thedgag terrain is sedimentary or
volcaniclastic in origin. Because the wind streaks of théying hills and the yardangs are
parallel, the prevailing wind pattern from SW to NE could édeen very strong and long
lasting. The outlying hills looked like dust devils. The edre assessed 72 objects posi-
tively but no one was a dust devil (Table C.3, page 124). EJu21 shows the comparison
between a cut-out of HRSC image 2128 and theING image f038b12.

1Details of each analysed image from different regions inexpmjix C
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Figure 7.21: a) HRSC image 2128. The black arrows indicate some peak$wieee classified as
dust devils. bV IKING image f038b12. The black arrows indicate some dust devilshnare parts of
the database for the classifier. The analogy to the featuréisd HRSC image is obvious.
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The HRSC image has a three times better resolution than tken& image with a size
of 1200x1200 pixels and a resolution of 25 m/pixel. TheKWG image has a size of
1204x 1056 pixels with a resolution of 70 m/pixel. The dust devisthhe VIKING image
build the database for the classifier and the parameterswitthe hills seen in the HRSC
image. Even the visual check could sometimes not clarifiiese objects are really hills or
dust devils. The stereo images were used to analyse if tleetddtobjects are moving. This
comparison revealed that all features must be hills.

The conclusion which is drawn from this analysis is that neagbme of the dust devils seen
in VIKING images are hills and were wrongly counted as dust devils. niNoty reference
images (covering the same area at a different time) werdad@ito prove that the objects
disappeared and are therefore dust devils. The high réesolaf HRSC images helps to
analyse such ambiguous objects in detail and the steremelsaprove if it is a spatial and
temporal variable feature.

7.4 Classification of the MOC Dataset

Cantor et al.[2006] reviewed MOC images from almost four Mars years fostdlevil pur-
poses. The search was started in September 1997, akRsIBLOBAL SURVEYOR arrived
at the planet, and includes images up to January 21, 2006e $InRS GLOBAL SURVEYOR
stopped working in November 2006 due to a wrong command, tlaibavailable MOC im-
ages have been already searched for dust devils. A summagyrafv angle (NA) and wide
angle (WA) images including dust devils is shownGantor et al. [2006]. It is therefore
not necessary to start a comprehensive search with thempattognition and classification
software in MOC images. It will be shown that the softwareriggerly working with images
from this Mars mission as well.

Partly based on the former published papefFisher et al.[2005] 29 NA and 15 WA images

have been selected and searched with the pattern recaogsdftware. Most of the images
covered Amazonis Planitia since this is the region with tiglést dust devil activity accord-

ing to MOC image analyseg&isher et al, 2005;Cantor et al, 2006]. Other images covered
Sinus Meridiani, Chryse Planitia, Sinai Planum, Mare Cimoma, Noachis Terra and Clari-

tas/Coracis Fossae. The results of applying the patteagngtion and classification software
to MOC images are shown in the Tables 7.4 and 7.5.

The resolutions of the MOC images represent the originalesbut for the NA images m09-
00193 and m13-00139, where one fourth and the half of the origiesdliution revealed the
best classification results, respectively (Table 7.4). tievils were only counted for the
NA images and compared with the countC#ntor et al.[2006] because the quality of the
WA images made it difficult to verify the high number of dustvde Enhancing the contrast
resulted often in almost black and white parts of the imagesaddition, many stripes,

brighter and darker ones, cross the images (Figure 7.22me®f the dust devils may only
be verified to be ones if an image of the same area is availalgete that the objects have

1See Appendix A for image identifiers
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29 MOC Narrow Angle Images

Number

. Number dust devils .. Correctly Total objects
Image Resolution dust devils o . .
(Cantor et al.[2006]) . classified  (incl. dust devils)
(this work)

m01-04498 11.31 1 1 1 1
m02-02530 5.81 1 1 1 6
m03-00396 5.96 1 1 1 1
m03-00435 6.12 1 2 0 1
m03-01869 5.68 1 1 0 2
m09-00193 11.52 1 1 1 1
m13-00139 17.66 1 1 1 1
m13-00483 11.05 19 17 2 2
e02-02175 12.34 6 4 1 1
€03-00938 6.14 3 2 1 1
e03-01651 9.22 7 3 0 0
e03-02304 12.30 4 3 0 0
e03-02711 4.59 1 1 0 0
€04-00765 9.25 4 3 2 2
e04-01708 9.28 4 3 1 1
€05-00695 12.34 1 1 1 1
e05-01343 12.31 1 1 1 1
e05-02077 12.28 4 4 3 3
e06-00037 12.27 5 5 1 1
€20-00851 12.91 5 4 0 0
e20-01304 12.92 3 2 0 0
e21-01170 6.45 3 2 0 0
€22-00666 6.44 5 2 0 0
€23-00955 12.91 10 6 1 1
e23-01274 12.90 5 3 1 1
r01-00879 12.88 4 4 1 1
r02-00052 6.45 6 1 1 1
r02-00468 6.46 3 3 0 0
r02-00854 9.69 4 4 0 0

Total 114 86 22 30

22 of 86 dust devils: 25.6% correctly classified
22 of 30 objects: 73.3% are dust devils

Table 7.4: Classification results of MOC Narrow Angle images. Resoiuis displayed in metre per
pixel. More details in the text.

disappeared. Counting was once done for WA image e21-0188686 this image is missing
in Cantor et al. [2006] although it is mentioned iRisher et al. [2005] and contains-25
dust devils. The dust devil counting in NA images producedetimes a lower number than
in Cantor et al.[2006]. One reason may be the quality of the images becauseedthe
raw unprocessed images available from CD-ROMs or via trexrief. Another reason for
a higher number of dust devils may be that also dust devil® weunted which are only
seen partly in the images, e.g. the shadow is visible buthmdust column. These dust

http://pdsimg.jpl.nasa.gov/Missions/index.html
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15 MOC Wide Angle Images

Image Resolution Number dust devils l;llljz':téeervils Correctly Total objects
(Cantor et al.[2006]) : classified (incl. dust devils)
(this work)

mO01-01092 252.35 1 - 0 0
m01-01279 259.13 96 - 2 2
m01-01417 232.93 7 - 0 0
m01-01485 258.98 62 - 3 3
mO01-01875 254.70 114 - 2 2
mO01-02267 254.00 133 - 10 10
mO01-02674 337.66 219 - 5 5
mO01-02779 304.00 28 - 5 6
mO01-03324 399.00 45 - 1 1
mO01-05369 383.14 8 - 0 0
€03-00363 316.62 12 - 0 0
e03-01649 262.67 12 - 0 0
e06-00036 257.77 29 - 1 1
€21-01290 291.67 - 25 1 1
€22-00369 286.15 67 - 1 1
r02-00354 338.88 82 - 0 0
r04-00083 286.02 127 - 4 4
r04-02072 371.08 25 - 0 0

Total 1139 25 35 36

35 of 1164 dust devils: 3.0% correctly classified
35 of 36 objects: 97.2% are dust devils

Table 7.5: Classification results of MOC Wide Angle images. Resolusatisplayed in metre per
pixel. More details in the text.

devils were not considered in our counting since the sofiwsanot capable of detecting such
representations of dust devils.

After examining some images it was noticed that the origse#ting for filtering bright image
pixels are too strong. It was setitia= 3.40 and in some cases also to 3.00 (see Section 6.1.1).
The allowed variation from the computegl values of the orientation of the shadow was
extended fromt10° to +15°.

It is most obvious that nearly all detected objects (73.3%d\A, and 97.2% for WA) are
indeed dust devils (Tables 7.4 and 7.5). Only in three imagksswere wrongly classified as
dust devils. This good classification rate is of course alszsalt of the imaged surfaces. If
there are not much hills or small craters, only dust devil®fihe required parameters as it
was mostly the case for the Amazonis Planitia images (FigL22a).

The high number of dust devils seen in the images cannot bbedeped with the pattern
recognition search for both, the NA and WA images. The foactf 25.6% detected dust
devils for NA images is similar to the results of the HRSC imagssification. In most
cases the bright spot is too weak and even with the decreadesl for filtering bright pixels

it could not be displayed properly (Figure 7.22a). As alwagme dust devils are still too
small even with the high resolution of the NA images or theyeha strange shape. Some
dust devils are too large in the NA images. Even the reduaifoime resolution revealed
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Figure 7.22: a) MOC Narrow Angle image e05-02077. The lower dust devil eearectly classified,
the upper one has a too weak bright spot so that nothing wasdilt b) MOC Wide Angle image e03-
00363. The black arrows indicate dust devils which are had#tectable because of the brightness
gradient which makes the left side quite dark, and the rigde gjuite bright. Additionally, the dark
and bright stripes are seen which complicate a correct dfesgion.

no improvement. Worth mentioning is the effect of the bright dark stripes in the MOC
images since sometimes the shadow concatenates with atdprlrgd is then ruled out as

a dust devil shadow by the classifier because of the strangdue (Figure 7.22b). For WA
image m01-02674 it was once tested to run the pattern retogaind classification software
with and without thep checking. Withg check the search resulted in 5 detected dust devils,
without the check in 18 objects with 12 clearly identifiablestidevils (including the former
detected 5 dust devils). Other detections are hills or npli@dy assignable objects. This
would suggest to deactivate tipecheck or allow a wider range of permittgdvalues when
processing MOC images.

Beside the adjustments of the pattern recognition parasetgoright spot filtering) andp
(shadow orientation) no further changes were necessanpy o the existing software as
it was anticipated (see Section 6.3). Despite the diffezenic image resolutions and sizes
the software could handle the data from the NA and WA camethowt problems after
flipping the images left-to-right if required. The analysetges represent of course only a
small part of the large database oIS GLOBAL SURVEYOR MOC images. Nevertheless,
the positively classified objects are almost all dust dewitéch show the capability of the
software to detect dust devils in MOC images as well.
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CHAPTER 8

DUST DEVILS: THE SCIENTIFIC
INVESTIGATION

A total of 205 dust devils have been observed as of July 200{R8C images from 23 dif-
ferent Mars Express orbits. The observations range fromalgr2004 to July 2006, covering
northern and southern hemispheres at various seasons. néirsystematic search for dust
devils was performed, such as choosing certain regionsusirakvil examination. The early
focus, however, was on the northern lowlands, in the sprimysummer for images taken
between 0600 and 2000 hours local time. These conditioesreef to the knowledge and
assumptions of previous dust devil studies (see Chaptera2@r it was not concentrated on
the season for the respective hemisphere, nor was any iamperattached to the local time
of observations but several regions were examined. Onesfa@s on Amazonis Planitia
where many dust devils have been found (Cantor et al., 208BgFet al, 2005; Cantor et
al., 2006). The details of each orbit where dust devils haenldetected, as well as the dust
devil characteristics (speeds, diameters and heightdiséed in Table D.1 in Appendix D.

8.1 Spatial and Temporal Distribution

70 dust devils were found in the southern hemisphere betd@eand 62 S latitude at local
summer, ls = 281° to 317 (Figure 8.1). They have not been detected in any single megio
but occur in areas from 2& (Noachis Terra, orbit 2225) to 17B (Terra Cimmeria, orbit
2315). The orbits 2100 and 2242, covering this specialidéitrange, contain each 26 dust
devils giving a total of 52 dust devils. The local conditiomere favourable for dust devil
development. Another three orbits on the southern hemispfoebits 2032, 2054, 3210)
showed eight dust devils in Syria Planum (Table D.1, Figufg,8vhereas one dust devil
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Figure 8.1: Coloured topography map based on Mars Orbiter Laser Alten€¢iMOLA) data. Dust devil locations detected by HRSC arécatdd by the big
crosses. Note that one cross does not always represent bitéroage and mostly not one single dust devil. The crossesldor the spatial coverage where dust
devils have been detected. The numbers in parenthesegtieltve above lying crosses except for crosses below tkenG 1 lander region, where the dedicated
parentheses are right or left of the crosses. The first numdgesents the orbit number, the second the number of dus deen in this orbit. Highlighted are the

landing sites of probes from different missions. The Matbffader landing site is located at 18, 327E, covered by th& IKING 1 writing.
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(orbit 3210) was found at local autumn. Four of the dust dewilThaumasia Planum (orbit
1081; dust devils 2, 3, 4 and 5) were detected in all threestienages. One (dust devil 1)
was seen only in the nadir and backward looking image becawsss out of the field of
view of the forward-looking channel (see Figure 8.4, page $6ese dust devils are the only
ones detected in the southern hemisphere during the wirger 118). The relatively small
dust devil in orbit 0068 (Icaria Planum) is only seen in the Bl S2 channel but at a low
quality. A dust cloud is found near the equator (orbit 1054%yrtis Planum.

Dust devils observed in the northern hemisphere are six @gts in Amazonis Planitia
(orbits 1258 and 3042) and five in Arcadia Planitia (orbit8D@nd 1404). The three dust
devils in orbit 0037 were the very first dust devils discoddog HRSC. They are located in
the same region whefehomas and Gierasdi985] found the first dust devils on Mars from
VIKING images. Further remarkable is that they occurred at loqaten(Ls = 337).

One target area was Chryse Planitia, a northern lowland{i1R; 305-334E). Most of the
available HRSC images, however, covered only the southentrop Chryse Planitia and ex-
tended sometimes to Noachis Terraq@J) crossing the equator and Valles Marineris (Figure
8.1). Nevertheless, these orbits were fully analysed bypé#teern recognition and classifica-
tion software and revealed a high number of dust devil detestin the longitude range of
317-326E and between 20l and 20S. 55 dust devils seen in six orbits were imaged within
32 Mars days (k= 267-283). Depending if the dust devils were imaged on the northern or
southern hemisphere, the season is northern winter or sousummer. In northern spring
(Lg= 76+82) 54 dust devils were imaged (orbits 3202 and 3246). The sessems not to
be the dominant factor that dust devils evolve in such a highlver because of the location
near the equator. Valles Marineris disembogues into Simallisyand Simud Vallis finally
into Chryse Planitia. There is maybe a flow field induced by tfailley system and the sur-
rounded highlands that force dust devil formation.

The high amount of 109 dust devils seen betweétiN2dnd 20S at 317-326E must not be
overvalued with respect to the other dust devil location®ri£zimage covering these regions
were examined for dust devil occurrences, whereas the détections are rather individual
cases of different regions.

HRSC data were compared to results from other orbiter daftae[ley and Greelgy2006;
Fisher et al, 2005; Cantor et al, 2006]. Whelley and Greelej2006] found a dust devil
‘season’, similar to results dflalin and Edget{2001] andCantor et al.[2006]. The season
begins in late spring, continues through summer into middalthe respective hemisphere.
However,Whelley and Greelej2006] found that the frequency of tracks in the southern
hemisphere is an order of magnitude larger, which was atgthto differences in heating
due to orbital asymmetries. The highest frequency was let\B€& and 60S latitude, con-
sistent with our HRSC data{34% or 70 of 205 dust devils seen in this latitude range). This
is in contrast taCantor et al.[2006] who found in MOC images over 88% of about 11500
active dust devils in the northern hemisphere (with over 3§%orthern hemisphere dust
devils in Amazonis Planitia alone). So far a total of 87 HRS6its (January 2004 to July
2006) covering Amazonis Planitia were examined, includithgeasons and ranging in local
time from morning to late afternoon. Only six dust devils evdetected in two orbits (1258
and 3042). These Amazonis orbits, however, cover ofterdtiteitle range between 0-39,
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which is a region wher€antor et al.[2006] noted that dust devils are absent.

No special remark is made yantor et al. [2006] about numerous occurrences between
50° and 60S latitude. They note, however, that betweénnd40°S at various longitudes no
dust devils at all have been seen in WA images. The majoritdust devils in NA observa-
tions occurred outside a longitudinal band spanning frol23%& [Cantor et al, 2006]. This
strengthens our findings of the latitude range of active degils seen on the southern hemi-
sphere. We have also detected dust devils (orbit 0068al&anum; orbit 1081, Thaumasia
Planum) whereCantor et al.[2006] have never seen one dust devil in their comprehensive
search in the MOC database. This suggests that the detedtaust devils is still highly
variable and depends strongly on the local time and seasen thie images are taken and on
the image resolution. Talking about the spatial distrimutof dust devils requires to include
all available results from different Mars orbiters and larslat the best.

In addition to the high number of active dust devils, HRSCtdievil tracks were only seen
in those five orbits (from a total of 23 orbits with active ddsvils) that cover the 500 60°S
latitude range. This strengthens the argumentbklley and Greelef2006] that asymme-
tries in dust deposits are responsible for the paucity akgan the northern hemisphere in
comparison to the southern hemisphere (see Figure 8.6, 10dge

The highest dust devil track frequency is found in the nartheemisphere between €0
and 70N, as seen in MOC imageS\helley and Greelgy2006]. This was not observed
by HRSC data, as no active dust devils were seen north df.48lost dust devils seen in
the northern hemisphere were detected in the southerngiatisryse PlanitiaFisher et al.
[2005] detected three active dust devils (local winter) fand dust devil tracks (local summer
and winter) in this regionMetzger et al.[1999] showed using MRS PATHFINDER lander
images that this is an active dust devil region. Taking theesalts and those fro/helley
and Greeley{2006] into account, there is an possible explanation fer ilgh number of
active dust devils seen in Chryse Planitia. It is a regionighér surface pressure (lowland)
with a thick dust layer which favours dust devil formationhelflow field of the southerly
located valley system may play a role, too, as mentionedeabov

All dust devils detected by HRSC occurred at noon or aftenneith a peak between 1400
and 1600 hours, as on Eart8ifclair, 1969;Snow and McClelland1990] and in previous
Mars studies\Vennmacher et 311996;Balme et al. 2003; Greeley et al. 2006]. Eight
orbits showed also dust devil activity in local winter anddbautumn beside the dust devil
season in spring and summer. The locations, however, aretsnes near the equator.

A diurnal distribution of dust devil occurrence cannot beiesed from MOC data, since
the observations are limited to 1400-1500 hours local tiffiee distribution of dust devils
seen in HRSC data compare favourably with terrestrial alagi®ns where dust devil activity
starts in the morning hours around 1000-1100 hours, peak3Qf-1400 hours, and tends
to vanish after 1600-1700 hourSipclair, 1969]. The local time of dust devil occurrence is
in agreement with the near-maximum heating of the groundtla@dverlying air Thomas
and Gierasch1985]. HRSC imaged dust devils in all seasons on both hdraisg, with
most seen in the spring and summer. Summarising the regr@hgha seasons when dust
devils have been observed, our data support the hypotlmegiddst devils evolve wherever
the atmospheric conditions are suitaliBaptor et al, 2006].
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Figure 8.2; a) Dust devil in Peneus Patera seen in the ND image (orbit 28&lution 25 m/pixel).
The black square outlines the location of the SRC image. B)i®Rege (resolution 5 m/pixel) revealing
many more dust devil tracks than seen in the ND image. c) Aargarhent of the dust devil seen in
the SRC image, showing the kink between the lower and the pppeof the dust devil. North is to
the top of each image.

8.2 Dimensions

The diameters of most observed dust devils were betwee1@Q00n (Table D.1). Clear
exceptions were two features that lacked well defined vestigvhich are most likely large
dust clouds with~1010 and~1430 m across. The largest dust devil seen in HRSC images
was~1650 m in diameter and-4440 m high, while the smallest diameter wag5 m and

the lowest height-75 m measured for the same dust devil. The average sizes2a8 m

in diameter and-660 m in height, consistent with the findings of narrow an§ia MOC
images byFisher et al. [2005]. Heights of 3.8 to 8.5 km were found in wide angle (WA)
MOC images where only the large dust devils can be detected.

Sometimes it is difficult to determine the diameter diredtym the dust devil column be-

cause it has no well-defined shape or the column is tilted.nThe diameter is measured
from the width of the shadow. The error in diameter measungsnis assumed to be five
image pixels, that is-63 m with the best resolution of 12.5 m/pixel in the ND imagéeT

error in the height measurement depends on the length ohtoss and the sun incidence
angle and is therefore variable for each dust devil. A beésolution like available in SRC

images can help to correct the found values of dust devil dgioms.

So far only one dust devil was observed by both the HRSC an8®& (Figure 8.2) on the

caldera floor of Peneus Patera. This is very fortunate becaR€ images are not obtained
on every orbit and they typically cover only a small strip exdtled in the centre of the
nadir images. The SRC observation during orbit 2133 wagdesdito be a N-S raster mode
observation transecting the caldera floor and the dust dekimn and its shadow are clearly
visible. The dust devil is almost at the image border of th&€3iRage. Nevertheless, this
example shows the potential of the SRC. While the resolutfathe ND channel was only

25 m/pixel (Figure 8.2a), the SRC image at 5 m/pixel revealsendletails of the structure of
the dust devil, as well as of the surrounding environmergyfé 8.2b). In addition, streaks
inferred to be dust devil tracks can be identified and placethé broader context of the
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HRSC image, suggesting that the floor of Peneus Patera isetbwath dust.

The dust devil is tilted in the direction of the shadow whieim®e seen in the ND image. The
analysis of the SRC image shows a clear ‘kink’ between thefpthinner, columnar vortex,
and the upper broad, expanded vortex (likely due to wind 3hefathe dust devil (Figure
8.2c). The kink is in the direction of the shadow and cannatd®n in the shadow itself, so
its altitude cannot be retrieved.

The direction of tilt of dust devils is assumed to indicateitidirection of motion Renr®

et al, 2000;Greeley et al.2006]. The sequential position of the dust devil is in threction

of the kink, in agreement with the first position seen. We bahe that the wind shear tilts
the dust devil in the wind direction and that the ambient wimales it forward.

The better resolution of SRC also enabled a better measuhe afust devil diameter. For
example, the lower columnar vortex appeared to be 90 m in REEIND channel, but 42

m in the SRC image. This suggests that the diameters obtéandlde HRSC ND are over-

estimates. We found no significant difference in the shadmgth and therefore the height
(1352 vs. 1366 m), between the HRSC ND and SRC data.

8.3 Traverse Velocity

The unique imaging capability of the HRSC enables the fodwalocities of dust devils to
be computed from their positions seen in the three stereonelis. The time when the dust
devils were imaged is given in the binary prefix of each imdest devils could not always
be recognised in all three HRSC images, either because tbegypeared in the time between
acquisitions of two HRSC channels, or because the imagé&tesoof an individual channel
was too low. Typically, the Martian surface is imaged wite D channel at the best resolu-
tion (12.5 m/pixel) and with the S1 and S2 channels at 25 relpRepeated observations of
regions using the full-resolution stereo mode of the HRSuioke ND, S1, and S2 channels
at 12.5 m/pixel. Nevertheless, all calculations of dustild#rameter and height, discussed
above, were done using the highest resolution data, typited ND channel.

We estimate the error in the recorded dust devil positiontfeeof plume) to be 5 pixels{63

m at highest resolution in nadir image) for the image linassamples, respectively. The total
error is then approximatel177 m for the travelled distance between two positions of the
dust devil. The uncertainty in dust devil position also k&a an uncertainty in time when
the dust devil was imaged. The time error depends on the sfataltitude and speed, and
Is in most cases less thefD.1 s. Errors in position and time affect the value of theabati
dust devil speeds and are taken into account in Table D.1s€Tbgors are not of the same
kind as time and range errors in measurements on Earth whereliserves the dust devils
in field studies in mostly horizontal viewShow and McClelland1990]. The size, height
and travelled distance must be estimated in a relativelyt sinoe. For Mars with HRSC, we
have three images and mostly three clear positions of thedéwds.

The larger part of the detected dust devils has a forwardanetinge from a few metres per
second up to 15 m/s (Table D.1). These values are in goodragreevith observations of
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dust devils on EarthSinclair, 1969;Snow and McClellandl990] and with predictions for
Mars [Ryan and Lucich1983;Metzger et al. 1999;Renrd et al, 1998;Ferri et al., 2003].
The average speed for 74 dust devils, however, was 23.1 rtiisawange from 15.0 t6-59
m/s (Table D.1). The question is if these results can be degkas near-surface wind values
or if the high speeds result from observations of the dustral at higher altitudes and
therefore reflect the wind speed at this altitude.

We used wind speed profiles derived
from the Martian Climate Database
[Lewis et al, 1999] for a given local
time, season, and region. These profiles
were compared with the derived dust
devil speeds and heights of the first fourf
orbits where dust devils have been sees
(orbits 0037, 1054, 1081 and 1258, see ]
Stanzel et al[2006]). Figure 8.3 shows 1
an example for dust devil 4 in Thau- o+ et ——
masia Planum (orbit 1081). This dust ° 3 10 1 20 25 30
devil was approximately 3.4 km high speedinme

and travelled at 19.6 m/s, Corr(':'Spon(l’i"lgure 8.3: Wind speed profile from the Martian Cli-
ing well with the wind profile speed aty,te patabase for the given local time, season and re-
the altitude of 3.4 km. It seems that thgion of dust devil 4, Thaumasia Planum. The dust devil
speed was measured at the upper part@fvelled at 19.6 m/s on average with a height of 3.4 km
the dust devil and therefore representgiadicated by the big diamond).

value of the wind speed at this altitude,

with a speed of only a few meters per

second at the surface. This is consistent with most of thergbd dust devils except for dust
devil 1 and 5 in Thaumasia Planum and those in Amazonis Rigpitbit 1258).

wind profile

w £
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According to the predicted wind profiles of the database,stihaller dust devils 1 and 5
in Thaumasia Planum should move at 4 to 7 m/s but also thodedduds have a forward
speed of 16.9 and 20.8 m/s like the other three higher dusisdavlhaumasia Planum. It
is remarkable that the five dust devils move almost in-lin¢ghie same direction although
several kilometres separated from each other (Figure §i4¢y have maybe formed along
an air mass boundary, and move forward at that high speedi®ecd the high wind speeds
existing along fronts and shear lines.

The dust devils in Amazonis Planitia have heights of 0.9 #okin, suggesting a wind speed
of 9.5to 13.5 m/s from the Martian Climate Database for thisiae, but the observed speeds
are 1.5 to 6.0 m/s. It seems that in this case the real netaesuiorward speed of the dust
devils was measured and not the wind speed at a higher altitud

The intersection of the shadow with the plume (interpretetha vortex) defines the surface
point which is tracked in each image. If the high speeds tésurh observations of the plume
at higher altitudes and not directly from the surface, theltex error has to be taken into
account because of the tilted viewing direction (£8.6f the stereo channels (see Section
4.3).
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Figure 8.4: HRSC stereo images showing five dust devils in Thaumasiailamhe illumination is
from the upper left. North is to the top of each image. a) $tdréorward looking channel. b) Nadir
image showing the change in position of the dust devils dHes. Note that dust devil 1 entered the
field of view. ¢) Stereo 2 backward looking channel showirgctiange in position of the dust devils
after 53 s after nadir image (97 s after S1 image).

The parallax error leads to an error in the distance and heecpeed (Table 8.1). Speeds are
between 10.6 to 14.4 m/s for the dust devils in Amazonis B&awhich had before only a few
metres per second. The speed results showed no major chfanglesst devils in the other
regions (Table 8.1). Values between 12.1 to 24.8 m/s caorespvell with former results
without parallax error. The parallax has no effect becatsedust devils moved a much
larger distance then those in Amazonis Planitia. The ddspeeds are therefore interpreted
as near-surface values. This is underlined by the impnesdithe images. Figure 8.4 shows
that in the S1 and S2 images the top of the dust devils is tiiedlard and backward (best
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Dust Devil speed, m/s  speed, m/s| Dust Devil speed, m/s  speed, m/s
Channels . . Channels . .
Number without  with parallax Number without  with parallax
Thaumasia Planum, Image = h108D00 Amazonis Planitia, Image = h128801

S1-ND 2.2 13.1

1 ND-S2 20.8 19.1 1 ND-S2 6.0 13.2
S1-S82 4.1 13.1

S1-ND 22.7 23.2 S1-ND 3.2 10.6

2 ND-S2 18.8 16.9 2 ND-S2 1.8 11.3
S1-S2 20.6 19.7 S1-S2 2.5 10.9

S1-ND 20.0 12.1 S1-ND 1.6 14.4

3 ND-S2 15.0 15.0 3 ND-S2 15 13.6
S1-S2 16.3 12.9 S1-S2 1.6 13.8

S1-ND 21.4 23.1 S1-ND 5.8 11.4

4 ND-S2 17.8 21.9 4 ND-S2 2.7 14.0
S1-S2 19.4 22.4 S1-S2 4.1 12.7

S1-ND 16.8 15.7 S1-ND 5.6 11.1

5 ND-S2 16.9 16.3 5 ND-S2 5.1 12.3
S1-S2 16.8 16.0 S1-S82 5.2 11.6

Table 8.1: Dust devil speeds computed once with the parallax error ammkeavithout. The dust de-
vils seen in Thaumasia Planum had anyway a high forward sp&éé parallax has no effect. The
speeds with the parallax error for the dust devils in Amagdpiianitia are unrealistically high in
contradiction to the impression by the images where the diexits moved only a small distance.

seen at dust devil 3) due to the parallax. And this it not théase point where the speeds
are measureditanzel et a).2006].

Assuming that the computed speeds are near-surface vahgsstb two possibilities of inter-
pretation. First, if dust devils do move with the environ@mvind, this ambient wind has a
higher speed than usually assumed (5 m/s) when dust devils.ddowever, dust devils have
not been seen at high wind speedd.0 m/s) very often in terrestrial investigations. Second,
the ambient wind is only a few metres per second, then the akisls move much faster
and have a strong forward component beside the high rotdteomd vertical velocities inde-
pendent from the environmental conditions. Most obsepwatshow that dust devils from a
single image move in the same direction despite their distsand have approximately the
same speed. This underlines the assumption of movementheitturrent ambient wind.

One explanation for the relatively high speeds of the fiva desils detected in Thaumasia
Planum (Figure 8.4), which moved all in one row, is that theayrhave developed at an air
mass boundaryStanzel et a).2006]. We infer that they moved across the surface at high
wind speeds that are found along such fronts. No envirorsherplanation, however, could
be provided for the relatively high speeds of the dust dewrilsrcadia Planitia (orbit 0037)
and Syrtis Planum (orbit 1054).

Two orbits covering Syria Planum (2032 and 2054) showedrsdust devils and revealed
another explanation for their relatively high speeds. Thages, taken only 7.4 Mars days
apart from each other, include a small and a large dust st@antor et al.[2006] showed
several MOC images where large dust devils and plumes a@xtatithe fronts of dust storms.
They relate them to terrestrial vortices accompanyingipgssorm fronts. So the dust storms
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seen with HRSC may be responsible for the fast motion andhikiation of the dust devils.
The dust devils seen at the front of the storm indicate wigirttomputed speeds as well the
speed of the dust storm if they are propelled by the storns iSlsupported by the simulations
of Toigo et al.[2003] where dust devils developed both in the ‘highest véipded’ case and
in the ‘no background wind’ case.

Former investigations concerning dust devils on Earth aadsMssumed that high ambient
wind speeds suppress dust devil formation and evolutiortt@idneasurements of high for-
ward motions are due to measurement err&rsojv and McClelland1990]. Kanak[2006]
did a survey of numerical simulations of dust devil-like oes for both Earth and Mars. The
review revealed that dust devil-like vortices occurredlisinulations despite differences in
the models, initial conditions, or experimental designistek of four studies of the Martian
atmosphere included ambient wind and were mostly run at lavd wonditions. Michaels
and Rafkin2004] noted that there is an influence of background windcivievas overcome
by afternoon heating, which is an important issue on Marg Jdtential intensity of convec-
tive vortices depends on the thermodynamic propertieseoétivironment, while the vortex
radius of maximum wind depends on both the thermodynamigeptiees and the value of the
ambient vorticity, in agreement witRenrd et al. [2000] andRenrd and Bluesteirj2001].
Combining this theory and the results from HRSC leads to tlggesstion that dust devil
formation is not suppressed by high wind speeds. The dust sigseds are a few metres
per second as reported in most cad®gan and Lucich1983;Metzger et al. 1999;Renrd

et al,, 1998;Ferri et al., 2003] if ambient winds are low or non-existent. Dust degisst at
and move with high wind speeds as well, including the bestld@ed and largest dust devils
observed with HRSC (Figure 8.4).

After the analysis of almost 200 dust devil speeds it can Ineloded that dust devils move
with the ambient wind as it always was expected. The deripe@ds of dust devils seen in
one orbit are consistent and all dust devils despite theiadces moved in the same direction.
The derived speeds can therefore be taken as an indirecuregant of the surface wind
speeds.

The orbits 2035 and 2046 showed speeds up to 30 m/s on avendgspome exceptions of
over 40 and 50 m/s. These speeds seem to be unrealistiogiyahd are mostly due to the
fact that the observed objects represent more dust cloatisdiist devils. A specific near-
surface point can therefore not be tracked because no aetices are seen. This leads to
the high speeds and the usually assumed error in speed reeesus should be estimated
much larger for these cases. It is assumed that the real gpaledut 30 m/s as calculated for
the other dust devils in the orbits. The high speeds in thau8ixallis regions were referred
to a possible flow field forcing dust devil formation.

Another consequence of high wind speeds according to tHég et al, 2000] is that

the diameters of maximum wind of dust devils, and therefoeediameter of the dust de-
vils themselves, tend to be larger with high wind speeds¢ase in ambient vorticity). No
such correlation is apparent in the HRSC data, however. @yust devils in Amazonis
Planitia have diametergs100 m and low speeds. There are, however, dust devils in Syria
Planum (orbit 2032) with small diameters of 80 and 138 m aretagye speeds of 20 m/s.
The diameters of the dust devils in Xanthe Dorsa (orbit 32d6)e from 60 to 530 m, but
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the speeds do not increase with diameter. The largest deasn@trbit 2054) have been seen
at high speeds. However, the images of the three stereo elsame ‘snap-shots’ and do not
indicate longer duration observations. The smaller dugtisiiormed at high speeds might
have just formed and were still growing¢nrd et al, 2000].

8.4 Dust Devil Tracks and Lifetime

Wind streaks interpreted as dust devil
tracks are common in SRC image mo-
saics. Fifteen mosaics (Table 8.2) have
clearly identifiable tracks, ranging from
linear to curved and from two to 512
individual tracks per mosaidNilliams
2007; Whelley 2007]. Most of the
tracks seen in SRC are also in the 50-
70°S latitude range as seen MWhel-
ley and Greelejj2006]. Four mosaics
on the northern hemisphere show tracks
between 50-7ON which corresponds
with MOC results as well. The high fre-
guency of tracks supports the high num-
ber of active dust devils in these latitude
ranges and the argument that the Hadley
cell is the main causer. All streaks are
dark except for those found on the south
slope of the Pavonis Mons caldera and
within the Arsia Mons caldera (Figure
8.5), which are bright.

The occurrence of bright dust devifigure85: HRSC-SRC images taken during orbit 263
tracks. indicative of the removal ofmaging Arsia Mons caldera. North is to the top. a)

darker materials superposed on bright§BC mosaic of part of the caldera, showing bright dust
surfaces by dust devils, is relatively rargevil tracks (white arrows). b) HRSC image of the Arsia

in both HRSC and SRC images (TabIMonS caldgra, showmg the location (vyhlte box.) of the
. RC mosaic. The white zone obscuring the right side
8.2). In SRC images the only occurs

) 7 f the caldera is thought to be a water-ice cloud. By
rences of bright tracks are within th

_ %ourtesy of D. Williams.
calderas of the Tharsis Montes. 95%

of the detected dust devil tracks on the

floor of the Arsia Mons caldera on orbit 02634E 13.5, local autumn; local time 13:15,
Figure 8.5) were bright, roughly 5% were daBt@nzel et a].2007]. The fine, diffuse, white,
sublinear tracks seen in the Arsia summit caldera were @uely observed on MOC images
[Malin et al., 2003].Malin and Edgetf2001] also reported streaks on the summit of Olympus
Mons. At an elevation of 16.3 km, the atmosphere at the Arsnarsit caldera is extremely
thin (~1 hPa or comparable to Earth’s atmosphere at an altitud&8fkm). Dust is very dif-
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Orbit Location Track Morphology Number of Tracks Track Albe do
0016 3.0S, 256.6E linear 5 dark
(Frames 10-16) N of Noctis Labyrinthus
0030 38.4S, 613:'.5 linear to sublinear 38 dark
Hellas Planitia
0263 9:1 S, 239.2E sublinear to curved 268 bright
Arsia Mons caldera
0383 495, 321'.7.E linear 2 dark
Argyre Planitia
0.2N, 247.4E .
0891 Pavonis Mons caldera S slope curved 26 bright
1269 65'2?N’ 1778E. linear to curved 316 dark
Vastitas Borealis
67.5N, 81.6E .
1475 Vastitas Borealis linear 9 dark
1607 517N, 71.7E linear to curved 184 dark
Northern lowlands
2133 57.7°S,53.4E linear to curved 512 dark
Peneus Patera caldera
2148 46'938’ 20.0E . sublinear to curved 419 dark
Noachis Terra, crater Kaiser
2209 /165, 139'5!5 sublinear to curved 422 dark
Planum Chronium
2293 62.0S,171.6E sublinear to curved 81 dark

Terra Sirenum (near dark dunes)
63.1°S, 334.8E

2295 ) sublinear to curved 218 dark
Noachis Terra
2315 61.6'S, 169'8!5 sublinear to curved 443 dark
Planum Chronium
2418 71.9'S, 127.6E sublinear 170 dark

Planum Chronium

Table 8.2: Dust devil tracks found in SRC mosaics through orbit 3354j(&t1 2006). By courtesy of
D. Williams.

ficult to move in such a rarefied atmosphere, requiring wiredp of some 200 m/&feeley
and Iversen1985]. However, the low-pressure central cores of dusiglare very efficient

in the removal of fine particlesJreeley et al.2003]. It is not known if these tracks reflect
recent dust devil activity or are relicts of a previous climmahen the atmosphere might have
been of higher densityMalin and Edgetf2001] report dust devil streaks at all elevations and
at almost all latitudes from MOC image analysis.

More dust devil tracks are seen than active dust devils tBkms. Fisher et al. [2005]
reported that they detected many tracks, but not a singieeagtist devil in their search of
Casius and Utopia Planitia. However, dust devils are oooca#ly observed creating new
tracks seen from SpiriGreeley et al.2006], and from orbit in MOC image£pntor et al,
2006]. Seven active dust devils were observed with HRSC hit @225 leaving tracks in
southern Noachis Terra (Figure 8.6). They are surroundexhiabundance of other streaks.

Assuming that dust devils create tracks once they startmgaamd that they collapsed where
the streaks terminate, we computed the potential lifetifickist devils by using the measured
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speeds of active dust devils and the lengths of their tra€kacks created by observed dust
devils were used along with tracks in the vicinity of dustitke8-6 (Figure 8.6) in orbit 2225
(Table D.1). The assumed speed for the tracks is 6 m/s, whithei average for the four
active dust devils. The shortest life time was less than founutes for a dust devil which
moved~1850 m at 8.4 m/s. The longest life time was about 32 minutes thstance of 11.7
km at 6 m/s. The mean value for 12 analysed tracks is about AGtes.

It was noted bySinclair [1969] that most terrestrial dust devils last only for a fewuates,
with some as long as 20 minutes, although some exceptionsvefa hours duration are
mentioned. Long durations occur when dust devils are statyp and if there is sufficient
warm air and a supply of particles
[lves 1947]. Snow and McClelland = “%¢
[1990] came to similar conclusions. '

In addition, the duration depends on
the size of dust devils with larger =
dust devils lasting longer and travel-
ling further. These relations appea
to be true on Mars as well. The com-{=
puted lifetimes for Martian dust de- A
vils may be a lower limit because the}
visible dust devil is used as the end
point, and the vortex is likely to con-
tinue to exist even without entrained
dust. The tracks are used as a meg
sure for the travel distance (including
the starting point), but as stated above
and as seen in most of the HRSC or
bits, dust devils may occur without
leaving visible tracks.

That dust devils are temporally
highly variable could be additionally
seen in some orbits where dust devil
developed between two stereo imagggure 8.6: Nadir image of Noachis Terra (orbit 2225)
acquisitions. The time difference betshowing four dust devils (outlined by white circles) and
ween two images is also sufficient ttheir tracks. North is to the top of the image.

observe the collapse of dust devils.

No well-defined dust columns and only smeared shadows caatbetdd in sequent images.
Understanding the duration of Martian dust devils is imaotto obtain a better estimation
of the dust entrainment into the atmosphere based on fregusre, and flux of dust of dust
devils.
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Figure 8.7: Two dust devils (Chryse Planitia, orbit 2046) with parthgstier dust columns but very
long shadows indicating a larger height. The height was 1imor the left, and 2840 m for the right
dust devil. North is to the top.

8.5 Dust Lifting Rates of Dust Devils

The magnitude of the dust flux and the mechanism of dust entexit into the atmosphere
remain uncertainNeakrase et al[2006] simulated the dust flux in dust devils for various
laboratory settings. Smaller, tighter vortices are mofieieht in lifting dust. The dust flux
increases with larger pressure wells. This is confirmed bythikroretical work oBalme and
Hagermanr{2006] showing the efficiency of the pressure differenceartipular for smaller
particles lifted by small and fast dust devils. The quatitieeanalysis byGreeley et al[2006]
using $IRIT data demonstrates the large amount of dust which is liftechégy small size
dust devils. These simulations, theories, and image aemlysove the contribution of dust
devils to the dust cycle of Mars. Larger dust devils as seeHR$C (Figure 8.7) can carry
dust several kilometres high where it may remain in suspanddepending on their longer
lifetime and larger size the HRSC dust devils provide antaattial contribution to the amount
of lifted dust of 19 kg/km/sol calculated byGreeley et al[2006].

We computed the amount of dust lifted by typical HRSC dustldddiameter 230 m, du-
ration 790 s, travelled distance 4300 m) by determining #reabhextent of the dust devil’s
interaction with the surface and multiplying that by pubésd dust devil flux and frequency
measurements (Table 8.3).

The area from which dust is lifted is calculated first as thet devil area withrr? (4.2x 10
m?), and secondly as the area of the travelled distance, déawdégtance (9.910° m?). Dif-
ferent dust fluxes were derived from observations byr8r (Greeley et al[2006]: 2x10°
kg/m?/s), MARS PATHFINDER (Metzger et al.[1999]: 5x10~4 kg/m?/s) and MOC Cantor
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Source DustFlux | Area  Number dust devils Dust Lifting
(kg/m3/s) | (m?) (dd(t)/km?/a) (kg/m?/a)

0.060 3.9&10°°

0.600 3.9&104

4.2x10% 0.810 5.3%104

0.470 3.1%104

Spirit %105 0.344 2.2& 10:‘1
(Greeley et al., 2006) 0.060 9.3%10

0.600 9.3%10°3

9.9x10° 0.810 1.2%10°2

0.470 7.3%10°3

0.344 5.3%10°3

0.060 9.95104

0.600 9.9510°3

4.2x10% 0.810 1.3410°2

0.470 7.8x10°3

Mars Pathfinder 4 0.344 5.7k10°3

(Metzger et al., 1999) 0.060 2.3510 2

0.600 2.3%10°1

9.9x10° 0.810 3.1%10°1

0.470 1.8410°1

0.344 1.3%10°1

0.060 1.9%10°°

0.600 1.9%10°8

4.2x10% 0.810 2.6%10°8

0.470 1.5610°8

MOC 1x10-9 0.344 1.14 10::
(Cantor et al., 2006) 0.060 4.6%10

0.600 4.6%10°7

9.9x10° 0.810 6.3410°7

0.470 3.6&10°7

0.344 2.6%10°7

0.060 1.9%10°3

0.600 1.9%102

4.2x10% 0.810 2.6%102

0.470 1.56¢102

Laboratory 1x10-3 0.344 1.14102

(Neakrase et al., 2006) 0.060 4.6%102

0.600 4.6%10°1

9.9x1C° 0.810 6.3410°1

0.470 3.6&10°1

0.344 2.6%10°1

Table 8.3. Estimations of dust lifting rates. Mean dust devil duratiery90 s. ‘dd’ stands for dust
devils, ‘ddt’ stands for dust devil tracks. More details lire ttext.

et al. [2006]: 1x10~° kg/mé/s), and from laboratory workNeakrase et al[2006]: 1x103
kg/m?é/s). The results oWhelley and Greelef2006] (0.06 ddt/km/a northern hemisphere,
0.6 ddt/knf/a southern hemispheréBalme et al.[20030] (0.81 ddt/knf/a Argyre Planitia,
0.47 ddt/knt/a Hellas Basin) an@antor et al.[2006] (0.344 dd/kr¥a estimated from Ama-
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zonis Planitia, Figure 16 i€antor et al.[2006]) were used for the frequency of dust devils
(Table 8.3; dd: dust devils; ddt: dust devil tracks).

The computed dust lifting values range between £ ° and 6.3410 1 kg/m?/a. The
lowest values are obtained when using the very low dustdjftate provided b antor et al.
[2006]. These results are at least two orders of magnituddenthan the results calculated
with the other dust lifting ratesCantor et al. [2006] provide the largest dataset with four
Mars years of data and a somewhat statistically significast devil distribution. The dust
devil frequency of 0.344 dd/kffa, however, is only an estimation of the Amazonis Planitia
region, displayed in Figure 16 i@antor et al. [2006]. Since most dust devils have been
seen in this area, the frequency provides an upper limiishdass than most of the frequency
values of regions of the other publications. Results at fhy@eu limit of dust lifting rates
between 1.9210 2 and 6.3410 1 kg/m?/a are obtained when using the laboratory dust
flux of 1x10-3 kg/m?/s. They are, however, in the range of the calculations usieglust
flux from the MARS PATHFINDER site. Combining the dust flux derived fronP®IT data
with the different area calculations and number of dustldethe dust lifting ranges between
3.98x10° to 1.27x 102 kg/m?/a taking only the larger dust devils into account.

The frequencies of dust devils are obtained from analysifigrént regions and the dust
lifting rates are therefore only significant for the respactegion and for the used typical
dust devil diameter and the travelled distance. Since thiems are known to show a higher
dust devil activity, the dust lifting rates may provide ampaplimit compared to other regions
on Mars. The more frequent but smaller dust devils are ndudea, it is also no global
estimation for Mars. Including these facts the amount oédifdust would rise again.

A preference can be given to the dust lifting rates obtainill the dust fluxes derived from
SPIRIT and MARS PATHFINDER data because these values can be regarded as field mea-
surements. The travelled distance as the interaction an@@ie reliable than the dust devil
area alone because dust devils are naturally always movVing.dust devil frequencies are
obtained investigating certain regions, but the valué#/btlley and Greelej2006] are ave-
raged from several regions for each hemisphere and seemviol@ia more secure frequency.
The preferred values are 9.820~* (northern hemisphere) and 9:390~2 kg/n?/a (south-

ern hemisphere), and 2.8802 (northern hemisphere) and 2:350 1 kg/m?/a (southern
hemisphere) for SIRIT and MARS PATHFINDER dust fluxes, respectively (Table 8.3).

Obtained dust lifting values between 1:880° and 6.34<10~1 kg/m?/a are based on para-
meters of a typical dust devil seen by HRSC. These resultgestighat large dust devils
alone can contribute significantly to the atmospheric haggaovide their contribution to the
global dust settling rate of-210~2 kg/m?/a [Pollack et al, 1979]. Judging from the capability
of dust devils to lift and move dust to a large extent, dustildeare definitely responsible
for local redistributions of dust and sand, depending oiir oeward speed, direction of
movement and lifetime. The Hadley circulation which is sger and wider during southern
summer than northern summer enforces dust devil activitgresthe ascending branch is
located. This suggests a significant local dust transpon fthe 50 to 60°S latitude range
where most dust devils have been seen on the southern haradptwestward directions as
it is shown by General Circulation Models for this latitudage in southern summer. The
same circumstances are expected to exist on the northergpteame in alleviated form.
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8.6 Dust Storms and Dust Devils

Two dust storms have been seen by HRSC in two orbits, bothricgy8yria Planum and
only 7.4 Mars days apart. The observation in orbit 2054 shibwdarger storm, with a size
of approximately 100 km by at least 60 km. The dust storm dsimTs cover in fact the total
image width (Figure 8.8a). The dust storm moved southwafti® onset in the north was
identified by smaller dust swirls that are arranged like dlstreets. These smaller swirls
spread, become larger in size and merge into a dust stormmodkesurprising aspect is in
front of the storm front, where five dust devils can be seenhrti@/e quite fast in the same
direction as the storm at 23 m/s on average. The largest dudtsgen in all HRSC images
so far (diameter 01650 m; height 0f~4440 m) occurs in this storm and moves at about 30
m/s on average. lItis difficult to determine the base of thé¢ derxgil because of its size and the
large bright vortex, although the shadow was used whergeitsacts with the vortex§tanzel
et al,, 2006]. This may explain the difference between the two messspeeds of 43.9 m/s
(S1-ND) and 16.7 m/s (ND-S2) for this dust devil (Table DTje computed speeds for the
other dust devils are more consistent.

The smaller dust storm observed by HRSC in orbit 2032 (Fi@u8®) is about 7 km by 7

km in dimension, and appears rather like a large dust cloanl éireal dust storm. The storm
cloud and the two dust devils also seen in this image are atgubby 62 km, but all objects
appear to be moving in the same direction. Both dust devdsgaite small (diameters of
80 and 138 m). The smaller one of the two is only 109 m high, e&®the larger one has
a height of about 2 km. The shadow shows a long slender dusineol Computed speeds
are 17 and 24 m/s for the smaller and larger dust devil, réispdc Velocity measurements
for the dust storms could not be done because there are nificgadace point that can be
tracked in the three stereo images.

We checked if the images before and after the orbits 2032 @64 also show dust storms
or dust devils. Only the image from orbit 2021, 3.7 sols befabit 2032, contains another
small dust storm but no dust devils (Figure 8.8c). That stigrapproximately 8 km by 12
km in size.Cantor et al.[2001] defined dust storms as ‘local’ of size greater thanKr@i®,
and as ‘regional’ of size greater than £B° km?. From this definition only the dust storm
in orbit 2054 can be described as local; the other two stormaieahe limit of the definition
or even below €100 kr?). It is likely that Cantor et al.[2001] were not able to detect such
small dust storms because their daily global maps of theisdtasurface have a resolution of
7.5 km/pixel. However, they were able to monitor some of theal dust storms with high
temporal resolutionQantor and Malin 2003]. These results show that dust storms expand
rapidly and may cover a large area in a few hours. Using the EHR®reo channels (S1,
ND and S2) provides additional observation time to obsetmerschanges at short temporal
resolution. The time between two image acquisitions foroitngts 2032/2054 and orbit 2021
was between 25 and 40 s respectively, not enough to see awmytanpchanges in evolution
except the forward motion of the dust storms.

Global dust events are composed of a number of local andnalgstorms Cantor and Malin
2003]. So it cannot be excluded that the smaller dust stobesrged some days before the
larger dust storm in orbit 2054 have contributed to its oosatize. Especially, they appear
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Figure 8.8 HRSC ND image mosaic covering parts of Syria Planum and auntadust storms.
Small dust storms are encircled. North is to the top. a) OP854 taken on August 20, 2005, local
time was 1513 hours,d= 273°. At the bottom five dust devils are seen (see Figure 7.19, pagd)
Orbit 2032 taken on August 14, 2005, local time was 1530 hdws 269°. c) Orbit 2021 taken on
August 11, 2005, local time was 1540 hourgFL267°.

at the same latitude but slightly shifted in longitude (F&y8.8).

Although there is an annual dust storm cy@antor and Malin[2003] note further that dust
storms occur almost daily. Dust storms develop in specifyoores during certain seasons.
The solar longitude for the three HRSC orbits ranges frgyw R67 to 273 (close to Mars
perihelion), which represents a period where it is veryljike detect dust storms in the
southern hemispheré&sfeeley et al. 1992;Barnes 1999]. Syria Planum is also a region
well known for dust storms and dust deviBgdrnes 1999;Cantor and Edgett2002]. It is
assumed and predicteRénrd et al, 1998; 2000Cantor and Malin 2003] that dust devils
and dust storms have a higher probability to occur wherargdagerrains together with large
thermal gradients are located. The temperature gradientsrgte surface winds which may
be responsible for dust lifting.

Particles of about 10Qum size are most easily moved by a minimum wind speed of ap-
proximately 40 m/sGreeley et al. 1981]. Smaller particles of tm size seem to be most
frequently transported into the atmosphere contributingttnospheric dust loading. They
require much higher wind speeds or alternative methodsiftorg small particles. These
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methods can include saltation cascading, outgassinglesidbreaking down of larger parti-
cles into smaller ones by collision, or lifting by dust deiGreeley et al.1981; 1992]. The
pressure difference in a dust devil is a very efficient wayiftaahy kind of particles inde-
pendently of the size or density. Therefore it was assum@éukipast that dust devils are an
important mechanism to initiate threshold and that theytagger dust storms by injecting
easily dust and sand particles into the atmosphere.

After a two Mars years survey of MOC imag€santor and Edgetf2002] stated that dust
devils do not ‘cause, lead to, or have a systematic relatipngith dust storms’. This is con-
firmed by the latest study covering now four Martian yeardyanag all images with respect
to dust devils Cantor et al, 2006]. Dust devils are, however, observed near local S@snn
the two HRSC orbits (Figure 8.8, a+b) presented h€amtor et al.[2006] have seen several
dust devils at the fronts of dust storms like terrestrialtiees accompanying storm fronts.
The dust storm could therefore be responsible for the tiotieof nearby dust devils. This
explains why dust devils observed near storms have highdi@hspeeds. The conclusion is
drawn that similar conditions are responsible for the dgwelent of storms and dust devils,
but they do not necessarily trigger each other. Requireditons seem to be strong winds
caused by temperature gradients, sloping terrains anduo$e@n unstable atmospheric strat-
ification or convection due to insolation. The most suppgrgeason to initiate both, storms
and dust devils, is summer on the respective hemisphegendticlear, however, if these dust
devils (orbit 2054) have developed before, after or sirmdtausly with the dust storm. One
gets the impression from Figure 8.8a that the storm catcpesith the dust devils in front
due to its assumed higher traverse velocity.

8.7 Comparison with SPIRIT Dust Devils

During the first Martian year of operations, observatiomsfrithe Mars Exploration Rover
SPIRIT resulted in a comprehensive study of dust devil activityrfrthe surface of Mars
[Greeley et al.2006]. 533 active dust devils were observed between MaicRAA05 and De-
cember 12, 2005. On Mars this correspondsde173.2 to 339.5, or southern hemisphere
spring and summer. The dust devils ranged in diameter froo2Z6 m, with most between
10 and 20 m. All occurred between 0930 and 1630 hours local éind were most frequent
around 1300 hours. Dust devil height was difficult to det@erdue to limited viewing geo-
metry and imaging. As a result the top of most images trunddie dust devils (Figure 8.9).
Dust devils that were observed in full ranged from 9 to 361 rhilevthe tallest dust devil
that was truncated by the top of the frame was at least 848 m higrizontal speed (or the
traverse velocity) ranged frorml to 21 m/s while vertical speeds ranged from 0.2 to 8.8 m/s.
Greeley et al[2006] conclude that in the inferred dust devil zone in Gus&ter, there are
50 active dust devils/kAtsol resulting in~19 kg/knt/sol of material injected into the atmo-
sphere from dust devils or one tenth of the estimate for dostrsloading byCantor et al.
[2001]. The lifetimes estimated for the dust devils in Gysamged from 0.7 to 11.5 min for
dust devils seen in full cycle. Other estimates from 0.3 t@3&in represent minimum life-
times of dust devils already existing at the start or stitivecat the end of image sequences.
The mean duration was 2.8 min.
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Figure 8.9: Dust devil on the floor of Gusev crater, imaged on sol 616 bySghieit Navcam (image
2N181053592EFFAEQOTP0607L0M1) from the Columbia HillasTust devil is about 1 km from the
rover and is estimated to be at least 95 m high. The image waeed to increase contrast. Adapted
from Greeley et al. [2006].

When HRSC and SRIT dust devil observations are compared to each other, it i$ oiBs
vious that both observation methods complement each ofhbtg 8.4). The smallest dust
devils observed in HRSC images have diameters®® m, which are four image pixels at
the highest resolution of 12.5 m/pixel in the ND channel. sTisiat the edge of resolution
and the calculated error is even higher than this value. Mlast devils seen byrSRIT were
10 to 20 m in diameter, or roughly one third of the smallest BRameters. The largest
diameter from 8IRIT observations was 276 m which overlaps with most of the HRSKE du
devils (<400 m in diameter).

Assumptions about dust devil frequency made by severabasitiho examined images from
different Mars missions must be reassessed because thiersdust devils are typically not
seen from orbit. If the lifetime of dust devils is on the oradéseveral minutes, it is a lucky
circumstance to detect them at the right time by an orbitereza. The difference in the
total number of dust devils observed by HRSC araR$r results from these considerations.
SPIRIT has seen many more but much smaller dust devils.

These smaller dust devils are able to injedt.3x 10~2 kg/m?/a into the atmosphere accord-
ing to the calculations oGreeley et al.[2006]. This corresponds almost to the global dust
settling rate of 2102 kg/m?/a obtained byPollack et al. [1979] and would suggest that
small dust devils alone are responsible for the bigger gahepairborne dust. However, the
dust devils have been seen in this high quantity in the saregsummer season which favour
dust devil formation and represent only the conditions at@®usev crater landing site. The
dust devil survey was maybe conducted when exceptionalthg gonditions for dust deuvil
development prevailed. A dust devil monitoring in the nexirsg and summer season would
be very helpful to evaluate the obtained dust devil frequexmd dust lifting rates.

Our calculations of dust lifting rates using the typical HR8ust devil resulted in the pre-
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Dust Devil HRSC Spirit (Gusev crater,
Feature (205 dust devils) 533 dust devils)
Location 12°-44°N; mostly 10-20°N 1S

(Hemisphere) 1°-62°S; mostly 50-60°S
Local Time/ 1110-1630 hours 0930-1630 hours

57°-337 Lg (N)

Solar Longitude 77°-343 Lg(S)

173-340 Lg(S)

Height 75-4440 m 10-360 m (full range)

mostly <1000 m up to 850 m (truncated)
Diameter 45-1650 m 2-280m

mostly <400 m mostly 10-20 m

Traverse speed 1-59 m/s <1-21m/s
mostly <15 m/s
3.7-32.5min (12 DD 0.7-11.5 min (59 DD full cycle)
Lifetime minimum lifetime) 0.3-32.3 min (290 DD
mean 13 min minimum lifetime); mean 2.8 mir

9.39x10 % - 2.35x10 1 kg/né/a

2
(preferred values) 1.3x10°% kg/nPla

Dust Lifting Rate

Table 8.4: Comparison between HRSC a88IRIT dust devil observations. DD stands for dust devils.

ferred values of 9.3910~% to 2.35<10 ! kg/m?/a using $IRIT and MARS PATHFINDER
dust fluxes along with the dust devil frequenciedidielley and Greelej2006]. This over-
laps with and exceeds the results of ttre@F8T calculations because the HRSC dust devil is
at the upper limit of the dimensions of the dust devils sedh thie rover and has a much
longer lifetime. Combining these results leads to the amioh that dust devils beside dust
storms are the main causers for the airborne dust.

The time of occurrence using all HRSC dust devils is in goog@gent with 8IRIT dust
devils as well. That dust devil formation on Mars is couplathwhe daily insolation and
therefore the stratification of the atmosphere as it is onhEE#& now clearly proven using
the HRSC and SIRIT results. $IRIT gave the details from one location whereas HRSC
analyses obtained the same results from different regMAR S GLOBAL SURVEYOR which
provided the largest database of dust devil images so faa Isas-synchronous orbit. Dust
devils can be only imaged between 1400-1500 hours.

Twelve dust devils from HRSC images were used to calculate lifetimes for comparison
with those derived from Gusev dust devils (Table 8.4). Thegeaof lifetimes agreed very
well with each other when the minimum lifetimes are congderOnly 59 dust devils were
observed in full lifetime by 8IRIT with values between 0.7 and 11.5 min which overlaps
with the minimum lifetimes from HRSC as well. The mean lifieé of SPIRIT dust devils,
however, is less than one fourth of those observed with HR®(. corresponds to the sizes
of the dust devils. The larger the dust devils the longerestilration (see Section 8.4). This
is another reason why it is difficult to image such small destild with an orbiter when they
are not as long-lasting as their larger counterparts.

Traverse speeds efl to 21 m/s obtained fromr3RIT dust devils confirm our results (mostly
<15 m/s) by analysing HRSC stereo images and the movemere dit devils. Most of the
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time the forward speed is a few meters per second, but vajuas20 m/s are not extremely
rare and even higher speeds can be seen if the dust devilsogedipd for instance by a dust
storm.

In summary, the observations of dust devils from orbit camnnt those seen from the sur-
face. IRIT images smaller dust devils and provides insight into detaich as formation,
frequency, vertical velocity and dust flux. Statistics canalssembled for the daily and sea-
sonal distribution of dust devils at the landing site. Dii@as of movement can be estimated
to derive prevailing wind directions. The tracks of dustitkegan be studied in order to exa-
mine the particles which have been removed and injectedhetatmosphere.

Lander observations, however, are restricted to a singiailon and generally one viewing
direction per sol Greeley et al. 2006]. HRSC provides after almost four years a nearly
global coverage of the Martian surface. From its field of viewere and larger dust devils
can be detected simultaneously in HRSC data. A reliableddif@rger dust devils can only
be retrieved by orbiter images. This includes the upperlsiziés of dust devils. Different
regions can be compared with respect to the dust devil ctawid the spatial distribution
can be confirmed. The pattern recognition and classificatfinvare developed in this study
enables now a comprehensive investigation of all images.

8.8 Joint MEX-MER Observations

In October 2005 it was first tried to image dust devils simnatausly with the orbiter MRS
ExXPRESS(MEX) and the Mars Exploration Rover (MERP&IT. Orbit 2249 was imaged
with the standard configuration, all nine channels working aith 12.5 and 25 m/pixel
resolution for the nadir and the stereo channels, resmgtivihis was changed for orbit
2271 where no colour channels were used and the ND, S1 andd&@s&mad in addition the
same resolution of 12.5 m/pixel for a better comparison. fl¥eeorbits were taken only 3
Mars days apart from each other at a local time of 1215 and ba86s in southern summer.
Although the conditions are favourable for dust devil fotima no active dust devil was
seen in the HRSC images. During the first overpass (orbit P3AGRIT was able to image
some dust devilsWhelley 2007], but they are not in the field of view of the HRSC images.
Unfortunately $IRIT was not able to take a dust devil image sequence during tlemagec
overflight [Whelley 2007].

On April 3, 2007, the second attempt was conducted to image akvils with the orbiter
and the lander simultaneously. The orbit 4165 was a fulbteg®n stereo observation (ND,
S1 and S2 at 12.5 m/pixel) and additionally an SRC strip wae dwer the Columbia Hills,
where PIRIT is still continuing to make studies. No dust devils were obsg by S IRIT
nor HRSC. Although the SRC frames look quite good, theresis ab evidence of active dust
devils [Williams, 2007]. The conclusion was that because the observatiansred in the
late afternoon+1630 hours local time), the tendency for dust devils to fotrthies time is
much reduced compared to early afternoon. The season wiesospring.

What can be seen from the HRSC images is that there are changesexisting dust devil
tracks Williams 2007]. These features are useful for further understagritietime variation
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of dust devil activity in Gusev crater.
These joint observations will likely be continued as londpath spacecraft are working.
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CHAPTER 9

DISCUSSION AND OUTLOOK

A pattern recognition and classification software for Mamtdust devils was developed to
detect dust devils automatically in surface images takesdacecraft orbiting Mars. The
software is able to process image data from three differeanshhissions, YKING, MARS
ExPRESsand MARS GLOBAL SURVEYOR. It can be applied to images of future missions
without circumstance.

VIKING images containing dust devils were used as the databaséraotebeatures, which
describe dust devils as uniquely as possible. Since dusisdae represented as bright
spots (dust column reflecting the sunlight) and a correspgrghadow, a brightness maxima
search was conducted in the images. Best-fit ellipses weustad to the resulting clusters.
The features which describe the bright spot of a dust denélitee eccentricitg, the quality
parameteq (ratio of the cluster area within the ellipse to the area efdhipse) and the size
g of a bright cluster.

It is searched for a potential shadow in the vicinity of asaly bright spots filtering this time
for brightness minima. The parameters which describe addstshadow, are the sizpand
the barycentre coordinates andys of the dark clusters. If the shadow coordinates are se-
lected as parameters with respect to the dust column of thiedewils, knowledge must exist
about the illumination conditions at the specific site. Fig teason the required illumination
angles were computed for the period when and where an imagé¢aken. A total of eight
shadow classifiers were designed covering different reggwaund a bright cluster.

After a comprehensive test phase with th&kMG images as training data, a multi-layer per-
ceptron was chosen as classifier. A perceptron is a neusabrietlassifier, which provides
good adaptivity and generalisation with respect to new omknfeatures. The classification
was separated for the bright spots and the shadows of duds tiekeep the dimensions of
the feature vector (containing the extracted parametews)A classification rate of 51.08%
for dust devils was achieved inIKiING images. Considering those dust devils not detectable



114 DiscussIiON ANDOUTLOOK

for various reasons, 85.15% of the dust devils were cogratélssified. Roughly three of
four objects (77.21%) positively assessed by the softwabetdust devils, were indeed dust
devils.

The verification of the performance of the software for HR&tages was done using 13
HRSC images with dust devils. A classification rate of 22.9%«dust devils was achieved.
The high resolution and the resulting more detailed strestof the dust devils complicate
correct classification. The size ranges now from still to@kmust devils to larger ones
which are not well represented anymore in the chosen stdrdafiguration of the software
(resolution of 25 m/pixel for HRSC images). The implementbecking of the anglep
(orientation of a shadow cluster) overruled the decisiothefclassifier in some dust devil
cases, but improved otherwise the total detection ratelayldtscarding many other features.
The fraction of dust devils from total objects classified astdievils is 16.9% or every sixth
classified object is indeed a dust devil. Given the partittigs of the HRSC images which
complicate the recognition and classification process tla@anultiple forms of appearances
of dust devils, these results are very satisfying and sdieeptoblem to filter the standard
dust devil from the background of the image. The search fet devils was then extended to
several selected regions on Mars, analysing all availaB8E images for the specific areas.

The pattern recognition and classification software wadiegpgo a selection of MRs
GLOBAL SURVEYOR MOC images and the results were very good. 73.3% and 97.2% of
the positively assessed objects for the narrow and wideeamglges, respectively, are indeed
dust devils. Similar to HRSC results 25.6% of the dust desélsn in narrow angle images
are correctly classified. The high number of dust devils idenangle images cannot be ver-
ified, neither visually nor by the pattern recognition sate. The quality of these images
constrains the ability of the software.

It was demonstrated that the typical dust devil is detecyetth® pattern recognition software
and correctly classified, independently from which Marssiis the images come from.

HRSC provides the most detailed images covering simuliasig@ large area which stands
out from the other mission images. Therefore the number sftige classifications was

increased.

One idea to decrease the higher detection rate was to cortigsiitered data from the nadir

and the stereo channels. In principle, the filtered dataldrmantain the same clusters with
the same computed parameters since the adjusted resatittmnadir image is the same as
for the stereo channels and the images cover almost the same@nly the clusters repre-

senting dust devils should change their appearances amdiicates because of the motion.
The classification results overview of the single imageauis showed already discrepan-
cies in the number of objects which were classified as pasdildt devils. Analysing image

cut-outs in detail which included dust devils, revealededédnt filtered clusters in large part
although the cut-outs are almost identical. Prominenttelgdike dust devils had slightly

different values regarding the parameters size and edcéntbut also the coordinates did

not change as much as expected. Comparing the clustergediérom nadir and stereo im-

ages revealed therefore no clear changes which can bedrdadest devils. This is probably

due to the varying illumination conditions which changeidgrthe three image acquisitions
and maybe due to the different imaging geometry as well.
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Apart from our work, it is only known from one further studyadieg with the automated
detection of dust devils in MRS GLOBAL SURVEYOR MOC images Gibbons et al.2005].
They search as well for bright clouds accompanied by a shalllamny spurious features are
detected when they tried to find all dust devils. They noteéttiesoftware is adjusted so that
only candidates which match the traits of dust devils at &t bre selected. Crater rims and
hills, however, are very often mistaken for dust devils agas shown in our classification
results of HRSC imagesibbons et al.[2005] extract brightness profiles of the candidates
and fit polynomial functions to them. The derived coefficgeat the polynomials are then
presented to a simple neural network which is trained torgjsish between dust devils and
crater rims. According t@ibbons et al.[2005] this works quite well but it is not known
how many crater rims are exactly discarded and how many dwsisdhey detect at all by
this approach. However, extracting brightness profilesaaradlysing the adjusted polynomial
fits could be another post-processing step extending oterpatcognition and classification
software, leading to a reduced list of positively classibbgects.

Gibbons et al[2005] note that hills can be eliminated by analysing imagfdbe same area
taken at different times. This is always done from our siténa@mbiguous objects comparing
the nadir and stereo channels. In contrast to the softwaeéions et al[2005] our software
can handle Martian images from three different missiond jiecan be adjusted to other future
mission data as well. This is especially valuable, sineerRBIGLOBAL SURVEYOR stopped
working and no new MOC images will be delivered any more. Idigoh, Cantor et al.
[2006] already provided a comprehensive dust devil searth®C images.

Another possible improvement of the results could be aeuleithe filtered and computed
bright spot and shadow parameters are evaluated togetaeainasiimensional feature vector.
If for example the bright spot is rejected because it is m@garas too small, an accompanying
perfect shadow could influence the result in such a way thleabtject is classified as dust
devil.

The database of HRSC dust devils is growing. When a sufficiantber of dust devils is
detected in the images and analysed/filtered by the soffwasecould provide a new training
database for a classifier. This classifier could be more tbemn$d the specific appearance
of dust devils in HRSC images, such as accepting a largerdfizieist devils. Since the
appearance is more versatile, presenting all dust devilsaalassifier (smaller and larger
ones, with well-shaped and tilted columns, etc.), could giazate the training achieving no
satisfying classification results. One possibility coutdtb create several classifiers which
are for example only responsible to classify smaller ordaryst devils, respectively.

Dust devils in HRSC images were analysed with respect to e (diameter and height),
temporal and spatial distribution, lifetime, speeds anst tifting rate. The computation of

the forward speed was possible for the first time using thestehannels of HRSC. Most
surprising was the fact that dust devils move at high and sams very high speeds as well.
The formation is not suppressed by high wind speeds. Thersawelocity derived from the

motion of dust devils can be regarded as an indirect measuneon the wind speed near the
surface and therefore it is now proven that dust devils idaeeve with the ambient wind as
it was formerly assumed. In addition, short-time changehénstructure of dust devils, as
well as the formation and collapse could be followed.

The lifetimes could be estimated for the first time as wellisTevealed minimum lifetimes
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from a few minutes up to 30 minutes. It is likely that smaltesidust devils have only a
lifetime of a few minutes whereas larger dust devils will deeélly exceed a lifetime of a
half-hour duration. These results are important to eserntta dust lifting rate entrained by
dust devils into the atmosphere.

Our calculations of dust which is transported by the typHBRISC dust devil suggest that
larger dust devils alone make a significant contributiomeodirborne dust. Taken the results
of SPIRIT analyses into account it can be concluded that dust dewlgaaddition to dust
storms the main causers of dust entrainment into the atneosoifi Mars. These results show
that the amount of lifted dust is in the range of the globat destling rate per year.

The time of day when dust devils occur is from forenoon toraften and coincides with
SPIRIT results. It follows strictly the daily insolation. Howevyetust devils occur as well in
local autumn and winter beside the dust devil ‘season’ imgmnd summer.

Dust devils evolve wherever the atmospheric conditionssar@able and are not limited to
certain latitudes or elevations. The thin atmosphere ofsMhres not prevent dust devil
formation even in the calderas of high volcanoes. There sderbe a preference for the
latitude range between 5@nd 60S. The southern hemisphere is tilted to the Sun when
Mars is closest to it. The higher insolation strengthenstmalitions which are necessary for
dust devil development. In contrast to the high occurrencé southern hemisphere, the
high frequency in Amazonis Planitia on the northern henmaspltould not be verified with
HRSC data. The target area Chryse Planitia revealed a higldduil activity in the southern
parts, including Simud Vallis and Xanthe Terra crossingdfeator. The valley system and
the corresponding flow field could play a role in dust devihfiation.

The average diameter is 230 m and the average height 660 rh whicesponds to most of
the terrestrial dust devils. Dust devils wittb0 m of diameter were now possible to identify
due to the high resolution images.

Applying the pattern recognition and classification sofevedeveloped in this study to all
HRSC images covering certain regions will help to consttaendistribution of dust devils,

which is useful for validating models of dust devils thermesslor General Circulation Models
(GCMs) where the dust transport plays an important role.dtso possible to determine wind
speeds and wind directions from the dust devil movement.rél'bee still open questions
regarding the dust and wind distributions on Mars which amgdrtant factors for the climate
on Mars.

The potential of dust devils as hazards to robotic or futurmén exploration has not yet
been investigated. Regions with a high occurrence couldkblei@ged as landing sites. On
the other hand more in situ measurements in dust devil-egions would help to further
quantify the electrical and dust hazard potential and confire dust devil characteristics
like size, height, speed, pressure and temperature patioms. The developed software and
the investigations included in this study provide the bémisime-saving new detections and
further detailed studies of dust devils.



APPENDIX A

| MAGE | DENTIFIERS

A.1l VIKING

The image identifier for a MING Orbiter image is a six-character string, e.g. ‘034b01’.
Throughout this work, images are identified with an ‘f’ in fitcof each VKING filename.
This was automatically added after decompressing the imagdée first three characters
represent the orbit number. The fourth character is eithéa’dor VIKING Orbiter 1, a ‘b’

for VIKING Orbiter 2, or an ‘s’ for the WKING Orbiter 1 Survey Mission. The letters ‘C’
and ‘d’ are used for images acquired byWNG Orbiter 1 and 2, respectively, before orbit
insertion. The letter 'X’ is used for MING Orbiter 1 images when more than 100 images
were taken in one orbit. The last two characters represergguence number of the image
within one orbit.

A.2 MARS GLOBAL SURVEYOR

The filename consists of an eight-character string, e. 302804’. The first character iden-
tifies a subphase of the Mks GLOBAL SURVEYOR mission. ‘m’ stands for the first full
Mars year of Mapping Observations, ‘e’ comes from the sedolidVars year (Extended
Mission), ‘r’ from the third Mars year (Relay Subphase), aidrom the fourth (Support
Subphase). The second and third character represent thé ofcen mission phase, and the
last five characters build the sequence number of an imageradghat month.

It is not seen by the image filename if the image was acquiréd tive narrow or the wide
angle camera, or if the red or blue filter was used with the \aioigle camera. These infor-
mations are only available in the image label.
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A.3 MARS EXPRESS

A 17-character string identifies HRSC images, e.g. ‘h2@880.nd3.04'". The first character
is thecameraid ‘h’. The next four characters represent the orbit numbegneas the four
characters behind the underscore identify the image sequaimber in one orbit. ‘nd’ is
the detectorid for the nadir channel. Other possibilities are ‘s1’ (stetgo's2’ (stereo 2),
‘P1’ (photometric 1), ‘p2’ (photometric 2), re (red), ir (aeinfrared), gr (green), bl (blue),
and sr (SRC, the Super Resolution Channel). The figure bélh@ttbtectorid states the data
level. Level 2 means radiometrically corrected imagesel8are additionally geometrically
corrected and projected to a MOLA DTM. Level 4 stands for kigbcience products like
newly-created DTMs using only HRSC images. The last twoattars represent the version
number of the images.

In this work nadir, stereo 1 and 2, and SRC images were uséeyviel 2 as well as in Level
3 format. Normally it is referred to the images just with thibnumber, e.g. ‘2133’, and
unless it is mentioned otherwise this refers to the nadigenaevel 3, with sequence number
0000.

The images were separated in several cut-outs before gingesith the pattern recognition
software. The cut-outs, e.g. ‘h218®00.nd3.0halby12x3.pgm’, have the same name as
the original image, plus halb’ to identify that the images have only the half resaomow.
The figures behind 'y’ and ‘X’ identify the row and the columfitbe cut-outs, respectively.
The suffix ‘.pgm’ is added because the images are changedtireMICAR format into the
pgm-format and are then processed.



APPENDIX B

HOSHEN-KOPELMAN ALGORITHM

The input to the algorithm is the black and white image defifrem filtering the original
greyscale WKING image (Figure 6.2, page 38). In the pgm-format white pixelgehthe
value 0, black pixels the value 1. This is changed so thabaihér white pixels have a value
of -1, and the black pixels have a value of 0, due to more camaite computation reasons.
The image is read line by line starting from the top left corn8ince the topmost image
line and the first column have no neighbours which could haenlpreviously checked, an
additional line and column with value O are added to asswrduhction of the algorithm.
If a site is occupied, i.e. pixel value is -1, the neighbourshe site are checked if they
are also occupied and if a label is already given. The origiteshen-Kopelman algorithm
defines only the left and upper site as direct neighbours ainatysed site. This would lead
to more smaller and single pixel clusters based on the blagkwhite dust devil image since
the bright spots representing the dust columns may becdifuselat the boundary. For this
reason, also the upper left and upper right neighbour paxalsncluded in the comparison.
This extends the algorithm because there are 16 possiblbications of neighbours to a
occupied site.

If the occupied site has no neighbours, it gets a new numbgur@B.1). If there are neigh-
bours the new site gets the same label as the previouslyteételcister. The problem is, if
two clusters merge which were first given different labelbe Tabels will be compared and
the lower number is assigned to the new site. In a second lwopgh the image all sites of
a cluster are corrected getting the same number. Figure®dissas a result three clusters
with labels 1, 3 and 7. In addition, the size of each clusterthe size distribution of clusters
of one image are computed.
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Figure B.1: On the left: Assigned numbers to the formerly with -1 markigélp of a cluster. The algorithm reads line by line startiog left, increasing the

number by one if a new site without neighbours (the left, upgfe upper and upper right pixel) is found. If there are tweighbours with different numbers, the
lower number is assigned. In the middle: a possible cut-6atldack and white dust devil image with three clusters. Gnrtght: The algorithm notes that sites

despite their different numbers belong to one cluster arsijas the lowest number as the label for all sites of a cluster
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APPENDIX C

CLASSIFICATION RESULTS

C.1 VIKING Image Analyses

The Table C.1 shows the pattern recognition and classicatesults of each of the 38
VIKING images which were used as the database for training andgebg classifier. Clas-
sification was done with the later chosen classifier, theirayer perceptron.
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CLASSIFICATION RESULTS

38 VIKING images

Image Number  Correctly Total objects Notes for
dust devils classified (incl. dust devils) misclassificatio

f034b01 26 22 23 image border, low g values
f034b02 8 7 8 too small
f034b03 4 3 4 low g value
f034b04 4 0 1 too small, all shadows detected
f034b13 1 1 2 crater
f034b15 5 4 11 crater
fO35b11 3 1 1 image border, high eccentricity
f035b13 15 5 6 small dust devils, dark image
f035b14 19 10 10 small dust devils
f035b16 16 7 7 small dust devils, image border
fO35b17 17 6 6 small dust devils, weak shadows
f035b18 16 8 9 small dust devils, hill
f035b19 16 8 9 image border, hill
f035b20 9 3 5 small dust devils, hills
f035b31 12 5 5 small dust devils, low g values
f035b32 13 7 7 small dust devils, all shadows detected
f035b33 1 0 1 no shadow seen, hill
f038b11 9 5 5 small dust devils, low g values
f038b12 36 14 15 small dust devils, all shadows detected
f038b13 1 1 1
f038b14 3 1 1 small dust devil, low g value
f038b17 2 1 1 small dust devil
f038b22 8 4 4 small dust devils, no shadows
f038b23 10 6 6 small dust devils, all shadows detected
f038b25 24 15 18 small dust devils, hill, crater
f038b26 4 2 6 small dust devils, hills, craters
f038b27 15 11 13 small and one large dust devils
f040b11 4 2 4 small dust devils, low g value, craters
f119a73 2 0 0 small dust devils, image border
f119a75 3 0 0 small dust devils, all shadows detected
f439s03 1 0 0 too small
f659a06 1 0 2 low g value, hills
f670a06 2 0 6 hills
f670a08 4 2 9 craters, hills
f670al2 3 1 2 weak shadows, crater
f670al4 3 2 4 weak shadow, crater, hill
f670al15 3 0 1 weak shadows, crater
f670a21 2 2 2

Table C.1: Classification results oV IKING images building the database for the pattern recognition

and classification software.
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C.2 HRSC Image Analyses

The search for dust devils was started in Amazonis Plarigefore the pattern recognition
and classification software was finished, the orbits showilnle C.2 were visually analysed.
These images were chosen because of the spacious, but satimeywioper area definition of
0-30°N and 180-22% of Amazonis Planitia. This definition was later more spediff1.2-
48.4N, 172.4-219.6E) and the additional orbits were then analysed with theemtieantime
finished pattern recognition software (Table C.3).

The Tables C.3 to C.5 display the results of each analysedarfram different regions on
Mars. Note that the images have been fully analysed alththughmay cover only a small
part of the target area. Dust devils have therefore beerdfouneighbour regions (see Table
D.1) close to the target areas as well. They appear in theg&hB to C.5 under the name of
the target area. Not all images covering Chryse Planitidddoe analysed up to July 2007.

HRSC - Amazonis Planitia

0049, 0072, 0205, 0286, 0895, 0917, 0939, 0994, 1104, DOV,
12100001, 1221, 1232, 1254, 128001, 1309, 1331, 1430001,
1441, 14850009, 15180001, 15250001, 15400009, 1635, 1897,
1908, 1930, 1941, 1952, 1963, 1974, 1985, 1996, 2007, 20K, 2
25490001, 2921, 2932, 2965, 2976, 2987, 2998, 3203, 3207

Table C.2: Visually analysed images covering Amazonis Planitia. Nst davils were found in any of
these images.
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HRSC - Amazonis Planitia
Number  Correctly Total objects

Image dust devils classified (incl. dust devils) Notes
01430009 0 0 (443) craters and hills
0335 0 0 4 crater rims

0987 0 0 1 crater
0998 0 0 2 crater rims
1009 0 0 3 hilly region
12580001 5 1 15 hills, crater rims
1313 0 0 2 crater rims
14040001 2 0 12 craters, rocky
1408 0 0 2 hills
1503 0 0 32 hills, crater rims, ejecta
1532 0 0 27 hills, crater rims
15620000 0 0 0
15620008 0 0 40 rocky, craters
1580 0 0 28 hills
1591 0 0 58 ejecta
1595 0 0 3 hills, ejecta
16090009 0 0 61 craters
1624 0 0 46 hills, ejecta
1912 0 0 12 craters
2062 0 0 0 craters, hills
2073 0 0 10 craters, hills
2084 0 0 19 ejecta, hills
2117 0 0 42 hills
2124 0 0 22 ridges, hills
2128 0 0 72 hills, ridges
2135 0 0 5 hills
2146 0 0 10 hills
22050001 0 0 6 hills
22160001 0 0 7 hills
22380001 0 0 3 crater rims
22710000 0 0 2 crater rim, hill
22710009 0 0 0
2866 0 0 1 hill
2969 0 0 7 hills
2980 0 0 1 hill
2991 0 0 3 hills
3024 0 0 6 hills
3035 0 0 1 hill
3042 1 0 8 crater rims
3046 0 0 4 hills
3086 0 0 1 hill
3119 0 0 13 craters
3185 0 0 8 hills, crater rims

Table C.3: Classification results of HRSC images covering Amazonisifdg Status of May 2007).
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HRSC - Syria Planum

Number  Correctly Total objects

IMage  ustdevils classified (incl. dust devils) Notes
0068 1 0 (124) hills, craters
0563 0 0 9 hills, craters
1988 0 0 21 rocky region
1999 0 0 14 crater rims, hills
2021 0 0 9 dust cloud classified
2032 2 1 14 dust storm
2054 5 1 5 dust storm
2087 0 0 12 crater rims, furrows
2109 0 0 24 hills, craters
2120 0 0 32 hills, craters
2131 0 0 19 furrows, craters
21530001 0 0 17 rocks, raters
2468 0 0 84 craters, crater rims
24720010 0 0 101 craters, coarse surface
27280001 0 0 0 resolution 100 m/pixel
3155 0 0 6 rocks, furrows
3221 0 0 11 craters, hills

Table C.4: Classification results of HRSC images covering Syria Plaffstatus of May 2007).
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HRSC - Chryse Planitia

Number  Correctly Total objects

Image dust devils classified (incl. dust devils) Notes
1980 0 0 9 ridges
1991 0 0 9 ridges, hills
20020001 0 0 18 ridges, hills
20130001 0 0 12 craters, furrows
20240001 1 0 24 craters, rocky
2035 19 3 36 many dust devils weak
2046 11 3 7 crater rims
20570001 0 0 8 craters, ridges
2090 4 0 87 very hilly and rocky
2101 11 4 101 crater rims, ridges
2112 8 3 89 hills, ridges, crater rims
2123 27 9 125 hills, ridges, crater rims
2134 27 7 171 hills, ridges, crater rims
2145 4 1 226 hills, ridges, crater rims
2156 0 0 124 crater, hills, coarse surface
2244 0 0 0
2277 0 0 8 crater rims, hills
2876 0 0 0
2920 0 0 19 craters, hills
2942 0 0 14 craters, coarse surface
2964 0 0 13 craters, coarse surface
3059 0 0 6 craters, coarse surface
3081 0 0 1 crater
3103 0 0 35 craters, coarse surface
3114 0 0 13 craters, coarse surface
3147 0 0 2 crater rims
3202 5 1 40 border problem
3235 0 0 26 craters, coarse surface
3246 49 3 52 very small dust devils

Table C.5: Classification results of HRSC images covering Chryse Béa(btatus of July 2007).
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HRSC DusT DEvIL CHARACTERISTICS

The following Table D.1 shows the analysed dust devil charatics forward speed, dia-
meter and height. The data is chronologically presenteld witreasing orbit number. The
diameter is measured between two points which enclose thbteddwil vortex. A constant
error of five image pixels~ 63 m at a resolution of 12.5 m/pixel) is assumed for the deter-
mination of the diameter. The speed error depends on theumezhdistance and the time
between two dust devil positions. The error of the heightetels on the measured shadow
length and the sun incidence angle.

The recently detected dust devils of the orbits 2123, 2131245 covering partly Chryse
Planitia are not yet analysed and therefore not include@iielD. 1.
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HRSC DusT DEVIL CHARACTERISTICS

| Dust Devil Number S1-ND,m/s ND-S2,m/s Diameter, m  Height, m|
Arcadia Dorsa / Arcadia Planitia, Image = h003700Q
Lg=337°, LT =14:15, Lat = 43N, Lon = 230E
dust devil 1 - 23.3: 1.3 168+ 63 490+ 96
dust devil 2 - 243t 1.4 265+ 63 615+ 98
dust devil 3 - 24,6+ 1.3 361+ 63 275+ 97
Icaria Planum, Image = h006800Q
Ls=343° LT =13:25, Lat = 40S, Lon = 2585E
dust devil 1 - 14.8+ 3.8 159+ 63 386+ 234
Syrtis Planum, Image = h105d00Q
Lg=115° LT =15:03, Lat = I’'S, Lon = 70E
dust devil 1 26.8:7.3 21.4+7.1 313+ 63 -
Thaumasia Planum, Image = h108D0Q
Lg=118° LT = 14:55, Lat = 23S, Lon = 297E
dust devil 1 - 20.8- 3.4 138+ 63 649+ 95
dust devil 2 224 4.0 18.8+3.4 205+ 63 24744 95
dust devil 3 20.6:4.0 15.0+3.3 654+ 63 2956+ 94
dust devil 4 21.4-4.0 17.8+3.3 230+ 63 3371+ 94
dust devil 5 16.8-4.0 16.9+3.3 158+ 63 410+ 94
Amazonis Planitia, Image = h1258001,
Lg=142° LT = 12:44, Lat = 34N, Lon = 182E
dust devil 1 2.2+ 6.3 6.0+ 6.1 50+ 63 1043+ 444
dust devil 2 3.2t 6.3 1.8+ 6.1 88+ 63 984+ 452
dust devil 3 1.6+ 6.2 1.5+ 6.0 73+ 63 1277+ 453
dust devil 4 5.8+ 6.2 2.7+5.9 50+ 63 1399+ 470
dust devil 5 5.6+ 6.2 5.1+ 6.0 100+ 63 919+ 471
Arcadia Dorsa / Arcadia Planitia, Image = h140d001,
Ls=163° LT =11:10, Lat = 44N, Lon = 230E
dust devil 1 18.0:4.2 18.6+4.7 95+ 63 226+ 226
dust devil 2 22#+ 4.1 21.9+4.7 253+ 63 2108+ 230
Hydraotes Chaos, Image = h202001,
Lg=267°, LT =15:44,Lat=0S, Lon = 326E
dust devil 1 13.1% 6.7 19.5+6.6 278+ 63 467+ 105
Syria Planum, Image = h203200Q
Ls=269° LT =15:30, Lat = 10S, Lon = 258E
dust devil 1 24.6:6.6 22.9+6.2 138+ 63 2059+ 138
dust devil 2 16.8-6.6 17.0+6.2 80+ 63 109+ 138
Simud Vallis, Image = h203800Q
Lg=269° LT =15:34, Lat = &N, Lon = 324E
dust devil 1 23.4+6.0 245+6.3 125+ 63 327+ 84
dust devil 2 25.2+6.2 24.8+6.5 115+ 63 298+ 90
dust devil 3 31.4:-6.3 18.7£6.5 146+ 63 216+ 91
dust devil 4 30.9: 6.3 - 45+ 63 75+ 91
dust devil 5 - - 372+ 125 443+ 191
dust devil 6 27.4+-6.4 255+ 6.7 177+ 63 289+ 95
dust devil 7 24.6-6.4 16.8+6.6 188+ 63 237+ 95
dust devil 8 37.4:-6.5 34.8£6.7 160+ 63 521+ 96
dust devil 9 22.8:6.5 25.8+6.7 229+ 63 628+ 97
dust devil 10 22.4-6.6 26.1+6.8 426+ 63 -
dust devil 11 26.4£6.9 21.4+6.7 208+ 63 282+ 101
dust devil 12 20 6.6 21.4+7.0 185+ 63 606+ 101
dust devil 13 24.2-6.6 16.8+6.7 80+ 63 195+ 101
dust devil 14 17.3+6.6 24.6+6.8 180+ 63 780+ 101




Dust Devil Number S1-ND, m/s ND-S2, m/s Diameter, m Height, m|
dust devil 15 26.8:6.7 22.6+6.8 226+ 63 704+ 102
dust devil 16 23.3:6.7 25.3+-6.8 118+ 63 384+ 103
dust devil 17 31.8:6.8 23.1+6.8 80+ 63 527+ 103
dust devil 18 47.8-:6.8 54.0+6.9 636+ 63 -
dust devil 19 31.4-6.8 36.3+6.9 186+ 63 526+ 105
dust devil 20 414 6.6 35.4+6.6 80+ 63 468+ 125

Xanthe Dorsa (Chryse Planitia) / Simud Vallis, Image = h2@®Q

Lg=271° LT =15:25, Lat = 14N, Lon = 323E
dust devil 1 - 59.1+ 5.8 425+ 63 -
dust devil 2 - - 119+ 63 136+ 82
dust devil 3 - 31.2+ 5.8 84+ 63 147+ 84
dust devil 4 - 23.9: 5.8 289+ 63 -
dust devil 5 251 5.6 27.8+6.0 125+ 63 369+ 88
dust devil 6 21.9+56 30.3+6.0 106+ 63 134+ 89
dust devil 7 31.2-5.6 30.6+6.0 90+ 63 87+ 89
dust devil 8 20.9-5.6 - 278+ 63 729+ 90
dust devil 9 24,1+ 5.8 - 151+ 63 264+ 93
dust devil 10 21.6:-5.8 - 258+ 63 1744+ 93
dust devil 11 20.# 5.8 - 113+ 63 2835+ 93

Syria Planum, Image = h205@000Q

Lg=273° LT =15:13, Lat = 10S, Lon = 258E
dust devil 1 43.9+7.2 16.7+6.7 1648+ 63 4437+ 156
dust devil 2 19.4-7.0 23.1+6.7 361+ 63 547+ 157
dust devil 3 200 7.0 16.7+6.7 133+ 63 1060+ 157
dust devil 4 18.47.0 22.0+6.7 335+ 63 694+ 157
dust devil 5 24.6:7.0 24.9+6.7 1433+ 63 1882+ 157

Xanthe Terra / Vallis Marineris, Image = h209m00Q
Lg=279°, LT =14:41, Lat= 10N/ -13’S, Lon = 319E
dust devil 1 10.8:5.1 22.0+5.6 133+ 63 331+ 134
dust devil 2 18.145.2 22.1+ 5.7 106+ 63 615+ 134
dust devil 3 15370 19.1+6.9 221+ 63 1503+ 209
dust devil 4 22.#6.9 25.0+6.7 186+ 63 398+ 224
Peneus Patera, Image = h21@D0Q

Lg=281° LT =14:15, Lat = 57S, Lon = 56E
dust devil 1 11844 11.2+3.1 285+ 125 2665+ 396
dust devil 2 11554 12.1+4.0 280+ 125 476+ 439
dust devil 3 13.6:5.2 12.7+3.9 309+ 125 812+ 435
dust devil 4 1.5+4.9 2.5+ 3.6 226+ 125 1224+ 419
dust devil 5 11549 15.0+ 3.6 351+ 125 232+ 421
dust devil 6 10.8: 5.6 8.0+ 4.2 361+ 125 605+ 448
dust devil 7 13.6: 5.1 11.2+ 3.8 430+ 125 1473+ 431
dust devil 8 14°A45.1 15.1+ 3.8 426+ 125 463+ 429
dust devil 9 13.3:t5.1 12.6+3.8 426+ 125 497+ 428
dust devil 10 10.2-4.8 14.6+3.5 354+ 125 355+ 416
dust devil 11 - 17.6+- 3.6 302+ 125 972+ 415
dust devil 12 - 7.5£2.8 382+ 125 412+ 375
dust devil 13 - 9.3t 2.9 301+ 125 459+ 382
dust devil 14 7.# 5.3 10.4+ 4.0 355+ 125 433+ 436
dust devil 15 15.35.2 13.2+3.9 407+ 125 665+ 435
dust devil 16 15.6+ 5.2 8.4+ 3.9 318+ 125 1034+ 432
dust devil 17 - 12.4+ 3.8 266+ 125 809+ 430
dust devil 18 - - 195+ 125 327+ 406
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| Dust Devil Number S1-ND,m/s ND-S2,m/s Diameter, m  Height, m|

dust devil 19 9.9-4.6 - 305+ 125 372+ 405
dust devil 20 8.1 4.1 9.3+ 2.8 372+ 125 387+ 380
dust devil 21 - - 472+ 125 562+ 374
dust devil 22 11.9-4.1 9.8+ 2.8 3404+ 125 511+ 378
dust devil 23 14.5:4.1 12.5+2.8 391+ 125 657+ 378
dust devil 24 - 5.5-2.8 3014+ 125 210+ 380
dust devil 25 - - 244 125 639+ 374
dust devil 26 11.6:5.2 7.3+3.9 401+ 125 880+ 432

Xanthe Terra / Eos Mensa (Valles Marineris), Image = h2000Q
Ls=281° LT =14:32,Lat=8N/ 10°S, Lon = 319E

dust devil 1 17.8- 4.6 18.9+ 5.0 98+ 63 3154131
dust devil 2 12544 13.7+£5.0 1254+ 63 289+ 132
dust devil 3 13.3t44 16.4+-5.0 98+ 63 5634132
dust devil 4 14.4-4.4 17.9+5.0 1574+ 63 6944+ 132
dust devil 5 14444 17.1+£5.0 135+ 63 2554133
dust devil 6 18.9-5.2 21.8+5.7 195+ 63 16864 150
dust devil 7 19.0:5.6 31.9+:-6.1 256t 63 8354 160
dust devil 8 4.0-6.8 2.1+ 6.9 1008+ 63 2208+ 207
dust devil 9 19.4H-6.9 142+ 7.1 143+ 63 7054 208
dust devil 10 145:7.0 26.2+7.0 6544 63 11074+ 220
dust devil 11 3.9:6.6 6.7+ 7.1 108+ 63 383+ 233

Xanthe Terra / Noachis Terra, Image = h210200Q
Lg=283°, LT =14:22,Lat= 10N/ 20°S, Lon = 318E

dust devil 1 19.3t4.2 17.7+4.8 67+ 63 1744 141
dust devil 2 16.4-4.4 195+ 4.9 174+ 63 543+ 147
dust devil 3 18.6:4.4 19.3+5.0 124+ 63 426+ 147
dust devil 4 16.3t54 19.9+-5.8 98+ 63 183+ 173
dust devil 5 17857 19.4+6.1 138+ 63 1071+ 181
dust devil 6 16.4:5.7 23.0+6.2 246+ 63 1523+ 184
dust devil 7 131 6.7 10.8+6.1 141+ 63 500+ 224
dust devil 8 9.6+ 7.0 14.5+ 6.7 3544+ 63 1379+ 279

Peneus Patera, Image = h213®0Q
Lg=287° LT =13:40, Lat = 58S, Lon = 53E

dust devil 1 22.3t5.8 13.0+4.5 2554+ 125 1322+ 447
dust devil 2 8.6+ 5.6 8.7+ 4.3 2024+ 125 571+ 438
dust devil 3 12.4-5.5 6.9+ 4.2 90+ 125 1352+ 433
dust devil 4 - - 250+ 250 1293+ 784
dust devil 5 8.8-6.4 7.9+5.1 283+ 125 1043+ 479
dust devil 6 19.2- 6.2 16.8+ 4.8 305+ 125 539+ 468

Noachis Terra, Image = h222600Q
Ls=302° LT =12:30,Lat=52S, Lon = 14E

dust devil 1 - 12.3t5.1 138+ 63 12424+ 283
dust devil 2 - 4.+ 4.0 188+ 63 479+ 223
dust devil 3 - 5.4+3.8 188+ 63 263+ 212
dust devil 4 - 7.0+ 3.8 138+ 63 -

dust devil 5 - 3.8-3.8 1264 63 228+ 211
dust devil 6 - 8.4 3.8 175+ 63 2724212
dust devil 7 - 8.2-4.1 2344+ 63 5554 229
dust devil 8 - 8.5+4.1 2894+ 63 9984 229

Terra Cimmeria, Image = h2240000Q
Lg=305° LT =12:20, Lat = 56S, Lon = 143E
dust devil 1 - 5.4+5.6 388+ 63 9124 286
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Dust Devil Number S1-ND, m/s ND-S2, m/s Diameter, m Height, m|
dust devil 2 3.9-7.2 29+57 313+ 63 15084 289
dust devil 3 6.6-7.2 5.6+5.7 113+ 63 426+ 288
dust devil 4 2.14+6.1 3.1+ 5.6 1554+ 63 383+ 282
dust devil 5 - 45+ 4.4 1434 63 3354282
dust devil 6 - 5.0:-5.6 250+ 63 3954 283
dust devil 7 6.4+ 6.1 10.9+ 55 138+ 63 302+ 281
dust devil 8 - - 126+ 63 242+ 280
dust devil 9 - - 258t 63 4734 242
dust devil 10 - - 316t 63 10454 241
dust devil 11 - 3.0:45 213+ 63 546+ 224
dust devil 12 - 45+ 4.3 200+ 63 477+ 213
dust devil 13 - 3.4 4.2 127+ 63 243+ 210
dust devil 14 - 55-4.1 200+ 63 282+ 202
dust devil 15 - 6.9-4.1 1514 63 3194 202
dust devil 16 5H4 4.7 5.6+ 4.1 1984 63 222+ 201
dust devil 17 - 10.4-4.2 131+ 63 256+ 201
dust devil 18 - 5.5:5.0 125+ 63 322+ 248
dust devil 19 - 5.4 5.0 1684 63 3224 248
dust devil 20 - 3.2:5.0 1434 63 3744 245
dust devil 21 - 5.4 4.0 223+ 63 267+ 207
dust devil 22 - - 195t 63 3404 244
dust devil 23 3455 3.8+4.9 2304+ 63 9814 244
dust devil 24 - 2.0:-4.9 221+ 63 3014 243
dust devil 25 5H1H5.2 4,44 4.6 1704+ 63 4084 226
dust devil 26 8.0-4.8 6.7+ 4.1 1294 63 1474+ 202

Terra Cimmeria, Image = h231800Q

Lg=317°, LT =11:20, Lat =57S, Lon = 170E
dust devil 1 5.4:6.7 - 50+ 63 145+ 204
dust devil 2 8.3:6.7 - 163+ 63 284+ 204
dust devil 3 8.1+6.7 - 331+ 63 746+ 203
dust devil 4 12.46.5 - 1684 63 295+ 193

Amazonis Planitia, Image = h304@00Q

Ls=57° LT =16:25, Lat= 23N, Lon = 206E

dust devil 1 - - 154 63 104+ 101
Xanthe Dorsa (Chryse Planitia), Image = h320R0Q

Lg=76° LT =14:47,Lat= 19N, Lon = 323E
dust devil 1 2.3:6.2 2.2+ 6.0 75+ 63 580+ 218
dust devil 2 4.3-6.0 44457 1184 63 12104 209
dust devil 3 5.1+ 6.1 3.5+5.8 416+ 63 11874 215
dust devil 4 2.5-6.2 8.2+ 6.0 4164 63 13244214
dust devil 5 4.8+ 6.2 6.3+ 5.9 319+ 63 1103+ 214

Syria Planum, Image = h3210000Q

Lg=77° LT =14:50, Lat = 10S, Lon = 257E

dust devil 1 15.9- 3.3 16.9:2.6 327+ 63 11554129
Xanthe Dorsa (Chryse Planitia), Image = h320600

Lg=82° LT =14:20,Lat=17N, Lon=317E
dust devil 1 4,.35.6 3.4 5.2 1514 63 993+ 281
dust devil 2 9.45.6 9.8:5.2 1464+ 63 2844 280
dust devil 3 7.8&5.6 8.3:5.2 644 63 160+ 281
dust devil 4 4455 6.4 5.1 914+ 63 243+ 278
dust devil 5 6.4-5.5 2351 1434 63 591+ 278
dust devil 6 79455 4.4-5.1 1254 63 3294 278
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| Dust Devil Number S1-ND,m/s ND-S2,m/s Diameter, m  Height, m|

dust devil 7 15.%:5.6 8.6 5.1 2224+ 63 835+ 277
dust devil 8 6.95.5 2.2£5.1 125+ 63 670+ 277
dust devil 9 6.4-6.9 6.2-4.3 3024+ 63 7954 280
dust devil 10 8.85.5 8.9:5.1 2484+ 63 6444 275
dust devil 11 2453 4.8:5.0 108+ 63 3214+ 275
dust devil 12 5254 8.2t 5.0 202+ 63 737+ 274
dust devil 13 7.254 8.2t 5.0 219+ 63 295+ 274
dust devil 14 5455 7.5:5.0 115+ 63 2584+ 274
dust devil 15 6.95.4 4.6:5.0 135+ 63 387+ 273
dust devil 16 8.65.4 7.3:5.0 2664 63 3844273
dust devil 17 3.954 5.0:5.0 178+ 63 4054 273
dust devil 18 2955 6.0:5.0 223+ 63 4694 274
dust devil 19 2.%55 5.8:5.0 146+ 63 2164 274
dust devil 20 5.255 5.3:5.0 71+ 63 1564 274
dust devil 21 3.955 6.6:5.0 101+ 63 2514273
dust devil 22 - 3.24.9 205+ 63 3894 272
dust devil 23 5854 4.0£5.0 98+ 63 219+ 272
dust devil 24 9.254 11.6:4.9 168+ 63 463+ 270
dust devil 25 5454 8.4 4.9 95+ 63 1354+ 270
dust devil 26 6.554 54 4.9 118+ 63 3614+ 270
dust devil 27 5854 9.5-4.9 3554 63 6664 271
dust devil 28 6.1+5.4 3.9-4.9 1414+ 63 288+ 271
dust devil 29 8.854 11.14.9 170+ 63 3024+ 270
dust devil 30 8.25.4 7.0:4.9 178+ 63 2604+ 270
dust devil 31 6.85.2 13.6:4.7 281+ 63 889+ 263
dust devil 32 10.£5.0 10.1-45 153+ 63 236+ 254
dust devil 33 12.25.0 13.5:4.4 1354+ 63 238+ 252
dust devil 34 10.4 4.9 13.8:4.4 115+ 63 1764+ 251
dust devil 35 11.35.7 6.9:-5.3 531+ 63 2228+ 283
dust devil 36 0.957 44 5.3 203+ 63 4224 283
dust devil 37 5.%5.6 5.8-5.2 1414+ 63 4574 280
dust devil 38 8.955 5.9-4.9 143+ 63 2444 276
dust devil 39 1.955 4.3:5.1 141+ 63 5524 276
dust devil 40 6.925.5 4.3:5.1 186+ 63 3454 276
dust devil 41 13.354 7.4-4.9 1254+ 63 238+ 267
dust devil 42 7.65.4 3449 1064+ 63 229+ 269
dust devil 43 8.25.3 6.6-4.8 1864 63 729+ 267
dust devil 44 10.35.3 7.9-4.8 2214+ 63 5744 266
dust devil 45 9.85.3 10.3: 4.8 168+ 63 1874+ 265
dust devil 46 9.65.1 10.5-4.6 141+ 63 1124 260
dust devil 47 9.95.1 12.4-4.6 160+ 63 2564 260
dust devil 48 10.95.1 11.1-4.6 151+ 63 370+ 259
dust devil 49 6.3 5.0 6.0:4.5 2924+ 63 7424 256

Table D.1: S1 represents the forward looking channel, ND the nadir, 88dhe backward looking
channel. LT stands for the local time.
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