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1 Introduction

By discussing the magnetism of the layered Ruthenates, this thesis addresses a vari-
ety of intriguing phenomena in solid state physics. The restriction on this single class
of materials does by no means limit the number of interesting topics to be discussed:
they include metamagnetic transitions, quantum critical behavior, magnetic order in
general, magnetic fluctuations in highly correlated materials, and unconventional su-
perconductivity.

In the recent years, two members of the family of layered Ruthenates have made
these materials widely recognized and attracted significant attention: firstly, this is
Sr,RuO,4 — an unconventional superconductor in which the Cooper pairs are most
likely in a triplet state. Secondly, in Sr;Ru,O; the concept of metamagnetic quantum
criticality is currently under active debate.

While there are also layered Ruthenates with a higher number of layers, these two
cases — the layered perovskite Ruthenates with one or two layers — are the only ones
considered here. Starting from these two materials, a variety of other substances
are obtained which have very different properties and are of interest on their own
right. Substituting Strontium by Calcium, one can continuously vary the chemical
composition and arrives finally at Calcium Ruthenate (Ca,RuO, or CazRu,0O7) which
has, driven by structural distortions, entirely different properties. These substances
are therefore very well suited to study the interplay between the structural, electronic,
orbital and magnetic degrees of freedom. Another interesting variation is achieved by
substituting Ruthenium with Titanium, which leads to magnetically ordered states.

This thesis contains the results of experimental work. For the investigation of mag-
netic properties, neutron scattering is an extremely powerful tool. A number of differ-
ent neutron scattering techniques has been applied, thereby addressing very diverse
aspects of magnetism in the layered Ruthenates and yielding a detailed picture of
these materials.

This thesis contains four large chapters, which are organized as follows:

» Chapter 2 does not contain experimental results, but briefly summarizes the
foundations of the experimental techniques, some theoretical background in-
cluding a summary of the relevant formulae, and details of some computational
methods used in the discussion of the data. The following chapters refer to this
information at many occasions.



1 Introduction

» The longest part of the thesis is Chapter 3, which is devoted to the single-
layer Ruthenates with mixed Ca/Sr content, Ca,SryRuQOy. It focuses on the
paramagnetic metallic region of the phase diagram, in particular on the Sr-
concentrations x=0.2 and 0.62. The most interesting physical phenomenon to
be discussed is the metamagnetic transition, which may have similar properties
as the metamagnetic transition in Sr3Ru,O;. Very strong magnetic fluctuations
of different character are related to interesting behavior and are thoroughly stud-
ied as function of temperature and magnetic field. The most striking observation
is how the nearly antiferromagnetic Ca; gSry2RuO,4 can be turned into a ferro-
magnet by the magnetic field.

» Continuing with the single-layer Ruthenates, Chapter 4 discusses the magnetic
fluctuations in SroRuQy4, which are highly important as they may be responsible
for (spin-triplet) pairing in this material. By characterizing a weak but essential
part of the fluctuation spectrum that had not been identified so far, it provides
a full and consistent description of the magnetic response in SroRuQ,. Briefly,
some results are also presented on SraRuq4TixOs.

* Finally, Chapter 5 addresses two — rather different — aspects of the magnetism
in the bilayer Ruthenates. In CazRu,0O7, a material which also shows a meta-
magnetic transition, though quite different from Ca; gSry2RuQ,, a spin density
study has been performed. In Ti-doped Sr3Ru,Oy it is shown that similar to the
single-layer SroRuq4TixO4 magnetic order — an incommensurate spin density
wave — is induced at Ti-contents of only a few percent, and this magnetic order
is characterized in detail. Furthermore, the excitations have been studied.



2 Experimental and theoretical tools

2.1 Inelastic neutron scattering experiments

Most experimental data in this thesis have been collected in inelastic neutron scatter-
ing (INS) experiments. Neutron scattering is in general a very powerful tool for the
investigation of nuclear and magnetic excitations in condensed matter, because the
neutron interacts as well with the nuclei as with the magnetic moments, offers a wide
range of energy and momentum transfer and can penetrate deep inside the sample. If
suitable (this means often: large enough) samples and sufficient beam-time are avail-
able, one can obtain a degree of information on magnetic correlations and magnetic
order that is hardly achievable by any other method.

The majority of experiments reported in the following have been performed on triple-
axis spectrometers; techniques like time-of-flight spectrometers have not been used
for the results presented here. The triple-axis spectrometers that have been used
work either with cold or with thermal neutrons, thereby covering the range of energy
transfers hw between approximately 0.3 meV up to about 10 meV, which has been the
interesting range for most problems. (An order of magnitude higher energy transfers
are possible with the technique and frequently used for other problems.)

There are several textbooks on neutron scattering, which cover all relevant aspects
of the technique and the underlying theory in extensive detail. Classic references are
for instance Marshall-Lovesey’s book [1, 2], from which most information was taken,
or the one of Squires [3]. A newer one with a focus on magnetic scattering is the one
of Chatterji [4]. Another recent and very useful one which emphasizes the technical
aspects of triple-axis spectrometry, is the book of Shirane [5].

Because this thesis includes no technical development in the field, the reader is
referred to these books, and the extensive theory of neutron scattering shall not be
reviewed here. In the following sections only some of the most relevant formulas shall
be briefly summarized.

The measurements mainly focused on the magnetic scattering in paramagnetic
metallic states. The typical magnetic excitations here are fluctuations. They do not
have the character of well-defined dispersive branches like for instance magnons, but
form a continuum of excitations which contains the information on the spin correla-
tions. As the excitations of the itinerant electrons, they are closely connected to the
electronic band structure and Fermi surfaces.
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2.1.1 Magnetic neutron scattering

In magnetic neutron scattering, the neutron is scattered by the interaction between
the magnetic moment associated with its spin and a magnetic moment in the sample.
The inelastic scattering is usually expressed in terms of the imaginary part of the
wave-vector and frequency dependent magnetic susceptibility x(Q,w). The formula
for the cross section then reads [1, 4]

d*c ky r? 1

= N5l FQPe VO ——— - ) (005 — Quls) - Xa 2.1
0d8 = N — %;( 5= QuQp) - X0p(Qw)  (2.1)
with ro = nze; = —5.4 fm, which gives a measure of the strength of the interaction

(same order of magnitude as nuclear scattering lengths). Of special importance are
three factors: (i) the magnetic form factor (@), which implies that the signal is large
only at small momentum transfers @, (ii) the Bose factor, which takes account of the
thermal population of the states and the principle of detailed balance, and (iii) the sum
contains the geometrical effect that determines how the different components of the
tensor x contribute. In many cases this term can be simplified to

Here it becomes evident that it is only the component of x perpendicular to @ which
contributes to the cross section (x.. = Xyy). The second important remark is that in
this step y has been splitinto a longitudinal (y..) and transverse (x..) part. The choice
of z as a quantization and eventual field direction is arbitrary at this point, and in a
paramagnetic state without anisotropies or external magnetic field, all components
would of course be identical. (Theoretically, the condition for the above simplification
is that 57, is a constant of motion.)

O

2.1.2 Using polarized neutrons

Applying (2.2) one can in principle, by measuring at different equivalent Q-vectors,
separate the two components x”. and x”.. In some cases this is quantitatively very
inaccurate, because other factors like the experimental geometry, form-factor effects,
resolution etc. introduce additional errors. The use of polarized neutrons can provide
a great amount of additional information.

In such a case the spin of the neutrons in the incident beam is polarized in a certain
direction, and the change of the neutron spin is analyzed after the scattering process,
i. e. one measures a spin-flip and a non-spin-flip intensity. It is possible to choose the
polarization of incident and scattered neutrons completely independently in order to
measure all components (including the off-diagonal ones) of x when using a setup
named CRYOPAD. When one is not interested in these components — and in the

10



2.1 Inelastic neutron scattering experiments

following we restrict on this case — one can use a simpler experimental setup in which
the sample stays in the guide field which is produced by Helmholtz coils, meaning that
only the component of the final spin along the direction of the incident polarization can
be analyzed. If the sample has inversion symmetry, the cross sections depend only on
the direction of the polarization P of the incident neutron, but not if it is 'up’ or 'down’
along this direction. If one defines a set of orthogonal axes as h, (=vertical axis), h,
(=parallel to the scattering vector) and h,, (_Lh,,h.), one has one cross section for spin-
flip and non-spin-flip scattering for each of these directions of the incident polarization
P:

ng(Q7w) + X,z/z<Q7w) + BGSF PH hﬂﬁ)

I°r X%(Qw) + BG" (Pl hy)
(2.3)

BGNSE (P | hy)

INSE o ¢ X1(Q,w) + BGYS" (P | hy)

XZZ<Q7W) + BGNSF (P || hZ)

These are the six intensities which are measured in such an experiment. In BGS*
and BGNSF | a “background?, i. e. scattering which is not coherent magnetic, is sum-
marized. It is usually safe to assume that they do not depend on the direction of P,
although especially BGNF can be very large and in general also contains nuclear
coherent scattering like phonons. One also has to consider a finite flipping ratio R,
i.e. a finite polarization efficiency, and to take into account corrections of the order
+; this should not be neglected for the data collected on IN20 (Chapter 4), for which
R is only of the order 10, but this correction can be easily applied. By calculating
the differences between the different intensities, the different components of x are
straightforwardly extracted. This offers the unique possibility to measure not only
anisotropic susceptibilities, but also to separate the magnetic contribution from other
scattering processes.

In general one may say that the gain in information on the scattering process, es-
pecially in magnetic scattering, that one obtains from the analysis of the neutron’s
spin state, is substantial and often very valuable. The severe drawback of the po-
larized neutron technique is, though, that the loss in intensity is tremendous, too. In
practice one therefore has to consider in each case if the use of polarized neutrons is
most appropriate for the given problem. In what follows in this thesis, this technique
proved to be crucial in Sro,RuQy4, because there a weak magnetic signal had to be
separated from strong nuclear (phonon) scattering. In Ca,,Sr,RuO, an application
of polarized neutrons would have been desirable, but is at present hopeless for the
reason of counting statistics.

11
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2.1.3 Neutrons and the susceptibility

It has already been mentioned that the cross section is proportional to the imagi-
nary part of the susceptibility x(Q,w), which contains the information on the magnetic
correlations in the sample and is therefore the quantity one is usually interested in.
Unfortunately, two facts complicate the interpretation of the data. Firstly, it is not trivial
to convert the measured signal, typically a number of counted neutrons normalized
to a monitor count rate, into absolute units for x"(Q,w). Secondly, at least strictly
speaking, there is not even a proportionality. It is as dangerous as popular to simply
take the measured signal in a real INS experiment proportional to x”(Q, w), because
it may be strongly affected by resolution effects. These two problems will now be
shortly addressed.

Resolution effects. When setting a triple-axis spectrometer to a certain energy and
momentum transfer iw and Q, not only the neutrons from exactly that scattering pro-
cess will be counted by the detector, but also neutrons from a certain neighborhood
around (Q, iw), i. e. the spectrometer has a finite resolution like every physical mea-
suring device. The resolution function of a triple-axis spectrometer can be approxi-
mated as an ellipsoid in four-dimensional Q,w-space [6, 7] and depends on the ge-
ometry of the setup, the wavelengths, the collimations etc. and also the sample itself.
The problem is that (i) the resolution ellipsoid can be very large (it is often necessary
to relax resolution and use focusing to increase the count rate), (ii) that its axes are
usually not parallel to the axes in the sample’s Q,w-space and (iii) the resolution func-
tion (both the ellipsoid’s volume and orientation) may change significantly for different
(Q,w), i. e. for different scans and even within a single long scan. The second aspect,
for instance, can give rise to focusing effects when dispersive modes like phonons or
magnons happen to match exactly the resolution ellipsoid; the well-known example
and an impressive illustration for this effect is the difference between the focusing
and defocusing side in a constant energy scan across a transverse acoustic phonon,
which look entirely different although the cross section is the same. These remarks
may sound quite pessimistic, but in reality they usually present no serious obstacle as
long as they are kept in mind. On the other hand, such effects, when wisely handled,
can even be usefully exploited.

A direct correction of measured data for the resolution effect is not possible in prac-
tice. The proper way to account for the resolution effect is therefore to really perform
the 4D convolution for a given model of the cross section by a suitable software and
to compare (fit) it to the data. In this thesis, that has been done using the package
REsLIB [8] for MATLAB. This procedure is very general and flexible, but it requires
a rather detailed model for the scattering function S(Q,w), and this is why it can not
always be applied. In many cases, anyway, one can argue that the features to be
observed are broad compared to the experimental resolution (in any direction of Q,w-
space). Then, the effect of the resolution can safely be neglected, a proportionality

12



2.1 Inelastic neutron scattering experiments

between the count rate and S(Q, w) be assumed, and the raw data directly be taken
for further treatment or discussion. This applies in particular to magnetic fluctuations
in the paramagnetic state, which have usually a large extension in reciprocal space,
and therefore to a big part of the data presented later.

The conversion to absolute units. For the reasons discussed above, it would ac-
tually not be correct to assign to a measured scan units of susceptibility, because no
strict proportionality holds. Nevertheless it can make sense (when the proportionality
holds at least approximately), and it is clearly desirable to assign absolute units to a
model of x”(Q,w) that has been fitted to the data. For somebody who is not experi-
enced with inelastic neutron scattering it may be astonishing that the assignment of
reasonable units to the data sometimes presents difficulties, because in the formula
for the cross section (2.1) there is no quantity that is not known or could not be de-
termined. There are, though, a number of factors which present problems in practice,
including the incident flux, the shape of the sample and how efficiently it is positioned
in the beam, absorption effects, the efficiency of the spectrometer components (ana-
lyzer, detector etc.) and focusing conditions. The calibration of the intensity with the
help of a known signal is therefore usually much more precise. One possibility is to
use an acoustic phonon for which the structure factor is known; the advantage is that
it can be measured without any change in the experimental setup, the same wave-
length and temperature and mostly at similar sample orientation or even at similar
values of Q and w.

For this purpose, let us recall the cross section for a single phonon branch at the
frequency wq [1]:

d*o k1 1 1 bj = =\ iGd —w,
N2 - - E J L€ QWi L s — 2.4
deE kz 2 1 - ‘hw (.UQ (Q ])e S (UJ UJQ) ( )

where the sum runs over the atoms j; b, is the coherent scattering length, d; is the
position of the atom and EJ its polarization vector in this mode. The squared absolute
value is the structure factor |F,.(Q)|? of the phonon, and for an acoustic phonon the
following important limit holds' [5] when Q = G + q approaches a reciprocal lattice
vector G:

G2
lim |Foe(Q))? = —|F 2 2.5
lim | Fuc (Q) = 57 [Fx(G) (2.5)
where M is the sum of the atomic masses, M = } . m;, and Fy is the nuclear struc-
ture factor of the Bragg reflection Fx(G) = >_ b;e'®%e~"s which can be easily calcu-
lated. The goodness of the approximation to set F,. to this value depends of course

'Equation (2.5) assumes that G is parallel to the polarization of the phonon f_; If this was not fulfilled,
one would have to replace G by its projection.

13



2 Experimental and theoretical tools

on how far Q is away from G. It is not trivial to implement the phonon structure factor
for different Q and requires an elaborate calculation on a special dynamical structure
model. For Sr,RuQy,, fortunately, the lattice dynamics has been studied [9,10] and a
model exists based on which structure factors and frequencies as function of Q can
be calculated by the program "Genax”. This has been done for a set of Q’s around
(2,0,0), the structure factors then put on a scale of absolute units using equation (2.5)
and implemented in a Matlab routine. A graphical representation of this function is
displayed in Figure A.1 in the appendix. The known phonon cross section is then
used to fit the experimental data taking into account the resolution function of the
spectrometer.

In the appendix, a detailed description is given of how this procedure has actually
been done. It is in principle simple and straightforward, but requires some care not
to get confused by different conventions and units. One needs a function that can
describe the magnetic scattering, i. e. a model for x"(Q,w). This function is then fit
to the experimental data, taking into account the resolution function, Bose factor and
form factor. Secondly, by a fit of the scale factor in the phonon function, the relation
between experimentally measured counts and real units is determined. One then just
has to carefully collect the prefactors and obtains the conversion factor for xmoger int0
physical units as function of scale’”, scale® and lim, . |F..(Q)|? in the correct
dimension of susceptibility.

Units. A comment should also be made on the units in which x(Q,w) is measured,
because a variety of different units for susceptibilities is used, most of which even
have different physical dimension, and can easily lead to confusion. In the Sl system,
a susceptibility is in fact a dimensionless quantity, according to M = xH, where M
is the magnetization (M and H in units of %). Because magnetization is magnetic
moment per volume and one is often interested in the total magnetic moment of the
sample, it is also a common practice to give susceptibility directly in the dimension
of a volume (m? in Sl) and then again normalize it to a certain amount of sample,
for instance one mole. The parallel use of the cgs system does not make things
simpler, but it is at least easy to make the connection. In cgs, B and H have the same
dimension, while in SI B = poH (in vacuum), or B = uo(H + M) with M = yH. The
difference is thus basically the po (1o = 47 - 107752). By expanding the units, one can
easily realize that the physical dimension of  is (migfzﬁi'ﬁi‘;ﬂitp. When intending to
give a susceptibility in a system where 1y, = 1 like in cgs, its dimension will therefore
be the inverse of the one just given. After integration over the sample volume and
normalization to the number of magnetic atoms as mentioned above, it is obvious
that the susceptibility can be written in units of % per magnetic atom. This is the unit
in which x(Q,w) is usually given, at least in the context of neutron scattering.

14



2.2 Spin fluctuations in metals

Some useful conversion factors are:

2

1 'u—‘i per fu. = 3.233-107° emu-mol™' (cgs) (2.6)
e

= 6.674-107* A’ per fu. (SI) (2.7)

When taking the lattice constants of Sr,RuQ,4, a=b=3.87 A, c=12.74 A, the volume
per formula unit (f.u.) is 95 A? (half the volume of the tetragonal unit cell), so that in
Sl for Sr,RuO4

2

1 2B per fu. = 7.102 - 107 (2.8)
eV

Within a few percent this applies to Ca,«Sr<RuOy for all x and temperatures and gives
a rough estimate of the actual size of the field produced by the induced moments;
one can thus state that unless for very large numerical values of y, i. e. up to at least

104 % it is so small that one can safely neglect effects like demagnetization factors
etc.
It is finally mentioned that

2
KB 4 —5HB
1528 2579.107°E2 2.9
o 5791075 (2.9)

This is a simple relation between the applied field pyH and the induced magnetic
moment. In combination with (2.6), it follows

1 emu - mol ™ = 1.79“73 (2.10)

2.2 Spin fluctuations in metals

2.2.1 The susceptibility in the metallic state

When studying the magnetic properties of solids, there are generally the two contrary
approaches of regarding either localized or itinerant magnetic moments. The former
picture is suitable for magnetic moments that are localized in real space, typically
on certain magnetic ions, and have a fixed (mostly integer) size. The magnetization
of a material is determined by what amount of magnetic moments is polarized in
the interplay of entropy (temperature), external field and interaction of the magnetic
moments — giving rise to a Curie law for the susceptibility. The picture of itinerant
electrons is more suited for metals and regards electrons in the k-states (“localized
in reciprocal space®) instead in real space. Because of the Pauli principle, only the
electrons close to the Fermi level are relevant for most magnetic properties, and in a
polarized state, the magnetic moment per atom can have any fractional value.
These two approaches are conceptually very different. For many materials it is
obvious which is the better suited one — that one usually works very well, leaving

15



2 Experimental and theoretical tools

the more intermediate cases as the more “interesting” ones, and it is not always
trivial to reconcile these two pictures. SroRuQ, is a good metal and clearly needs
a treatment in an itinerant picture. When going more to the Ca-side of the series
Ca,«SryRuQy, correlation and localization effects become gradually more important,
and the question for the appropriate way to understand the magnetic properties is
less simple. In the metallic region of the phase diagram, the itinerant picture appears
as the more adequate one and enables to better follow the evolution for different Sr-
contents, and should therefore be used.

A good text about magnetic neutron scattering in an itinerant system is for instance
Ref. [11] (an early report on magnetism in Nickel by R. D. Lowde), and the standard
Reference for spin fluctuations is Moriya’s book [12]. As these concepts are very
fundamental in the following, the most relevant aspects and formulae will now briefly
be summarized.

In a metal, where the magnetism depends on the itinerant electrons, all magnetic
properties are very closely related to the particular band structure of the material.
One of the basic results of solid state physics is the so-called Pauli susceptibility of
a metal, which basically states that the paramagnetic susceptibility is proportional to
the density of states at the Fermi level:

Xp = popap(Er) (2.11)

This is usually a small and nearly temperature independent quantity.

Very important effects can arise from the interaction between the electrons. In a
molecular-field theory, the spins feel, in addition to the external magnetic field, the
molecular field produced by the polarization of magnetic moments in the sample,
giving rise to a positive feedback mechanism and enhancing the susceptibility over
the value yp. The “effective” field is thus He = U - M with M = yH, where y

is the “true”, renormallzed susceptlblllty Solvmg this self -consistently, as M is also
xpHett, ONE obtalns X = 6H =xp(l+ MW%X)

XP
X= (2.12)
X P

HoMg

For large enough U and y p this quantity will diverge — this is the well-known Stoner
criterion for the appearance of ferromagnetism. The molecular field is due to ex-
change, that means it is important to remember the well-known fact that its physical
origin is not the magnetic dipolar interaction, but the Coulomb interaction of the elec-
trons which would enter in the Hamiltonian as U ) nyn,.

This short introduction, which can be found in any basic solid state physics text-
book, has been recalled here, because these two steps — the calculation of the “bare”
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2.2 Spin fluctuations in metals

susceptibility depending on the properties of the band structure, and secondly includ-
ing the correlation effects — are exactly what has to be done also in the more com-
plicated situation of calculating the susceptibility in the very general case of nonzero
wave vectors and frequencies.

The generalized susceptibility

To generalize the susceptibility to its full ¢- and w-dependence one has to regard
the effect of a magnetic field that varies in space and time — characterized by the
wave vector ¢ and the frequency w — which will perturb electrons from (k,E;) into

((k + q7),E5, ;)- One thus has to consider the possible processes corresponding to the

excitation of an electron from a state # into a state & + ¢ which cost the energy hw =
Ep, ;— E;. Here, Ep is the energy of an electron at k and is determined by the band
dispersion. To make the treatment even more general, one also takes into account
the effect of a finite exchange splitting A of the bands, i. e. a ferromagnetic state. The
energies I; then depend on the spin direction (T or |) and are EZ = Ep+ soA (o=+,).
When regarding the effect of the field to first order (linear response) one finds

1 f(Brig+t02) = F(Bp + 4on)

— _ 2~ 1
(@.w) = po(gpe)” 5 lim Tz — Ep— hw+ L(oa—01)A + i

0102

Xo

(2.13)
+q

This is the so-called Lindhard function, and gives correctly the real and the imagi-
nary part of the susceptibility. In the nominator, f(E) is the Fermi distribution function
accounting for the occupation of the initial and final states and thus giving the correct
weight in the sum over the Brillouin zone. The denominator is the difference of the ini-
tial and final energies and hw. It seems not possible to understand the whole formula
straightforwardly in an intuitive way, and it has indeed quite complicated properties.
The correct derivation appears, though not particularly difficult, too long and technical
to be reproduced here and would not provide additional insight; it can be found for
instance in Refs. [1,12]2. Instead, a few comments on its properties and the way of
calculating it shall be made.

Of special interest is the imaginary part of y, because it determines the neutron
scattering cross section. By using the identity

1

] = —70 2.14
Im elir&x—{—ei T (l‘) ( )

2A heuristic argument to roughly understand the form of (2.13) without the advanced formalism in
these References would be the following. The field H(r) which varies in space like cos(gr) is treated
as a perturbation. The correction term to the electronic states vy in first order perturbation theory
has a denominator containing the energy differences in the correct form. The magnetization M(r)
is obtained as the sum over all k of [ (r)|? — [y (r)]?, weighted with f(E}) and regarding only
terms up to first order in H. Then x is OM/OH and has the overall form of the sum over k with
the difference of Fermi functions in the nominator and the energies in the denominator.
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2 Experimental and theoretical tools

one can express it in a much more convenient form:
0102 ( = ]' o1 o2 o) o1
Im X§'"*(¢.w) = molgue)’ 5 D (F(BF) = f(EZ ) - 6(BZ — B7' —hw)  (2.15)

This has a clearer meaning: the sum over the Brillouin zone “counts” the possible
excitations of electrons from (k;al;Egl) into ((k + @;UQ;E]%_QHT), and the delta func-

tion ensures the energy conservation. In other words, such an excitation creates an
electron-hole pair, because an electron is promoted to k+ ¢ and a hole is left at k. It
can occur from any occupied into any empty state, so for a given ¢, usually excitations
with different w are possible, and in ¢-w space these processes form a continuum with
boundaries that are determined by the band dispersion. This continuum is directly
represented by \”, while the real part x’ is usually non-zero everywhere. Expression
(2.15) has the symmetry Im xJ'??(¢,w) = —Im xJ*”*(—¢, —w). In particular, it is always
zero for w=0.

Concerning the spin states, there are four possibilities for (o1, 05); two spin-flip
and two non-spin flip cases. In a paramagnet (A=0) without external field and no
anisotropy in spin space, all these are of course equivalent and the situation simpli-
fies a lot. Otherwise, the spin-flip excitations correspond to the transverse, and the
non-spin-flip excitations to the longitudinal part of the susceptibility. In the case of
non-zero A, the continuum of spin-flip excitations looks very different from the one of
non-spin-flip excitations — it has for instance, at k=0 and in a certain region around i,
a gap (A at k=0).

For k=0 and w=0 (and A=0), i. e. in a uniform and static magnetic field, equation
(2.13) reduces to the Pauli susceptibility which depends on p(Er): for ¢§— 0, the sum
becomes ) 0f(E;) /0Ly, which basically counts the number of states at the Fermi
level.

When there are more than one electronic bands involved like in Sr,RuQ, (three
bands), one has to take into account processes between different bands. In (2.13),
one has to replace the sum by

FEZ )= f(ET )

+qn k,m

Z . — Z M;;},lm, (E+q)a2nEg2 "B _hwte (2.16)
k,m

-

k Emn k+qn

Here, the M’s are the matrix elements for the transitions between the bands m and
n. In the very simplest manner, one may approximate these as 1 for mne{«, 5} or
mn = -, and zero otherwise (following Mazin et al. [13]). A better expression for the
case mn e {«a, 3}, which allows quantitative analysis, is given in Reference [14].
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2.2 Spin fluctuations in metals

The exchange interaction

Like in the simple case of the Pauli susceptibility, the so determined “bare” suscepti-
bility is in reality enhanced by the exchange interaction. In the very same manner as
(2.12), the true susceptibility reads

- Xo(cfa W)

X(Gw) = -
— it Xo(@,w)

(2.17)

With this, it is obvious that there can be magnetic instabilities — when the denomi-
nator becomes zero — at any ¢, like antiferromagnetic or incommensurate antiferro-
magnetic ordered states (static spin density waves). This form of the susceptibility
is usually called the RPA-form (“Random Phase Approximation®, as in the derivation
certain terms are neglected due to their phase relation). The RPA theory usually
works well in predicting the ground state. Quantitative corrections then arise from the
effect of spin fluctuations on the equilibrium state, which have to be considered in a
self-consistent way. A theory considering these, which is quantitatively an improve-
ment of RPA and correctly contains many properties at higher temperatures, would
be the Self-Consistent Renormalization (SCR) Theory; for details see Ref. [12]. In
general, one would also have to consider that the I used here might in fact have a
g-dependence, 1(g). This is, however, often neglected.

In addition to spontaneous magnetic order that may appear, the exchange enhance-
ment (2.17) has another very important consequence. Its imaginary part is

. X// (T,W
X//(qu) — —— 0(2 )~ — . (218)
(1= Ixp(qiw))? + (Ixp(q,w))
with I = m It can have a contribution outside the continuum, i. e. where
Xo(q,w) = 0, when the first term in the denominator is also zero,
1 —Ix)(§,w) =0. (2.19)

This may be regarded as a “dynamical“ Stoner criterion. It defines sharp branches of
excitations, which in a ferromagnetic state start at ¢=0, w=0 with an initially quadratic
slope until at some point they merge into the continuum [1,12]. These collective
modes are the magnons, behaving very much like the magnons in for instance a
Heisenberg ferromagnet.

In the framework of this theory, the equations (2.13) and (2.17) contain all mag-
netic properties from the static ones up to the various excitations and thus entirely
determine the response in a magnetic neutron scattering experiment.
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2.2.2 Calculating the susceptibility

The non-trivial part in the calculation of x (¢, w) for a known band structure (i. e. known
Ey) is the evaluation of the Lindhard function?®.

Except for very simple cases, it cannot be evaluated analytically, but the sum has to
be computed by a numeric integration over the Brillouin zone using a discrete mesh
of E—points. In general, one sees from (2.18) that even for the knowledge of the
imaginary part of the interacting susceptibility, one needs to know both the real and
the imaginary part of y,. However, (2.13) cannot be computed straightforwardly for
its real and imaginary part. For the imaginary part, the limit ¢ — 0 is inconvenient.
For the real part, there is a problem with the denominator: it can become zero or
extremely small while the nominator stays finite — different signs on both sides of
such singularities prevent the sum from diverging, but are hard to handle in a numeric
computation. It is thus not sufficient to simply sum up (2.13) for a set of k-points.

The more convenient fact, on the other hand, is that one may reduce the problem to
two dimensions in the case of the Ruthenates; this does not only make the illustration
simpler, but also reduces the complexity of the computation drastically. The way of
calculation chosen here is thus the following.*

After all, the computation of the imaginary part of the
v E=g Lindhard function appears more easy, because one can
make use of (2.15). In the sum, contributions come only

=gtho

i from those k, where both the delta function is not zero (en-

ergy conservation) and, secondly, the differences of the
Fermi functions is finite. These two conditions are illus-
trated in Figure 2.1 for a certain ¢ and w in the simple
case of an isotropic band in two dimensions at T=0 and
with A=0. Let the blue circle be the occupied states in

\ oot Teciprocal space (f(E;) = 1). The energy of the final
E,. * E+ho state must be E;+ hw, and if the initial state is on the
(Energ;’consewation) Fermi surface, the final state will be on the surface with
E = er + hw (an “enlarged Fermi surface). The possi-
ble initial states can thus simply be identified as the points

© 7\ possible

Figure 2.1: ilustration how to evaluate the - where this higher energy surface, shifted by -7, intersects

sum for x”/(q,w) in (2.15). (Explanation in the

text.)

the original Fermi surface, which would here be only two
points. It is of course also possible to excite electrons from
below the Fermi surface — the possible initial states lie on the red dashed line defined
by f(E,;w) = f(Ey) + hw (in the general case not necessarily a straight line). The

3If they were not known, to obtain realistic E;: would of course also be a highly (even more) non-trivial
problem...

4Calculating the generalized susceptibility is of course a frequently encountered problem in solid state
physics. However, no suitable ready-to-use software seems to be freely available. Therefore, an own
algorithm has been implemented in Matlab and (its time-critical parts) in C.
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2.2 Spin fluctuations in metals

second condition is easy to see in the Figure: only states where f(E}) # f(Ep, o), 1. €.
outside the intersection area of the circles, contribute.

Typically, hw is of the order of a few meV, which is a very small energy relative to
the variations of £ (Fermi velocities), so only states very close to the Fermi surface
contribute. These are usually very few states, except in the case of Fermi surface
nesting: when significant parallel sections of the Fermi surface exist, the intersection
of original and shifted surface does, for the right ¢, no longer consist of only two &, but
a much larger set of £’s. Secondly, also the thermal energies are relatively small, so
the thermal smearing of the Fermi surfaces does not have a very strong effect.

The fact that these criteria are quite strict and reduce the set of contributing £’s to
very few, sets the demand for a fine mesh of k’'s when sampling the Brillouin zone.
A simple algorithm for the Brillouin zone integration would then just have to identify
the relevant £ and compute the Fermi function differences (even this only if aiming to
include the case T+#0). Despite the rather simple principle, accuracy® and efficiency
require substantial effort during the design of a good algorithm. However, the more
detailed discussion would now become very technical and shall therefore be omitted
here. As a final remark about the complexity of the calculation, in the general case,
to compute y” for all ¢, the complexity is n* (where n is the number of k-points per
dimension) in two dimensions (n? as initial and final states each)®. For large n the
computation times are substantial, but yet allow the computation of full maps with
a quite good level of detail (n~200 mostly sufficient, n~400 still possible). Notice
this is only because the problem has been reduced to two dimensions; otherwise the
solution would become really laborious.

With this algorithm the whole w-spectrum of the imaginary part of y is calculated
for each ¢ of interest. Then, the real part is obtained by the Kramers-Kronig relation,
avoiding any further problems with the real part, and the calculation of the interacting
susceptibility (2.17) from the Lindhard function is straightforward.

With this method, extensive calculations of x(q,w) have been performed for
Sr,RuQy in order to examine the effects of the different bands and I's. Some of the
results are shown in the context of the discussion of Sr,RuO,4 (Chapter 4) — including
a demonstrative example of how the effect of the exchange enhancement drives the
system towards an incommensurate magnetic instability.

Such examples also show that despite the considerable effort related to such calcu-
lations, it is sometimes possible to gain a qualitative understanding by much simpler
considerations’. This is because peaks in y are often related to nested Fermi sur-

5For instance, a less trivial problem is how to best account for the finite E—point—sampling — requiring
to work with “almost® energy conserving k and then to properly normalize their contribution. Here,
linear approximations using the gradients of £ needed to be applied.

SFortunately, it takes no longer to obtain the full frequency spectrum, as every pair k— (l_@: +q)
contributes to only one w.

"One should also be aware that the great level of detail that such calculations produce may give the

21



2 Experimental and theoretical tools

" Figure 2.2: Why parallel bands are not fa-

vorable to create a nesting peak.
The figure shows the possible electronic excitations
from one section of a band that crosses the Fermi
level to another one, separated by the nesting vec-
% 9 tor o, for the cases that the two sections have the
ho same (a) or opposite (b) slope (Fermi velocity). The
condition that excitations are only possible from oc-
cupied states (below Er) into empty states defines
the states that contribute to the sum in the Lindhard
function (thick blue line). For a given excitation en-
e e hw, all possible excitations in (a) are at the same

wave vector Qo + ¢ fw, if ¢ is the slope of the band.
The number of possible excitations is proportional to fiw. Therefore, x”(Q,w) has the form x"(Q,w)x

w - 5(%" + Qo — q) and is a line in g-w-space, as sketched on the right side. In the other case, when the
bands have opposite slope (b), the excitations with a given energy cover the g-range between Qo — ET“ and
Qo+ %“’, i. e. cover the region in ¢-w-space as shown in the lower right, with constant weight everywhere.
The imaginary part of the bare susceptibility yo thus has a sharper feature in case (a), but what is the

e —

real part? It can conveniently be obtained vie Kramers-Kronig analysis as the integral of #dw. In
case (a), this reduces to the integral over the delta function and is therefore constant for all ¢ > Qo, so
there is no peak at the nesting vector Q. In case (b), as x” is a constant in the shaded region, the
integral is taken over % The lower limit of the integral is the lower limit of the shaded region, ¢|Qo — ¢/,
so upon approaching Q) it gets very large and gives rise to a peak in x’. (The logarithmic divergence is
only limited by the fact that at small energies below fiw ~ kT the spectral weight of x” is reduced by the
thermal population of the initial and final states.)

These considerations, although restricted to only a one-dimensional idealized situation, make it plausible
why bands should have opposite rather than parallel slope to give rise to a nesting peak in the suscepti-
bility. One can convince oneself easily that for instance the o/ nesting in SroRuQy fulfills this condition.
As a final remark it is mentioned that if, contrary to this reasoning, parallel bands produced a magnetic
instability, one would have to expect any metal to have a ferromagnetic instability because an arbitrary
band structure is perfectly nested with itself, i. e. at Q¢ = 0.

faces, and the nesting vectors can often easily by identified geometrically from a plot
of the Fermi surface. As a remark, it should be mentioned that (as may be a bit
counter-intuitive) Fermi velocities of opposite sign are more favorable to produce a
nesting peak in y than parallel ones; this is argued within the framework of the Lind-
hard function in Figure 2.2. For any quantitative statement, of course, the proper
computation of y(gq,w) is important, and this is the main value of such computations.

impression of a better knowledge than is actually correct, because smaller features can depend on
details of the band structure parameters, which are often not known precisely enough.
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2.2 Spin fluctuations in metals

Relation to the neutron scattering cross section

With the so determined components of the susceptibility, the relation to the neutron
scattering cross sections (2.1), (2.2) is [15]:

+— —+
_ 1 Xo Xo
Xows Xy =} (72 + 12+ ) (2.20)
zz 4 1_[2X3—+X6— .

2.2.3 Approximations of \"(Q,w) near magnetic instabilities
Nearly ferromagnetic metal.

As discussed in the preceding section, the detailed form of the susceptibility at arbi-
trary ¢ and w is in the RPA theory given by the details of the band structure (via the
Lindhard function). To compute it requires some effort and a careful regard of the
special situation. Even more serious is the fundamental problem that often there is
no detailed knowledge available about the band structure (the £;’s), so the absolutely
necessary information is missing.

It is possible, though, to analytically treat the problem in an approximative, but very
general way for simple models like for instance that of a general single (isotropic, but
not necessarily parabolic) band. In such a case, only few parameters are necessary
and by the appropriate mathematical treatment and expansions to the lowest relevant
orders, general equations can be obtained for the behavior close to the magnetic in-
stability. This is very useful, because for a certain region in ¢g-w-space these universal
approximations allow a description of x”(Q,w) without knowledge about the details of
the band structure etc.

The general expression (see for instance [12,16]) is

g w) = x ! -(1—¢L> 2.92
X (gw)=x"(q) T (2.22)
The imaginary part of this is
" _ whigxg
X'(¢w) = —=75 e (2.23)
with the g-dependent characteristic frequency and susceptibility
I, = yqx(;l (2.24)
and
X, =x"+ed (2.25)

Here, x is the macroscopic susceptibility, i. e. x’(¢=0,w=0). v and ¢ are parameters
that can be derived from the band structure. ¢ determines the g-width of y,, as is
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obvious when taking the reciprocal of (2.25). For ~, Lonzarich et al. [16] give the
expression Zy,vr Which has been derived for an isotropic single band model. With
(2.24) and (2.25), one can rewrite (2.23) as

o€

" . -&q _ X ) qu
X' (q,w) = x (22 + (€0)? (1+(€q)2)2 ( 1+ (€q)2 w2+1“§> (2.26)

where the new parameters ¢ and ¢ have been used:

E= VX , £= L =— (2.27)
x§€ xz2c2

In this form, the parameters have an intuitively clear meaning: ¢ is a correlation length
which determines the width of the spectrum in momentum space, and ¢ determines
the energy scale. This form is also very convenient for fitting purposes, although
from the physical point of view it has to be kept in mind that these parameters do
not vary independently when approaching the magnetic instability (y — oo) from the
paramagnetic state (¢ and £ depend on y, see (2.27)).

When there is no full symmetry in spin space, for instance due to anisotropies in
the system, which are in practice often present, or due to a magnetic field, these
equations can still be used, but one has to regard the superposition of fluctuations
with different polarizations. These may have different amplitude and different charac-
teristic frequencies, and eventually only one component diverges when approaching
a transition.

Nearly antiferromagnetic metal.

In the case of a nearly antiferromagnetic metal, i. e. close to a magnetic instability
characterized by any wave vector ¢, # 0, the argumentation is analogous, except
a small but important difference. In equation 2.24, the ¢ on the right-hand side is
replaced by a factor 1, so I', can now be written in the form

Ty =To (1+&(q— q)?) (2.28)

This means that in contrast to the nearly ferromagnetic case, where (2.24) and (2.25)
yield T, = Ty - £¢ - (1 + &%¢*) which approaches zero near ¢ = 0, the characteristic
frequency stays now finite at ¢o. Nevertheless, I'y as function of temperature does of
course approach zero when the system approaches the magnetic instability.

The approximation corresponding to (2.26) for the imaginary susceptibility near the
antiferromagnetic instability is

X' (g, w) = x - T +22(q e (2.29)

(

o |E
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2.2 Spin fluctuations in metals

Figure 2.3: Graphical representation of the expressions (2.26) and (2.29) for the mag-
netic fluctuations in nearly ferromagnetic and antiferromagnetic metals. The first three
pictures correspond to the ferromagnetic paramagnon with different parameters for the
correlation lengths and characteristic energies. All units are arbitrary, but loosely in-
spired by meV and rel. lattice units and the CaySryRuQOy scenario discussed later.
Anyway, a change of the parameters means nothing than a change of the Q or E-scale,
so apart that, the pictures are identical — the “generic paramagnon for £,£=1 corre-
sponds to the red scale in the first figure. The lower right panel corresponds to the
incommensurate antiferromagnetic case with gy = 0.2; the inset is the sum of two such
contributions on the positive and negative side. The solid lines show the points where the
maxima in fictitious Q-scans would be expected, the dashed lines indicate the maxima
of energy scans.

where ¢ = T’y has been used in order to use the same symbols as in (2.26) in the
ferromagnetic case.

Figure 2.3 shows the characteristic shape of the spectra calculated using the ex-
pressions (2.26) and (2.29). In the case of the ferromagnetic paramagnon the overall
appearance is similar to that of a dispersive mode like a true magnon. In contrast to
the latter, this is a continuum of excitations, but still relatively sharply peaked in certain
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regions. Due to the continuous spread of intensity, a “dispersion® is hard to define be-
cause the maxima in cuts along lines at constant energy or constant q, respectively,
lie on different lines®, see the solid and dashed lines in Figure 2.3. In an experiment,
in which typically either constant-Q or constant energy scans are performed, this has
to be kept in mind in addition to the usual resolution effects.

In the antiferromagnetic case, x”(q) for constant w obviously always has its max-
imum at ¢y, SO in constant energy scans no shift of the signal, i. e. no dispersive
behavior is expected. Only the width of the peak increases, and for the HWHM one

gets
1 2
E\/—1+\/2+°(:—2 (2.30)

I. e. at the characteristic energy w = ¢ one has HWHM ~ % A constant energy
scan can be well approximated by a Gaussian of the appropriate width:

“ —£%(¢ — )°
X" (¢ w)wmwo = X - W rexp | —— 1
€ A /2 + E_g —

n(2 2.31
l'his is the usual practice in the analysis of experimental data.

It is also clear from the equations 2.26 and 2.29 that for a given ¢ (except ¢ = 0 in
the case of the ferromagnetic paramagnon), the energy dependence can always be

written in the form
wl

X' (w) = X/(O)m
Note that the prefactor of the fraction is always the real part of y at w = 0, which

follows from the Kramers-Kronig relation. This spectral form is commonly called a
“single relaxor”.

(2.32)

Determination of ' and \’(0) from the experiment Based upon the single relaxor

spectral representation x”(w) = x/(0) - wgfrz for fixed ¢, the parameters I and x’(0)

can in principle be extracted from the values ¢, ¢, at two different energies w; and w»:

P \/wmw (2.33)
CoWw1 — C1Wa
w? + 1?2
") = = i 2.34
V) = P (234

8The maxima of the constant-energy scans fall on the curve

hw(q) = - &g+ /14 6(£9)% +5(q)?
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2.2 Spin fluctuations in metals

Though simple and convenient, this relation requires a reasonable choice of the two
energies (not too close together) and not too large errors to give stable results. When
more data is available, e.g. an energy scan, a conventional fit will of course produce
more reliable values. (2.33) and (2.34) can nevertheless be very useful in some
cases, for instance for the efficient determination of temperature dependencies of
these parameters.

2.2.4 Contribution of spin fluctuations to the specific heat

The spin fluctuations can, like other excitations of the solid, contain a certain amount
of energy, so they are expected to contribute to the specific heat. To lowest order, their
contribution is linear in 7', so they manifest themselves in the electronic specific heat
coefficient v = C/T. In a "normal” paramagnet far from magnetic instabilities, i. e.
without strongly enhanced fluctuations, though, their effect is usually negligible. When
magnetic fluctuations become important, for instance close to the Curie temperature
in a ferromagnet, their effect on the specific heat can also become very large.

Intuitively it is clear that the spin fluctuation contribution to the specific heat will be
the greater, the lower their energy (their characteristic frequency) and the larger their
number is (the number of modes with different ¢, i. e. the coverage of the Brillouin
zone). The quantitative treatment is non-trivial, but is now theoretically well studied:
a number of publications, especially by Lonzarich, Moriya and their coworkers, has
addressed this problem [17-25]. The specific heat arising from the spin fluctuations
is calculated as

0?F,
Cop = =T 8T2f (2.35)
where Fj; is the spin fluctuation free energy,
B > 1 T(g)
Esf - qu/o dwf(w)%uﬂ T FV((])Q (236)

Here, v is the polarization of the spin fluctuation (two perpendicular and one parallel
to M)® and f(w) is the free energy of an oscillator of frequency w:

hw _ohe
flw) = 5 + kpTIn(l —e *s7) (2.37)
The actual derivation is then laborious, but as it has been pointed out in Refs.

[18,19] in the low temperature limit a remarkably simple expression holds:

1 Csf 1 71']{23 1
_ _ 1 2.
BENT TN R zq:f‘(q) (2.38)

9In the following, isotropic fluctuations are assumed, and the sum over v is replaced by a factor 3.

27



2 Experimental and theoretical tools

In other words, the contribution of the spin fluctuations to the electronic specific heat
coefficient is given by the inverse spin fluctuation frequencies in the Brillouin zone;
taking the average of 1/T" rather than the sum gives the contribution per magnetic
atom. This important result corresponds to the intuitively obvious fact that the low
energy excitations have a larger contribution to the specific heat, because they can
more easily be occupied with nonzero quantum numbers at low temperature.

The prefactor k%, in convenient units is 2.25-22V. ' so one can easily estimate the
order of magnitude of the specific heat carried by spin fluctuations. If for instance a
fluctuation with AI" in the order of 1 meV covers effectively 10% of the Brillouin zone,

~s¢ would be 2257 — a relatively large value.

The distinct spectra of x”(Q,w) for the nearly ferro- and antiferromagnetic cases
have important consequences for the spin fluctuation contribution to the specific heat
— it is more drastically enhanced in the ferromagnetic case where I'(¢) vanishes close
to ¢ = 0 (2.24). This can cause fundamentally different behavior: while the theory
predicts a T3 1In T divergence of the specific heat in a ferromagnet, there should be
no significant enhancement in the antiferromagnetic case [25]. This applies to 3-
dimensional magnets — that the behavior can generally depend on the dimensionality
of the system is also intuitively clear from (2.38) because possible divergences tend
to be more easily averaged to a finite value in higher dimensions (recall for instance
that [ 1 is infinite in two, but finite in three dimensions).

Despite the simplicity of (2.38) its application in practice can present difficulties: to
perform a calculation of ~,;, one needs the full g-dependence of I'. In a typical neu-
tron scattering experiment, this cannot be achieved by direct measurement (requiring
energy scans at a large number of, possibly three-dimensional, ¢). More or less crude
approximations have thus to be used.

One obvious approach would be to apply the parameterizations of x”(Q, w) as they
have been discussed in Section 2.2.3: then one needs only a small number of exper-
imentally accessible parameters like energy and momentum widths. Replacing the
sum by an integration, one may even attempt an analytical evaluation of the sum in
(2.38). Using the integral Q2 e quF to perform the average in two dimensions and
the expressions for I', in the anhferromagne’uc and ferromagnetic cases, this gives

Vsf = FL ’ F_O ’ 2arctan(§Qc) (FM) (239)

w1 [ RAERD (AFM)
£Q2

Q). determines the radius around the magnetic instability in g-space up to which the
integration is performed and should be chosen in a way that the Brillouin zone is
approximately covered. As a second possibility in the antiferromagnetic case, one
might also approximate the average by taking I', = I'y in a radius of the half width of
the peak measured at the energy transfer Al'y and taking I';, = 0 outside this region.
With the width according to (2.30), the average over the region (¢ — qo) < Q. (as
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2.3 Spin densities and polarized neutron diffraction

above) is then 5%;43 which corresponds to the expression (2.39) for £Q. ~ 1, i. e. for
rather short correlation lengths in the range of the atomic distances. For sharper
peaks the neglect of fluctuations at ¢’s outside the half width produces smaller results
than (2.39).

This consideration gives an impression of the accuracy of such procedures and
that the results of such calculations are to be taken rather as an estimate. Even
(2.39), though obtained analytically, is certainly not exact because it uses a small-q
expansion around the magnetic instability throughout large parts of the Brillouin zone
where it may be rather poor or where there may be overlap of contributions from
different ¢o. Generally, the whole treatment is based on the rather idealized model
of a metal with only a single band; the situation in real materials like the Ruthen-
ates can be assumed to be more complicated. As already mentioned, also the input
parameters may be difficult to provide, because one may in an experiment observe
the superposition of longitudinal and transverse components, or, as it is the case in
Ca,«SryRuQ4, a superposition of contributions from different magnetic instabilities.
Despite these limitations, the basic arguments do still hold and the procedure may be
expected to produce a reasonable estimate of the specific heat value and to provide
valuable qualitative understanding on the spin fluctuation contribution to it.

2.3 Spin densities and polarized neutron diffraction

2.3.1 The measurement of flipping ratios

In contrast to the neutron spectroscopy techniques which have been described so far,
the diffraction techniques focus on the elastic neutron scattering. One may of course
use a triple-axis spectrometer for a diffraction experiment by setting the analyzer to
zero energy transfer. Although in some cases this procedure is advantageous, for
instance in order to reduce background, a standard diffractometer works without an
analysis of the energy (and spin) of the scattered neutron. The elastic scattering
contains the information on the time-independent correlations in the sample and is
usually used for crystal structure determination. While information on the nuclear
structure can be obtained by many techniques like x-ray or neutron diffraction, each
either on single-crystalline or powder samples, magnetic neutron diffraction can not
only determine the overall magnetic structure but also the distribution of the magnetic
moment within one unit cell. This is accomplished with a polarized neutron diffrac-
tometer, such as 5C1 at the LLB or D3 at the ILL. These diffractometers work with a
polarized neutron beam of a short wavelength from the reactor’s hot source, and the
polarization can be reversed by a spin flipper mounted on the incident beam. After
diffraction from the crystal, the intensity is measured without further analysis of spin
or energy. The direction of the neutron polarization is the vertical axis, i. e. parallel to
the magnetic field. This is usually also the direction of the magnetic moments in the
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sample — if they are fully aligned by the strong magnetic field. In such a case there
is only non-spin-flip scattering, cf. (2.3), but when there is at the same time a nuclear
and magnetic contribution, the cross section is different for the two polarizations (spin
up/down) . This is because

I oc (Fy + Fiy)? (2.40)
[7 [0 ¢ (FN — F]V[)2

where I and 7~ are the measured intensities for spin up and down, Fy; and Fy are
the nuclear and magnetic structure factors, and the magnetic moment is perpendicu-
lar to the scattering vector. In a measurement with an unpolarized neutron beam, the
intensity would be (I + I7) « F} + Fy, i. e. the interference term 2F,, Fy would
cancel out. This makes a determination of small Fy; very difficult, and the fact that
from separately measured I and I~ one can take theratio I /T~ ~ 1 +4% which is

linear in the (usually small) ratio % is the great advantage of the polarized neutron
technique. It brings the tremendous improvement without which a measurement of
large sets of Fy; would not be possible.

A restriction arises mainly from the use of a large cryomagnet, so that the sample
can only be rotated around the vertical (field) axis and one can access only a narrow
range of scattering vectors close to the horizontal plane, depending on how much the
detector can be lifted or lowered out of the horizontal plane (about -5...+20 degrees
on 5C1).

In the experiment the so-called flipping ratio R = f—f is measured for an as large
as possible set of Bragg reflections. In the very general case the expression for the

flipping ratio is

I Ful - Fr + ((FNFMZ 4P — i(Fal ﬁ&L)Z) o)
_ 2.41
I FxFy+ Py By, — (P + FyFas) — i, x Fiy). )

Here, F is the magnetic structure factor (remember that this is in general a vector
with three complex components), Fhy isits part perpendicular to the scattering vector
Q, and z denotes the vector components along the polarization axis (vertical axis).
This quite complicated formula can be simplified, when, as usual, further assump-
tions can be made. For instance, in most cases the magnetic field aligns the magnetic
moments in the sample parallel to the field. For the refinement, this has the great ad-
vantage that the magnetization can be treated as a scalar quantity instead as a vector.
Then, if a is the angle between the field and the scattering vector'® Q, the expression

10The geometrical factor sin? o arises from the dependence on the orientation of neutron spin, magnetic
moment and scattering vector relative to each other; it is, contrary to intuition, correct to take it
always squared in the formulae (2.42) and (2.43).
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for the flipping ratio is
B+ FRP 4 2sin’a (FRFY + FRFY) + sin’a (F° + FiP)
F{2 + FR? = 2sin’a (FR Fyy 4+ FRFY) +sin’a (Fy2 + FY )
Here F’ and F" are the real and imaginary parts of the structure factors. When the

structure is centrosymmetric, all the imaginary parts become zero and the expression
further simplifies to

(2.42)

F2% + 2sina FyFy + sina FZ,
F% — 2sin’a FyFy, + sina FZ,’

which, in the case of a=90°, would reduce to (2.40).

R =

(2.43)

2.3.2 Constructing the spin density from flipping ratio data

The magnetic structure factors F; are the Fourier transform of the magnetization dis-
tribution M (r). The aim is to reconstruct M (r) from the measured R’s. To do this, one
obviously needs to know the nuclear crystal structure, i.e. the F\’s. A good structure
determination is therefore a prerequisite for any determination of M (r). The second
important point to note is that in the centrosymmetric case, the Fy; can then directly
be calculated from the flipping ratios by equation 2.43, while this is impossible in the
non-centrosymmetric case. This is basically a consequence of the phase problem in
the latter case.
There are different possibilities which can be used to obtain M (r). These are:

1. Fourier inversion. Because the F), are the Fourier coefficients of M (r), the
most natural way to obtain M (r) is to apply the inverse Fourier transform

1 .
M(r) = > Fulh, k1) e ?mitethutts) (2.44)
hkl

2. Refinement of a model. One may construct a model of the spin density around
certain atoms and then refine certain parameters to obtain a best fit to the ex-
perimental data. This procedure corresponds approximately to the usual refine-
ment of atomic structures where for instance the atomic positions are the refined
parameters of a certain structural model. A model for the spin density can con-
sist of a combination of magnetic wave functions (for instance d-orbitals) or,
more general, of a multipolar expansion. Here, the coefficients of the spherical
harmonics would be the refined parameters.

3. Maximum entropy. The unit cell is divided into a grid of points. The spin den-
sity at each point is refined independently with the objective to maximize the
total entropy of the distribution (explanation below) under the constraint of con-
sistency with the measured data. The resulting distribution is the most probable
one.

31



2 Experimental and theoretical tools

Each of these methods has its advantages and disadvantages. The Fourier method
is very simple and works without any prior assumptions about the distribution, i.e. is
"model-free”. The most serious drawback is that the lack of completeness in the data
set introduces systematical errors in the result. This means that in principle all (h,k,I)
are necessary for the reconstructions, but all those which have not been measured
are artificially assumed as zero — an assumption that can introduce very problematic
artifacts in the calculated map. Another problem is that the information from the error
bars is entirely ignored; as errors are often significant, this may be very important
information. All observations are weighted equally, and large values, though with high
uncertainty, may cause erroneous results.

A further general advantage of the two other models is that they can be applied
directly on the measured flipping ratios, while for the Fourier inversion one first has
to obtain the Fy;, which is not always possible. In practice, unfortunately, some of
the available software nevertheless requires the F\; instead of the R’s — a restriction
without physical justification.

By minimizing the deviation from the measured data, i.e. a x2-like term, the model-
refinement techniques can properly account for the experimental uncertainty, and
meaningful parameters can directly be extracted (with their respective uncertainty).
The problem is transferred to setting up a reasonable model. The assumptions nor-
mally impose strong restrictions on the magnetization distribution (its place, symmetry
constraints, etc.) and make this a highly non-trivial task. Unexpected features may be
accidentally overlooked because they are not considered in the model.

Finally, a maximum entropy reconstruction avoids many of these problems. As dis-
advantages one might at most note the relatively high computational effort (which
is nowadays no problem) or the subliminal scepticism of some people against this
method. It is (at least compared to the others) indeed relatively new, but since sev-
eral years well established for instance in crystallography and the reconstruction of
electron densities from x-ray data [26].

In spite of similarities and some identical formulae, this entropy is not to be confused
with the thermodynamic entropy: it has originally been developed in the 1940’s and
50’s in the context of information theory by Shannon [27]. Connections to statistical
physics do nevertheless exist [28], and since then this concept has become widely
used in a variety of quite different fields, like image processing and reconstruction
(for instance in medicine or astronomy, treating noisy pictures). First applications on
polarized neutron diffraction have been reported by Papoular [29].

Maximum Entropy Method

The idea lies in Bayes’ theorem or the question: Given a measurement, what can
be inferred about the "real” situation? — an obviously very fundamental question for
any experiment. This process of backward inference from a ”statistical sample” (a
measurement) on a model is therefore sometimes called Bayesian inference. The
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2.3 Spin densities and polarized neutron diffraction

aim is to extract as much information as possible from the measured data — but,
equally important, not more''. Intuitively it is clear that the degree of information
that can be obtained depends on the number of observations and their accuracy
(their error bar). Concerning the inferred model (the spin density map), a map with
pronounced features and large differences between different points contains more
information than a flat distribution. As a quantitative measure for the information of a
map with values p; at each pixel i, one uses the entropy

A discussion about what such a measure of information actually means, about in-
formation at all, bias, confidence and credibility would of course be a highly inter-
esting topic (including a potential for philosophic digressions), but is far beyond the
scope of this text. Let us therefore conclude here with two general technical remarks.
Firstly, it is possible, when desired, to include some prior information in the refine-
ment. This can be information available from whatever source that one deliberately
wants to make use of'2. How to use this option is a non-trivial question about which
different opinions exist. According to R. Papoular, the prior information must be in-
cluded to really make the maximum entropy result the most probable one, and it is
the deviation of the Maximum Entropy solution from the prior density which contains
the only new information that the Maximum entropy method can provide. In practice,
this could typically be the deviation of the spin density from a spherical distribution
around the magnetic ions. If the prior information on a pixel is 7;, (2.45) becomes

bi
S E pilog - (2.46)

The second remark concerns the definition of .S which obviously requires all the p; to
be strictly positive, while in a magnetization map negative values may occur. For this
reason, one works with two strictly positive components and takes their difference to
obtain M (r).

Computation of the maximum entropy map

Spin density reconstruction from polarized neutron data is by now a standard method,
but not very often applied — in Europe, the ILL and the LLB are running one such
diffractometer each. Perhaps this is a reason why at present there is no widely spread

HFor instance, series truncation in a Fourier reconstruction can give pronounced features in a map — this
would be much “information®, but an entirely wrong information for which in fact no justification
is in the data. As another example, when setting up a certain model, one unavoidably introduces
artificial information by making assumptions on the appropriate type of model.

12This is also sometimes used when the stability of a solution is to be tested.
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software available for maximum entropy treatment of the data. The existing programs
are mostly specialized on very particular cases and/or require substantial effort to
be adopted to the problems that are discussed here. In addition, these programs
usually refine on the magnetic structure factors instead on the Flipping ratios — an
annoying restriction for which there seems to be no objective reason, except that
they have been adopted from the case of x-ray diffraction and electron densities —
and are therefore not suited for non-centrosymmetric structures. Therefore, an own
refinement algorithm has been implemented in Matlab. It uses an iterative procedure
following the concepts of references [30,31] and has been extended to perform the
refinement directly on the measured flipping ratios, thus allowing the refinement of
non-centrosymmetric structures.

The aim of the computation is to maximize the entropy (2.45) under the constraint
that x> = 1; this expresses the requirement that the solution is consistent with the
data, and takes naturally into account the experimental errors. x? is expressed as

1 (Rcal - Robs)2
C== > B (2.47)

where the sum runs over all the IV observed reflections hkl. The Rqps are the ob-
served flipping ratios and the R.y are calculated at each iteration from the refined
spin density p;. The p; are the pixels of the map on a three dimensional mesh which
represents the asymmetric part of the crystallographic unit cell.

Finding the constrained maximum of the entropy is achieved with the use of a La-
grange multiplier A by finding the extremum of Q@ = S — A\x?; the condition is thus
0Q/dp; = 0. The algorithm works with an iterative approximation [32, 33]

(n)
pz(nﬂ) _ Pz('n) exp <_A%Z)) : (2.48)

starting with a uniform map™'4.

Some general remarks about the algorithm include:

* It assumes fully aligned magnetic moments, so considers only a single (the
vertical) component of M. Flipping ratios are calculated using (2.42).

I3For A, one simply starts with a guess. It can then be automatically reduced in the case of divergence
(C gets larger instead smaller) or increased in the case of too slow convergence.

“There are by now much more sophisticated algorithms (see for instance Refs. [26,34]) with better
properties concerning efficiency, stability and convergence, which are being sold for a variety of
commercial applications [35]. Nevertheless, the “older* algorithm implemented here has been used
successfully since the beginning of the applications of the Maximum entropy principle, is today the
basis of the programs MEED/MEND [32,33], and proved also successful in the present cases.
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 For the repeated evaluation of the Fourier transforms, tables of sin- and cos-
values are maintained which include the full information on the space group
symmetry. The performance is thus drastically enhanced, however on the cost
of excessive memory usage, which may then become the limiting factor in prac-
tice.

» Under the assumption of fully aligned magnetic moments in the paramagnetic
state, the amplitude of the magnetization is taken to have the same symmetry
as the crystallographic space group. High symmetry, or in other words, a small
asymmetric unit, facilitates the computation significantly.

» The algorithm can take account of imperfect polarization of the incident beam,
separately for both spin directions. A factor p* respectively p~ then has to be
added to the interference terms in (2.42) in the nominator and denominator. If
the flipper of the spectrometer works perfectly, p™ and p— are equal and depend
on the monochromator or other polarizing device, but for imperfect flipping, sig-
nificant differences have been observed.

» Twinning can, in a simplistic way, be taken into account by assuming that the in-
tensities for either spin direction are given as the sum of the individual intensities
(eventually weighted by a twin fraction) for this spin direction of the reflections
which contribute to the measurement. This can easily be accounted for by sum-
ming the calculated intensities in the calculation of the flipping ratio and in (2.47)
but may also be problematic depending on the situation.'

« By storing sin’a, as obtained directly from the spectrometer angles, for each
reflection instead of using an orientation matrix, different sample orientations
can be taken into account without further effort. (One has of course to assume
that the distribution M (r) does not depend on the field direction.) The algorithm
can also handle multiple groups of data points in a single refinement, which may
differ in their p*/p~ if they were taken under different experimental conditions.

In addition to the important fact that it can handle non-centrosymmetric structures,
these last three points are to be considered as convenient details of the algorithm;
some of them were useful in the present cases. Some further information and in
particular some technical details are given in the appendix.

5 Theoretically the simple summation requires that the reflections are ezactly at the same spectrometer
angles, at least with respect to the resolution. Normally, in the measurement of flipping ratios, it is
no problem (except lower statistics) when the reflections are not exactly centred, as the reduction
factor of the intensities cancels out in the division. This is no longer the case when summing several
intensities, which can then have different weight that leads to erroneous results. For instance, one
would have to consider that reflections of orthorhombic twins may either be at the same position,
far away from each other or partially overlapping.
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3 Cay ,SrxRuO,4 and the
metamagnetic transition

3.1 Magnetism in Ca,_,Sr,RuQ,

3.1.1 Magnetic properties in the metallic state

Among the single-layer Ruthenates, SroRuQOy is clearly the one which has attracted
the most interest since the year 1994, when the superconductivity was discovered
[38]. Although the investigation of related materials, which arise from SroRuQ, by
doping, was initially mainly motivated by the superconductivity, it was soon realized
that these materials are of interest on their own right and for very different reasons. As
a first evidence of this versatile physical behavior, one may take Ca,RuO,4 which has,
despite its close relationship to Sr,RuO,4, many properties that one might describe
as opposite to SroRuQO, — it is a Mott-insulator up to 357 K and has antiferromagnetic
order below 110 K (for the synthesis and some basic properties of Ca,RuQO, see Refs.
[39] and [40—42]). The Ca and Sr ions both have the charge 2+, so the substitution
is isovalent, and the relevant difference is only the smaller radius of the Calcium ion.

b c
150 d T T M ( )R )
) = - =1T - n u
P © ",
Sio0f EOOS-/ .
mg g oot] - | 0.4}
5 : 3 0.02 I S . . =
50 T [170] I
£ [ Soolf 0.2
: 5 Cla1_88r0'2RuIO4 0.0 T = 0.6 K )
- 0 10 20 30 o 5 10 15
T(K) B (T)

Figure 3.1: Magnetic properties of Cag,SryRuOy. (a): Susceptibility at T=2 K as
function of the Sr-concentration (inset: temperature dependence). (b): Susceptibility
of Cay gSrpoRu0y as function of temperature in different directions (in tetragonal no-
tation; in the orthorhombic cell with a~5.33 A and ba5.30 A one has y, > x3). (c)
Magnetization as function of magnetic field for Caq gSrgoRuO, and the metamagnetic
transition. All data by S. Nakatsuji et al. [36,37].
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The change of physical properties must therefore be closely related to the structural
changes that are induced by the Ca substitution, and Ca,RuQO, is indeed strongly
structurally distorted with rotated, tilted and compressed RuQOg octahedra.
The phase diagram of Ca, ,Sr,RuQ, can to a large extent
be understood in terms of the structural distortions [43]: the
RuOg octahedra as the basic structural unit can be rotated
around the c-axis and tilted around an axis in the ab-plane,
14/mmm and the octahedron itself can be distorted by changing
some of the bond lengths, predominantly as a compression
or elongation along the c-axis. In general, the structural dis-
tortions are the stronger, the lower the Sr-content x and the
lower the temperature (see the phase diagram in Ref. [43]
and Figure 3.2). SroRuO,4 (x=2) has the K,NiF,-structure
without such rotation or tilt. Beyond a discontinuous struc-
tural phase boundary at about x=1.5, a rotation of the octa-
Figure 3.2: Structural phase diagram of N€dra is observed. The structure is still tetragonal, but the
Caz.Sr«RuO; (explanation see text). The red unit cell doubled within the plane as well as along c (due
circle mafks the reglon which Is of particuar ' 4 a different rotation direction of next-nearest layers), and
pter. The metamagnetic transi- s
tion is observed between x=0.2 and x=0.5 atlow  the space group is 144/acd. This structure, with increasing
temperature. .
rotation angle towards smaller x, covers the whole range
of the phase diagram until x=0.2 (at high temperature) re-
spectively x=0.5 (at low temperature). Between x=0.2 and 0.5 at low temperature, the
structure has an additional tilt distortion, yielding an orthorhombic unit cell of relatively
low symmetry (with two Ca/Sr and four crystallographic O-sites) in space group Pbca
(referred to as D-Pbca to distinguish from the other Pbca phases at lower x). The
region between x=0.2 and slightly above x=0.5 is the one that is of particular interest
in the following, as indicated in Figure 3.2. This region is bounded towards lower x
by a first order structural phase transition (the vertical line at x=0.2 in the phase di-
agram) which separates regions with different rotation distortion from each other —
next-nearest layers are rotated in the same sense at x<0.2. This may appear at first
sight as rather a detail of the structure, but it is beyond this phase boundary where
a metal-insulator transition appears which is coupled to another first-order structural
transition. At low temperature, the phase at x>0.2 is thus very close to the insulating
phase, but still well separated from it by this phase boundary. The region x<0.2 of
the phase diagram would be very interesting on its own, but shall not be considered
in detail here.
The region of interest at x>0.2 is metallic and paramagnetic, i. e. has no static
magnetic order at any temperature, but is yet extremely interesting due to its mag-
netic properties. A short summary of the most important magnetic properties [36, 44]
is reproduced in Figure 3.1. Although paramagnetic, the susceptibility at low tem-
perature is extremely dependent on the Sr-content x. When coming from the side
of high x, the susceptibility increases dramatically towards x=0.5. Here, the mate-

I4,/acd

SC
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rial is obviously close to a ferromagnetic instability; from a Curie-Weiss fit, the Weiss
temperature is near zero, and a cluster glass, i. e. a freezing of short range ferromag-
netically ordered clusters, has been observed near x=0.5 below 1 K [37].

The structural changes as function of the Sr-content are obviously directly related
to the magnetic properties. The increase of the susceptibility towards x=0.5 coin-
cides with the growing rotation angle of the RuOg octahedra, an effect that can be
easily qualitatively understood when considering that the rotation reduces the band-
width (mainly of the in-plane states) and thereby increases the density of states at
the Fermi level [45]. The critical concentration x=0.5, below which the susceptibility is
suppressed, coincides with the second order structural transition to the tilted phase.
In the tilted phase, the correlations are predominantly antiferromagnetic, while at high
temperature above the tilt transition, the system seems to continue its evolution from
higher x and to be ferromagnetically correlated, as shown for instance by the Curie-
Weiss parameters [44]. It is also remarkable that the effective magnetic moment thus
extracted corresponds quite exactly to S=1/2, while in an atomic picture one would
expect S=1. In this region of the phase diagram, the electronic specific heat coeffi-
cient %=% is extremely large (see Figure 3.3) — at values otherwise observed only
in a few heavy fermion compounds. This fact, the unusual susceptibility behavior and
deviations of the resistivity from a T? law [44] are some indications for the presence
of sizeable magnetic fluctuations, the existence of which has already been proved by
neutron scattering [46] and nuclear magnetic resonance (NMR) [47].

In the region 0.2<x<0.5, the susceptibility is anisotropic in the plane, reflecting
the lower symmetry of the orthorhombic lattice. It is very remarkable that the sig-
nificant suppression of the susceptibility is observed only at quite low temperature:
the temperature dependence of the susceptibility shows a peak at about 10 K (exact
value dependent on the field direction), which does not correspond to magnetic order.
When extrapolating the curve from higher temperature, one would arrive at values of
the same order like at x>0.5. This unusual suppression of the susceptibility can be
“reversed”: at a magnetic field of about 2.5 T (in the plane), a metamagnetic transition
is observed, seen as a nonlinear increase in magnetization as function of field. Above
the transition, the moment is still smaller, but approaching 1 ug. This metamagnetic
transition, especially the detailed study of magnetic correlations below, at and above
the transition, is the main subject of this chapter.

The metamagnetic transition cannot be regarded as an isolated phenomenon but is
of course intimately related to the magnetic properties at different fields, temperatures
and Sr-concentrations. For instance the susceptibility maximum near 10 K seems to
be a rather general feature (also observed in Sr3Ru,O7 [49]) closely related to the
metamagnetic transition — this is clear intuitively when regarding the phase diagram
in Figure 3.4a (discussed below in more detail) by arguing that the system still ex-
periences part of the crossover, though at some distance from the actual transition
when going along the T-axis, and is also proved theoretically in theories of the meta-
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Figure 3.3: Specific heat ¢,/T on a logarithmic temperature scale. Left: Specific heat of
CagSryRuOy for a wide range of Sr-concentrations (by S. Nakatsuji et al. [37]). Right:
specific heat of Caj gSrgoRuO, at different magnetic fields (measurement and figure by
Th. Zabel [48].)

magnetic transition [50,51]. In some sense, and the observations to be discussed
in this chapter support this statement, the metamagnetic transition is just a striking
manifestation of the interplay of different types of magnetic correlation in the system.

What exactly microscopically happens at the transition, is by now not entirely
known. The magnetic properties in general, and the metamagnetic transition in par-
ticular, must be closely related to the electronic configuration, the band structure and
the Fermi surface. There is indeed some evidence for a Fermi-surface reconstruc-
tion [52], though the exact kind of that change is not specified. What is quite well
established on the other hand, is the structural effect that is coupled to the magnetic
properties [53,54]. This structural effect is observed both as function of temperature
with and without field (thermal expansion) and as function of magnetic field (mag-
netostriction). Its signature are length changes along the crystallographic directions;
these can be, as shown by neutron powder diffraction experiments, traced back to
changes of the bond lengths between the Ru-ion and the ligand oxygen atoms, i. e.
compression or elongation of the RuOg octahedron. These influence the energies
of the different electronic states relative to each other and will therefore redistribute
a certain (small) number of electrons between the different orbitals. In an electronic
structure with narrow bands and high densities of state, there may then be a strong
impact on the magnetic properties. Whatever is the exact mechanism of this effect, it
is clear that structure and magnetism are very intimately related to each other. As an
impressive example one may mention the magnetostriction and magnetization curves
Ac(H) and M(H) (see for instance Ref. [53]) which bear so much similarity with each
other that they are hardly distinguishable.

In addition to the structural effects, the metamagnetic transition has also been
shown to be strongly related to the electronic specific heat (Figure 3.3). The high-
est value is reached at the critical field of the transition, and the reduction on both
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sides, especially the high-field side, is very substantial. The electronic specific heat
coefficient can be strongly enhanced by magnetic fluctuations. The maximum as
function of field may thus straightforwardly be understood in terms of enhanced fluc-
tuations close to the transition — the situation is however obviously more complicated
at intermediate temperature, where +(T) has a double peak structure [55].

The metamagnetic transition has been studied in detail for Ca; gSry2RuQy4, but is of
course present also at higher x, with slightly decreasing transition field [56]. It is nat-
ural to ask up to which Sr-concentration it can be observed. This question has been
addressed in detail for the case of Ca;5Sro5RuQ, [54]. In Cay5Sro5RuO, there is
no clear metamagnetic transition any more, but the thorough study of the magnetiza-
tion and the structural effects show that some of the signatures of the metamagnetic
transition can still be found in Ca; 5Sry5RuQ4, though at a magnetic field shifted es-
sentially to zero — that means only the high-field side of the transition remains to be
observed. Although this should probably not be called a metamagnetic transition any
more, it is helpful to intuitively understand the properties of Ca,SryRuO, at differ-
ent x, here for instance the high susceptibility at small fields similar to the one at the
transition field in Ca; gSro2RuQ,, in a more consistent and unified way.

The role of the different orbitals To a large extent, the rich and complicated be-
havior of this material and also some problems in its understanding are related to
the existence of the three t,-states that cross the Fermi level and that are partly oc-
cupied by the total of four electrons. In Sr,RuQ,, the three states d,y, dx, and dy,
are indeed equally occupied [57], but by the influence of the crystal structure on the
band structure and the energies of the states, electrons can be continuously shifted
among the orbitals and the occupation nhumbers can in principle assume any value.
There is also no reason why the different states should not contribute to the electronic
and magnetic properties in a very different way. This is clearly a very important and
interesting question, but the electronic configuration in Ca,,SrRuQ, in the range of
intermediate x is still not definitely clear, and some of the proposals that have been
made differ from each other very significantly.

There is no doubt that in Ca,RuQ, the electronic structure is considerably different
from that in the metallic region and in Sr,RuO,4. Due to the strong flattening of the
RuOs octahedra in the insulating phase [41] the energy of the d,, states is lowered.
There is wide agreement that its occupation number is considerably increased, al-
though the given values do vary between 1.5 and 2 electrons [58—61], with some kind
of orbital order [62—65] and probably a strong temperature dependence, reflecting
the temperature dependent structural distortions. The insulating low-temperature (S-
Pbca) phase of Ca,RuQ, and Ca,,Sr,RuO, with x<0.2 is separated from the rest of
the phase diagram by a quite drastic structural phase transition and may thus have a
very different electronic configuration. In the metallic region at x>0.2, the local struc-
tural distortion around the Ruthenium atom is small compared to Ca,RuQO, and the
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3 CagSryRuOy and the metamagnetic transition

RuOg octahedra continue to be slightly elongated along the vertical direction like in
Sr,RuQ,. Rotation and tilt of the octahedra nevertheless vary considerably and are
of course expected to influence the electronic states. For this region, there are quite
different proposals that vary not only quantitatively.

A work that received much attention is the theoretical (LDA(+U),DMFT) study by
Anisimov et al. [60]. It claims that electrons are transferred from the xy orbitals into the
other ones (the opposite effect as what happens when continuing towards Ca,RuQy,)
yielding a configuration (n.,.,n.,) = (3,1). Most remarkably, the three electrons
in the xz/yz states are then claimed to undergo a Mott transition and to adopt an
orbital order. A local moment S=1/2 would then be expected in these states (as it
corresponds nicely with the experimental data, and also the metamagnetic transition
may be explained [66]) , while the xy electrons remain metallic and the actual metal-
insulator transition happens only later when also the third band becomes insulating.
Since the Mott transition does not occur simultaneously in the three orbitals, this
scenario has been called the “orbital selective Mott transition® (OSMT). Intuitively,
there is no obvious reason why this should not happen when several orbital states
are involved, and was also found later in thorough theoretical work by other groups,
either in general or more specialized on the Ruthenate case [67—71] (however the
last with the d,, states being the first to become localized). When closer looking at it,
though, this is apparently a very delicate question, and because this is a problem of
quite general significance, it has caused an intensive debate. There is now evidence
that such orbital selective transitions are generally possible, but in the particular case
of Cay«SrkRuO,4 by now the majority of the experimental (and theoretical) results
speak rather against this scenario.

Other theoretical studies on the Ca,,SryRuO, system [45, 61, 72] argue that in
Ref. [60] the structural distortions might not have been taken into account properly
and come to the conclusion that there is not yet such a significant redistribution of or-
bital occupation away from equal filling (n, being slightly increased) and that the mag-
netic moment stems predominantly from the d,, states. More generally, Liebsch [73]
has argued that interorbital Coulomb interactions may enforce a simultaneous Mott
transition in the different orbitals, and later [74] proposed a more detailed scenario
where the metal-insulator transition occurs at once by filling the d,, states completely
simultaneously to a Mott localization in the then half-filled d,, ,, states. An even differ-
ent argument is that it might be an oversimplification to neglect the e4 states, as the
d,2_y2 orbital seems to be lowered considerably in energy by hybridization effects and
to play an important role [72, 75].

In the context of the orbital occupations it should finally be mentioned that the occu-
pation changes discussed here, which nearly approach the order of integer numbers,
are certainly much larger than the redistribution of electrons discussed in context with
the structural effects at the metamagnetic transition. There is no quantitative estimate
of the latter, but they should be regarded to be on a significantly lower scale.

Experimentally, it is not straightforward to probe how the Mott transition occurs,
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which are the localized and itinerant states and how different states are occupied;
this is probably one of the reasons for the long-lasting debate. Nevertheless, there
are by now some results from different experimental methods that allow to judge the
different proposals. The spin-density results in Ref. [76] and in this thesis indicate
that the magnetic moment has predominantly the spatial character of the d,, states.
An optical conductivity experiment [77] found evidence that the d,,,,-bands are still
itinerant near x=0.5, and the results of ARPES [78] also show the three Fermi surfaces
(in contrast to the expectation that the Fermi surfaces of the localized states should
disappear) and that there is no huge change in their occupation number. Because
the inelastic magnetic neutron scattering is also directly related to the band structure
of the material, the results to be discussed in this chapter will also provide a quite
precise and strong statement which supports these facts.

3.1.2 The metamagnetic transition
Metamagnetic transitions, crossovers, and quantum criticality

The existence of the metamagnetic transition in Ca; gSry2RuQ, is deduced from the
magnetization curve (Figure 3.1c) and its sudden increase by an amount of about
0.4 up at a field that depends on the direction. In general, the term metamagnetic
transition is used in the context of a transition that is induced by a magnetic field, and
the typical hallmark of a metamagnetic transition is a discontinuous increase of the
magnetization at a certain value of the magnetic field. This may apply to situations
with very different underlying physics. For instance, it may result from a spin-flip or
spin-flop effect in an ordered state, as it is the case in the antiferromagnetic CazRu,0O7
(see Chapter 5). Another scenario may be that the magnetic field stabilizes a mag-
netic ground state (for instance S=1) over a non-magnetic (S=0) one, which would
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3 CagSryRuOy and the metamagnetic transition

result in the appearance of a finite magnetization at that certain value of the field.
These two variants apply rather to a picture of localized magnetic moments, but of
course it is also possible to have metamagnetic transitions in itinerant electron sys-
tems. A simple example would be a metal with a band structure such that a peak in
the density of states exists that becomes suddenly occupied by electrons of one spin
direction when it is shifted below the Fermi level by the exchange splitting.

In a more strict sense, a metamagnetic transition is a real phase transition of first-
order character, and a generic phase diagram in the H,T-plane is shown in Figure
3.4. Regarding part (a) of the figure, the dashed line would be the metamagnetic
transition, and when passing it as function of field like arrow No. 1, one would observe
the signatures of a first-order phase transition, in particular, the magnetization would
display a truly step-like increase. When going along arrow No. 2, one would not
cross the phase transition line, but nevertheless observe a behavior reminiscent of
the metamagnetic transition. The magnetization curve would be expected to show
a still non-linear, but smooth increase in the region near H*. This case is actually
not a metamagnetic transition, but a crossover phenomenon. The line of first-order
phase transitions terminates in a critical end point, at which the transition would have
second-order character.

As the metamagnetic transition is a first-order phase

AT transition, it does normally not give rise to quantum crit-

ical behavior. There may, however, exist a further con-

PM ~— ndordertro] parameter like pressure, chemical doping etc., which

can influence the position of the critical end point (H*, T*).

One can thus imagine to lower its temperature T* by tuning

this control parameter, as sketched in Figure 3.4b, and at

some point, one may eventually completely suppress it to

zero (case (c)). In this case — with the second-order phase

transition at T=0 — one would indeed expect quantum criti-

cal behavior, having a “metamagnetic quantum critical end
point‘ [51].

In theoretical work based on a mean-field theory, a
generic phase diagram for itinerant metamagnetism has
been established [50, 79], see Figure 3.5. Apart from tem-
Figure 3.5: Phase diagram for iinerant P€rature and magnetic field it includes a control parameter
metamagnets (from Ref. [79]) where pis acon- 5 that may have different physical meaning. The phase dia-
trol parameter that may be of different nature. . . .

The arrows are an attempt to roughly locate the  gram contains the ferromagnetic and paramagnetic phases
Rucdlesden-Popper series orm1 HunOane1 ofthe and two “wings* of first-order metamagnetic transitions.
phase diagram. (TCP = tri . . .

critical point, QCP = quantum critical point) The edge of these wings is a line of second-order phase
transitions, and where it reaches T=0, the quantum criti-

cal (end) points are situated. An attempt to show in a qualitative sense where the
Ruthenates would be situated in such a phase diagram (following [80]) is also in-

cluded in this figure: SrRuQ3 is an itinerant ferromagnet [81] and is not considered to

Ist order
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show behavior related to the metamagnetic transition, and Sr.RuQy, is well in the para-
magnetic regime. The underlying tendency towards ferromagnetism is, though, still
present in SroRuO,4, as demonstrated for instance by the ferromagnetic fluctuations
discussed in Chapter 4 of this thesis, but so weak that it shows under no conditions
any ferromagnetic, neither any metamagnetic behavior. SrsRusO;q is ferromagnetic
at low temperatures, but studies in the recent years revealed a generally very interest-
ing and highly complicated behavior [82—87] including a metamagnetic transition for
fields in the a,b-plane. Despite some anomalous, perhaps quantum criticality related
behavior [88], this material is obviously not in very close vicinity to the metamagnetic
quantum critical end point. About the Ruthenates with n>3, i. e. with more than three
layers, not much is known so far, but it is reasonable to expect that their properties
will reflect their position between n=3 and n=co. Finally, Sr3Ru,O; (details see next
paragraph) is, like Sr,RuQ,, paramagnetic at any temperature, but has a metamag-
netic transition and can, by magnetic fields along the c-axis, be brought very close
to the quantum critical end point of the metamagnetic transition. All these examples
would actually occupy a certain range on the p-axis in Figure 3.5 when tuning them
by different means: in the case of Sr3Ru,Oy7, this has for instance been shown for
pressure and, very importantly, for the direction in which the field is applied (angle to
the c-axis) — depending on the angle, there is either a well-defined first-order metam-
agnetic transition or the quantum critical behavior. In the single-layer compound, one
may consider chemical doping as a means to bring the system very close to ferromag-
netic order (Ca; 5Sro5RuQ,) and into the region where the metamagnetic behavior is
observed (Ca; gSrp2RuQy; the Ca doping does obviously not act monotonously on
the p-axis, nor continuously, due to structural transitions). How close Ca; gSrq2RuQO,
is to the quantum critical end point, is to be discussed below.

Metamagnetic transition in the bilayer Ruthenate

The scenario of a metamagnetic quantum critical end point seems to be realized for
the metamagnetic transition in Srz3Ru,O;. Sr3Ru,O7 is the double-layer relative of
Sr,RuQ, and is also a good metal [49,89] possessing the bilayer perovskite structure
with a moderate rotation of the RuOg-octahedra of 6.8°[90,91]. It is paramagnetic
down to lowest temperatures, but apparently close to ferromagnetism (which can be
induced by pressure) [49,92]. It has a metamagnetic transition near 5.5 T for fields in
the ab-plane and 7.8 T for fields along the c-axis [89]. The difference between these
values already indicates that the direction of the magnetic field is important, and,
more remarkably, it can be used as a control parameter to influence the temperature
of the critical end point and to control the evolution (a)—(b)—(c) in Figure 3.4. For the
field parallel to the c-axis, the critical end point is suppressed below 50 mK [93] and
quantum critical behavior is observed, as deduced for instance from the non-Fermi-
liquid behavior of the electrical resistivity in parts of the H,T-phase diagram [94].

So far, the picture is quite clear. Nevertheless, the physics of SrsRu,O; and its

45



3 CagSryRuOy and the metamagnetic transition

metamagnetic transition is far from being fully understood. When closer studying the
properties of SrzRu,Oy7, one finds for instance not only one, but several metamagnetic
transitions [95] and that a mysterious new phase forms around the quantum critical
point [96]. Explanations for it are still controversial and include a symmetry-lowering
Pomeranchuk instability of the Fermi surface and, related to it, a so-called electronic
nematic fluid [97] (that means in general that the itinerant electron properties have
a lower rotational symmetry than implied by the symmetry of the lattice), and on the
other hand, the possible formation of magnetic domains [98,99].

Also, concerning the deeper understanding of magnetic fluctuations at different
fields, there is not yet a consistent picture established. Results from neutron scatter-
ing experiments are only published for zero magnetic field [100,101], and a 1"O-NMR
study finds strong fluctuations consistent with quantum criticality near the transition
field, but of rather antiferromagnetic character [102], which is quite surprising at first
sight. More information would be clearly desirable — to obtain these data by inelastic
neutron scattering is a task comparable to the purpose of the experiments described
in this chapter for Ca;gSro2RuQ4, and the experiments by English and Japanese
groups have been going on in parallel.

Metamagnetic transition in the single-layer Ruthenate — is it quantum critical?

Compared to SrsRu,O;, the metamagnetic transition in Ca,,Sr,RuO, has attracted
less interest. It is of course the probable existence of the metamagnetic quantum-
critical end point and the fact that SrzRu,O; has been the first material on which to
develop and to experimentally test this concept in detail, which caused this great inter-
est and the subsequent high number of publications. In principle, one may expect the
single-layer Ruthenate Ca; gSry,RuO,4 to have many similar properties. One draw-
back in the case of Ca;gSrgoRuQy is that it consists of a mixture of Ca and Sr on
the same lattice site which inevitably introduces significant chemical disorder in the
system. For Sr3Ru,Oy it had been shown that sample purity is an extremely important
prerequisite for the observations of many of the quantum critical properties.

It is not only this rather practical, though very important aspect of sample homo-
geneity, but also the fundamental question if Ca; gSrg2RuQO,4 exhibits quantum critical
behavior at all.

The first point to address is if the so-called metamagnetic transition is a transition
at all, that means if the observations are due to a first order phase transition or if
they are rather a crossover phenomenon (Figure 3.4). At first sight, the broad shape
of the magnetization curve speaks against the phase transition scenario. There are,
however, two facts to be considered: firstly, the unavoidable inhomogeneities due to
the chemical disorder associated with the Ca/Sr-mixture, are expected to broaden
any transition as one would actually be observing a distribution of transition fields.
Nanoscale electronic inhomogeneities in Ca,,Sr,RuO, due to the doping have been
found and quantified in a recent combined STM and ARPES study [103] and seem
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to be quite substantial in Ca,«SrRuQO4. Secondly, a phase separation might occur at
a first order metamagnetic transition, as suggested recently [99] (based on the idea
of so-called Condon domains [104] stabilized by magnetic dipolar interactions). This
has been suggested to explain the peculiar behavior of Sr3Ru,O; near its quantum
critical point, and seems to play a role also in SrsRu301, [86].

Without further information, it is difficult to judge whether these arguments can
quantitatively account for the large width of the transition that is still more than one
Tesla even at the lowest temperatures.! The absence of any measurable hysteresis
[54] and the increasing sharpness of the transition (there shown for magnetostriction)
down to lowest temperatures rather speak against a broadened first-order transition.
Moreover, the transition field is, near x=0.2, not very strongly dependent on the Sr-
concentration [56], so inhomogeneities in the Sr-content x alone should not cause
a too great broadening of the transition. On the other hand, random local structural
distortions that manifest themselves as variations of the tilt and rotation angels might
be significant and could probably explain the broadening.

Therefore, no definitive statement about the character of the metamagnetic transi-
tion can be made at present. The term metamagnetic transition is used throughout
this text, in accordance with the literature, but not necessarily to be regarded in its
strict sense. The most desirable experiment in order to reveal the character of this
metamagnetic transition would probably be a measurement of the ac-susceptibility.
This method has proved very useful in the case of SrzRu,0 [93].

Certainly, the critical end point is not far away. One may thus either have a critical
end point at very low positive temperature, a quantum critical end point, or a virtual
critical end point at negative temperature (as if one would continue Figure 3.4 to a
case (d)) — more correctly this last case would mean that there is no critical end point
in the H,T-plane, but in a phase diagram like in Figure 3.5 the quantum critical end
point is very near in p-direction.

So is there any indication of quantum critical behavior? With the available data,
one may address this question by regarding the structural effects, because it has
been shown that metamagnetic quantum criticality has particular signatures in ther-
mal expansion [105,106]. The analysis of J. Baier [54,55] proves the expected sign
change and symmetric behavior of % (« is the thermal expansion coefficient) around
the critical field. Also quantitatively the expected relations are fulfilled to some ex-
tent, except very close to the critical field. The remaining discrepancies might be
well explained by the inhomogeneities mentioned above. In conclusion, one can thus
not yet finally say to what extent quantum critical physics determines the behavior of
Ca; sSro2RuQ4. Even if present, the disorder would not allow to observe its signa-
tures in a “pure” way. The observations so far indicate that Ca; gSry>,RuQy is at least
quite close to a quantum critical point.

IThe width of the transition may be defined in an empirical way by taking the field derivatives of the
magnetization curve or other suitable quantities and regarding the width of the peak.
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3.1.3 Overview

The rest of this chapter is organized as follows: a first section summarizes the ex-
perimental aspects concerning samples and spectrometers, some technical remarks
about the measurement procedure and the data analysis, and is dedicated to the
reader interested in the details of the experimental procedures. It follows a discussion
of some rather general aspects of magnetic scattering in the single-layer Ruthenates
and the results of a spin-density measurement on Ca; gSrq2RuQ,4. Then, because
only two Sr-concentrations have been thoroughly studied by the inelastic techniques,
and because different aspects are of special interest in each of them, the discussion
will be split into these two cases: first, the sample deep inside the metamagnetic
region of the phase diagram (x=0.2), and then a sample that shows no clear metam-
agnetic transition any more, but is near the susceptibility maximum (x=0.62).

Concerning the former, the metamagnetic transition is the central point of interest.
As it turns out that the magnetic field causes profound changes, first the zero-field
properties will be discussed in detail, then the field dependence and the transition
itself, and finally the properties beyond the transition, i. e. in the high-field phase.
The discussion of the sample with the higher Sr-concentration focuses more on the
nearby ferromagnetic instability and is somewhat shorter — firstly, this sample had
already been studied earlier in some aspects, and secondly, despite the quite different
behavior of this material there are important similarities to the sample with x=0.2.
After this separate discussion, a concluding section will summarize the results and
point out the relations between the different behavior as function of field, temperature
and Sr-concentration.

3.2 Experimental aspects

Samples. The inelastic neutron scattering measurements reported here have been
performed on Ca,.,SryRuO, crystals with two different Sr-concentrations x: firstly, on
a sample with x=0.62, i. e. in the /4,/acd-region of the phase diagram where there
is no clear metamagnetic transition observed. This concentration is close to the con-
centration x=0.5 which has the maximum susceptibility (Figure 3.1a); at x=0.5 itself
no large enough crystal has been available. As a second sample, a crystal with x=0.2
was studied. Both crystals were grown using a floating zone method by Satoru Nakat-
suji at the University of Kyoto [107]. In inelastic neutron scattering, a large sample
amount is very important, and especially in the measurements on these Ruthenates
it turned out that the scattered intensity is still much lower than desirable, yet just
sufficient.

In both cases the crystals were of approximately cylindrical shape. The
Caq.38Srp62RuUO, crystal (C385-2) had about 34 mm length and 4 mm diameter (mass
1.77 g) and the Ca; gSry2RuQ, crystal (OT4A) 29 mm length and 4.6 mm diameter
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(mass 1.93 g). The latter has been cut into two pieces which have then again been
coaligned and fixed on a small aluminium holder. This construction allows the mount-
ing in the cryomagnet (typical diameter 20 mm) and the convenient reorientation by
screwing it upon different sample holders. Figure 3.6 shows the complete setup of the
two coaligned Ca; gSry,RuQ4-crystals, an aluminium frame, and cadmium shielding.

The sample orientations that have been used are either
[100]/[010], i. e. with the a*,b*-plane in the horizontal scattering
plane, or [100]/[001], with the ¢* axis in the scattering plane. The
tetragonal notation is used here, with approximate low tempera-
ture lattice constants a=b=3.76 A, c=12.55 A for Ca; §Sry,RuO;. In
Caq.38Sros2RuOy4, only ¢ is notably different; c=12.65 A due to the
absence of the tilt distortion of the structure.

The CaqgSry2RuO, crystal has been characterized on the G4.3

spectrometer at Saclay. A difference in the orthorhombic lattice
constants a and b, which is expected to be about 0.5% at low tem-
perature, could not be detected. In the space group Pbca, the tilt
of the octahedra causes superstructure reflections (h,0,l) with h un-
even and [ even, while the corresponding reflections with » and
k exchanged are forbidden. Nevertheless the reflections (1,0,2), Figure 3.6: The cassSro2Ru0,
(1,0,4), (3,0,2) and (3,0,4) have been observed with approximately crystal in the mounting used in the mag-
equal intensity in the two possible inequivalent crystal orientations 1o o Fanda. Fhe sample is mounted i
(a and b exchanged). This proves that the crystal is twinned with shielding has been attached.
approximately equal amounts of both twins. In view of the very
anisotropic magnetic properties, this is important for the further analysis of the data.
It has also been proved that no 327-impurity phase is present in the crystal. Regard-
ing the (2,1,1) reflections, it was found that intensity appears on half-integer [-values,
but not on the integer ones. This proves (see for instance the discussion in [108]) that
the crystal is in the so-called D-Pbca phase and not in the L-Pbca phase, which is in
close proximity in the phase diagram [43]. In D-Pbca, the octahedra of next-nearest
layers are rotated in the opposite sense.

Spectrometers. A considerable number of different spectrometers has been used
for the inelastic neutron scattering measurements on Ca,,Sr,RuQ,. This is partly due
to the different capabilities of the spectrometers (thermal/cold energy range, availabil-
ity of sample environment like magnets etc.) and partly due to the fact that huge
amounts of beamtime were necessary to obtain sufficient information despite the low
count rates — beamtime that is difficult to obtain in a single neutron facility. The largest
part of the data without magnetic field has been obtained on the triple-axis spectrom-
eters of the LLB: 4F1 and 4F2 in the cold neutron range and 1T and 2T in the thermal
range — 2T turned out to be better suited for these studies due to a lower and better
defined background at low scattering angles and higher intensity. On IN14, a mea-
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surement at very low temperature with a dilution cryostat has been performed on
Ca; 38Sro62RUO,4. Magnetic field experiments with vertical cryomagnets and fields up
to 10 T have been carried out on Flex (HMI) —the flux of which was by far too low —and
IN12 on Caq33Srp62RUQ,4, and on IN22 and PANDA in the case of Ca gSry2RuQy. All
experiments have been performed with unpolarized neutrons — the expected intensity
loss due to the polarized neutron setup appeared unacceptable despite the potential
advantages.

The total amount of beamtime is about six to seven weeks for each of the two
concentrations. Further six weeks had (among other samples) already been spent on
Ca 38Srp62RuO, before the year 2003 by Oliver Friedt, especially on 1T (and at some
points — where explicitly mentioned — also these data will be included or referred to
for completeness and comparison).

Practical aspects. The interesting energy ranges in the context of magnetic fluctu-
ations in Ca,,Sr,RuQ, are rather low — energy transfers higher than 8 meV have not
been studied, and most studies even focused on the region <4 meV. This range is
easily covered by cold neutron spectrometers, but the use of thermal spectrometers
has been very helpful due to the higher flux which they offer. On the thermal spec-
trometers, typically ki=2.662 A—! was used. The energy resolution is then such that
the lowest energy transfer that can be reasonably measured is about 2 meV. On the
cold neutron spectrometers, typically ki=1.5 A=' (and in few cases smaller k;) has
been used, which allows for measurements down to approximately 0.4 meV without
too large increase of background. To suppress higher order wavelengths, Beryllium
filters have been used on the cold neutron spectrometers, and PG-filters on the ther-
mal ones. Because it is highly important to suppress higher orders when working
near (1,0,0) (note that (2,0,0) is a very strong Bragg peak), one or even two PG-filters
have been installed on k.

As the magnetic response is not sharp in ¢-w-space, no high resolution is neces-
sary. In contrast, any possible increase of intensity is highly desirable, so usually
focusing conditions (with open collimations) have been used.

The measurements without magnetic field have been carried out in standard orange
cryostates (except one in the dilution cryostat), which permit a lowest temperature
of approximately 1.5 K, like the cryomagnets. A technical aspect to be mentioned
here is that the helium exchange gas in the sample chamber can cause additional
inelastic scattering, mostly at small ¢ and w, by the recoil of the Helium core (Fig.
3.7). This scattering is also temperature dependent, and is stronger and sharper at
low temperature. It turned out to cause a well visible contribution in some of the scans
on the cold spectrometers — this could be considered in the data treatment, but it is
therefore best to have only very small amounts of Helium around the sample.
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Data analysis and presentation. All reciprocal lattice vectors are
generally given in relative lattice units and refer to the tetragonal
setting of the unit cell (3.8-3.8-12.5 A).

The splitting of the total beamtime in different independent mea-
surements on different spectrometers is a disadvantage insofar as
it makes the total data set more difficult to analyze and data taken : ‘
under different conditions can not directly be compared. To some Y S
extent, this has to be considered at the time of the experiment by
concentrating on a certain aspect and solving it in a single con- _
figuration. On the other hand, it is still desirable to simultaneously Elgure 3.7 Scattering (intensity) of

. e - elium gas (following [1]). At higher tem-
treat data from different measurements. In most cases it is possible perature, the distribution rapidly broad-
to compare different configurations by regarding equivalent scans. ©nsand weakens.

In addition, an acoustic phonon near (2,0,0) has sometimes been

measured and permits a quantitative comparison. After background subtraction and
adjustment of a scale factor it turned out that indeed the data of different measure-
ments is mostly identical within error bars. The comparison to phonon scattering
is a further useful test when comparing intensities. In such cases it can be helpful
to merge and to average different data sets. Strictly speaking, such a procedure is
of course not correct as it cannot account for different experimental resolutions and
related problems, and it is in fact only possible for identical conditions (orientation,
wavelength, etc.). Then it makes indeed sense, for instance for plotting purposes, re-
solving weak signals, generally getting a better impression of the shape of the signals
and reducing the amount of redundant data. The more correct procedure is to keep
separate data sets, but to simultaneously fit them, taking account for the respective
resolution functions. Using the appropriate Matlab libraries, it has been possible to
perform such fits for data sets consisting of a few hundred points, allowing for different
resolution functions and scale factors in parts of the data set.

Finally, the different conditions under which the data have been collected also have
an advantage: it is easier to identify spurious signals, and it increases, wherever there
is agreement between different measurements, the credibility of the results.

05697
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6000

(log scale!)

Comment on constant energy scans: rocking vs. straight scans The magnetic
correlations are essentially two-dimensional, so the magnetic scattering does, apart
form factor and geometrical effects, not depend on the L-component of the momen-
tum transfer. When c¢* is in the scattering plane, L can therefore be chosen with some
freedom. On the one hand, the modulus of ) should be small in order to benefit from
a higher magnetic form factor. On the other hand, the background can be higher at
small scattering angles (the largest effect being the approach to the direct beam),
and especially long scans require huge variations of the spectrometer angles. Typical
scans run across large parts of the Brillouin zone, and a large variation of the scat-
tering angle is undesirable as it could result in a non-constant background. This can
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Figure 3.8: Obtaining the correct calibration for the different data sets. First, data is
merged and averaged, where possible, i. e. where measured under the same experimental
conditions (orientation, wavelength, etc.). For the thermal data set with k;=2.662 the
calibration via the acoustic phonon is available, and the parameters of a suitable model
function can be fitted to the data in correct units. Data for which no direct calibration
is available are fit using this function and thus the correct scale factor for these data is
obtained.

be avoided by performing true rocking scans, i. e. only turning the sample rotation
angle. This type of scan has the additional advantage that the magnetic form factor
remains constant throughout the whole scan (at least if the form factor is isotropic).
Following these ideas, a large portion of the scans have been performed as rocking
scans and has then been plotted versus the H-component of @) (the steps in H are
thus not equidistant). On the other hand, it requires very large sample rotation angles.
In a typical scan across (0,0,1.6) the crystal has to be rotated by approximately 60
degrees in each direction. In such long scans, other effects (like sample holder, crys-
tal shape etc.) can again cause background variation and other problems. It finally
turned out that under good experimental conditions, in particular good control of the
background, there is no significant difference between the rocking scan and scans
along straight lines in Q-space.

Calibration to absolute units The calibration of magnetic scattering follows the pro-
cedure with an acoustic phonon on (2,0,0) as described in section A.1. This pro-
cedure includes the fit to a scattering function for which a suitable model has to be
assumed (see later in this chapter). Where possible, this procedure yields the de-
sired calibration in a very straightforward way. Concerning the present data, there is
the additional problem that for the large set of data collected with ki=1.55A"" in the

52



3.3 Magnetic neutron scattering on Cas_SryRuQOy

100-001 orientation, no suitable phonon can be measured?. It is therefore the most
convenient way to use the correctly calibrated scattering function and to directly de-
termine the calibration factor for these data from it. For each data set —i. e. basically
the thermal data in a/b orientation with ki=2.662 A"'and the cold data in a/c orienta-
tion with ki=1.55 A~ — the effective resolution function has to be known. Figure 3.8
summarizes the process of the calibration and the relation of the data sets used here
to each other.

3.3 Magnetic neutron scattering on Ca,_,Sr,RuQ,

3.3.1 Magnetic origin of the signal and magnetic form factor

Concerning the magnetic form factor of the Ru** ion, several aspects need to be
considered. Firstly, no values are tabulated in the literature, only values for Ru and
Rut are available [109]. As it is argued in Ref. [76], the data for Ru™ may be con-
sidered as a good approximation to describe the magnetic form factor. Secondly, it
is clear that the form factor will have some anisotropy — the spin density studies with
polarized neutrons have very clearly demonstrated the anisotropic spin density distri-
bution. The extension of this distribution is larger in the plane than perpendicular to it.
Because the magnetic form factor is the Fourier transform of the spatial distribution,
it is obvious that the form factor decreases more rapidly in the H and K directions
of reciprocal space and varies more slowly in the L-direction. Using the tabulated
values for jo24 and the spherical harmonic functions it is possible to calculate the
contribution of different orbital states to the magnetic form factor. Though a rather
rough approximation, it is helpful because in this way one can account for the fact that
the spin density has mainly d,y-character. This gives the form factor a complicated
three-dimensional anisotropy, but the only relevant feature is the anisotropy between
in-plane (more rapid decrease) and out-of-plane. Other effects are not expected to
be important, particularly not in view of the statistics that is usually achieved in the
inelastic scattering experiments.

For the Ca; 35Sro62RUO, sample, the Q-dependence of the magnetic signal has
been analyzed in detail. To study the dependence on H and K is hardly possible,
because no equivalent signals at suitable different Q can be practically measured.
In contrast, the fact that the signal is not expected to depend on the L-component,
permits to measure the L-dependence continuously over an interesting range. Us-
ing a [100]/[001] orientation on 4F and working at 10 K, where there is a relatively
strong signal, the magnetic scattering at Q=(0,0,L) has been measured at different
values of L. The results of some full rocking scans at different scattering angles (dif-

2Due to scattering angle restrictions, the only possible Bragg point is (0,0,2) where the phonon is,
however, only very weak due to the low structure factor and the small Q2.
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Figure 3.10: Magnetic signal in Caj 33Srg6RuO4 at different momentum transfers
Q = (0,0,L). (b)-(c) show rocking scans at three different L-values. In (a), the am-
plitude of the signal is plotted as function of L. Here, a smooth background has been
subtracted that has been determined from the scans and from background points col-
lected at identical scattering angle. Near (0,0,2) and (0,0,4), the count rate seems to
be enhanced probably by the influence of the nearby structural Bragg points. The line
corresponds to to the calculated squared magnetic form factor, as discussed in the text.
(Monitor 5000 corresponds to approx. 5 minutes counting time.)

ferent L) and of an L-Scan on (0,0,L) are summarized in Figure 3.10. In the rocking
scans there is no indication of changes in the shape of the signal as function of L,
apart the reduced intensity at higher L. The decrease as function of L. seems to be
monotonous, except near the Bragg points (0,0,2) and (0,0,4), and can be described
by the squared magnetic form factor, if an anisotropic form factor is assumed. The
isotropic Ru™ form factor would require a faster decrease — in Figure 3.9 the effect of
different orbital contributions to F(Q)? is estimated. The numbers correspond to the
relative weight of the d,,, state, i. e. 33% means an equal contribution of zy, yz and zz,
while 100% a pure xy character. The line in Figure 3.10a has been calculated using
80% d,, character. This method is of course to be considered rather as an estimate,
and the statistics of the inelastic signal does generally not permit a high accuracy.
Furthermore, these considerations are limited by possible differences in the radial
part between Ru*, for which the values were taken, and Ru**, and other effects like
magnetization on oxygen are not included. Nevertheless it qualitatively demonstrates
that the anisotropy caused by the non-spherical distribution plays a role, and thereby
confirms the expectations from the spin density results.

The agreement of the Q-dependence with the expected decrease of the magnetic
form factor is a very strong argument that the observed signal is indeed magnetic in
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3.3 Magnetic neutron scattering on Cas_SryRuQOy

origin.® Other arguments include the temperature dependence (the decrease towards
higher temperature would not be expected for phonons) and the two-dimensionality
(L-independence). Also, no optical phonon branches are expected, because the en-
ergy transfers are too low.

Practical aspects and other possible signals The measurements in
the [100]/[010] orientation have all been performed around Q=(1,0,0), *°
which is a zone centre in two dimensions, i. e. when neglecting °°
the correlations between the layers. Structurally, this Bragg reflec- Zj F N
tion is forbidden, both in /4,/acd and the lower Pbca symmetry of .. NN
CaqgSrp2RuQ,. This (and the symmetrically equivalent points) is the co—————+—5—
only position in reciprocal space where measurements on a magnetic ]
zone centre can be performed, because at the other integer (H,K,L)
there are either strong Bragg reflections or |Q| is so large that the Figure 3.9: squared mag-
magnetic form factor is too low. Although (1,0,0) is structurally not al- g5 o o 25 uneton <f
lowed, in Caq gSro2RuQy significant intensity has been found in elastic tum transfer for different contri-
scans — about 10~ of the intensity on (2,0,0), which is a strong Bragg gy~ © 0 Y S (e
reflection. Its origin is not entirely clear; apart some % contribution,
there is probably an effect of structural disorder. A structural disorder effect related to
the layer stacking has for instance also been observed in Ca; 33Srg2RuUO4 Where the
(0,0,2) reflection has extremely long tails in L-direction.

The elastic intensity on (1,0,0) has been found to be responsible for a spurious
peak in many of the transverse Q-scans across (1,0,0). It is reproducible on different
thermal spectrometers and probably due to picking up the elastic signal with a tail of
the resolution function; in the scans with the typical step size of AQ=0.03, it concerns
only one point. No influence is expected from acoustic phonons at (1,0,0). By scaling
the intensity of the acoustic phonons at (2,0,0), which has been precisely measured,
with the factor ~1000 of the elastic intensity, and eventually a factor 4 due to Q?, one

can estimate any phononic intensity at (1,0,0) to be safely below the limit of detection.

2 00%

3.3.2 Spin density in Ca; gSrg2RuQy

The magnetic form factor is intimately related to the spatial distribution of the magnetic
moment. The above analysis of the inelastic magnetic scattering in Ca; 38Srgg2RUO,
has already demonstrated that the magnetization is not spatially isotropic on the Ru
sites. In general, though, the analysis of the inelastic signal is not well suited to

3In his thesis, O. Friedt [110] has performed an analysis of the L-dependence on the incommensurate
position in Cag 38Srg 2RuO4 (in a more limited L-range 3-4.25) and has also been able to describe
it by the magnetic form factor.
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3 Cay Sry,RuQ, and the metamagnetic transition

Figure 3.11: Spin density in Ca; gSrgoRuO4 at B=7 T. (a) Projection onto the a,b-plane
(four unit cells), (b) isosurface showing a 3D-view of the basal RuO, layer and (c) a
vertical cut through the spin density (slice plane defined by z-axis and the in-plane
O(1)-Ru-O(1) bond).

precisely determine magnetic form factors because the intensities are low and the
signal depends on many other factors.

Precise studies of the magnetization distribution can be performed using the po-
larized neutron diffraction technique. For Ca;5SrqsRuQ,4, a spin density study has
been published by A. Gukasov et al. [76]. It showed very clearly that the spin den-
sity at B=7 T strongly resembles the d,, orbitals of the Ru-ions and that a significant
amount of magnetization is also located on the in-plane oxygen atoms. This is in good
qualitative agreement with the considerations in the preceding section.

In view of the various suggestions concerning the electronic configurations of
Cao«SrRuQ, at different x (see Section 3.1 above) and in particular in view of pos-
sible changes at the metamagnetic transition, it appeared interesting to extend these
studies to Caq gSrp2RuQ,. For this purpose, a small Ca; gSrq2RuQ;, single crystal has
been investigated on 5C1 by polarized neutron diffraction. At an applied field of 7 T,
i. e. above the metamagnetic transition, a set of flipping ratios on 158 symmetrically
independent reflections (in Pbca)* has been collected in two sample orientations;
about a quarter of these have a deviation from 1 that is larger than three times their
experimental error.

Below the metamagnetic transition the magnetization has been found too low to en-
able the measurement of flipping ratios with a reasonable accuracy, so no statement

4Note that due to the lower space group symmetry than in Ca; 5Srg sRuOy4 the number of independent
reflections is higher, and, correspondingly, the statistics worse.
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3.3 Magnetic neutron scattering on Cas_SryRuQOy

can be made here about eventual changes at the metamagnetic transition. For the
high field phase, though, the spin density could be refined; the results are summa-
rized in Figure 3.11.

Most apparently, the spin density is confined to the Ru-O-planes, and it is mainly
located on the Ruthenium sites; this confirms the basic expectations. Like in the
case of Cay 55rp5RuUQy, there is a significant amount of magnetization on the in-plane
oxygen sites, and the continuous distribution reflects the itinerant character of the
electrons.

Besides these similarities, there are also some noteworthy differences to
Ca;5Sro5RuQ4. These can roughly by summarized by stating that the peculiarities of
the Ca; 5Sro5RuQ4-results are less pronounced: the amount of magnetization on oxy-
gen seems to be slightly lower, and in particular the d,y-shape of the spin density on
the Ruthenium sites is much weaker. There is, though, still significant deviation from
a spherical distribution, and despite the lower symmetry (basically twofold at the Ru
site) there are still features with a fourfold symmetry reminiscent of Ca; 5Sry5RuQO,. In
general, however, the density appears, in all three spatial directions, more spherical
than in Ca; 5SrysRuQy.

It is hard to estimate to what extent this is related to the quality of the data set.
Compared to the Ca; 5Sro5RuO, data, the situation is more difficult in Ca; gSrg2RuO,
mainly due to the lower symmetry of the lattice. This requires more reflections to be
measured in order to produce a refinement with the same level of detail. Furthermore,
the crystal seemed to be somewhat less well suited and, to a certain extent, twinning
may have complicated the problem. As a consequence, the data quality is expected
to be lower — this does not mean wrong measurements, but mainly that the error bars
are larger. As it is an intrinsic property of the maximum entropy treatment to account
for the statistical significance of the observations and to produce the most probable —
i. e. the flattest and least-featured map consistent with the data — this may explain in
parts why there are less pronounced features visible in this case.

A problem that can quite safely be excluded is the procedure of the data treatment
and refinement. In order to estimate this, the old Ca; 5Sro5sRuQO, data that were pub-
lished in Ref. [76] have been reinvestigated using exactly the same procedures of
data treatment and the same software. In doing so, the published results and thus the
differences to Ca; gSro2RuO,4 were well confirmed. In addition, the centrosymmetry
of the lattice made it possible to use other refinement programs than the self-written
one, and with the program package Mend well consistent results have been obtained.

One may thus conclude that there are indeed some (not very large, but sig-
nificant) differences in the spin density distribution between Ca;sSrqsRuO, and
Caq gSrp2RuQy. In Cay gSry2RuQ, the contribution of the out-of plane states (dy, and
dy.) is larger, thereby giving the spin density distribution a more spherical character.
It would be interesting to see whether the studies that have been carried out by a
Japanese group on the same problem, have come to a similar result.
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3 CagSryRuO, and the metamagnetic transition

Figure 3.12: Inelastic neutron scattering intensity in Caj gSrgoRuQOy around (1,0,0).
Data are taken without magnetic field at 2 K and 2.5 meV energy transfer (on 2T). The
large figure shows the data as it has originally been collected (each pixel corresponding
to one point in the measurement). A smooth (scattering-angle dependent) background
has been subtracted and isolated points with spurious peaks have been replaced by the
average of their neighbors. The upper small figure on the right side shows the same
data, but using a different plotting algorithm based on calculated contour lines. The
lower small figure shows the dataset after it has been fully symmetrized and corrected
for the magnetic form factor.

3.4 Magnetic correlations in Ca; gSrg2RuQy4

3.4.1 Below the metamagnetic transition

The macroscopic physical properties, like the anomalous temperature dependence of
the susceptibility which is strongly suppressed at low temperature, or the high value
of the specific heat coefficient v, and the results obtained earlier on Ca; 33Srgs2RUQO4
[46] indicate the probable presence of strong antiferromagnetic correlations. In order
to characterize the magnetic correlations, a large amount of data has been collected,
covering a wide energy range and the whole range of possible momentum transfers.

The best overview is probably obtained by regarding the intensity map in Figure
3.12. In this map, Qry,=(1,0,0) is in the centre. As discussed in the preceding section,
this is not a Bragg point in the structure of Ca; gSry2RuQy, but only in two dimensions,
i. e. when regarding a single Ru-O-plane. Therefore, it is also not a ferromagnetic
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Figure 3.13: Transverse (left) and diagonal (right) scans across (1,0,0) at different en-
ergies. The sketch shows the scan paths and the position of the signals in reciprocal
space.

zone centre in case of any long-range ferromagnetic (i. e. three-dimensional) order.
Because the correlations in the paramagnetic state are mainly two-dimensional and
the L-component of ) is not significant, it can be regarded as a ferromagnetic zone
centre, and the area in Figure 3.12 may be considered as a full Brillouin zone. For
this reason, the map can be expected to contain any (sufficiently strong) magnetic
scattering in reciprocal space®.

The overall appearance of the intensity distribution is well described by four broad
contributions separated by about 0.2 reciprocal lattice units from the zone centre.
At the zone centre itself, there is a clear minimum. It is therefore obvious that the
response at this energy consists of broad peaks at incommensurate antiferromag-
netic g-vectors.

This is, however, not yet a satisfactory characterization of the magnetic response.
Some of the questions that are of particular interest in this material are the following:

» Can the measured response be considered as one very broad signal or does it
have additional structure?

« What is its energy dependence, and, more specifically:

5Because of lattice symmetry, actually one eighth of this map would already contain the full informa-
tion.

29



3 CagSryRuOy and the metamagnetic transition

» Do these excitations have a dispersion, and may it be related to a ferromagnetic
interaction (a spin wave or paramagnon at finite energy producing a peak at
finite Q)7

« What is the underlying origin of these excitations and can it be related to the
electronic structure?

« Can the incommensurate peaks at (0.3,0.3,0) — the dominating response in
SroRuO, — still be observed here?

* Is the thus determined spectrum of spin fluctuations consistent with other ex-
perimental results?

These aspects will now be addressed in detail in this order.

Detailed structure of the signal.

Regarding the transverse scans in Figure 3.13, in particular the scans at 2, 4 and
6 meV energy transfer, one observes that the intensity increases very rapidly and
sharply at about q=+0.35, and a flat plateau follows until g=+0.1. Because of this par-
ticular shape, it turned out impossible to describe the data by a single broad (Gaus-
sian) peak on each side, as it cannot reproduce the plateau and the steep edge. In
contrast, when using two peaks, it is easily possible to fit the data very well. These
peaks are at the positions q;=0.12+0.01 and ¢,=0.27+0.01. The sketch in Figure
3.13 gives a schematic summary of the peak positions around (1,0,0).

A very remarkable aspect of this finding is the similarity to SrzRu,O7. For this
material, Capogna et al. [100] have published inelastic neutron scattering data and
have found maxima at 0.09 and 0.25 in equivalent scans, i. e. at very similar positions.
There, these two peaks are clearly separated (at least at 1 and 2 meV), while this is
not possible in Ca; gSry2RuO,4 due to their larger width and strong overlap.

Energy dependence.

As function of energy, the overall shape of the signal does not change much. In the
description of the data, the positions of the two peaks on either side can be held
constant — there is no dispersion the signal. The most noteworthy change is the
broadening which is observed at higher energy. It leads to smoother edges and a
partial filling of the minimum in the centre.

Regarding the intensity at the incommensurate wave vectors, its maximum is be-
tween 2 and 4 meV.% Taking the average of the intensity over the g-range of the incom-

6The energy range of the thermal neutron experiments starts at 2 meV, and no data has been collected
in this sample orientation on the cold neutron spectrometers. Therefore no energy scan is available
which could really show the maximum at the characteristic energy.
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3.4 Magnetic correlations in Ca; gSrgo,RuQy

mensurate maxima from the constant energy scans and then fitting a single relaxor
function (2.32) to these points, one obtains a characteristic energy of 2.7+0.1 meV.

In Chapter 2.2.3, a model for the description of magnetic scattering in a metal
near an antiferromagnetic instability has been discussed. Besides its amplitude \/,
equation (2.29) describes the response in terms of two parameters: a characteristic
energy and a correlation length,  and £. Remember that the actual width in a constant
energy scan depends on the energy and increases significantly at energy transfers
higher than ¢ (see equation 2.30). Accordingly, the energy maximum in a constant-q
scan depends on |g — ¢o|. In general, one cannot expect that (2.29), which is derived
for an idealized model and with its few adjustable parameters, yields a full description
of the response in this complicated system, but if the observed scattering can really
be understood in terms of a near antiferromagnetic instability, it should capture some
important aspects.

In the present situation with two peaks on each side, it has been tried to use a
function consisting of the sum of twice (2.29) with different ¢, (according to the two
positions 0.12 and 0.27 as found above), taking properly into account the magnetic
form factor and the resolution function of the spectrometer’. To reduce the set of pa-
rameters, equal correlation lengths and characteristic energies have been assumed.
With such a procedure, it is indeed possible to fit the scans in Figure 3.13a very well,
as show the lines, which have been obtained within such a model. It is, however,
not well possible to simultaneously fit the whole dataset (i. e. the scans at all ener-
gies) with a single parameter set, because the calculated intensity at high energies
is too large. This is probably a consequence of the heavy overlap of the intensities
stemming from different ¢, which has simply been summed — neglecting the coupling
of the excitations is probably an unphysical oversimplification. In addition, it might
be too simple to neglect the possibility that in-plane and out-of plane components of
X" (which are simultaneously measured) behave in a different way. The intensity pre-
factors have therefore been determined separately, leaving the shape and the varying
widths as the essential content of the model.

The shape thus obtained is very similar to that when simply taking the sum of four
Gaussians (with the respective symmetry constraints), but this more sophisticated
antiferromagnetic fluctuation model is superior to fitting independent Gaussians in that
the broadening towards higher energies is implicitly contained and does not require
the g-widths to be fitted separately. In other words, the ¢ parameter can be held
constant at the different energy transfers, and the broadening is described correctly
by (2.29). The restriction here is that under the given circumstances® ¢ and ¢ are
correlated — with ¢ fixed to 2.7 meV, one obtains for £ a value of 9.74+0.4 relative

"For a correct integration, the response throughout the whole Brillouin zone was modelled, i. e. a total
of eight peaks (four equivalent by symmetry for each ¢q).

8The features are not well resolved neither on the - nor on the energy axes: on the g-axis due to
the large width and the overlap of several contributions, and on the energy axis because the lower
effective boundary (significantly below 2 meV) is not measured.
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Figure 3.14: Low energy part of the magnetic response in Ca; gSrgoRuO, without mag-
netic field. (a) and (b): constant energy scans at low temperature (a) and at 10 K (b).
Data are taken as rocking scans (i. e. L is not constant) across (0,0,1.6). The 0.25 meV
scan at 10 K has been measured with different k¢ (ke=1.2A71), so its intensity is not
directly comparable to the other scans. Background has been subtracted. Energy scans
on Q=(0,0,1.6) are shown in (c). The intensity has been corrected for the Bose factor
in order to obtain, together with the calibration factor, the imaginary part of the sus-
ceptibility. Lines are fits to a single relaxor function. The obtained I"’s are shown in the
inset.

length units, which on an absolute length scale is about 6 A. For comparison, this
is even shorter than the value for the incommensurate signals in Sr,RuQ,4, which is
about 10 A[111,112]. A value of 6 A corresponds to less than twice the lattice spacing
and means that the correlations still have a very short length scale.

Antiferromagnetic nature of the signal and possible ferromagnetic contribution.

That it is possible to describe the data using the equations for a nearly antiferro-
magnetic metal, does of course support the truly antiferromagnetic character of the
magnetic correlation. If there was still doubt against this, the most serious objec-
tion could be that in fact a ferromagnetic signal is superimposed on one or several
incommensurate contributions. There are several reasons against this scenario:
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3.4 Magnetic correlations in Ca; gSrgo,RuQy

» An excitation of ferromagnetic character (paramagnon, magnon) would be ex-
pected to disperse outwards from (1,0,0). In a constant energy cut like the
map in Figure 3.12, a dispersive excitation would yield a ring of intensity around
(1,0,0). Regarding the intensity map, the outer contributions are clearly not
ring-like and centred on the axes. The inner ones could be circular, and the
diagonal scans in Figure 3.13 seem indeed to support such a scenario, as there
are strong maxima on the diagonals which have about the same intensity as
the inner contributions in the transverse scans®. However, the intensity is also
easily explained by an overlap of two broad contributions centred on the axes.
Similarly, the geometric argument is not very helpful: if it was a ring with radius
r in reciprocal space, the maximum on the diagonal would be expected at the
k-coordinate 7/vz, while in the case of overlap at 7/2. This difference is hard to
resolve for a small radius, and in general the anisotropies of the system can
cause the dispersion to be not circular or an incommensurate peak to have dif-
ferent widths in different directions. Thus, concerning the shape of the signal,
the intensity map probably remains the best information: regarding carefully its
various presentations in Figure 3.12, there is some indication that the intensity
is not spread ring-like.

* In the diagonal scans, it is again the missing shift of the peaks with increasing
energy, which points to an overlap of axis-centred peaks which give rise to the
observed intensity. If the peaks were due to a ferromagnetic dispersive mode,
the shift would be seen clearer on the diagonals, because there is not such an
overlap of different contributions like on the axes.

» Following the discussion of the g-w-shape of a paramagnon in Section 2.2.3
(Equation (2.26) and Figure 2.3), it is obvious that high spectral weight is con-
centrated in the region at low energy and low ¢. Regarding the scans at 0.4
and 1 meV taken on the cold spectrometers (Figure 3.14a), there would have
to be a strong enhancement of intensity which is clearly not observed. Also
in Ca;.38Sroe2RUO, (discussed later in this chapter) the low energy response
is clearly different from these data. This is probably the strongest argument
against a significant ferromagnetic contribution to the fluctuation spectrum.

This does, of course, not rule out that there is a small ferromagnetic contribution to the
spectra — some indication does still exist, and in the next section it will be shown that at
higher temperature such a contribution becomes very important. The main statement
is that at low temperature it is small and that it is not the origin of the incommensurate
response, which is thus of truly (incommensurate) antiferromagnetic character.
Concerning the detailed structure of this incommensurate antiferromagnetic re-
sponse, it is more difficult to give a final answer. As discussed above, it can be

9In the diagonal scans, the form factor effect is strong. Averaging the right and the left side, one can
reasonably compare to the transverse scan.
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3 CagSryRuOy and the metamagnetic transition

well described by the sum of two contributions at different g-vectors on the a*/b* axes
which behave like (2.29). This is however no proof that this is really a physically
correct description. In particular, it is not possible to clearly separate these two con-
tributions. The widths of the broad antiferromagnetic response perpendicular to the
a*/b* axes (see also Figure 3.18) is slightly smaller than the total width along the axis,
but larger than the width of a single peak at g; or g, which means that one has at
least to assume an anisotropy in the correlation lengths. In conclusion, it has to be
clearly pointed out that despite the good description of the data within this rather sim-
ple model the underlying structure of the signal might in reality be more complicated.

Relation to the band structure

As discussed earlier, the magnetic response x”(Q, w) is related to the band structure
— essentially the Fermi surface geometry — of the material. In Sro,RuQy, this concept
has been nicely demonstrated and proven very successful thanks to the very detailed
theoretical and experimental results which are available. A long-standing problem
is that for the Ca-doped compounds much less information is available. This may
be partly because compared to Sr,RuO,4 these compounds have attracted somewhat
less interest, and on the other hand due to the fact that they are more complicated:
experimentally, techniques like quantum oscillations are not applicable due to the
inherent disorder caused by the Ca/Sr mixture. Theoretically, the problem is more
complex mainly due to the lower symmetry with a four times larger unit cell (v/2a-v/2a-
2¢)'% and, in consequence, the four times larger number of bands. Even if one had
the band structure information, the calculation of x, via the Lindhard function would
still not be trivial because the matrix elements between different electronic states are
not clear — while this is already not evident in SroRuQy, it is further complicated here
by the presence of backfolded and hybridized bands.

The discussion mainly focuses on the v-band: as argued earlier, these electronic
states are probably the most relevant ones for the magnetic properties, and it seems
to be this band which is most strongly affected by the structural changes induced
by the Ca ions. A central issue is the question if the y-sheet of the Fermi surface
has, in Cax«SryRuO, around x=0.5, still its electronlike topology as in Sr,RuO,4 or
if it has changed to holelike. An ARPES measurement by Wang et al. [78] made
a clear statement in favor of a holelike geometry in Ca;sSrosRuQO,4 (but has also
been criticized concerning the conclusion drawn from the data). Another argument
in favor of a holelike topology is the rotated structure in general and the analogy
to SroRuQy: there, early ARPES measurements reported erroneously a holelike ~-
sheet, a fact that has been explained by surface effects [113]: on the surface of
Sr,RuQ,, the octahedra are rotated by approximately 9° [114] — similar to the Ca-
doped compounds. Additionally, such a dependence between structure and Fermi

10The body-centred cell in I/;/acd simplifies the problem, while in Pbca not even this applies
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Figure 3.15: Lindhard function x{(q,0) of the y-band (parameters of SroRuO,) for
different filling. In (a) and (b) the full g-dependence throughout the Brillouin zone is
shown for the electronlike and holelike case (EF shifted by 25 and 75 meV, respectively).
In the bottom (c), the evolution is shown for a larger set of fillings; the -sheet for the
two extreme cases is shown in (d). The energy values indicate the artificial shift of the
Fermi level; with flatter bands as expected for Ca; gSrgoRuQy, the required values would
be much lower.

surface topology may be connected to the discontinuous phase transition into the
rotated phase in Ca.Sr,RuQ,4 around x=1.5.""

To qualitatively understand how a Fermi surface topology change can eventually ex-
plain the observed magnetic scattering one may simply regard the effect of increasing
the filling the v-band in a rigid band structure above the van-Hove singularity. With
the parameters for SroRuQ,, one can then evaluate the Lindhard function for different
filling of the v-band. In order to demonstrate the influence of this effect, a calculation
of the Lindhard function has been performed for different filling of the v-band above
and below the critical value. For this purpose, the parameters of Sr,RuO, have been
taken and the Fermi energy has been shifted by a variable amount. A representative
summary of the results is shown in Figure 3.15. It is clearly seen that below the crit-
ical filling, there are nesting peaks on the diagonal of the Brillouin zone. When the
filling increases, they move towards the centre, and at the critical value the system
is close to a ferromagnetic (q=0) instability. Above, the central part (at small q) of

Here one assumes that the system avoids an unfavorable state with the van-Hove singularity at the
Fermi level by a phase separation into phases without and with finite rotation angle, i. e. with
electron- and with holelike Fermi surface respectively. That would explain why the rotation angle
does not continuously approach zero as well as the observed structural disorder effects. In this
scenario, the holelike v sheet would exist throughout the entire region of the rotated phases in the
phase diagram.
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3 CagSryRuOy and the metamagnetic transition

(m,m)

: ) (7,0)
Figure 3.16: Calculated Fermi surfaces

of Cag.SryRuQ4. The picture is taken
from Ko et al. [72] and corresponds to
a structure with 12.8° rotation angle
(Cay 551r95Ru0,). Possible nesting vec-
tors have been inserted as blue and or-
ange dashed arrows. For detailed expla-  ::::p
nation of the figure, see text.

the response seems to be rotated by 45° with peaks on the a*/b* axes. The spec-
tral weight at these g’s originates from scattering processes between regions of the
Fermi surface in close vicinity to the point where it touches the zone boundary. Al-
though there is no apparent long nested section of the Fermi surface, the very flat
dispersion and the resulting high density of states at these points can account for the
large contribution to x(Q, w).

Such an effect may in principle explain the intensity which is observed at
g:=(0.12, 0, 0) in Ca;gSre2RuQ,, and the same explanation has already been pro-
posed qualitatively for Ca;33Srpe2RUO,4 [46], where the scans have a very similar
shape. The results in Figure 3.15 also resemble those in Reference [115] for a general
two-dimensional tight binding band, and the remarkable interplay of ferromagnetic
and different types of incommensurate antiferromagnetic instabilities as illustrated in
Figure 3.15 is obviously a rather general feature that one might expect to qualitatively
persist even if some details of the band structure are different from this rather crude
model. On the other hand, this part of the Fermi surface sheet is, due to the very flat
dispersion of the band, very susceptible to changes of the band structure in general,
and calculations of the Fermi surface, which will now be discussed, indicate that in
this region the ~-sheet is so strongly altered that the nesting originates most likely
from other regions of the Fermi surface.

The calculated Fermi surface. Figure 3.16 shows a calculation of the Fermi sur-
faces by E. Ko et al. It has been carried out for a structure similar to the one of
Cay5Srp5RuQy, i. e. does not explicitly contain the tilt distortion of the octahedra.
Similar calculations for Ca; gSrq2RuQO,4 have not yet been published.

To understand the Figure, one first has to note that the Brillouin zone is set up like
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3.4 Magnetic correlations in Ca; gSrgo,RuQy

in Sr,RuO,4 and therefore contains redundant information — the actual zone here is a
factor of two'2 smaller in the a/b-plane. The y-sheet is drawn in red, and the others in
green. It is remarkable that the a-sheet is essentially unchanged when compared to
Sr,RuQy, except there is now an additional (holelike) sheet around the I'-point which
can be understood as the result of a simple backfolding. Secondly, there is now an
additional small (electronlike) ~v-sheet around the I'-point.

Given the Fermi surfaces, one can attempt to identify the nested sections which
may give rise to the observed magnetic scattering. Assuming the description found
from the experimental data above, one has to look for the possible nesting vectors
0:=0.12 and q,=0.27 (these two vectors are indicated in orange and blue below the
figure of the Fermi surfaces). As argued in Chapter 2 (Figure 2.2), the nesting vectors
should connect regions of the Fermi surface with a Fermi velocity of different sign.
(The sign is not directly obvious from the figure of the Fermi surface, but for instance
from the dispersion curves in the respective references; within one subset of sheets,
for instance the red ~-sheets in (a), it is usually alternate, so an eventual nesting
vector obviously must not cross an odd number of sheets.)

In their article [72], Ko et al. give two diagonal nesting vectors (g, g2) within the
~v-sheets which are included in their figure. This is at first sight in contrast to the
experimental observation, but it appears likely that the sections connected by g, give
in fact rise to a signal rather on the a* axis than on the diagonal. This follows from
the fact that for a vector v/2¢, along a*, two nested sections contribute simultaneously
and their total length is larger, as indicated by the blue dashed arrows labelled (1).

For the longer vector q,=0.27, the identification of the nested sections is less ob-
vious. Different possibilities (labelled (2), (3) and (4)) are indicated. Either of these,
however, appears by far less favorable than the former ones, because the lengths of
the nested sections are very small. Nevertheless, the sum of these individual contri-
butions might yield a sizeable effect. In addition, the contribution may be enhanced
because the dispersion of the v band is extremely flat (as shows the LDA band struc-
ture which is not drawn here), so this region (especially for (3)) has a high weight in
the Lindhard function.'3

Corresponding calculations for Ca; gSrg2RuQ,4 are, as mentioned above, not yet
published. Taking into account the more severe structural distortions and the lower
symmetry does make them more complicated, but it is hard to estimate how large the
effects on the results may be. One might expect that the main features should remain
intact. This is indeed corroborated by preliminary unpublished results by D. J. Singh.
The bands become hybridized, with mixed character, which leads to a reconnection
of some Fermi surfaces that give the overall form a quite different appearance, but
which does not significantly change the main conclusions, and some of the possible

120nly nearly two when correctly considering the 3D-structure of the reciprocal lattice

BHow this large weight can compensate the absence of long nested parts of the Fermi surface, has been
demonstrated above in connection with Figure 3.15, where a rather small part of the Fermi surface
is responsible for the peaks in the susceptibility at q=(h,0,0), i. e. on the axes of the zone.
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3 CagSryRuOy and the metamagnetic transition

nesting vectors can still be identified.

Nesting of the o and § bands

The diagonal scans in Figure 3.13b prove the existence of a non-dispersive signal
at g=(0.3, 0.3, 0), i. e. exactly at the same position as the prominent nesting peaks
in SroRuO4. In SroRuQy it is very well understood that these peaks originate from
nesting of the o and 3 sheets of the Fermi surface. It therefore appears plausible
that the situation in Ca; gSry2RuQy is essentially the same and that these peaks are
still caused by the same nesting effect. Indeed the LDA Fermi surfaces in Figure
3.16 indicate that the o and 3 sheets are, apart doubling and backfolding, very little
changed in comparison to SroRuQ,.
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Flgure 3.17: Position of the diagonal nesting peak
(Q,Q,0) in units of 27" for different filling of the « and
B bands (number of electrons), calculated for the band
structure parameters of SroRuQy.

From the position of the nesting peak it is possible
to estimate the filling of the band, because a larger
number of electrons makes the 3-sheet grow and the
a-sheet shrink and thus the nesting vector shorter.
Taking the band structure parameters of SroRuOQy,
this estimation is straightforward to perform by simply
calculating x”(Q,w) along the diagonal for different
band filling.

Within a significant range, the nesting condition re-
mains intact and is simply shifted. The results of
these calculations are summarized in Figure 3.17,
which also proves that this relation is essentially lin-
ear in the regarded range. The absolute values have
little significance and do not exactly match the exper-
iments, but with the slope % = —0.211 one obtains
that a peak shift of 0.01 (in units of %”) corresponds
to a shift in occupation number by 0.047 electrons.

In SroRuQy, the nesting peak is observed at Q=(0.3,0.3,0) [111]. The small peak on
the left side of the scans in Figure 3.13b is at H=0.70, though with an uncertainty of
about 0.015, i. e. exactly at an equivalent position. Assuming that the band structure
of a and 3 has not significantly changed, one may conclude that in Ca; gSrg2RuQ,
there is practically no shift of electrons (less than 0.1) between the «/5 and the ~
subsystem of bands in comparison with SroRuQy,.

Relation to macroscopic measurement methods

Spin fluctuations manifest themselves in a number of properties that can be measured
by other experimental methods. Apart the magnetic susceptibility, this is for instance
the specific heat, on which there is detailed information for Ca; gSrg2RuQ;,.
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3.4 Magnetic correlations in Ca; gSrgo,RuQy

Let us first make a rough estimate of the spin fluctu-
100f Q-+ 1 ation contribution to the linear coefficient of the specific
1 heat, as it has been discussed in Chapter 2.2.4. Using
the expression (2.38), one needs the inverse spin fluctua-
tion energy throughout the Brillouin zone, or for a simpler
1 approximation the characteristic frequency I'y at g=q, and
Q=(0.85 K, 0)% 1 the half widths in g-space. Here, for the simple estimate,
: FWHM=0.22(2) 3@ %j only the broad incommensurate fluctuations are taken into
e 18] account: according to the findings above, the ferromag-
03702704 00 0102 93 netic fluctuations are negligible, and the o/3 nesting peak
is relatively sharp and has a higher energy, and is there-
_ _ fore negligible, too.

E'gé‘rgses n?;'lr%éd Sans along From the mapping at 2.5 meV, which is approximately
(08,00)atE=25meVand T=15K.  the characteristic energy hl'y, one can easily extract the g-
widths. For simplicity, the broad feature around (1,0,0) +
(0,.2,0) and equivalent positions is taken as elliptic — the longitudinal width being
slightly larger than the transverse one which reflects the fact that the broad maximum
seems to contain at least two contributions at ¢; and ¢, as discussed above. For
the transverse width, one obtains 0.23 (in reciprocal lattice units), see Figure 3.18,
and for the longitudinal one 0.27. The resolution of the spectrometer is approximately
0.03 (longitudinal) and 0.05 (transverse) and leads to a correction only within the error
bars of the widths. When then taking I" to be constant in an elliptic cylinder with these

diameters and evaluate (2.38) in this way, one obtains
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This is in good agreement — better than can be expected from the accuracy of the
method — with the real value of 175—=Z_ from the direct measurement [37,48].

mol-K?

The comparison with measurements of the macroscopic magnetic susceptibility will
be given in detail in the following section.

3.4.2 Temperature dependence

A number of observations indicate that the low temperature state of Ca; gSrqo2RuQO,
behaves in a very unusual way and different from what an extrapolation from higher
temperatures would lead to expect. Examples are a structural anomaly which sets
in below about 30 K [53, 54], a suppression of the magnetic susceptibility [36], an
anomalous T-dependence of the resistivity [44] and a suppressed specific heat coef-
ficient [37,48]. It is therefore an interesting question how the magnetic correlations
change as function of temperature, because most of these properties are most likely
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[36].

coupled to the magnetism. In particular, the behavior of the susceptibility must be
reflected in the magnetic neutron scattering data.

From the scans at 1.5 and 10 Kin Figure 3.14 it is already evident that the magnetic
response changes significantly as function of temperature, both in intensity — by far
more than the Bose factor could account for — and in shape. Two aspects of the tem-
perature effect are interesting to be discussed in the following: firstly, the temperature
dependence of the response around Qgy, i. €. at (1,0,0) or (0,0,L). This can be re-
lated to the macroscopic magnetization (or susceptibility) of the crystal. Secondly, the
distribution of spectral weight throughout Q),w-space changes, as seen for instance in
the shape of the constant energy scans.

Quasi-ferromagnetic signal as function of Temperature

In Figure 3.14 it has been shown clearly that the signal around the ferromagnetic
position (centre of the scans) is strongly suppressed at 1.5 K. The incommensurate
signal, which has a higher characteristic energy and is clearly visible only at 2 meV,
does not significantly change between 1.5 and 10 K. At 10 K and above, there is a
strong signal around Qgy, which is attributed to a paramagnon. At 10 K, it has a high
amplitude and the extremely low characteristic energy of about 0.4 meV. At 1.5 K, this
paramagnon signal is strongly suppressed. There is weak indication in the energy
scan (Fig. 3.14c) that it is shifted to even lower energies, but statistics is not very
significant — the corresponding Q-scan does rather not support this.

The signal has been extensively studied as function of temperature. In Figure 3.19b
the intensity as function of temperature is shown for the two energy transfers 0.4 and
1 meV after calibration of the intensity to absolute susceptibility units. Both data sets
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exhibit a very pronounced maximum near 10 K. The decrease towards high temper-
atures can be regarded as a rather conventional behavior (like the Curie-Weiss law),
but the steep decrease below 10 K is highly unusual. This suppression is obviously
related to the other anomalies mentioned above, i. e. probably a consequence of the
redistribution of the electronic occupation of the different orbitals [53] associated with
the structural anomaly.

From the values of the imaginary part of y at different energies, one can in principle
determine the real part of x. That is particularly interesting in this case, because the
susceptibility at Q=0 (here Qgy is identified with Q=0) is the quantity which is mea-
sured by macroscopic methods. From an energy scan, this information can simply be
extracted — the maximum of the single relaxor fit (at w = T') is half the value of \’ at
w = 0 (as can be simply proven by using the Kramers-Kronig relation). For the energy

scans in Figure 3.14c this procedure yields x = 534 + 18% at T=32 K and 960 + 40%
at 10 K. Both values are in reasonable agreement with the macroscopic susceptibility
([36] and Fig. 3.19). At 1.5 K, statistics are low and the fit quite unstable, so the
result (though only slightly too low) probably not very reliable.

For the other temperatures, no full energy scans are available, but only the data at
0.4 and 1 meV in Figure 3.19. As it has been discussed in Section 2.2.3 (Equations
(2.33) and (2.34)), it is possible to extract the two parameters " and x/(0) from the
values of x” at two energies. In order to give stable and reasonable results, this
procedure needs input values without too much statistical error, so a smooth line
has been fitted to describe the temperature dependence in Figure 3.19b. With this
line, the analysis can be well performed '*. The so obtained I" values are around
0.7 meV in the range above 20 K and lower for T<20 K, which appears reasonable
with respect to the energy scans. More interesting are the results for x(7'): they are
shown in Figure 3.19c together with the susceptibility obtained from the macroscopic
measurement (taken from Ref. [36]; average of the in-plane directions).

This agreement is not perfect, but quite remarkable in view of the uncertainties
arising from the different steps of the data treatment — the statistical error bars, the
intricate calibration process into absolute units, and the quite rough averaging over the
different anisotropies of the system would normally lead to expect larger deviations.
The agreement demonstrates that (as it must be the case) the macroscopic magnetic
properties are well understood in terms of the (microscopic) magnetic correlations, as
observed in the measured fluctuation spectrum.

Moreover, the comparison to the susceptibility is one of the rare possibilities for a
quantitative cross-check of the inelastic neutron scattering data. Therefore, as a sec-

14The fluctuations in the plane are expected to be anisotropic, so a single “single relazor“ may not be
sufficient to describe their overlap. As argued in [116], the sum x”(0.4meV) + x”(1meV) may be
a good approximation, tentatively accounting for two different characteristic energies. However, as
the results at these two energies are very similar and as long as I lies between these values (i. e. the
relaxor function is quite flat in this region) there is only a very little difference between the results
of this method and the previous one.
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ond very noteworthy conclusion, the quantitative agreement proves that the signals
have been correctly interpreted and that the experiments have captured all the rele-
vant effects (and, for instance, not missed an important signal that might have been
present only in a different region of g-w-space).

Overall evolution of the signal at higher temperatures

The fluctuations at Qgw have a low characteristic frequency, and after the analysis of
the low-energy part of the spectrum that has just been given, let us now also briefly
regard the temperature dependence of the higher energy part, which is more dom-
inated by the incommensurate signals. Figure 3.20 summarizes the data that has
been collected at higher temperatures (10, 30, 65 K) together with the corresponding
low-temperature results which have already been discussed in the preceding sec-
tions. At the higher temperatures, the influence of the Bose factor gradually becomes
important, and the data shown is therefore the original count rate divided by the Bose
factor (a quantity essentially proportional to x"(Q,w), apart resolution effects).

In general, the signal has the tendency to decrease towards high temperature as
is the usual case for magnetic signals; this confirms the frequently made observation
in the Ruthenates that over a large temperature range this decrease approximately
compensates the Bose factor, so that the measured count rate remains similar. There
are, nevertheless, more changes than this trivial one. The maximum at 10 K is still
visible in this energy range, though not so pronounced as at the lower energies. In
general, one might expect the most perceptible effects in the range of the character-
istic energy of the signal; indeed at 2 meV the changes as function of temperature
seem to be most dramatic. To summarize the temperature effect one may state that
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Figure 3.21: Considerations on the description of the high temperature data. Left: the
effect of a g-broadening of the scan. Starting with the fit function used to describe
the 2 meV data, a Gaussian broadening of varying strength has been applied. The
numbers given are the full width of the Gaussian with which the original function has
been convoluted. The vertical lines at 0.4 serve only as orientation. Middle: the 2 meV
scan at T=65 K. The lines are the two extreme cases (0 and 0.2) from the left. Right:
Differences x”(T=65K) — x"(T=1.5K) for three different energy transfers (for original
data, see Figure 3.20). The red lines are the respective zero lines.

the minimum in the centre is gradually filled and turns into a maximum at high tem-
perature. This is most clearly seen at 2 meV, but is also the case at 4 and 6 meV. It
should further be mentioned that even at the elevated temperatures acoustic phonon
scattering can be excluded'® to have a visible impact on the data shown.

As a rule of thumb deduced from the results on Ca; 33Srge2RUO,4 [110], the signals
change their shape when kzT exceeds their energy. As far as one can decide on
the basis of these data, this rule seems to apply also to Ca;gSryo,RuQ,. Later in
this chapter, in the context of the results on Ca;33Srg62RUQO, this effect is discussed
in more detail and justified by a calculation that takes account of the temperature
dependencies of the susceptibilities and characteristic energies.

Another statement arising from the data in Ca;33Srgs2RUO,4 has been that the in-
fluence of high temperature is essentially a broadening and that the constant energy
scans can simply be described by broadening incommensurate Gaussian-like com-
ponents. Bearing in mind that the system is governed by the competition of different
(ferromagnetic and incommensurate) magnetic instabilities, another — conceptually
different — approach is to take into account an additional component appearing at

15 by regarding the intensity of the acoustic phonon at (2,0,0) and using the ratio of the nuclear

structure factors, @2 and the Bose factor.
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high temperature. Then, the idea would be to use no significant broadening'®, but an
additional ferromagnetic component to account for the temperature effect.

When comparing these to models, on has to bear in mind that this latter one in-
troduces additional degrees of freedom, so makes it easier to produce convincing
results. Nevertheless, the data support the second scenario. In Figure 3.21a, the ef-
fect of a broadening in @ is illustrated for different values of the gaussian broadening
parameter and for a realistic function (the fit line used to describe the 2 meV data).
The effect is as expected concerning the quite efficient filling of the central minimum.
To produce a maximum, on the other hand, very extreme broadening is necessary.

For weak and intermediate broadening levels, the difference compared to adding
a small ferromagnetic component of suitable width is rather small. A clear distinction
is possible in the scan at 2 meV and 65 K, shown in Figure 3.21b. It is obvious that
it cannot be described by the broadened version of the response at low temperature
(pink line), but resembles rather the original 2 K-shape (blue line) with a strong addi-
tional contribution around K=0. This conclusion is corroborated by the differences of
the high and low temperature signals, x”(T=65K) — y"(T=1.5K) (Figure 3.21). At 2
and 4 meV, where the error bars are small enough, one can state that even in shape
the difference resembles much the low temperature signal. This results from a dif-
ferent temperature dependence of the incommensurate and the ferromagnetic part of
the signal. x’-,,(T") is known from the preceding section, but the shape of the scans
is of course also determined by I'(7").

The conclusion from these rather qualitative considerations is that the ferromag-
netic and incommensurate parts of the response vary independently and have to be
treated separately. A more quantitative model is discussed later for Ca; 35Srg62RUQy,.

3.4.3 The dependence on the magnetic field
Response at different magnetic fields

The discussion in the preceding sections has provided a detailed characterization
of the magnetic correlations in Ca; gSry2RuO, and demonstrated how the interplay
of ferromagnetic and antiferromagnetic correlations is related to the temperature de-
pendent behavior of the system, especially the anomalous state that it enters at low
temperature when the susceptibility is strongly suppressed. The metamagnetic tran-
sition drives the system into a state with very high magnetization, so it is natural to
expect that the magnetic field has a profound effect on the magnetic fluctuation spec-

16To a certain extent, high temperature will of course broaden the spectrum. Even in RPA — be it
applicable here or not — the broadening is already included in the Lindhard function; this yields a
g-broadening of the order kB L (where vp is the Fermi velocity). For “typical® vg’s (like for instance
in SroRuQy,) this is only a tlny effect on the scales regarded here. In Caj gSrg.2RuQy4, one can assume

a (perhaps much) smaller v, but it is not known if it is small enough to have a sizeable effect.
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Figure 3.22: Magnetic scattering in Cay gSrgoRuQy4 at different magnetic fields. All data
are collected with the field along the b-axis and at T~2 K. (a) and (b): Constant energy
scans at 2 and 1.4 meV as function of field. Lines are fits to a simple model sketched in (c)
consisting of a Gaussian ferromagnetic component and an antiferromagnetic component
with incommensurate peaks assumed to have the same shape as at B=0 (only scale
factor fitted). At selected scans, these components are shown separately as dashed lines.
The relative intensities (relative to their values at 0 resp. 8 T) are shown in (d). (e)
contains the very low energy part (0.4 meV) as function of magnetic field.

trum. These effects are best observed at low temperature'’, and all data have been
collected at 1.5 or 2 K.

The field effect on the magnetic fluctuations is best visible in the 2 meV constant
energy scan which is presented in Figure 3.22a at a series of different magnetic fields.
Starting with the already extensively discussed incommensurate signals without mag-
netic field, one observes the appearance of a central peak that entirely dominates the
scan at the highest field, B=10 T. A very similar effect is observed in the scans with
1.4 meV energy transfer, although measured only at a smaller set of different fields. To
describe the data, a simple phenomenological model has been assumed which con-
sists of the incommensurate fluctuations and a ferromagnetic response, as sketched
in Figure 3.22c. It can again, like in case of high temperature, be excluded that the
observed effect is simply due to a broadening of the incommensurate response. How

170nly at very low temperature one might expect to cross the first order phase transition or, in the
crossover case, to be sufficiently close to the critical or quantum critical end point.
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the incommensurate part changes at high fields, though, can not be resolved because
of its decreasing intensity and the heavy overlap with the ferromagnetic peak. It has
therefore been assumed that its shape does not change as function of magnetic field.
In this model used to fit the data, it is essentially the intensity of these two contribu-
tions that changes as function of field. These intensities, as obtained by the fit and
normalized to their values at 0 resp. 8 T, are displayed in Figure 3.22d. The impor-
tant changes take place between 2 and 4 T. The metamagnetic transition for this field
orientation is at approximately 3.5 T [52]. This strongly supports the conclusion that
the observed changes in the fluctuation spectrum are indeed the manifestation of the
metamagnetic transition.

The series of scans at different energy transfers in Figure 3.23 illustrates the energy
dependence of this newly appeared ferromagnetic signal. Its maximum is obviously
at about 2 meV, while there is only very little intensity at low energies, which may
probably be interpreted as the indication of a gap in the excitation spectrum. Towards
higher energy, the weak statistics and some ambiguity in the definition of the back-
ground make it difficult to decide, but there is certain indication that the decrease of
intensity is accompanied by a spread over a larger Q-region (broadening of the sig-
nal). The energy dependence at Qgy is summarized in part (b) of the Figure, together
with corresponding energy scans at other values of the magnetic field. In analogy
to the treatment without magnetic field, it has again been tried to describe the en-
ergy dependence with a single relaxor function, but it turned out that such an attempt
works reasonably well only until 2 T. At the higher fields, most clearly at 6 T, there is
relatively little intensity at low energy, a well defined maximum and again a relatively
rapid decrease.
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3.4 Magnetic correlations in Ca; gSrgo,RuQy

For excitations that involve a spin flip, one expects an energy gap, that is determined
by the effective field. For B=6 T, the energy gugB is ~0.7 meV. About the anisotropy
fields which may cause the effective field to be not equal to the external field, however,
there is not much known. The existence of a gap may partly explain the shift of the
maxima in the energy scan towards higher energies and the reduction at low energies.
It is not, on the other hand, clear that a true gap is expected, since non-spin-flip
excitations (“longitudinal susceptibility”) may significantly contribute to the observed
signal. This aspect is discussed in more detail in the following section.

Enhancement of fluctuations at the transition

When the system passes, by variation of the magnetic field, through or close to a crit-
ical point in the phase diagram, it is expected that fluctuations are strongly enhanced.
Regarding the energy scans (Figure 3.23b), it is indeed the case that at fields near
3 T, the intensity at small energy transfers is significantly higher than at lower mag-
netic fields. At higher fields, 3.7 T and 6 T, the amplitude remains similar, but spectral
weight is shifted to higher energies. These observations point towards a critical en-
hancement of fluctuations at the transition. The maximum near 3 T in the field scan
at the very lowest possible energy transfer of 0.4 meV (Figure 3.22e) supports this
statement. However, this enhancement appears only weak, and is obviously far from
a divergence as it would be expected at a truly critical point. One may therefore ask
if the neutron experiment has really captured the full magnetic response, or if some-
thing has been missed — for instance a signal in the energy range below 0.4 meV, that
could not be accessed in the experiment.

To address this issue, one has to quantitatively analyze the magnetic response in
the inelastic neutron experiment. From the energy scans, one can extract the real
part of the susceptibility by the Kramers-Kronig relation

K@lumo= = [~ X220 2 [T XAGD g (32)
T J_s w ™ Jo

To perform this analysis, a smooth line (see Figure 3.23b) has been fitted to de-
scribe the data, and with this line the integration (3.2) has been performed. With the
scale factor discussed earlier, the result is available in absolute units.

A severe problem for the comparison is that the susceptibility or magnetization
data is not available for this particular orientation of the magnetic field ([010] in the
tetragonal notation), and the critical field depends strongly on the orientation. For
B parallel to the orthorhombic a-axis, the transition is at approximately 2.5 T, but
6.5 T for the orthorhombic b-axis [52]. For the field along the orthorhombic [110]
direction, which corresponds to [010] in the notation used here, the critical field is
approximately 3.5 T. As a simple approximation for this case, the magnetization curve
for the orthorhombic a-axis [37] is taken, but with the field axis scaled to account for
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B B Figure 3.24: Sketch of the
ﬁ b ﬁ s two different orientations of
the crystal axes and the field

@) (b) used in the measurements.
The measured signal contains
¢ a only contributions from the
. v, components of x”(Q,w) per-
Q Q pendicular to @). Among those,
there are non-spin-flip (longitudinal component / parallel to the field direc-

tion) and spin-flip (perpendicular to the field direction) excitations. Due
to twinning, the a- and b-axis cannot be distinguished experimentally.

the right critical field (multiplied by a factor 1.32). This procedure not only shifts the
critical field, but also broadens the transition. In consequence, also the susceptibilities
M/B and 0M/0B are reduced, which is an evident critical point for the quantitative
comparison. This seems to be justified by the fact that the signature of the transition
in the magnetoresistivity curves [52] is also broader and can be approximated by
scaling the [100]-shape. Twinning should not have an effect along this direction, but
sample inhomogeneities do, and may be worse in the very large crystal than in small
single-domain pieces used for the magnetization measurements, leading to further
broadening. For these reasons, both the slope of the magnetization curve and the
value of the transition field should be reasonably well estimated and permit a rough
quantitative analysis.

For the comparison with the neutron data, one has to take account of the different
components of the susceptibility that are superimposed in the observed count rates
(for a sketch, see Figure 3.24). Here, because the scattering vector is (0,0,L), the
components x/, and x;, contribute to the cross section, and x”, is transverse to the
field and xj, is longitudinal. They are therefore not equal, and since it is impossible to
separate them, one only knows their sum. In the situation when the magnetization M
is not proportional to the field H, the relations for the longitudinal and the transverse
susceptibilities are:

=M
- OH
33
XL:M (3.3)
i

For a classical magnetic moment, this relation is directly evident. An intuitive jus-
tification, though not a strict proof, of this difference within the RPA framework and
quantized spins (up/down) may be found in Figure 3.25.

An implication of (3.3) is that at a metamagnetic transition mainly x/! is expected to
become large — the more, the sharper the transition is. On the other hand, % is also
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3.4 Magnetic correlations in Ca; gSrgo,RuQy

enhanced at the transition, but remains finite regardless how sharp the transition is.

In Figure 3.26, the two susceptibility components, which are derived from the
magnetization curve, are shown, and their sum is compared with \'(Qras,w = 0),
which has been obtained by the Kramers-Kronig analysis of the energy scans (Fig-
ure 3.23b). The combination of higher intensity and shifted characteristic energy —
both seemingly not a very large effect in the energy scans — accounts for the signifi-
cant variation of the calculated x'(Qra,w = 0) as function of the magnetic field and
reflect the metamagnetic transition. The so obtained values follow the shape of the
susceptibility curves. It is thus to be concluded that the ferromagnetic fluctuations are
important in driving the metamagnetic transition. However, the conversion into abso-
lute units with the scale factor used earlier yields a quantitative disagreement: they
are approximately 30-40% below the susceptibility curve.

In view of the assumptions made before, it is not easy to estimate how accurate
the quantitative comparison is. The rough qualitative agreement of the peak shape
would support the argument that the scale of the magnetization or the neutron data is
not exactly calibrated. On the other hand, regarding that the scaling of the field axis
already tends to reduce the susceptibility values obtained from the magnetization
curve and thus makes the disagreement smaller, it appears likely that the deviation is
significant. This could mean that not all the magnetic fluctuations were captured by
the neutron experiment. There is no indication in the data where additional specitral
weight could originate from, but as any additional weight at low energy gives a very
large contribution, it appears likely that the low-energy part of the spectrum has been
(probably only slightly) underestimated.

Figure 3.25: Possible spin-flip excitations within a single band.
The magnetic field splits the energies € for spin-up and spin-down
E @ electrons by 2upB.
2u,B This has to be considered when calculating the transverse suscep-
B™ tibility x*. Different parts of k-space are occupied for the two spin

spin T occupied states. Spin-flip excitations with q=0 can take place only at those

Ve 4 N\ k for which one spin state is occupied and the other is empty. The

Eg 1 k number of such excitations is thus the difference of spin-up and
gpin/ spin-down electrons, or in other words, proportional to the magne-
ocgupied, | tization M. These excitations have finite energy hAw = 2up B, and

Y

the Lindhard function therefore has the imaginary part of the form
M - §(hw — 2upB). The real part, by (3.2), then has the form 2£.
The longitudinal susceptibility, in contrast, consists of the non-spin-flip excitations. The Lindhard
function (2.13) for q=0 and w=0 is real and reduces to the density of states at the Fermi level (sum of
spin up and down, if the field is not zero), which is proportional to the number of electrons An that
can be additionally polarized when the external field changes by a small amount AH. Therefore, x|
corresponds to the derivative of M.

possible excitations
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Figure 3.26: Field dependence of the susceptibilities in Ca; gSrg2RuQy. (a) Magnetiza-
tion as function of field: data taken from [37] with the B-axis scaled by a factor 1.32 in
order to approximate the [010] orientation used here (discussion see text). (b) Trans-
verse and longitudinal susceptibilities derived from the magnetization curve. (c¢) Sum of
the two susceptibility curves and x'(Qpar,w = 0) as derived from the Kramers-Kronig
analysis of the energy scans.

3.4.4 Above the metamagnetic transition
Excitations in the high-field state

So far it has been been stated that the incommensurate antiferromagnetic fluctuations
get replaced by a prominent signal of more ferromagnetic character upon application
of a magnetic field. It is an interesting question, though, what is the character of this
signal. In order to examine its g-dependence, two experiments have been performed
in the high field state with the magnetic field aligned along the c-axis at B=10 T, first
on the thermal neutron spectrometer IN22, and later, in order to access the lower
energy region, on Panda. The field of the metamagnetic transition is about 6 T for
Bljc. This configuration turned out less favorable in view of the intensity, but offers
better resolution for studying the g-dependence; these measurements are difficult
and time-demanding.

Figure 3.27 gives a summary of the data that has been collected at B=10 T in these
two experiments — shown is always the same scan at different energy transfers which
runs along the transverse direction across the 2D magnetic zone centre (1,0,0) and
passes essentially through the whole Brillouin zone. In part (c) and (d), the field effect
is once more summarized and proves, as already discussed for the other configura-
tion, the disappearance of the antiferromagnetic and the simultaneous appearance of
a ferromagnetic part as function of field. The most important conclusion from the data
is that the central maximum at high field can impossibly be described by a broad and
structureless peak, but requires a description with two maxima at symmetric positions
on the positive and negative side of the centre. This splitting is resolvable at about
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Figure 3.27: Constant energy scans at B=10 T on the thermal (a) and cold (b) spec-
trometer. The temperature is ~1.5 K and the field is along the c-axis. The count rates
are normalized to monitor and correspond to approximately 4 minutes. The solid lines
are fits with Gaussian functions at symmetric positions, and the green dotted lines using
the global model for the magnon described in the text. In (c¢) and (d) the field effect on
one of the scans is shown for each of the two setups.

1.75 meV and becomes larger at higher energies.'® This led to the conclusion that
the ferromagnetic excitation that appears above the metamagnetic transition has a
dispersive character and strongly resembles a magnon in a conventional ferromag-
net.

The properties of this excitation, as they can be deduced from the experimental
data, are:

18At 2 meV, there is a discrepancy between the scans on IN22 and on Panda. The main reason is
probably the focalization effect which is more pronounced on IN22 with ks=2.662 A and which is
indeed expected on the right side. It is also known that there is a spurious contamination at K=0.12
which may deteriorate the scan (one point), but which can definitely be excluded to produce the
observed peak (as is clear for instance from the comparison of the different field in Figure 3.27d).
Note also that the focalization effect due to the slope of the resolution ellipsoid can further be
enhanced by picking up part of the higher intensity at energies below 2 meV, see Figure 3.28¢,d.
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3 CagSryRuOy and the metamagnetic transition

* It is gapped at low energies. At 0.5 meV, there is very little intensity remaining.
The energy scan in Figure 3.28 clearly confirms the gap, although there is still
nonzero intensity far below the maximum.

» The maxima in the constant energy scans disperse outwards. When fitting the
position with a simple function consisting of two peaks at symmetric positions,
one obtains Figure 3.28b. Using a quadratic function, one obtains a reasonable
description of the dispersion.

» The peaks are relatively broad and in some cases not very well separated. The
widths are larger than the intrinsic experimental resolution.

» The width increases with energy. At 4 meV, the two peaks are no more separa-
ble, and at 6 and 8 meV the shape of the scans closely resembles that at B=0
and can be described with the same function that has been used to fit the data
without magnetic field.

* There is some weak indication that even at lower energies a small fraction of
the incommensurate part seems to persist. There, it is not clearly separable,
but rather some very weak intensity near K=0.2-0.3 before the central peaks
reach the background level. Note that a similar conclusion had also been drawn
from the data in Figure 3.22. This contribution is included in the fits as a small
correction to the background and neglected when studying the dispersive mode.

For a magnon in a ferromagnet and with an external magnetic field, the general
dispersion relation is, for small g:

hw(q) = gusB + D - ¢, (3.4)

i. €. a quadratic dispersion with an energy gap at the zone centre. In view of the
negligible c-axis correlation, (1,0,0) is again assumed as a magnetic zone centre. In
the absence of broadening due to finite lifetime, the energy spectrum of the magnon
is a delta function.

Modelling the spin wave

For a more quantitative description of this excitation, let us start with the quadratic
dispersion relation (3.4). The approximate validity of this relation is already confirmed
by the simple analysis of the peak positions. The first aspect one may discuss is the
value of the gap. Since there may be anisotropy terms (arising from spin-orbit cou-
pling etc.), the B in equation (3.4) is to be considered as an effective field containing
the anisotropy and the external fields. With an external field of Be=10 T, the value of
gupBext is 1.15 meV, which is nearly exactly the maximum of the energy scan (Figure
3.28a). The energy scan shows a clear indication of the spin gap, but the decrease
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Figure 3.28: (a) Energy scan on (1,0,0) at B=0 and 10 T. Background has been sub-
tracted. The line at 10 T is a fit to a lorentzian peak function. (b): The positions of
the maxima in the constant energy scans (Figure 3.27) together with a fit to a quadratic
dispersion gapped by 1.15 meV. Red points are from the IN22-measurement, blue points
from Panda. (c¢): contour plot of the measured intensity in Q-w-space; a smooth surface
has been fitted to the data points the positions of which are indicated by the tiny red
crosses. The line is the one obtained in (b). (d): Calculated intensity of the magnon
cone, including the lorentzian energy broadening described in the text and convoluted
with the resolution function.

towards low energy is by far not as sharp as expected for a well-defined gap, even
taking into account the energy resolution of the spectrometer (~ 0.2 meV FWHM).
Instead, the energy scan is very well fitted by a Lorentzian function. In general, this
appears reasonable, as a lorentzian broadening is often used to describe the energy
widths of excitation branches like phonons or magnons.

A further effect can be that part of the intensity stems from the longitudinal part of
the magnetic fluctuations. They do not feel the spin gap and do not form magnons;
the longitudinal susceptibility should qualitatively behave similar as at zero field. Con-
cerning their amplitude, one might expect them to be even a bit smaller than at B=0,
as the slope of the magnetization curve is a bit flatter above the transition. Although
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3 CagSryRuOy and the metamagnetic transition

they are superimposed to the (transverse) spin-wave excitations, they do therefore
probably not influence the analysis much.

The width of the experimental resolution along the scan direction may be estimated
to be about 0.03. This is by far less than the typical width of the peaks. To model the
magnon scattering one may therefore not use a §-function for the energy spectrum,
but requires a significant broadening. The Lorentzian form, successfully used for the
energy scan at Q=(1,0,0), turns out to work well for the entire magnon. That means,

the spectrum is
1 r r
"(q,w) o< — - 9 - 9 ) 3.5
X'(a,w) Wy ((w—wq)2—|—f‘g (W +wg)? + 172 (3.5)

where w, is given by the dispersion relation (3.4), and the second summand plays
practically no role in our case. The broadening introduced by the energy-width I" also
implies a significant broadening in Q-space, as required. There are different ways
to account for the fading of the intensity towards higher energies. Using a factor
— describes the intensity decrease quite well, and it is possible to use a constant
value for I' then which is of the order of 1 meV. A conventlonal magnon (like in a
Heisenberg ferromagnet), however, does not involve the - o prefactor. In the itinerant
electron model, on the other hand, the intensity of a magnon branch is expected to
vanish when approaching the Stoner continuum [12]. This might be the reason for the
decreasing intensity of the excitation.
Another possibility allowing to do without this artificial factor is to use a Q-dependent
I' —this can be regarded as inspired loosely by the paramagnon formula (2.26). There,
the corresponding prefactor is related to the spatial correlation length. The additional
parameter ¢ which is thereby introduced can thus be considered as effectively mod-
elling an effect of finite spatial correlation and contains a length scale. Assuming a
linear correction to I'(q),
I(q) =To+c-q, (3.6)

one can also obtain an intensity distribution in Q-w-space which is in practice very
similar to the previous one, seemingly even a bit better.

With this model for the magnon it is possible to perform a global fit to the entire
data set.’ The model contains only four parameters: two related to the energy width
(damping), I'y and ¢, the value of the spin wave gap A, and the spin wave stiffness D.
Using this model, the data can be consistently described — in some of the constant
energy scans in Figure 3.27a,b the values of this fit function are included as the green
dotted lines. The obtained parameters are summarized in Table 3.1.

After convolution with the resolution function, this model yields scattering as shown
in Figure 3.28d. From the experimental data, by use of a suitable interpolation algo-
rithm, a corresponding intensity map of Q-w-space has been created (Figure 3.28c)

19 A1l points from the Panda-experiment are included, and additionally the scans at 2.5 and 3 meV
from IN22 in order to include better information at these higher energies.
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A 116 + 0.03 meV Table 3.1: Parameters for the
I'v 055 £ 0.04 meV magnon with a lorentzian en-
c 56 + 0.5 meVA ergy spectrum and I' according
D 34 + 2 meVA® to(36).

which looks similar to the calculated one. It is also very remarkable that the value
obtained for the spin wave gap A, although an unconstrained parameter in the fit pro-
cedure, matches exactly the value expected by regarding only the external magnetic
field, thus proving that further anisotropy terms are either unimportant or effectively
average out.

An important remark concerns the obtained value of the spin wave stiffness D and
the difference between this value and the one obtained from fitting the positions of the
maxima in the constant energy scans (Fig. 3.28b),

D =474+ 5meV - A%

In the presence of a broadened intensity distribution in Q-w-space, the maxima ob-
tained in Q- and in E-scans do not need to fall on the same curve — an effect that
becomes directly evident when regarding the Figures 3.28d or 2.3 (in the context of
which this is discussed in more detail). The lower value from the universal fit corre-
sponds to the energy maxima, while the latter to the maxima in Q. The discrepancy
is thus natural and no reason for concern, but just important to be aware of. Anyway,
as Figure 3.28d demonstrates, the difference between the two so calculated curves
is, in the relevant region, relatively small due to the large slope of the curves.

Is it a magnon?

When discussing magnons and paramagnons throughout this entire chapter, it is
fundamental to ask what is the evidence that this excitation can really be called
a magnon. The experimental observation is that this excitation looks qualitatively
different from the quasi-ferromagnetic scattering at zero field that appears upon
heating (which has been discussed above, and in more detail later for the case of
Caq.38Srp62RuUQy) in clearly showing a dispersive behavior. On the other hand, sig-
nificant intrinsic broadening is necessary in the description of the scattering. Neither
of these arguments, however, is very strong, because a paramagnon, i. e. scattering
inside the Stoner continuum, can resemble a dispersion, as well as a true magnon
can be, due to strong damping, heavily broadened.

From the experimental data, there is rather an indication in the dispersion (Fig.
3.28b), which is quite well described by a parabola. The “dispersion” of the param-
agnon, in contrast, is according to Eq. (2.24,2.25) linear in ¢ for small ¢ 2°, which is

20This applies also for the peak positions in the constant energy scans.
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very hard to reconcile with the experimentally observed peak positions when requir-
ing a gap at q=0 of the order of 2up - 10T. The formula (2.26), even when shifting the
dispersion branch by the spin wave gap?', is thus not appropriate to use here.

In terms of the itinerant electron model of magnetism, a magnon is a collective
mode, in contrast to the particle-hole excitations that form the continuum in Q-w-
space. A magnon forms a sharp branch that resides outside this continuum, i. e.
where Im(xo) = 0 and will, in general, merge and fade away into the continuum at
some wave vector g. (see for instance Ref. [1,12]). It is important to note that also in-
side the continuum there can be significant structure — structure that may for instance
happen to resemble very much the dispersive behavior of a collective mode, as would
be the case for a paramagnon (Eq. (2.26) / Fig. 2.3). In the terminology of this the-
ory there is thus a well-defined difference between a magnon and a paramagnon. In
practice, though, it may be that the two cases are similar and hardly distinguishable
from each other.

At g=0, the continuum is gapped due to the magnetization of the sample and the
exchange energy A. In the gap, i. e. near g=0, the excitation is thus a true magnon.
Not known is the value of q.;, so eventually part of the branch of excitations may
actually be a continuum mode. Regarding the data at 6 and 8 meV in Figure 3.27a, it
closely resembles the zero field data, so this is either part of the longitudinal channel
of the magnetic fluctuations, or the magnon branch has indeed disappeared into the
continuum.

The conclusion from these arguments is that probably at least a part of the ob-
served branch of excitations is a magnon in the strict sense, but with significant
damping. How far this part extends, however, is hard to decide. The description
as a magnon, though, works well until at least 3 meV (or q~0.12 r.l.u.).

Independent of what is the correct name for the excitation, the important conclu-
sion from the existence of this excitation is not so much the information about the
band structure, but about the interaction between the electrons. This interaction is
treated via the interaction parameter I. As pointed out in Section 2.2, the condition
for the appearance of a spin wave outside the Stoner continuum is W T-xg =1,
which will in general only be fulfilled for large enough I. If one knew Yy, the obser-
vation of the magnon would thus allow a quantitative estimation of /. Also inside the
continuum (where Im( ) is usually very small on an absolute scale without exchange
enhancement) a sizeable value of I is necessary to account for any sharp features
strong enough to be observed in this kind of experiment. One can therefore conclude
that in any case the existence of this excitation proves that a very strong ferromagnetic
interaction between the spins is present in the system.

21To account for the magnetic field in a physically correct way would, however, be a non-trivial modi-
fication.
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Why is the dispersion not seen in the data with B||b? Despite the anisotropic
behavior of the system and the different transition field, there is no reason to assume
that the situation is fundamentally different when applying the magnetic field in an-
other direction. The data collected with the c-axis perpendicular to field, though, have
not revealed the dispersive behavior of the excitation around the ferromagnetic wave
vectors, see Figure 3.23. The energy gap, on the other hand, is also visible, and a
weak indication of broadening and the disappearance towards higher energy does at
least resemble the findings for B|c.

The most important reason for the different shape of the scans is certainly the ex-
perimental resolution. Along the vertical direction, the Q-resolution is very coarse.
With ¢ as the vertical axis, one integrates along the direction of practically no disper-
sion, so one effectively gains in intensity while keeping the relatively good resolution
in the ab-plane. In the other case, when integrating over the b-direction, i. e. perpen-
dicular to the spin wave cone, one may easily fill up the central minimum, which is
anyway not very well pronounced and visible only at low energy transfers when the
diameter of the spin wave cone is still quite small.

Another difference between the two setups is that different components of the sus-
ceptibility are measured. With the field along (010) and measuring at (0,0,L), one
sees the components of y in the ab-plane. Being equal along a and b without field,
one of them has, with field, transverse character and becomes therefore gapped,
while the other does not — in the measurement, they are always seen simultaneously.
With the field along (001), x. is only seen as a transverse component, while y. is
the longitudinal one. Although it is not obvious what this overlap looks like in detail in
either of these cases, it appears well possible that it gives rise to different shapes of
the scans. More specifically, from the zero-field studies there is some evidence for y.
being smaller than the in-plane components, meaning a (partial) polarization of the
fluctuations in the ab-plane. The longitudinal component being smaller would also
help to better resolve the transverse component which contains the magnon disper-
sion.

A short comment on specific heat. The discussion of the spin fluctuation contri-
bution to the electronic specific heat coefficient under an applied magnetic field is
more difficult than without field, as performed above. The fluctuation spectrum now
has to be split into a transverse and a longitudinal part, and the spin waves, which
exist in a region around g=w=0 in ¢,w-space have a distinct energy spectrum (nor-
mally o-function like, or, like here, more Lorentz-like) and obey the dispersion relation
(3.4). In the discussion of the specific heat in chapter 2.2.4, the energy spectrum has
to replace the last term in equation (2.36) in order to get the spin-wave part of the
free energy; when, for simplicity, approximating the spectrum by the J-function, the
calculation becomes much simpler because the integration does not have to be per-
formed any more. As argued in Ref. [20], as a simple approximation one may exclude
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Figure 3.29: Magnetic scattering around (1,0,0) in Cay 35Srg62RuQOy. Left: Transverse
scan; Right: diagonal scan (corrected for the magnetic form factor). The lines are
symmetric sums of Gaussian fit functions.

the ¢’s which belong to the spin-wave region from the sum over the transverse com-
ponents in (2.2.4) and use the spin-wave free energy instead. For the quantitative
evaluation, however, the necessary information is missing. Because the spin-wave
spectrum has a gap proportional to B, the low temperature specific heat due to spin
waves is expected to decrease with increasing magnetic field and to vanish for 7" — 0.
In particular, the specific heat is suppressed when kT < A(= 2upB) (1 Tesla cor-
responds to 1.3K). Qualitatively, both these effects can be found in the specific heat
data, Figure 3.3: above the transition field (at which the specific heat is enhanced
due to the enhanced longitudinal magnetic fluctuations) its rapid decrease towards
higher magnetic fields is consistent with the opening of a gap and the spin-wave re-
gion becoming more extended in Q-space. Higher temperatures are then necessary
to overcome the gap energy, in accordance with the shift of the upturn towards higher
temperatures.

3.5 Magnetic correlations in Caj 33Srp.62RuQy

The magnetic scattering in Ca;35Srgs2RUO, resembles that in Ca;gSrp2RuQ, in
some important aspects. The overall appearance is qualitatively the same in that
it is broadly distributed around (1,0,0) and peaks at incommensurate wave vectors. In
Figure 3.29 (left), a typical transverse scan with good statistics is shown. The shape
of this signal has been discussed earlier [46]. With the better data available now,
one can recognize that the scan cannot be described by a single Gaussian-like peak
on each side, but that the structure of the scan requires at least two such contribu-
tions on each side, exactly like in the case of Ca; gSrg2RuO,4. The positions of these
are 0;=0.10 and q,=0.26 (+0.01). Furthermore, the absolute intensity of the incom-
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mensurate scattering is identical to Ca; gSrg2RuO, within the uncertainty due to the
calibration procedure (estimated accuracy 10-20%). A difference to Ca;gSry2RuQ,
is that in the centre of the scan, i. e. at (1,0,0), the minimum seems to be less well
pronounced. Finally, the diagonal scan (Figure 3.29 right) also exhibits maxima at
wave vectors (0.3,0.3,0) separated from (1,0,0). Their experimentally determined po-
sition is 0.299+0.003, i. e. no shift compared to Sro.RuQ, is detectable. However, their
intensity (though there is some uncertainty in the background subtraction) seems to
be higher than in Ca; gSrg2RuQ,.

So far, the conclusion would be that the observed magnetic correlations do not sig-
nificantly differ for the two Sr-concentrations 0.2 and 0.62. In view of the quite differ-
ent macroscopic behavior of these two systems — the latter having an extremely high
macroscopic susceptibility at low temperature, apparently being near a ferromagnetic
instability, and the former having a suppressed susceptibility and a metamagnetic
transition instead — this might be a bit surprising. It is clear that there should be some
important differences, and indeed the results which will now be discussed prove this.
In fact, it is the region of low energy transfers which is particularly interesting.

3.5.1 Magnetic response close to the ferromagnetic instability

Figure 3.30 contains the magnetic scattering at 0.4 meV energy transfer. This is safely
below the characteristic energy of the incommensurate response which is therefore
not observed in these scans. The broad maximum around Qgy is again similar to
the one in Ca; gSry2RuQ, (see for instance Figure 3.19) at higher temperature. Here
this signal persists down to 1.5 K, in contrast to Ca; gSrg2RuQ,4, where it disappears
almost completely. In order to further examine this signal, the energy dependence
has been measured at different temperatures up to 35 K, see Figure 3.31. From
these energy scans, one can extract the characteristic energy via the usual fit to a
single relaxor function; the results are summarized in the inset. It turns out that the
characteristic energy varies approximately linearly with temperature and reaches the
very low value of 0.2 meV at 1.5 K.

When approaching a transition to a magnetically ordered state, it is expected that
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the frequency I' of the spin fluctuations vanishes and that the susceptibility x(0) di-
verges (ﬁ vanishes in the same way as I'). Regarding I'(T") in Figure 3.31 one
realizes that the system is obviously approaching the phase transition, but does not
reach it, and the values remain finite. (The transition would, by extrapolation, seem-
ingly be situated about 10 K below zero temperature, which might be taken as an
approximate measure of the “distance” to the ferromagnetic instability.) It should be
mentioned that Nakatsuji et al. [44] obtained a Weiss-temperature of about -5 to -
10 K from fitting the susceptibility, which apparently resembles this finding, but is
perhaps also a bit misleading because the material is not an antiferromagnet and
shows more complicated behavior. The susceptibility extracted from the neutron data
has a relatively steep increase in this temperature region, but is also not truly diverg-
ing towards low temperature. In addition, the imaginary part of the susceptibility in
Figure 3.30 demonstrates the absence of such divergence® 23. The plot of 1/x con-
tains a weak indication for a flatter slope at low temperatures than between 20 and
35 K. Another important observation is that the magnetic response in the inelastic
neutron scattering experiment does not change significantly when further lowering
the temperature from about 1.5 K (which is usually the lowest temperature in these
experiments) to 50 mK, as it has been achieved once using the dilution cryostat on the

22Unfortunately, the full temperature dependence is only available for one energy transfer, so no
Kramers-Kronig analysis is possible. The maximum slightly below 10 K is of course partly due
to the temperature variation of the characteristic energy (Figure 3.31) which is about 0.4 meV at
10 K, so near this temperature x” (0.4 meV) measures the maximum of the spectral function. Never-
theless, because the spectral function is quite broad near its maximum, a strong increase of x’ would
easily compensate this effect, so the maximum in x” confirms the non-existence of any divergence.

23The double-logarithmic plot displays an interesting feature: at about 30 K, there is a crossover from
a T~ to a T723 temperature dependence. The reason for this is not clear. Interestingly, however,
a similar, though weak feature is present between 20 and 30 K in a log-log-plot of the macroscopic
susceptibility data.
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IN14 spectrometer. There is no magnetic order observed, nor even a large enhance-
ment, which supports the interpretation that the system is still a few Kelvin away from
any ferromagnetic order. The low-temperature anomalies like the anomalous thermal
expansion in Ca; gSrg,RuO, [53,54] are weaker, but still present in Cay 3gSrge2RUOy,
and as they are related to the magnetic properties, they probably also play a role in
Caq.38Srp62RUO,4 and help to prevent it from reaching the ferromagnetic instability.

A comparison of the absolute value of y with the value from the macroscopic mea-
surement is not possible with high precision because the latter has not been mea-
sured on the same crystal used for the neutron experiment, and it varies steeply as
function of Sr-concentration, see Figure 3.1 or Ref. [36]. From this plot, one may ex-

tract a value of about 1500 % for the Sr-concentration 0.62, which does not agree per-
fectly with the neutron result. In view of uncertainties due to concentration, different
components (anisotropy) and calibration to absolute units, this may still be regarded
as a reasonable agreement.

Caq38Srp62RuUQy is apparently close to the transition to a ferromagnetic state, and
the strong scattering around Qgy, which has much lower frequency than the incom-
mensurate one, is to be regarded as the paramagnon scattering related to this ferro-
magnetic instability.

3.5.2 A universal description of the magnetic response

So far, the analysis simply consisted of identifying a signal around Qgy with a rela-
tively low energy, and a broad signal around an incommensurate position which has
a higher energy. These two parts have been looked at essentially independently
from each other and have been described by appropriate Gaussian-like contributions
(where the incommensurate one has additional structure which is accounted for by
using two peaks).

Although it has been shown that it is justified to look at these different parts of the
magnetic response separately, it is an obvious question if it is possible to describe the
data in a way that is firstly more universal (i. e. uses common parameters at differ-
ent energies and temperatures to describe the whole response), and secondly less
phenomenological, but based on a deeper understanding of the underlying physics.
Concerning the second point, the most desirable approach, which would be a band-
structure based calculation of magnetic excitations including correlation effects etc.,
is again far beyond the present possibilities like in the case of Ca; gSry2RuO,. How-
ever, following the idea that this system is a metal close to a magnetic instability, one
may try to use the general expansions for x”(Q,w) as they have been discussed in
Chapter 2.2.3 and which have been applied successfully to a number of other mate-
rials (for instance Refs. [117—122]). Though one may not expect a perfect description
on this level, the circumstances from the experimental point of view are favorable in
this case, because a large amount of data is available, and the fact that it has been
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Figure 3.32: Magnetic scattering in Caj 3gSrgg2RuO4 at low temperature (0.05 K on
IN14, 1.5 K else). The data (1T from [110]) have been taken in different configurations
and on different spectrometers, as indicated. The line is a fit to a global model of a
scattering function, as discussed in the text, with common parameters (Table 3.2) in all
cases.

collected under a number of different conditions reduces the danger that experimental
effects like resolution etc. influence the results.

Based upon the idea of different antiferromagnetic and ferromagnetic instabilities,
one may try to use the formula

X"(Q>W) — Z X1 “/ei > + Z X2 - “/eig

Qo cICy (w/510)2+(1+AQ%) Qo € IC2 (“/Eic)2+(1+AQ%)2
. /et - AQm (3.7)
_|— Xfm (u/efm)2+(1+AQf2m)2AQ?m

This formula for the imaginary part of the susceptibility, though lengthy, can easily
be understood. The first two of the three summands describe the incommensurate
antiferromagnetic part of the response. The expression is based directly on equation
(2.29). Each of the two sums runs over the four incommensurate peak positions
around (1,0,0):

ICi = {(1+Qz7070)7 (1_(]1,0,0), (]-aqiao)a (17 _qzao)}7 L= ]-)2 (38)

where ¢; and ¢, are the inner and the outer one of the two peaks used to describe the
broad incommensurate response on each side of (1,0,0). This yields a total of eight
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such incommensurate peaks situated on the four main symmetry directions around
(1,0,0). When working near other points in reciprocal space, (1,0,0) would of course
have to be substituted by the appropriate nearest point with integer H and K. The
AQj that enters is the “distance” to the respective peak position @, normalized by
the correlation length &, which determines the effective g-width of the signal:

~ 2
AQE =& (%) ((H - P + (K — K7?) (3.9)
Here and in the next equation, the notation Qg = (H,, Ko, Lo) and Q = (H, K, L)
has been used for the components of the vectors. Note that L. does not enter which
means that these fluctuations are assumed to be strictly two-dimensional (i. e. L-
independent).

The last term in the sum of (3.7) models the ferromagnetic component (para-
magnon). It has the form of equation (2.26). In order to keep the treatment more gen-
eral and to improve the fit, the possibility to account for a small three-dimensionality
of the ferromagnetic response is included by allowing for a nonzero correlation length
along c, as discussed later. For the paramagnon contribution, the equation corre-
sponding to (3.9) is

AQR, = 2m) (g0 =) + (g - S575) 4 (g - 25)°)  (310)

Here, Qo = (Hy, Ko, Lo) is taken as the nearest true reciprocal lattice point, e. g.
Qo=(1,0,1) for Q=(1,0,0), or Qy=(0,0,2) for Q=(0,0,1.6).

The procedure of simply summing up the different contributions is easy to justify
when assuming that they originate from different regions/phases of the sample. Oth-
erwise, treating the overlap of these contributions would in principle require a more
sophisticated analysis taking into account their interaction with each other. Despite
this limitation and the fact that there is large overlap, Equation (3.7) is able to describe
the overall Q-w-dependence of the magnetic scattering reasonably well, see Figure
3.32. The parameters are the following:

G Q2 x1(=0.6x2) cic (meV) & (A) Table 3.2: Results of the

0.11 0.26 160 + 10 25 95405 fit to the model (3.7) at low

ab c temperature. ¢’s are in rela-

Afm “fm (meV) fm (A) gfm (A> tive lattice units, and x’s are

850+50 0.34+0.07 4.2+0.3 1.84+0.3 in arbitrary units of the order
of u%/ev.

Some of the parameters needed to be fixed, because there is strong correlation
due to the broad signals which are overlapping in significant regions of Q-w-space.
This calculation nevertheless demonstrates that the magnetic scattering can be ap-
proximated using this model and a set of reasonable parameters.
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3 CagSryRuOy and the metamagnetic transition

The parameters for the incommensurate antiferromagnetic part are similar as in
Ca; gSrp2RuQ4. The relative strength of the ferromagnetic part is partly due to the
fact that at higher energies it also contributes near the incommensurate wave vectors,
thereby reducing the necessary value of y; ». A bit questionable are the values for £
and &,: the out-of-plane correlation length is, as expected, very short; being shorter
than the interlayer distance, it does not describe a correlation in the usual sense, but
using it still improves the fit considerably. Also within the plane, the correlation is
surprisingly short and does not yet seem to indicate the near ferromagnetic instability.

A severe problem in the comparison with the data is that the equation for the para-
magnon (2.26) is strictly zero at the ferromagnetic Q-vectors. This is a consequence
of the requirement that the total magnetization is conserved. Upon reduction to two
dimensions this zero would extend to all L-values. A first obvious way to account
for the observed nonzero intensity is the experimental resolution which yields a finite
intensity at these points by averaging over (Q and w. As a second way to improve the
description, the correlation length along the c-axis — formerly zero — has been allowed
to take (very small) finite values &;,. (With this, the magnetization is still conserved in
the crystal, but not within a single plane.)

It is, however, questionable to what extent this reflects real physics or is just a
means to account for effects that actually have another origin. A weak c-axis cor-
relation is certainly possible®*, but the relevant underlying physics may be different.
Spin-orbit coupling is expected to play a role, and it would lead to an energy splitting
at Q=0. As it is not evident how to explicitly model it in this framework, the applied
method, with the appropriate caution, may be a reasonable approximation. Neverthe-
less, a slightly different approach is given in the following.

A second version. Despite the already relatively good overall agreement of this
model with the data, it would still be desirable to achieve a better description of the
central peak in the low energy region (0.4, 0.5 and 1 meV). One might consider an
additional artificial broadening by “smearing out‘ the calculated x"(Q,w) where nec-
essary. However, this would have to be done in a very extreme way to turn the min-
imum into a maximum, but only in a very limited region of ¢g-w-space. Instead, it has
been tried to use a modified formula by replacing the paramagnon term in (3.7) by
a term like the two first ones, with ¢ = 0. This is not justified theoretically (because
it actually applies to antiferromagnetic fluctuations) but only as a phenomenological
way to describe the data.

The agreement is in general better than before, especially the maxima at Qg are

24Consider that a really ferromagnetic state would have three-dimensional order. Then, for instance,
(1,0,0) would have zero structure factor. Therefore, though weak, a c-axis correlation may in princi-
ple have an effect not only in the ordered state but also close to it. Quantitatively, it is probably not
observable. Note also that in the case of Ti-doped SraRuQy it is argued that it can be neglected.
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Figure 3.33: (a) Magnetic scattering in Cay 33519 6RuOy4 (same data as in Fig. 3.32)
and fits within the modified model (see text). (b) and (c) are the values of x"(Q,w)
(Q=(H,0,1.6)) for the two versions of the fit function with the resulting parameters — in
(b) for (3.7) with the paramagnon, and in (c) with the AFM-like fluctuation as used for
the calculated lines in (a).

well reproduced®. The results are shown in Figure 3.33a, and the parameters that
have been used are:

0 % X1(=0.66x3) cic (meV) & (A)  Table 3.3:
0.11 0.26 220+ 10 3.240.3 9.6+0.4 Results of  the
low-temperature fit
Xfm Efm (meV) &m (A) within the modified
790+30 0.294£0.03meV  4.8+0.2 (AFM-like)  model.
Remarks as in Table
3.9,

The correlation length for the signal at Qgy is still very short — as expected, this
does not significantly depend on the model, but is the direct consequence of the very
large width of the peak around Q=0 in the scans.

A few final comments about this description of the data should be given:
Firstly, the so obtained e, of the (ferromagnetic) paramagnon can not directly be
identified with the characteristic frequency I" which is derived from the energy scans
on Qpm — both determine the energy scale of the (quasi-)ferromagnetic fluctuations,

25The disagreement in one of the 1 meV scans is most likely to an inexact modelling of the resolution
function.
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but ¢ does so via the slope of the “dispersion® of the paramagnon. In this picture, I'
would be obtained as an effective average over Q and w over the paramagnon. For
the antiferromagnetic fluctuations, i. e. at Q=q;. the values I and &;. are in principle
identical, though a difference can arise in this specific case due to the overlap with
intensity stemming from the paramagnon.

Secondly, a similar remark concerns the correlation lengths: due to their definition,
they are (cf. (2.30)) not exactly the same as the correlation lengths that one would
obtain from a lorentzian fit to a Q-scan, but about 14% smaller.

Thirdly, a potential anisotropy of the magnetic response is so far not considered.
This would render the analysis more complicated and might readily solve some of
the discrepancies within the current model. There is no reason to exclude that the
susceptibility may have significant anisotropy, which may vary for its different compo-
nents, but no further statement can be given at present.

Finally, it is very important to realize that the two approaches are in fact not so
different as they may seem at first sight. Despite the conceptual difference that (3.7)
introduces a dispersive behavior for the ferromagnetic component, the difference be-
tween the thus calculated x”(Q,w)’s is in practice not so significant, as demonstrated
in Figure 3.33(b,c). Due to the overlap of the various components it is possible, by
slight variation of the parameters, to account for most features like for instance an
effective dispersive behavior. The somewhat better agreement with the data tends to
favor the more phenomenological approach. It is not to be interpreted as significantly
physically different, and in particular not as evidence for an antiferromagnetic nature
of this signal, but rather as a means to model the effects that are not captured by the
standard formulae. Besides the spin-orbit-coupling induced anisotropies mentioned
above, the disorder is probably important, furthermore the multi-band structure that
allows for inter-band transitions, etc.

3.5.3 Temperature dependence

The studies presented so far predominantly focus on the range of low temperature
and low energy transfers, because this is the most relevant one close to the magnetic
instabilities. In Ca 33Srg62RUO, there is the fortunate case that there is also extensive
data available collected at higher temperatures and higher energy transfers — much
more than for Ca; gSrq,RuO,4 — because already earlier, i. e. before the identification
and study of the ferromagnetic signal, much data has been collected, mostly by O.
Friedt [110]. Being obtained on thermal neutron spectrometers with high flux these
data have the advantage of relatively good statistics. Based on the new findings
on the structure of the magnetic response, it appears very interesting to reexamine
these data and to take them into account in the current analysis. For this purpose,
all available (new and old) data have, in a careful treatment, been merged in order
to make them comparable on the same scale. Figure 3.34 gives the summary of a
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Figure 3.34: Magnetic scattering in Ca 335162, RuQy in the range above 2 meV and at
different temperatures. This is a summary of nearly all available data in this w-T-range
on this compound, from different measurements normalized to the same intensity scale
and averaged (background subtracted, no Bose factor correction etc.). The majority of
the raw data that has been included in this compilation has been measured by O. Friedt
and is partly already published in his thesis [110].

large portion of these data, covering nearly the full range of temperatures and energy
transfers possible on the thermal spectrometers?®.

Qualitative description

With this data set, it is possible to perform a similar analysis as in Section 3.4.2.
Although this analysis gains more precision and significance thanks to the larger
amount of available data, the conclusion is similar. Assuming just a broadening of
the low temperature response, it is hardly possible to describe the shape of the scans
at higher temperature. The reason is again that firstly the edges at +0.3 are very
steep and stay it to some extent even at high temperature, and that secondly the
peak at K=0 is quite sharp. The analysis for Ca; gSry2RuO,4 as shown in Figure 3.21

26]imited below at about 2 meV by the energy resolution and above by the fact that at about 10 meV
optical phonon scattering starts to severely contaminate the scans.
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Figure 3.35: Describing the
shape of the signal in a phe-
nomenological way.

Taking the low-
temperature signal as the
“incommensurate” one, it
is possible to identify the
additional ferromagnetic com-
ponent (Gaussian, as sketched
on the right) as function of oog———i—tiinri i
temperature. Temperature (K)

In the graph, the intensity (amplitude) of this component relative to the intensity of
the incommensurate scattering is shown as function of energy transfer and temperature
(i. e. for the scans in Figure 3.34). For a certain amplitude of the FM component, the
overall shape of the scans changes and the minima in the centre turn into maxima. One
has of course some freedom to define a “border“ between these two cases — nevertheless
a reasonable choice is about 3/4 (grey shaded line). Taking this value, one sees that, at
least for 4, 6 and 8 meV, the lines cross this border — i. e. change their shape — when
the thermal energy kT exceeds the excitation energy. By regarding the data in Figure
3.34, one can indeed convince oneself that very roughly, this applies to the scans in the
upper left half of the figure (where T is large compared to E).
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is nearly identical for Ca; 33Srg 62RUO,, and also the differences behave in qualitatively
the same way as those in Figure 3.21.

This provides further support that even at high temperature there exists a ferromag-
netic component that has to be regarded separately from the incommensurate one. In
the energy and temperature range regarded here, the ferromagnetic part is, roughly
speaking, dominant in those scans when the temperature is higher than the energy
transfer, kg T' > hw. This phenomenological rule is justified in Figure 3.35 on the ba-
sis of fits to the data. It seems to be quite well fulfilled, except at very low energy
transfers. There, see for instance Figure 3.32 at 0.5 or 1 meV (= 6 or 12 K), the FM
component dominates down to the very lowest temperatures, because at these ener-
gies there is never a significant amount of intensity from the antiferromagnetic part.
Concerning the ferromagnetic component, it is to be expected that upon increasing
the temperature and thereby growing distance from the ferromagnetic instability, the
paramagnon scattering becomes less sharp in Q, i. e. broader. The second and,
because it is already broad at low temperature, more important effect is that the char-
acteristic frequency of the paramagnon scattering increases. This may qualitatively
explain the above observation of how the energy where it appears correlates with the
temperature.
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3.5 Magnetic correlations in Caj 335y e2Ru0Oy

A quantitative model

Because the temperature dependencies of the susceptibilities and the characteristic
energies are known from the analysis of the neutron scattering data, one can give
the reason for the scaling that has just been described in a phenomenological man-
ner. Assume that the characteristic energies and the inverse susceptibilities depend
linearly on the temperature:

X and (T) =D(T +T) (3.11)

X =777

This form is suggested by the data in Figure 3.31 for the ferromagnetic position, and
by the analysis in Reference [46] for the incommensurate signals, and it is assumed
that these relations approximately hold over the entire temperature range that is re-
garded. Realistic parameters for such a model are given in Table 3.4.

With the usual single relaxor energy spectrum, the ratio of ferromagnetic to incom-
mensurate intensity in a constant energy scan is

Xea(@, T) _ Xewlemt THe(T + Tio)® + w?
Xic(w, T) xicl'ie  Tiy(T + Tem)? + w?

(3.12)

The first factor has, for the parameters in Table 3.4, the value % The condition for the
second factor to be greater than a constant c is

AT — Tie + / AlTi — Tre)? + (1= ARG (e — 1) - w?

T
= 1_A

(3.13)

with A = ¢-T'2,,;/T'%,. When putting in numbers, one realizes that the second summand
under the square root dominates for most relevant values of ¢ and w, so the condi-
tion (3.13) describes approximately a straight line in the w,T-plane with the slope
V(e=1)/(1—A)/Tc.

Figure 3.36 shows such lines for different values of the ratio (3.12) of ferromagnetic
and incommensurate intensity and compares it to the line iw = kgT. By this com-
parison it becomes evident what is the origin of the scaling in the preceding section.
There, a value of 0.75 had been arbitrarily chosen to define the dominance of the
Qrm-signal and thus the “broadening” of the scan. This line is close to hw = kgT in
Figure 3.36. On the other hand, these results also show that the real situation is a

FM IC Table 3.4: Parameters
10 25 used in the model 3.11.
0.02 0.1 Units are K, meV/K and

10000 12000 1% /eV-K, respectively.

= He g
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bit more complicated because the contour lines do not pass through the origin, and
thereby explain the deviations in Figure 3.35. In particular, they demonstrate that at
very low energy transfers the ferromagnetic signal is dominant at all temperatures.

3.6 Discussion and Conclusions

Two Sr-concentrations have been studied in great detail: x=0.2 and x=0.6227. Al-
though these are only two samples, the results indicate how the magnetic corre-
lations in the whole paramagnetic metallic and structurally distorted region of the
CayxSr,RuQ, phase diagram?® can be consistently understood. The magnetic prop-
erties are obviously determined by magnetic instabilities of different character — on
the one hand, a ferromagnetic one, and on the other hand, an incommensurate anti-
ferromagnetic one.

Properties of the antiferromagnetic fluctuations The experiments on
Ca; gSrp2RuO, proved that the incommensurate response is a magnetic fluctu-
ation of truly antiferromagnetic character. The properties of this antiferromagnetic
signal one can be summarized as follows:

27 Apart these, a sample with x=0.52 has been studied earlier in order to look for magnetic order at
very low temperature (which was found to be absent). Secondly, an experiment was very recently
performed on a sample with x=0.18 — this sample is in the L-Pbca region of the phase diagram
(left to the first order phase transition near x=0.2). With a total mass of ~0.4 g (13 small crystals
coaligned) and not being able to cool below 50 K due to the danger of breaking the sample at the
discontinuous structural phase transition, a signal was hardly detectable. Within a huge uncertainty,
the scattering is consistent with that at x=0.2, but no further reasonable statement can be made at
present about the quantitative or qualitative similarities and differences between these samples.

28This means the region x>0.2 and, in principle x<1.5, i. e. the whole I, /acd region, although it is
the less magnetic, the higher z.
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3.6 Discussion and Conclusions

« ltis relatively independent of the Sr-concentration. This means that the shape of
the signal, most precisely determined at low temperature, is essentially identical
for x=0.2 and x=0.62. The characteristic energies lie at about 2.5 meV at low
temperature. Also the amplitude of the signal is, within the accuracy of abso-
lute calibration, equal for the two concentrations and amounts to approximately

200 % (one component of x"(Q,w)).

« It is favorable to study the shape of the antiferromagnetic response in
CaqgSrp2RuQ, rather than in Ca;35Sros2RUO, because the ferromagnetic
component is nearly absent at low temperature. A very precise study on
Ca; gSrp2RuO,4 shows that it has a rather complicated structure. It forms wide
regions of high intensity that are separated about 0.22 reciprocal lattice units
from the 2D zone centre and covers a large part of the Brillouin zone. These
broad spots have an internal structure, as it is most clearly seen from the con-
stant energy scans. The intrinsic width of the single components is so large that
they cannot be resolved, but with two contributions centred on the zone axes it
is possible to achieve a good description of the observed signal.

+ At high magnetic field, these fluctuations get strongly suppressed. As function
of temperature, they change only very little in shape; their energy increases
moderately, and their amplitude decreases.

These antiferromagnetic fluctuations point towards the general existence of an un-
derlying antiferromagnetic instability in the system to which it is quite close. With more
than 2 meV characteristic energy even at the lowest temperatures, however, the sys-
tem is still clearly separated from the transition to any ordered state. Nevertheless,
these fluctuations determine important properties of the system like the enormous
electronic specific heat coefficient. For Ca; gSrq2RuQ, for instance, the quantitative
analysis of the spin fluctuation contribution to the specific heat yields a very good
agreement with the measured value.

It is very remarkable that the incommensurate response resembles that of
Sr3Ru207 [100] in that the latter is characterized by two peaks at 0.09 and 0.25.
These are nearly the same positions as in Ca,,SryRuQOy, a difference being only that
in SrzRu,0O; these maxima can be well separated from each other, indicating that
probably disorder effects play an important role in Ca; gSrg2RuQO,.

The origin of these fluctuations is most likely a band structure effect of Fermi surface
sheets which have ~-character. The band structure in this system is, unfortunately,
very complicated due to the structural distortions and the very large unit cell. The
existing calculations of the band structure and the Fermi surfaces show a tendency in
which one can identify possible nesting vectors within the y-sheets that can explain
the observed magnetic excitations. The fact that there is only little dependence on
the Sr-concentration, and that also in Sr3Ru,O; the response is qualitatively similar
indicates that this effect does not sensitively depend on a variation of the structural
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3 CagSryRuOy and the metamagnetic transition

distortions nor even the existence of double layers. It can therefore not be a coinci-
dence or a result of very special details in the band structure, but is obviously a rather
robust effect.

The existence of the rotational distortion of the structure (also present in Sr3Ru,0Oy),
though, is probably very important. LDA calculations [45,72] have proven that the ro-
tation of the RuOg-octahedra mainly influences the v-band by reducing its bandwidth.
The reason is that the octahedron rotation reduces the hopping between Ru d,, states
via the oxygen 2p orbitals, while the xz and yz states are less affected. In addition,
a tag-e4 hybridization involving the d,._,» orbital may play a role. The increase of the
density of states and the effective mass and also the increased filling above the van
Hove singularity can be explained by these effects.

Consistent with these considerations is the experimental observation that the o/
subsystem of bands has only little changed. This is concluded from the observation
of the nesting peak at Q=(0.3,0.3,0) (Ah,k~0.015) which is interpreted to have the
same origin as in Sr,RuQ4 [13,111,123], namely the nesting of the « and 3 sheets
of the Fermi surface. There is no detectable shift of the position of this peak. In
order to infer the occupation of these bands from the position of the nesting peak,
one has to assume that the whole bands are essentially unchanged (rigid) — under
this condition, the occupation number n,+nz can be deduced to have changed less
than 0.1 in comparison to Sr.RuQ,, where the occupation is ny,+ny,=5, ny=% [57].

This allows a statement concerning the debate on the issue of orbital occupations
and in particular the proposed orbital selective Mott transition scenario, as discussed
in the introduction at the beginning of this chapter. The OSMT scenario [60] predicts
an occupation n,,+ny,=3, ny,=1 which is in clear contradiction to the observed position
of the a/p-nesting peak and the mere existence of an « and [ sheet of the Fermi
surface proved by the observation of this peak. Instead, this result is in accordance
with for instance the LDA calculations [61,72] and the ARPES experiment [78], which
find only a minor increase of n,, compared to Sr.RuQ,4, compatible with the accuracy
of this analysis. Concerning the recent proposal by Liebsch et al. [74], there is no
indication of the postulated shift towards (n,,,n..,n,.) = (1,0.5,0.5), although this
is not necessarily a contradiction because the significant changes may occur only
later, i. e. even closer to the metal-insulator transition which is accompanied by the
first-order structural transition.

Properties of the ferromagnetic fluctuations (without field) In addition to the in-
commensurate antiferromagnetic part of the magnetic response, a signal of rather
ferromagnetic character plays an important role in both studied concentrations.

* It dominates the spectra at low energies (below typically 1 meV) and is broadly
peaked at the 2D ferromagnetic zone centres Qgy.

* No internal structure can be resolved. Any incommensurability with increasing
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energy transfer can be caused by the antiferromagnetic part of the response
and not necessarily by an intrinsic dispersion of the ferromagnetic part. The
Q-width of the signal is significant, making the standard paramagnon formula
not work very well and yielding very short correlation lengths in the range of
few Angstroms, which is remarkable as the system seems to be very close to a
ferromagnetic instability.

» This near ferromagnetic instability manifests itself in a very small characteristic
energy of the signal. In the x=0.62 sample, it reaches the low value of about
0.2 meV at 1.5 K. That the system does not reach the ferromagnetic insta-
bility is apparently related to the structural anomalies; this is most evident in
Ca; gSrp2RuQy, but likely still plays a role in Cay.3gSrge2RUOs,.

* |Its temperature dependence can be exactly related to the temperature depen-
dence of the macroscopic susceptibility, and even quantitatively there is a good
agreement.

This ferromagnetic signal is, in principle, present at both the studied Sr-
concentrations. The fundamental difference is that at x=0.2 it exists only at higher
temperatures (greater than ~10 K). Below, it gets strongly suppressed and is nearly
(though perhaps not entirely) absent at 1.5 K. This reflects the sort of crossover into
the more antiferromagnetic phase that is observed in the macroscopic susceptibility
and other quantities and can be regarded as an indirect consequence of the meta-
magnetic transition (which is situated at some distance in the (H,T)-phase diagram).
More directly, it is related to the structural anomaly at which the RuOg octahedra are
compressed, thereby also slightly changing the orbital occupancies.

Concerning the coupling between structure and magnetism, the ferromagnetic in-
stability is obviously very sensitively related to this structural effect. The tilted structure
in general, on the other hand, which is a much larger structural effect compared to
x=0.62, seems to have not such a significant effect on its own, as the higher temper-
ature response in Ca; gSrg2RuQ,4 (where there are still large tilt angles of about 6 °)
is qualitatively similar to the one in Ca; 33Sre62RUQ,4 without the tilt distortion. (It may
well be that the symmetry of the magnetic response is lowered, which could not be
detected due to the twinning of the x=0.2 crystal.) The frequently made statement
that the rotational distortion of the structure enhances the tendency towards ferro-
magnetism and that the tilt favors antiferromagnetism is therefore, though not wrong,
at least an oversimplification. The distortion of the octahedra themselves, at first view
a tiny effect, seems to be very important, too. In this context it should be mentioned
that even at x<0.2 one finds true ferromagnetism, for instance in Ca,RuQ, at high
pressure [124], which is in the L-Pbca phase [125] — so there are reasons to assume
that the L-Pbca phase has in general rather a tendency to ferro- than antiferromag-
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netism?® although the tilt angles are still very large in this structure.

The incommensurate response does not significantly change over wide regions in
the x-T phase diagram, so it is mainly the ferromagnetic scattering which reflects the
dramatic evolution of the magnetic properties in this part of the phase diagram. In
this scenario it is expected that when further approaching to x=0.5 from above, this
part of the spectrum should be strongly enhanced, as Ca; 5SrqsRuQ;, is yet consid-
erably closer to ferromagnetism than Cay 3gSrps2RuUQO,. (In this respect, the choice of
x=0.5 as the Sr-concentration, although close to x=0.62, would probably have been a
significant difference and even better for the study of the ferromagnetic instability.) Be-
low x=0.5, the main changes, i. e. the suppression of the ferromagnetic fluctuations,
appear only at low temperature.

One may think of these materials as being governed by two competing magnetic
instabilities, the incommensurate antiferromagnetic and the ferromagnetic one, with
an interplay between each other that depends on Sr-concentration and temperature
(and magnetic field). The antiferromagnetic response does not change significantly
when varying the Sr-content, and the finite characteristic energies (>2 meV) indicate
that the system is never really very close to the corresponding phase transition. Nev-
ertheless, the antiferromagnetic fluctuations are responsible for important physical
properties like the huge specific heat coefficient. The ratio between the antiferro-
magnetic and ferromagnetic part is changed mainly by variation of the weight of the
ferromagnetic component. When being very close to the instability, it is clear that
a small variation of the parameters can cause large changes and make this part
dominant. Interestingly, there are probably the same electrons, namely those of the
~-band, mainly responsible in either kind of magnetic behavior.

Even at high temperature of the order of 100 K and higher, that means far away
from either magnetic instability, they both determine the magnetic response which is
still best described in the model consisting of these two components. With the ex-
perimentally determined temperature dependencies of the relevant parameters, one
can set up a model that accounts for the change in the shape of the scans and the
dominance of the ferromagnetic signal as function of energy transfer and temperature.

The magnetic field effect The metamagnetic transition in Ca; gSrq2RuO4 manifests
itself in the excitation spectrum by the appearance of a prominent ferromagnetic sig-
nal. In principle, this signal must be closely related to the one that is observed at
higher Sr-content or when increasing the temperature. At 10 T, a structure in the sig-
nal and a dispersive behavior can clearly be observed, and the data well be described
by a damped spin wave with quadratic dispersion and a gap corresponding exactly to
the external magnetic field, like a conventional ferromagnetic magnon. As the main

29 _.and may perhaps even be superconducting like CagRuOy4 (P. Alireza, private communication) —

except that this phase is not stable down to low temperature at ambient pressure.
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conclusion, it is evidence for a very strong ferromagnetic interaction which is induced
at the metamagnetic transition.

This is the most remarkable result of this experiment. That the state with high
magnetization above the transition resembles a ferromagnet is not so self-evident
as it may intuitively appear at first sight. In principle, a high magnetization can be
obtained in an ideal paramagnet just by polarizing spins by an external magnetic
field, and in special cases, like when a peak in the density of states exists close to
the Fermi level, one can also obtain a non-linear increase of the magnetization at a
certain value of the magnetic field. When polarized only by the external field, such a
sample would still have to be considered as a paramagnet, and a high magnetization
alone would not be so remarkable. In a ferromagnet, on the other hand, it is the strong
interaction of magnetic moments that makes it favorable for the system to be in a state
with finite magnetization. The finding of the magnon-like mode proves the existence
of a strong ferromagnetic interaction in Ca; gSrq,RuQ,4. Although a magnetic field is
necessary to induce this interaction, the magnetization effect is much stronger than
just that of the field, demonstrating that the system is essentially in a (though field-
stabilized) ferromagnetic state above the metamagnetic transition. In particular, the
metamagnetic transition is thus not just due to a spin-state transition, as one might
assume in a picture of more localized magnetic moments.

To some extent, this may well be relevant for other metamagnetic transitions. There
are, however, not many metamagnetic transitions in itinerant electron systems stud-
ied very well, and, more particularly, it seems that this is the first system for which
such a strong statement can be made. Apart this Ruthenate, inelastic neutron scat-
tering experiments have only been published for CeRu,Si; [126]. In that experiment,
a similar effect was found, i. e. a transfer of spectral weight from incommensurate
towards ferromagnetic wave vectors, but has by far not been characterized in com-
parable detail, and there is not yet any statement on the nature of the ferromagnetic
signal. Then, of course, studies have been performed on Sr3Ru,O7 (S. Ramos et al.,
not yet published), which should on the one hand be more favorable due to the better-
defined metamagnetic transition, but which may on the other hand probably also be
more complicated. The appearance of a ferromagnetic signal near the transition field
resembles these results. In contrast, they find very strong antiferromagnetic signals
even above the metamagnetic transition which have surprisingly a lower energy scale
than the ferromagnetic ones and which are very anisotropic (observed only in longi-
tudinal scans), for which there has no indication been observed in Ca; gSrq2RuQ,4 so
far. In general, one may expect that there are many similarities between the meta-
magnetism in SrzRu.O; and Ca; gSrg2RuQy4, as is supported by the fact that below
the transition the magnetic response looks very similar. If the mentioned differences
point to some fundamentally different behavior, if they are rather to be considered as
details, or if they can once be resolved by more accurate experimental data on both
compounds, is a very interesting question that is worth further effort.
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The difference of the observed ferromagnetic mode to the paramagnon-like scatter-
ing in Cay.3gSros2RUO, or in Cay gSrp2RuO,4 at B=0 but higher temperature is, firstly,
that of course the external field induces a spin gap and that the exchange field due
to the sample magnetization gaps the continuum of transverse excitations by a value
likely significantly larger. Even if the observed mode would lie predominantly inside
the continuum and therefore be rather of “paramagnon-character, there would remain
the quantitative difference that in Ca; gSrg2RuQO,4 at 10 T the ferromagnetic interaction
is obviously stronger than in the other cases, thereby making the dispersive character
more pronounced and visible in the measurement. Intuitively speaking, directly above
the transition the behavior is more ferromagnetic than in the other cases which are
rather in the crossover region of the phase diagram further away from the critical end
point of the metamagnetic transition.

At the transition itself, an enhancement of the fluctuations is observed as a combi-
nation of increased amplitude and reduced energy of the fluctuations. Both are rather
moderate effects, but this can be traced back to the broad signature of the metamag-
netic transition in the magnetization curve. A rough quantitative estimation indicates
that the measured magnetic fluctuation do mostly, but not entirely account for the
differential magnetic susceptibility. The enhancement, but non-existing divergence
of ferromagnetic fluctuations, which drive the metamagnetic transition, is consistent
with passing close, but “not very close®, by the (quantum) critical end point of the
metamagnetic transition.
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4 Strontium Ruthenate

4.1 SryRuQO4 and spin-triplet superconductivity

Among the layered Ruthenates, SroRuQy, is certainly by far the most prominent mem-
ber. Up to thousand published papers evidence its outstanding importance and the
interest from the experimental and theoretical side. This interest is based upon the
superconductivity which has been discovered by Yoshiteru Maeno et al. in 1994 [38].

This discovery has to be regarded in the context of high-temperature superconduc-
tivity in the Cuprates, which had been found by Bednorz and Mller in 1986 [127], the
importance of which for the development of solid state physics can probably not be
overestimated. In view of the enormous activities caused by this discovery and the
huge progress that had very soon been achieved, it came — eight years later — as a
breakthrough to find a superconductor that is very closely related to the Cuprates, but
does not contain the Copper-oxide planes that seemed to be common to all the high
temperature superconductors discovered so far. It has been the first material with
the layered perovskite structure besides the Cuprates in which superconductivity has
been found.

It became evident quite soon that, unlike the Cuprates, Sro,RuQO, is not interesting
for practical applications because of the low transition temperature of at best 1.5 K
in the purest samples, but all the more for fundamental research. This is not only
due to the fact that Ruthenium in the place of Copper provides the possibility to study
some interesting differences to the Cuprates. Much more importantly, strong evidence
has soon been found that Sro,RuQ, is, in contrast to most other superconductors
known to date, a spin-triplet superconductor. Spin-triplet pairing is a highly interesting
concept, and while it is well established for superfluid *He [128, 129], it has been a
long-standing question if it does in reality also apply to superconductivity. Among
some other materials, like for instance UPt; [130], UGe, [131] and others, Sr,RuQy, is
a very — perhaps the most — promising candidate, because by now there is very strong
evidence for triplet pairing. Moreover, it is experimentally relatively well accessible
because large and high-quality crystals are available and superconductivity appears
at ambient pressure and still not too low temperature.

Despite the huge effort, the superconductivity in Sro,RuQ, is still being far from
understood. This applies not only to the detailed nature of the superconducting state
and the pairing mechanism, but even the triplet state at all is still disputed by some
researchers.
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Soon after the discovery of superconductivity, and before the first experimental ev-
idence, the proposal of a triplet state by Rice and Sigrist in 1995 [132] has had a
strong impact on the future work on SroRuQ,.

While a number of results demonstrate the unconventional (non s-wave) nature of
the superconducting state [133], the proof of triplet pairing is less simple. A strong
experimental support of triplet superconductivity came from the measurement of the
spin susceptibility by NMR Knight shift [134,135] (and later by polarized neutron scat-
tering [136]) which is unchanged upon cooling through T¢. This is expected for some
of the possible triplet states and in clear contradiction to singlet superconductivity, so it
is indeed a strong argument for the triplet state. Some difficulty, however, arises from
the observation of the Knight shift for other field directions [137] which is not compat-
ible with the explanation and could only be resolved by assuming that the d-vector
of the superconducting gap changes its direction with the applied field. While these
measurements probe the spin part of the wave function, a probe of the spatial part,
i. e. a proof for odd parity, has been provided by a phase sensitive experiment us-
ing the Josephson effect in superconducting quantum interference devices [138,139].
Again, it has been argued that a certain chiral d-wave (singlet) state might be con-
sistent with these results [140]. Finally, the role of phonons is not entirely clear (note
that also an isotope effect has been observed in Sro,RuQ4 [141]); while phonons alone
would favor an s-wave state, they might play a role in combination with a magnetic
mechanism [142]. Despite all these considerations, however, the very most widely
accepted picture by now is that SroRuO, is a spin-triplet superconductor and that
magnetic fluctuations provide the explanation for the pairing mechanism.

In order to stabilize a triplet state, magnetic fluctuations should have ferromagnetic
character. An apparent problem is that the dominant magnetic fluctuations in SroRuQ4
have more antiferromagnetic than ferromagnetic character [111] and would rather be
expected to stabilize a d-wave singlet state. It is difficult to resolve this issue’, and the
existence of ferromagnetic fluctuations still appears as the most favorable explanation.
If present, the crucial question is whether they are strong enough, so quantitative
information is very important.

By regarding the magnetic fluctuations, this chapter contributes to the effort of iden-
tifying a mechanism for spin-triplet pairing, because the pairing is most likely related
to magnetic fluctuations. Both their intensity and Q-dependence is important, and
neutron scattering is in principle the best suited experimental tool to provide quantita-
tive information about the magnetic fluctuations and thus for testing different propos-
als concerning the superconducting pairing mechanism. Some results on SroRuQ,
doped with small amounts of Titanium are not directly relevant for superconductiv-
ity, but are a means to better study the magnetic excitations and add, in terms of a
magnetically ordered state, further interesting aspects to the system.

IFor instance, a large anisotropy of the fluctuations has been proposed as a way out [143]. This is,
however, not quantitatively consistent with the experiment [144,145].
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4.2 Basic properties of Sr,RuQ4; and magnetic
fluctuations

As a result of the great interest that the discovery of superconductivity has attracted,
Sr,RuQy is by now very well studied by many different experimental techniques, most
of which could be applied in the superconducting as well as in the normal state. As a
material that can be prepared with extremely low disorder (residual resistivity below
1 uQem [146]) it is, in addition to many other techniques, accessible to quantum-
oscillation measurements which have greatly contributed to the knowledge about its
electronic structure. An extensive overview over all these measurements and a de-
tailed summary of the properties of SroRuQ, is given in a review article by Mackenzie
and Maeno [133], with special emphasis on the superconductivity.

Sr,RuQy is a paramagnetic metal with pronounced two-dimensionality and Fermi-
liquid properties at low temperature. Of particular importance — especially for the
magnetic behavior —is the electronic structure and the Fermi surface. Fortunately, this
is known for SroRuQ, to a great level of detail not only from a number of calculations
[147—154], but also from complimentary experimental techniques like ARPES [113,
114,155-157] and quantum oscillations [57, 158-160]. The agreement between the
two latter techniques has, after some initial controversy due to surface effects, even
become a prime example for the success of the ARPES technique. Also with the
calculations, the agreement is in general very good.

The three partially occupied tp, states of the Ru** ion yield three sheets of the
Fermi surface that are of essentially two-dimensional character (only weakly corru-
gated along the c-direction). A detailed summary of the Fermi surface properties is
for instance given by Bergemann et al. in Reference [160]. The parameters given in
this reference, which are based on a fit to the experimental results, have been used
to calculate the band susceptibility via the Lindhard function according to the remarks
in Chapter 2.2 (see Figure 4.1).

The susceptibility of SroRuO, is nearly constant as function of temperature and

amounts to about 28 % [161] and has a very small anisotropy between the a,b-plane
and the c-axis, for which it is only a few percent higher. The density of states at
the Fermi level is by different band structure calculations [147-149] given as approxi-
mately 4 states/eV-cell or slightly above. The enhancement of the susceptibility above
its band structure value is thus about 6-7. Also the electronic specific heat coefficient
of about 38 mJ/mol-K? is enhanced over its band structure value by a factor 3-4 (yield-
ing a Wilson ratio of ~2). These enhancements are to be regarded as an indication
of strong electron correlation. From the Stoner enhancement factor (1 — I - p(Er))™!
one can estimate the exchange interaction /.

Despite this enhancement, Sro.RuQ, is definitely not particularly close to a ferro-
magnetic instability (as for instance SrRuO; or Sr,Ru3019, which are ferromagnetic).
In contrast, SroRuQ, is close to incommensurate antiferromagnetic order. The « and
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Figure 4.1: Susceptibility of SroRuO, calculated from the band structure. (a) Real part
of x at zero frequency (Lindhard function) throughout the Brillouin zone and (b) for
a diagonal scan from (0,0,0) to (0.5,0.5,0). (c) and (d) interacting susceptibility for
I- XOQ:QIC =0.97 and constant I: real part (w=0) and imaginary part (w=10 meV). All

units are p%/eV per Ru.

3 sheet of the Fermi surface are nested at a wave vector Q,c=(0.3,0.3,0). In the Lind-
hard function, there is thus a large weight at this wave vector, and the corresponding
maxima are the most prominent features in the plot of x{(¢) in Figure 4.1. This es-
sential result has been found in calculations by a number of different authors?. The
height of these maxima, though, appears rather modest in view of the absolute val-
ues of x, throughout the Brillouin zone, but it has to be kept in mind that the effect
of the denominator in the Stoner formula (2.17) can be dramatic even for small abso-
lute variations if it is small, and secondly the imaginary part is more sensitive to the
nesting condition and has much more pronounced maxima.

In Figure 4.2, the effect of how the fluctuations become critically enhanced by an
increasing strength of the interaction parameter is illustrated in detail. It shows only
that part of the susceptibility which originates from the « and 5 band, for different
values of the Stoner enhancement factor, and demonstrates how the system becomes
critical and approaches the magnetic instability. This is reflected as a drastic change
in the imaginary part — sharp features with rapidly increasing intensity appear, and the
energy spectra show the slowing down of these fluctuations. Although this illustration

2A brief discussion concerning the relevance of the complicated fine structure is given later in this
chapter (Section 4.3.5). In part, they depend on details of the calculation and the assumed band
structure parameters. Publications containing calculations of x( include References [13,14,123,160,
162-167].

110



4.2 Basic properties of SroRuQO4 and magnetic fluctuations

! Figure 4.2: The
(b) 4 imaginary part of

05 % the susceptibility
of the «- and
[-band calculated
via the Lindhard
function. (a):
X"(Q,w) for dif-

1 ferent values of

-0.5 0 05
H  p'=0.97 I.  (b): X" as

x" (20 meV) function of Q for
constant  energy

(weak features

enhanced). (c)
Energy spectrum
of X" at the nest-
ing vector for the
four cases in (a)
and the bare sus-
ceptibility (dashed
line). (Units are
arbitrary.)

shows only the effect of o and 3, the + band does not significantly change the picture
in the vicinity of Qi¢; on its own, it has no feature of comparable strength.

The fluctuations at Q,c thus dominate the response in inelastic neutron scattering
[111,112,123], and an estimate based on these neutron data yields Ix}. ~ 0.97
[111]. By these measurements, the incommensurate signals are by now quite well
characterized, but the question for the possible existence of magnetic response at
other wave vectors has not been answered. If present, it is clear that such signals
would be relatively weak. While some indication exists, it has not been possible to
unambiguously resolve a signal at any other wave vector®, in particular close to the
zone centre. From the quantitative analysis of NMR data [134, 144,168—-171] it has
been suggested that magnetic fluctuations of ferromagnetic character probably exist
in addition to the incommensurate ones, but as this technique cannot directly probe
the Q-dependence of \”, the argumentation is quite involved and the conclusions
have been partly contradictory.

3Except maybe an asymmetry / “shoulder” of the incommensurate peak [123].
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4.3 Measurement of magnetic excitations in SroRuQ4 by
inelastic neutron scattering

4.3.1 Neutron scattering experiments on Sr,RuQy,

Although magnetic fluctuations in Sr,RuQ,4 are "strong” in the sense that the system
is nearly critical and the excitations near the wave vector Q¢ clearly dominate the
continuum, there are two major difficulties that need to be overcome in a neutron
scattering experiment when trying to measure the magnetic fluctuations: firstly, their
intensity is, on an absolute scale, still relatively weak (weaker than, for instance, the
dominant signals in Ca,4Sr,RuO4 — on an absolute scale, roughly a factor 5), and
secondly, the interesting energy ranges are such that there is a significant contribution
from phonon scattering, which makes it nearly impossible to resolve the magnetic
signal in an experiment with unpolarized neutrons. The use of polarized neutrons
solves this second problem, but aggravates the first one, namely reduces the intensity
by approximately another order of magnitude.

Unlike in some of the other cases, the availability of crystals has not been a problem
here, so a large sample volume could be achieved by coaligning ten large single
crystals of typically 3 cm length and 3-4 mm diameter each. This sample mount
has been oriented in the a,b-plane and has been used in experiments on IN20 at
the ILL and on 2T at the LLB. On IN20, the standard polarized neutron setup has
been used with Heusler monochromator and analyzer and with Helmholtz coils at
the sample position to allow the free choice of the neutron polarization direction. All

measurements were performed with k¢=4.1 A~ and with a PG filter. 2T was operated
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in its standard (unpolarized) setup with k=2.662 A~" (mostly) and ke=4.1 A~ with two
PG filters.

Thanks to the large sample, the intensity in the unpolarized experiment is relatively
high, but as the accessible energy range is very limited by the need to avoid con-
tamination from other signals, there is no significant gain in information compared
to the previous experiment [111,123], especially concerning the shape of the quasi-
ferromagnetic scattering. Figure 4.3 shows a scan that runs along more than an
entire diagonal of the Brillouin zone, thereby crossing the ferromagnetic wave vectors
Qrw, (-1,0,0) and (0,1,0), and the incommensurate peaks Q¢ at (-0.7,0.3,0) and at (-
0.3,0.7,0). There are well pronounced maxima at any of these positions, and another
one at (-0.5,0.5,0). By comparison with the data from the polarized experiment, one
can decide which of these signals have magnetic origin. For this purpose, the data for
the spin-flip channel and its sum with the non-spin-flip channel are, after multiplica-
tion with an appropriate scale factor, overlayed to the unpolarized data. As this data
has been taken with the neutron spin polarization parallel to the scattering vector, any
magnetic scattering is contained in the spin-flip channel, cf. Equation (2.3). It proves
that the intensity at (-0.5,0.5,0) is entirely non-magnetic. Also, the largest part of the
intensity near Qgy is non-magnetic. What exactly is the origin of this intensity, is not
entirely clear. Besides the general possibility of a spurious signal of unknown origin,
phonon scattering is the most likely explanation, and the phonon dispersion [10] in-
deed contains branches with energies of this order at the zone boundaries. Its pres-
ence at other Bragg points like (2,1,0) and (3,0,0) further proves the non-magnetic
character of this signal.

At even lower energy transfer one may exclude a phonon contribution (except
acoustic phonons at the I'-point). Figure 4.4 shows diagonal scans at two such en-
ergy transfers, 2.5 and 4 meV, at low and high temperature. The strong peak at
(-0.5,0.5,0) has completely disappeared, and also the relatively sharp signal at Qgum
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Figure 4.5: Diagonal scan at 8 meV on IN20 (scan runs across (-0.3,0.7,0) and (0,1,0)).
(a) the three spin-flip count rates, (b) the three non-spin-flip count rates, and (c) a
background analysis: The spin-flip background calculated from the spin-flip count rates,
as function of scattering angle only (dashed line), and the non-spin-flip count rate (red
crosses) divided by the flipping ratio and shifted by a constant offset.

is no longer present. The two incommensurate peaks are clearly visible, and the left
one is weakened by a factor ~2.5 compared to the right one due to the magnetic
form factor. Around (-1,0,0), there is clearly higher intensity than at (-0.5,0.5,0), espe-
cially at T=150 K, and the transverse scan at 4 meV and 150 K (inset) supports this
statement.

While this is an indication for the presence of a broad signal around Qgy and some-
what confirms the intensity map in Ref. [123] which has been interpreted in a similar
way there, it is not a proof of its magnetic character. In addition to the presence of
definitely non-magnetic signals at higher energy (cf. Fig. 4.3 — only if purely phononic
they could safely be excluded here), some doubt against it might arise from some
poorly understood spurious signals at other places in reciprocal space* and from the
difficulty to unambiguously define a background (which is strongly temperature de-
pendent and increases with scattering angle). These data are thus not sufficient for a
strong quantitative statement.

4.3.2 Polarization analysis

For a quantitative analysis, it is essential to regard the polarization analysis which
supplies the desired information. A total of more than three weeks of beam-time has

4In this respect, the large sample volume is a disadvantage: by allowing to measure weak magnetic
signals, also some ”undesired” and usually negligible signals out of the vast number of possible
spurious effects become visible.
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been spent to study the magnetic excitations in Sr.RuO, on IN20, the first of which
was dedicated only to the study of the anisotropy of the incommensurate signals and
is discussed already in the References [145] and [108]. Figure 4.5 shows a repre-
sentative scan along the diagonal of the Brillouin zone, thereby running through both
the incommensurate and the ferromagnetic Q-positions. The full polarization analy-
sis is shown for the spin-flip (a) and the non-spin-flip (b) channels; the polarization
directions x,y,z correspond to the scattering vector (x), the vertical direction (z) and
the remaining in-plane direction (y), like in Eq. (2.3). (The spin-flip signals have been
counted longer, so have shorter error bars.) As discussed in Chapter 2.1.2, the spin-
flip count rates contain the magnetic signal that is both perpendicular to the scattering
vector and to the neutron polarization, i. e. the x-signal contains the in-plane and out-
of-plane component of x”, while the others contain only one. In non-spin-flip, the
x-signal contains none, and the others contain one component each. This is well
comprehensible in the data in Figure 4.5, which also clearly shows the anisotropy
of the incommensurate signal at (-0.3,0.7,0) in (a). The enhancement at (0,1,0) is
present only in the non-spin-flip channel, which proves its non-magnetic character.
The flipping ratio is not perfect, which may be a consequence of the large sample, the
focusing conditions etc., and had values typically only in the range of 8-10 during the
different experiments. Any non-spin-flip signal is therefore also present, reduced by
this factor, in the spin-flip case, and vice versa. The finite flipping ratio, as determined
on a phonon, has been considered in the treatment of the polarized data.

The final analysis has been performed on the spin-flip data only. It is better suited
because it contains most of the magnetic scattering and has a lower background,
and has therefore been measured with much better statistics. While the incommen-
surate peaks are well pronounced and can easily be measured with good statistics,
a precise background determination is absolutely essential to resolve broad (weakly
Q-dependent) and weak signals. The spin-flip background can be calculated by lin-
ear combination of the equations (2.3). As a result of taking the differences of count
rates, the so obtained errors are relatively large (Fig. 4.5). The variation of the back-
ground as function of Q contains a part that depends on the scattering angle (which
goes down to about 14°in the scan in Figure 4.5¢) — by regarding many Q-scans,
a function depending on the scattering angle could be fitted, which is shown in the
figure as a dashed line. The variation of the background also reflects the variation of
the non-spin-flip count rates; this is the part of the background that is due to the finite
flipping efficiency. Although in the analysis of the magnetic signals, the magnitude of
the magnetic part has, wherever possible, been obtained from the polarization anal-
ysis, these considerations show that the background, which is crucial for the results
presented now, is relatively well understood and properly treated.

The results of the polarization analysis for scans parallel and diagonal to the zone
axes are shown in Figures 4.6, 4.7 (for T=1.6 K) and 4.8 (T=150 K). In these figures,
the sum of the two magnetic components (in-plane plus out-of-plane) is shown; this
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Figure 4.6: Magnetic signal (sum of in-plane and out-of-plane component) along diagonal
scans at 1.6 K. Note that there is no background in this presentation (eliminated by
polarization analysis). For kinematic reasons, the scan paths are not identical, but all
run through one incommensurate peak towards (1,0,0). The signal has been corrected
for the magnetic form factor and the Bose factor. Dashed lines are the values of the fit
function (model convolved with the resolution function). In (e), an energy scan on the
position of the incommensurate peaks is shown. The corresponding true susceptibility
in absolute units is shown in (f).

is, apart flipping ratio corrections, basically the spin-flip signal for H||x minus the spin-
flip background. As the incident flux decreases significantly towards high energy, the
data at high energy transfers tend to be less precise than at low energy transfers.
Additionally, it is necessary for kinematic reasons (closing the scattering triangle, ex-
perimental limitations due to scattering angle, currents in the coils etc.) to work at
different, though equivalent, Q-vectors (for instance (0.7,0.3,0) and (1.3,0.3,0)) at the
different energy transfers. Therefore, the correction for the magnetic form factor has
been applied in the figures in order to make the scans better comparable.

At first glance, these data may look neither very precise nor convincing, in par-
ticular in view of the fact that this is nearly all data that has been obtained during
the measurements on IN20. The limited statistics confirm the statement that these
measurements are extremely difficult even with the large sample and the high (prob-
ably the world’s highest polarized) incident neutron flux. Thanks to the polarization
analysis one can, however, draw much stronger conclusions than the first impres-
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Figure 4.7: Magnetic signal (sum of in-plane and out-of-plane component) at 1.6 K along
scans parallel to the a*/b* axes of the Brillouin zone. The same comments as in Figure
4.6 apply. The energy scan (e) shows the signal on the ferromagnetic wave vectors, and
(f) is the corresponding susceptibility in real units.

sion might be. The first very important information is that in nearly all scans, there
is nonzero intensity at the ferromagnetic wave vectors. Compared to the well-known
incommensurate peaks, it is much weaker and broader in Q. In view of the statistics
it has to be stressed that as a result of the polarization analysis, there is strictly no
background underlying the data points; any positive intensity is thus truly magnetic. At
some points, low statistics might cause some doubt at first sight, but the entirety of the
measured points do, due to their great number, unambiguously prove the presence of
a magnetic signal around the zone centre.

The second important information that is obtained from these data is the quanti-
tative one. The calibration of the scattered intensity into absolute susceptibility units
has been performed by using an acoustic phonon near (2,0,0) following the proce-
dure described in Chapter 2.1.3 and the appendix A.1, and provides the value of the
susceptibility at any Q-vector.

Thirdly, the polarization analysis gives no indication for an anisotropy of the mag-
netic response except at the incommensurate peak positions. Although where the
signal is weak, the limitation in statistics is quite severe, in the average of the data at
different energies the out-of-plane and in-plane components are identical.
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4.3.3 Quantitative analysis of the susceptibility

For the description of the magnetic response, a simple phenomenological model is
used. It consists of two parts: firstly, the incommensurate peaks centred at positions
(£0.3, £0.3, L) around any reciprocal lattice vector with integer H and K, and secondly
the broad and weakly Q-dependent part. As it seems to be maximum at the (2D) zone
centres, it will be called ferromagnetic for simplicity, although it is spread over a very
large region of the Brillouin zone. The magnetic response is thus modelled as

X' (¢, w) = Xje(g,w) + X (g, w) (4.1)

As an expression for /., Equation (2.29), which describes the magnetic response
near an antiferromagnetic instability is well suited and physically well justified in this
case. It depends on the parameters ;¢ (the real part of the susceptibility at w=0 and
Q=Qc), the characteristic energy (¢ or I') and a correlation length £ (their anisotropy
is neglected here).

For %, it is less obvious how it can appropriately be modelled, and the data do
not reveal any special features or characteristics (like a dispersion or other particular
Q-dependence) that indicate how to describe it. Therefore, its Q-dependence has
been phenomenologically fitted by a broad Gaussian decay, characterized by its width
(FWHM) W, and its energy dependence is incorporated as the usual single relaxor
form with the characteristic energy I'ry;:

" gy - LM T 1n(2) (4.2)
Xra (@, W) = Xrm wQ_i_F%M exp T n .

where Q is the distance of @ to the nearest (2D-) Bragg point.
The results of a global fit to the whole data set are:

Table 4.1: T=1.6 K T=150 K
Results of the fit / Z
to the model (4.1) Xea = 22 +1 o per Ru a2 xz
, - W = 0.53 +0.04 rlu. (&) 0.47 =+0.06
Vsmg%e Pdd?“md ey = 155 +14  meV 19.0 +35
P Xie = 213 +£10 “E perRu 89 &7
Eic = 97 +05 A 6.1 +0.5
Tie = 111 +0.8 meV 178 +29

The values given for the susceptibilities are the real parts (at zero frequency) for
one component. For the ferromagnetic signal there is no detectable anisotropy and
X'=; should correspond to the macroscopic susceptibility. On the incommensurate
peak, this is only the average; in view of the anisotropy [145], x. is larger and x/, is
smaller than this value. In general, the data at 150 K are less precise because less
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data has been collected at this temperature (120 independent data points at 1.6 K
and 76 at 150 K).

The obtained values for x;~ and I'; are at both temperatures of the same order as
the ones given in References [111, 123], where this signal has been very thoroughly
studied. The widths of the peak cannot be well determined here, because the density
of data points is too low. The given values for £, may therefore be not very reliable,
but the qualitative decrease to higher temperature is certainly correct. The obtained
values of x~ and I';¢ at 1.6 K are slightly higher than in Ref. [111], like the one for
I';c of 11+1 meV. Here, the signal has been followed to much higher energy trans-
fers, but with a smaller number of independent points; in Ref. [145], 8 and 13 meV
are given for the out-of-plane and in-plane component, respectively, so this result is
roughly consistent with the previous one. Even here, though, the agreement of the
fitted spectrum with the energy scan is not perfect, and more correctly one should
regard the two components (in-plane and out-of-plane) separately and then take their
superposition.

More relevant in the current context is the ferromagnetic part. In contrast to the
incommensurate signal, it is very little temperature dependent — there is no statisti-
cally significant change in any of the three parameters. In particular, the susceptibility
remains constant, which is in very good agreement with the macroscopic measure-
ment [161]. The value of the macroscopic susceptibility, however, is about 28 % /eV .
Normally, these values should be identical. The deviation of 20% is significant, but
appears not very dramatic. If it was due to an inexact calibration, also the value of x ;¢
would have to be corrected by the same ratio. As another possibility, it may also be
related to the model itself — either the Q-dependence (some points seem to lie higher)
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Figure 4.9: The real part of the susceptibility (w = 0) in SrpRuOy, at 1.6 K throughout

one Brillouin zone, modelled by (4.1) with the fitted parameters. (a) x'(¢) in % per Ru
(contour lines: steps 2.5/10 below/above 20). (b) a sketch of the same model, but with
the ferromagnetic part artificially enhanced by a factor 5. (¢) a cut along the diagonal.

or the energy dependence may be not correctly captured. Especially the latter is not
evident from the data; it is very important to note that the extracted value of x,,
relies on the assumption that the spectrum is relaxor-like. One might also speculate
that there is another contribution to the spectrum, presumably at lower energies (see
for instance Ref. [119] for a similar scenario in UPt3), but it would have to be very
small.

As this signal is independent of temperature while the incommensurate signal
decreases, it becomes more dominant at high temperature, and while its relative
strength is only about 10% at 1.6 K, it is a quarter at 150 K. The real part of the wave-
vector dependent susceptibility within the model (4.1) at low temperature is shown in
Figure 4.9.

The Q-extension of the signal is quite substantial. The slow variation with Q makes
it indistinguishable from the background in a standard (unpolarized) neutron scatter-
ing experiment. With its width of about half the reciprocal lattice vector 27 /a it covers
nearly the whole Brillouin zone; only at the truly antiferromagnetic vectors (0.5,0.5,0)
its intensity is negligible. Although, as noted above, the term “ferromagnetic* does
not apply in its strict sense to this signal, the approximation with a constant value
throughout the Brillouin zone would also be a severe oversimplification.
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Origin of the ferromagnetic signal In view of the description of the susceptibility
which divides it into two parts — the incommensurate antiferromagnetic and the weakly
g-dependent ferromagnetic one — these two parts are sometimes assigned to the o/
and to the v band, respectively. Then, it is readily argued that the fluctuations in the
~ band, which probably is the “active” one for superconductivity, are ferromagnetic,
which is in agreement with spin triplet pairing. In other words, the broad ferromagnetic
fluctuations would then drive the superconducting pairing, while the incommensurate
peaks are considered as irrelevant.

However, while the assignment to the bands is absolutely reasonable for the in-
commensurate peaks, some caution is appropriate in simply assigning the ferromag-
netic part to the v band, although there is no doubt that it has a stronger tendency
towards ferromagnetism than the others. For an electron in the v band, the suscep-
tibility around Q=0 is indeed higher, reflecting the enhanced density of states in the
vicinity to the van Hove singularity, and x(Q) even has some peaks on the diagonals
(near Q=0.1) which arise from a weak nesting effect of the v Fermi surfaces. (These
peaks are, though, significantly weaker than the ones at Q,c.) Nevertheless, also the
o/ contribution to the susceptibility is significant and, because they contain twice as
many electrons, larger over wide regions of the Brillouin zone, including at small Q’s.
It seems thus not justified to speak of a pure ~ band signal.®

4.3.4 Comparison with NMR data

These results may be compared to measurements of nuclear magnetic resonance
(NMR). This is interesting because the NMR technique also probes the magnetic
fluctuations, but in a different way than inelastic neutron scattering. In NMR, one can
measure the nuclear spin-lattice relaxation rate =-, which is the relaxation rate of the
nuclear magnetization to its thermal equilibrium. When divided by the temperature T,
it can be expressed as [12]

1 . kB’YN 2X( )
e S =

Here, vx is the gyromagnetic ratio for the nucleus® A(q) is the hyperfine coupling,
which is an important and non-trivial ingredient that can in some cases, if it has a
certain Q-dependence, allow for a distinction of contributions from different Q. Its cor-
rect determination, however, can also cause some complications’. Similar to neutron

®In this sense, also the incommensurate peak is not a pure a/3-signal, although here it is much clearer
that they give by far the main contribution.

6Values of vy /27 are 2.193 MHz/T for 1*'Ru [137] and 5.772 MHz/T for 170 [169)].

"For 101Ru, A(q) = —250kOe/up [135] (older value from Ref. [170] —300kOe/y ), independent of q.
For 170, A(q) is q-dependent and vanishes at q=(0.5,0.5,0) for geometric reasons on the (in-plane)
O(1) site. The form |A(q)|*> = A2[1+5(cos(gna)+cos(gxb))] has been suggested [172] with A = —18.5
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scattering, different components of x” have to be summed up (those perpendicular
to the field). This allows a determination of anisotropies, as for instance in Refer-
ence [144]. In (4.3) this sum is not explicitly written; for an isotropic case, a factor 2
has to be inserted.

As the typical resonance frequencies are in the range of MHz and thus by far lower
than the characteristic energy scales, NMR probes the slope of x” in the limit w — 0
with respect to neutron scattering (w’s of the order THz). The obtained values for T%T
are thus simply the Brillouin zone average of the magnetic fluctuations in the zero
frequency limit. They do, without further analysis, not provide any information about
the Q-dependence and the antiferromagnetic or ferromagnetic nature of the signal,
nor the characteristic energies.

A series of NMR measurements on both 7O and '®'Ru have been carried out
[134,144,168-170]. They find a temperature dependent signal which increases by
a factor 2-3 between room temperature and low temperature. It has been shown
[111, 144] that the absolute increase of the signal reflects the temperature depen-
dence of the contribution from the incommensurate peaks. In addition, there seems
to be a temperature-independent offset which has been ascribed to ferromagnetic
fluctuations. Qualitatively, this is in obvious agreement with the new neutron results,
because they prove that the broad ferromagnetic component does not change as
function of temperature, in contrast to the incommensurate one. As it occupies a
larger portion of the Brillouin zone, its contribution to the sum (4.3) is relatively large
despite its small amplitude.

To make the analysis more quantitative, the averages over the Brillouin zone in the
zero frequency limit, >° x"(¢,w)/w, can straightforwardly be evaluated. The results

2
are (in £2meV~'):

Table 4.2: Brillouin zone av- 1.6 K 01T, T /T, T
erages of the magnetic fluc- FM 840 1180 5.6 0.33
tuations in SroRuO4 (sum of IC 1840 1350 12.2 0.38
in-plane and out-of-plane com- Sum 2680 2530 17.8 0.71
ponent); first value plain av- Ref. [168] 15 0.8
erage, second value weighted 150 K

with the (1 + 3(cos(qna) + FM 730 1030 4.9 0.29
cos(qgb))) term. The two last IC 1140 880 7.6 0.25
columns are the resulting relax- Sum 1870 1910 12.4 0.53
ation rates in sT'K~! under the Ref. [168] 8.5 0.45

assumption °'A=250kOe/up
and '"A|,—o=33kOe/ uz.

The values underline the importance of the ferromagnetic part. When comparing

or —28.8kOe/up depending on the polarization [169]. For the sum of in-plane and out-of-plane, one
may thus work with A~33 like in [111].
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the so obtained values for the NMR relaxation rates with the measured values that are
also given in the table, one finds a reasonable agreement. The '°'Ru data tend to be
overestimated, but have also significantly larger error bars in Ref. [168]. In particular,
the contribution of the FM part to 1/T,T is quantitatively in good agreement to the
temperature-independent part (see corresponding figure in [168]).

Another quantitative comparison can be made with the specific heat coefficient ~.
It has been determined by standard methods as 37.5 mJ/mol-K? [161,173]. The spin-
fluctuation contribution to the specific heat can be calculated using Equation (2.38).
Using the parameters in Table 4.1, one can make a simple estimation by assuming
I to be constant in cylinders that have the diameter of the Q-width of the fluctuation
— this is the same method that has been successful in the case of Ca; gSrg2RuQ;4 in
Chapter 3.

For the four incommensurate peaks (Ag~0.08 r.l.u.), the total contribution is only
about 4 mJ/mol-K? (or slightly more when using I'=8 meV). The broad ferromagnetic
component contributes about 33 mJ/mol-K2. Although this is a rather rough estima-
tion, the sum is thus in excellent agreement with the macroscopic value. It is remark-
able that the contribution of the broad ferromagnetic fluctuations is by far the dominant
one, because they cover a much wider region in Q-space.

In conclusion, the relatively good overall quantitative agreement with the NMR and
specific heat data strongly supports the correctness of the results and the conclusions
inferred from the inelastic neutron scattering experiments, which go further than the
conclusions from the other methods. From the NMR data, detailed information about
the magnetic fluctuations could be extracted only under certain assumptions on their
Q-dependence, anisotropies etc., so mostly requires an intricate reasoning. All this
is information that the neutron data provides in a direct way, which is certainly more
reliable. Their only weak point could be the high statistical uncertainties related to the
low intensity. The comparison of the different methods, although it does not yield real
new information, is thus important because the consistency proves that the analysis
is correct and that the assumed phenomenological model for the susceptibility is, at
least at the currently achievable level of accuracy, well suited.

4.3.5 Further possible implications of the results

It is obvious to ask whether the results from the experiments do contain new informa-
tion that is relevant for superconductivity. The theory of superconducting pairing, in
particular that of spin-triplet superconductivity, is quite complicated, and an in-depth
analysis would be far beyond the scope and the intention of this thesis.

In general, when assuming a certain mechanism for the superconducting pairing,
one has to regard the pairing interaction V' (k, k’). With this, one has to solve the gap
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equation [174]

Vi (k, X) - dy (k') Eiw
d;(k) = : tanh : 4.4

where Ejy = /7, + |di(k)[?, and d;(k) is the d-vector that contains the gap for the

three spin states of the triplet on the Fermi surface sheet [ and is replaced by a single
complex scalar A, (k) for singlet superconductivity.

A treatment in a relatively simple manner is presented for instance by Mazin and
Singh [13,175,176], who linearize the gap equation to the form

Ak) =D Vip(kX) - Ap(k) (4.5)

Kl

(4.4) and (4.5) can be treated as an eigenvalue problem; the eigenvector specifies
the gap function, and the eigenvalue T¢. In Sr,RuQ,4, however, it is a non-trivial ques-
tion how to consider the interaction of the different bands?®; this prohibits a straightfor-
ward calculation.

Very generally, for the pairing interaction (see for instance [13,167,177]) it is essen-
tial to know the susceptibility x, and the interaction parameter 1(q). This is therefore
the part of the argumentation where the experiment can provide information.

Firstly, for the susceptibility x, there are, on one hand, the RPA expressions, as
calculated for instance in Figure 4.1. On the other hand, there is the experimentally
obtained model, Equation (4.1) with the parameters in Table 4.1. The latter is the
interacting susceptibility, and the former is x,. There are nevertheless some evident
discrepancies between these two in the way that the x, calculated from the band
dispersion contains a number of smaller features like ridges and secondary maxima
which give it a rather complicated structure in detail that is not contained in (4.1).
However, the fine structure in the calculated y, is certainly not to be taken too seri-
ously, as it depends sensitively on the band dispersion ¢; x, which is included only as
a tight binding fit.°

More generally, although the RPA has been quite successful in the case of
SroRuQy, it is nevertheless worth considering that its validity might still be limited
(maybe in particular close to the magnetic transition). These arguments are intended

8 According to M. Sigrist (private communication), this is entirely unclear.

90me probably gets a good impression of the accuracy of such calculations when regarding the xg’s
that have been published by a number of authors [13,14,123,160,162-167]. While there is relatively
good agreement on the most relevant features, in particular the incommensurate peaks, it is quite
instructive to regard the differences. They are mostly to be ascribed to different choices of the band
structure parameters, different treatments of the matrix elements and partly some other assumptions
and impressively demonstrate that these calculations are non-trivial and that small features in the
calculated xg are to be taken with some caution. The sensitivity of the RPA approach to small
parameter changes is for instance discussed in Ref. [178].
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2
0.04r 1 Figure 4.10:  I(q) according
0.0 to equation (4.6) for b=0.08
' Cal (A "~ (dashed line) and b=0.44 (solid

line).

to show that while the overall shape of the calculated y,, including the absolute values
(which are important for the discussion at several points), are probably reliable, the
fine structure is of less relevance for the discussion.

Another different issue is the possibility of interband transitions'® which further
questions the relevance of the calculated y,. Moreover, spin-orbit coupling is not
included in the simple RPA approach. It might be an important ingredient and could
account for the energy scale of the fluctuations and the fact that the calculations never
give a contribution at finite w at Q=0, which is seen in the experiment and included in
the model (4.1).

These considerations put more weight on the experimentally determined Q-
dependence of the susceptibility.

A very important point is the interaction parameter 1(q), because it is essential for
the pairing potential which is mostly written in a form V = I(¢)? - x(q) [167,177].

I(q) is frequently — often due to the lack of better knowledge — approximated as
a constant, but this can be a very crude approximation'. It is, though, not evident
how to appropriately model the Q-dependence in order to describe it in a better way.
Mazin and Singh give for the Ruthenates

_ I
C1+4b- (2)%q?

1(q) (4.6)

with b = 0.08, based on an argument with the Oxygen contribution to the Stoner
factor [13,175].

This is a Q-dependence which is isotropic and decreases only by a very small
amount of at most 13% at (0.5,0.5,0). With the absolute values of x, and y, one can
straightforwardly determine 7(¢) = xo(q)~* —x(¢)~*. For =0 and q=Qc, this can quite
precisely be calculated. For g=(0.5,0,0) and (0.5,0.5,0) the observed y is within error

Opointed out by M. Sigrist (private communication)
1 Already for the simpler case of Nickel, Lowde and Windsor [11] conclude a quite strong variation as
function of Q.

125



4 Strontium Ruthenate

bar not different from zero, so one may tentatively assume it to be not larger than
~10p%/eV. To account for this, one has to assume b = 0.44, i. e. a much steeper
Q-dependence. The comparison is illustrated in Figure 4.10 2.

In view of the few available data points for such a fit, some caution should apply
to the quantitative statement. Qualitatively, this new form of 7(¢) makes the pairing
potential V' larger at small Q=k’-k. In the model as in Ref. [13], which compares singlet
and triplet states, this tends to favor the triplet solution over the singlet solution. The
stronger Q-dependence of I could thus open a way to better understand the formation
of triplet pairs in SroRuQ;,.

4.3.6 Magnetic fluctuations in the superconducting state

The experiments that have been discussed so far have all been carried out in the
normal state of Sr,RuQ,4 (owing to the considerable effort needed to achieve temper-
atures below 1.5 K'in a neutron experiment). Although there is by now not yet enough
information to give a conclusive picture of the behavior of the spin fluctuations in the
superconducting state, a few comments should be made about it. As the spin fluctua-
tions most likely play a role for the pairing mechanism, it would of course be extremely
interesting to precisely probe the spectrum of magnetic excitations in the supercon-
ducting state and its differences to the normal state. In the high-T¢ Cuprates for
instance, this has been studied in a vast number of experiments, and the most promi-
nent feature is the so-called resonance peak (for a brief review see for instance [179]
and references therein).

In SroRuQ,, this possibility has been studied in a number of theoretical works
[14,180-182], which show that a resonance peak might also exist in Sr,RuO,4 and
tentatively suggest an energy scale of about 1 meV. In general, such a feature is nei-
ther restricted to a certain type of superconductivity nor intrinsic to singlet or triplet
pairing, but a consequence of the modification of the RPA susceptibility by a coher-
ence factor which contains the superconducting gap function. It is thus determined
in a complicated way by the interplay of the superconducting gap and the Fermi sur-
face topology. In a neutron scattering experiment, although one would not directly
measure the gap function, one might gain very valuable information to determine the
superconducting gap.

Up to now, such experiments have not been successful. Two attempts have been
made earlier to observe an effect on the incommensurate peaks when cooling below
Tc [112,123]. No difference between the scans above and below T could be ob-
served down to about 0.5 meV. A new similar experiment has been performed in a
dilution cryostat on 4F2 with a larger sample and in a (110)-(001) orientation, which

12The used values (in pu%/eV) for xo are 4.0 for q=0, 6.4 at q=(.3,.3,0), 4.8 at (.5,0,0) and 4.4 at
(.5,.5,0). Due to different conventions, a factor two is between these xo’s and I’s compared to those
in Ref. [13].
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allows for different L-components (the L-component might be important, as argued for
instance in Ref. [180]). Some results of energy scans on the incommensurate peaks
are shown in Figure 4.11. Again there is no significant difference between the data
from above and below T¢. An indication of a maximum or a shoulder near 1.5 meV
is currently not understood; the absence of a temperature dependence however ex-
cludes its interpretation as a resonance peak or a similar phenomenon.

In general, experiments of this type are very difficult: firstly due to the technical
effort related to the low temperature and secondly due to the very low intensity. The
low intensity is a consequence of the low energy transfers far below the characteristic
energy (and thus the maximum amplitude) of the fluctuation, the requirement of a
good energy resolution with low k; on a cold neutron triple-axis spectrometer (which
generally has less flux than thermal spectrometers) and the more severe restrictions
concerning the sample volume and mounting in the dilution cryostat. Nevertheless, if
a large effect existed in the regarded energy range, it would have been visible.

A difficulty in the interpretation is that the absence of this observation may have
a variety of reasons, including rather simple ones like that the effect occurs outside
the regarded energy range or is weaker than the sensitivity of the measurement. A
complication in the understanding of superconductivity in Sr.RuO, comes from the
existence of three different bands which probably play different roles. It appears by
now likely that the “active® band for superconductivity is the ~ band, i. e. this band
drives the superconducting transition and then induces a gap also in the “passive” «
and [ bands [174,183]. The gaps on different Fermi surface sheets may thus have
different amplitudes, likely smaller on o and £.

The ~ band is not related to the incommensurate signals, so an effect is rather
expected on the more ferromagnetic-like fluctuations closer to the zone centre. In the
recent experiment, energy scans have also been performed at momentum transfers
(0,0,L). Due to the much lower amplitude of these fluctuation (made even worse by its
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higher characteristic energy) no signal has been distinguishable from the background.

Coming back to the incommensurate peak, the absence of a change below T¢
could also be easily explained if the gap function on the « and 5 bands has minima
or nodes (zeros) on the diagonals of the Brillouin zone, as deduced for instance from
field-orientation dependent specific heat measurements [184, 185].

At the current level, the measurements of x”(Q,w) in the superconducting state do
not yield substantial new information about the nature of the superconducting state.
As they could in principle provide strong arguments concerning the gap structure, it
would be highly desirable to continue them under more favorable experimental condi-
tions.

4.4 Sr,RuQ4 and Ti-doping

As clearly proved by the study of magnetic fluctuations, Sr,RuQ, is close to mag-
netic order. One may therefore expect that a small variation of a suitable parameter
can induce large changes in the magnetic properties. Besides pressure [186, 187],
doping offers interesting opportunities. In Chapter 3 the effect of Calcium doping is
extensively discussed. Very large changes in the physical properties occur, however
at rather high Ca-contents and not directly related to the dominant incommensurate
antiferromagnetic instability.

A different and very interesting effect is also achieved by doping SroRuQO4 with Ti-
tanium, which acts on the Ruthenium site instead replacing Strontium. Already at the
low Ti-content of nearly 3% magnetic order is induced [188], which is characterized
by a propagation vector (0.307, 0.307, 1) and an ordered moment of approximately
0.3 up that is oriented along the c-direction [189]. This can obviously be straight-
forwardly understood as a freezing of the incommensurate magnetic fluctuations in
Sro,RuO, into a static spin density wave — the anisotropy of the incommensurate fluc-
tuations in SroRuQ,4 [145] corresponds to the direction of the ordered moment, and
the nesting vector Q¢ to the propagation vector of the spin density wave. The finite
L-component L=1 is a subtlety' that obviously arises from the weak but existing three
dimensionality of the electronic properties and which is of little importance in practice
as the inter-plane coupling is very weak (the correlation lengths along ¢ are short and
the dispersion of excitations expected to be negligible). The magnetic state is obvi-
ously characterized by a high degree of disorder and some glassy behavior with a
slow decay of the remnant magnetization. Magnetization measurements [188, 190]
have established a phase diagram, and ordering temperatures reach 15-20 K for
x>10%.

Titanium can be relatively easily incorporated in the structure of SroRuQO, as a re-
placement of Ruthenium as it has the same oxidation number (Ti**; electronic config-

13Note the difference to the bilayer Ruthenate, see Chapter 5.
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Figure 4.12:
Inelastic  neutron
scattering data on
SraRug 91 Tig.0904:
scans on 2T (raw
data) along the
zone diagonal for
various tempera-
tures and energy
transfers.

uration 3d° and thus nonmagnetic) and a similar ionic radius. The structure is there-
fore not significantly influenced, and no superstructure reflections corresponding to
any structural distortions are observed. In principle, the chemical composition can be
arbitrarily varied until SroTiO4 [191,192]. This is an insulator, and a metal-insulator
transition has been observed near the Ti-concentration x=0.2 [193].

The Ti** ion has the same charge, but not the same number of electrons as Ru*+. If
the Titanium and Ruthenium d-states formed a common band, this would change the
effective valence and band filling and thus have strong effects on the whole electronic
structure. It is thus important to note that this is not the case and that Titanium is re-
ally in its 4+ state. This is for instance supported by the consideration that Ti** would
have a larger ionic radius which is in contradiction to the reduced lattice volume [188].
Furthermore, an x-ray spectral analysis (for SrRu;4TixO3) [194] proves a large energy
splitting between Ru 4d and Ti 3d that is thought to decouple these bands and has
found no indication of Ti%*, which has recently been confirmed also for SroRuy,TiyO4
experimentally [193] and theoretically [195]. The electronic structure as in Sro,RuQO,
can thus be assumed to remain essentially intact for small amounts of Titanium. The
initial effect of the doping is therefore rather to introduce some disorder and to de-
crease the average number of Ru neighbors, i. e. the effective Ru coordination, and
thereby likely reducing the Ru 4d bandwidths.

4.4.1 In the ordered state: 9% Ti

In SroRug.91Tig.0904, i. €. at a Titanium concentration of 9%, magnetic superstructure
reflections at (0.7,0.3,0) and equivalent positions appear below a quite broad transi-
tion near 25 K. Inelastic neutron scattering experiments have been performed on a
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sample consisting of five coaligned large crystals on the spectrometers 2T and 4F1 at
Saclay. As it turned out during this project, the sample contained an impurity phase
of bilayer Ruthenate. As shown in detail in Chapter 5, the bilayer Ruthenate also
develops magnetic order with a propagation vector (0.25,0.25,0), and with a slightly
higher Tc. Due to the larger ordered moment and because the elastic magnetic am-
plitude depends on the square of the moment, the corresponding magnetic Bragg
reflection of the impurity phase was of similar intensity as the reflection of the majority
SrgRUO.91Ti0.0904 phase.

The imperfect sample quality limits the accuracy in the treatment of the data. In
Chapter 5 the presence of magnetic excitations in Srz(RuggTig.1)2O7 is shown and
discussed, and due to their width and the proximity in Q-space one expects some
overlap of the excitations of the two phases. In the inelastic experiments, this problem
has been thoroughly addressed in a number of scans at different energies, wave
vectors and running in different directions. From these studies it became obvious
that the measured response is clearly centred at wave vectors (0.3,0.3,0) and its
equivalents in two dimensions. At (0.25,0.25,0) and equivalents, there is nonzero
intensity which seems mainly to arise from the width of the former signal, and hardly
any additional weight is visible at these positions'. This proves that by far the main
contribution to the measured response stems from Sr,Rug 91 Tip. 0904 and that despite
the impurity the results are reasonably reliable.

In contrast to, for instance, the well-known case of a Heisenberg antiferromagnet
with local moments whose excitation spectrum is characterized by spin waves that
exist over the whole Brillouin zone and which applies to many real materials of in-
terest, the characterization of the excitation spectrum in the present situation is less
simple. A correct description of the excitations in an itinerant electron incommensu-
rate antiferromagnet can be a formidable task, as is impressively demonstrated by
Chromium, the textbook example of an incommensurate spin density wave ordered
state. Although only an element and with a simple crystal structure, its magnetism is
an extremely intriguing problem that is still under debate'. It is known that different
types of excitations can exist — besides conventional spin waves, amplitude and pha-
son modes are in principle possible [197]. Both dispersive and non-dispersive modes
have been found in chromium [198-202]. In principle, band theoretic calculations in
RPA similar to the ferromagnetic or paramagnetic cases discussed in Chapter 2 are
also possible (see for instance [203,204]), but very complicated. In addition to collec-
tive modes, there is a continuum of excitations which is gapped by an energy related
to Ty (roughly A ~ 1.76kgTy [205]).

There may still be significant differences between the case of Chromium and
SraRug 91 Tig 0904, due to the more complicated (crystal and electronic) structure in-

14See Figure 4.12; the impurity phase would be expected to contribute at H=0.75.
5For a (not very recent) review see Ref. [196]. The number of publications is vast, including inelastic
neutron scattering, and ranging from the late 1970’s to today.
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cluding disorder and the significantly lower Ty. Other examples for systems with
similar ground states are rare, an exception being metallic V,O3, for which inelastic
neutron scattering experiments have been carried out [206,207]. There, the excita-
tions were found to have the character of broad magnetic fluctuations.

Figure 4.12 shows some inelastic neutron scattering data from the thermal spec-
trometers. The shape of the signal does not depend on the energy transfer nor on
the temperature and can be described by a single Gaussian peak with constant po-
sition and energy-independent width (only a few percent broader at 100 K). There is
obviously no dispersion or any other remarkable feature in this signal. It is thus most
likely to be interpreted as a spin fluctuation inside the Stoner continuum. Note that
2.5 meV would approximately correspond to the estimated gap below the continuum.

Data at lower energy transfers (collected on the cold neutron spectrometer) are
shown in Figure 4.13. The amplitude of the signal at 0.5 meV energy transfer is ap-
parently strongly temperature dependent and nearly completely suppressed at 1.5 K.
The energy scans have, due to their weak statistics, limited significance, but indicate
that the signal is only weakly energy dependent except at low temperature, where it
is suppressed at low energies.

From this temperature effect one thus has to conclude that the excitation spectrum
changes below the ordering temperature. According to the expectations, one should
observe the opening of a gap in the continuum and the formation of spin wave modes
in it. The gap seems to be indeed present, but it is hardly possible to see any spin

131



4 Strontium Ruthenate

[15K :
- e J
>10K )
(o)
o ale) 10 & P o®
o O =
o o0 S
o © ° ° \
L] 2K
/0 15
Q=(0.3,0.3,0)] ¢
05 1.0 1.5 20 0.01 6.1 i
E (meV) o/T

Figure 4.14: Magnetic scattering in SroRug o75Ti0.02504: energy scans on Q=(0.3,0.3,0)
at 2 and 15 K and plot of the same data versus w/T (black points include T=10, 20 and
25 K). Lines are fits to a single relaxor.

waves, neither could the continuum boundary be well resolved. The strongest indi-
cation for the formation of a gap comes from the temperature dependence in Figure
4.13(b): it would explain the remarkable reduction of the intensity at low energies be-
low the temperature of the maximum close to Ty. About spin waves, there is currently
no reliable information — it is for instance not known how steep their dispersion could
be and if they were observable in this g,w-range at all. Furthermore, in the spin-wave
scattering cross section [2], the size of the ordered moment explicitly enters (linearly);
as the ordered moment is small, there might be only a small amount of spectral weight
shifted from the continuum to the spin-wave modes.

4.4.2 Near the critical concentration: 2.5% Ti

An NMR experiment [47] indicates that below the critical concentration for the on-
set of magnetic order, the incommensurate fluctuations become strongly enhanced
— in particular their out-of-plane component, as it is consistent with the anisotropy in
Sr,RuQ, and the direction of the ordered moment.

As an additional remark, this enhancement of magnetic fluctuations provides an
argument against their constructive role in the mechanism of superconductivity: if
they were responsible for the pairing, a positive effect on the transition temperature
would be expected, but T is suppressed in exactly the same manner as for other
impurity elements, and superconductivity completely disappears at 0.25% Ti-content
[208-210].

Near the concentration of about 2.5% Ti, non-Fermi-liquid behavior is observed in
the temperature dependence of the resistivity and the specific heat [208]. As 2.5% is
the critical concentration at which magnetic order appears at very low temperatures,
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one may expect quantum critical behavior that manifests itself in certain scaling laws
for various physical quantities, like resistivity, specific heat etc. [18,211,212]. In the
context of inelastic neutron scattering, it is interesting to regard the behavior of the
magnetic susceptibility and to test whether it obeys a scaling law like [213]

w
V' (G, T) =T g (%) (47)
or, equivalently, w® - x"(gi.,w,T') = g() (with §(%) = (£)“g(%)) where g is a function
that depends only on the ratio w/T.

Such w/T-scaling has been found to be valid in a number of different materials,
in particular — but not only — heavy fermion compounds'®. Also for Sr,RuQy, the
concept of w/T-scaling has already been tested [123], and it has turned out to be
well fulfilled for both a=1 and 0.75 in the temperature range 60-300 K, but not at
10 K. This is understood in the way that Sr,RuO, is not at a quantum critical point,
and is consistent with the crossover to Fermi-liquid behavior at low temperature, as
observed for instance in the T2-like resistivity below 20-30 K [146].

Following these considerations, the region in which the scaling law can be applied
should extend to much lower temperature in SroRug.g75Tig. 02504 than in SroRuQy.
Some data on SraRugg75Tip 02504 had already been obtained earlier in the thermal
neutron energy range (unpublished). At low temperature, the characteristic energies
of the fluctuation and thus the significant enhancements of intensity are expected in
the range of low energy, so the cold neutron data are very interesting in this context.
Figure 4.14 shows the data that has been obtained on 4F at temperatures of 2, 10,
15, 20 and 25 K, in particular full energy scans at 2 and 15 K.

There is an increase of intensity at low energies in the 2 K-scan, but the evident
result is that this enhancement is rather modest and far below the expectation of
diverging fluctuations. The attempt of a scaling plot (with a=1) in the right part of the
figure thus clearly shows that the fluctuations at low temperature are not consistent
with a scaling behavior. The data at the higher temperatures, in contrast, fall on
a single curve. To unambiguously establish the validity of the scaling law, and in
particular for a precise determination of «, one would of course need data over a
much wider energy and temperature range. Given the validity for SroRuQ,4 [123],
there is however little doubt about its validity, likely even to much lower temperature
(<10 K) than in Sr,RuQy4, so the most remarkable result is rather the deviation at low
temperatures.

This may have different reasons. For example, one might suspect that the Ti con-
centration of the used sample is still not exactly at the critical concentration. As quan-
tum critical behavior down to very low temperature would be observed only at exactly
the critical concentration, this could be a reason for any deviation. As there is little

For instance in CeCugxAuy [214,215], UCus.Pdy [216], Ce(Rh,Pd)Sb [217,218], Lag ,SrxCuOyy
[219], LagCuy_«LiyO4 [220], Ce(Ruj.xFex)2Gey [221] and Cey_xLayRusSis [222] (in a slightly modified
form w/T? with 8 < 1).
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doubt about the concentrations'”, and the deviations are rather large, another con-
clusion appears more probable, namely that the system does not show the expected
scaling behavior down to very low temperatures. This conclusion has also been drawn
for other materials, like CeqxLayRu,Sis (x=7.5%) [222] for which extensive and pre-
cise data exists that obeys well the scaling law, but which shows a saturation below
about 3 K that seems not yet well understood. The absence of truly divergent fluctua-
tions at low temperature may thus be not unique to Sr2Rug 975 Tip.02504 and may have
a more universal origin, most likely related to disorder.

In the case of SroRu«TixO4 it appears clear that disorder plays a very important
role. This is not only generally expected due to the doping, but is also observed in the
physical behavior: the studies of the magnetic properties by macroscopic suscep-
tibility/magnetization, neutron scattering, etc. [188, 189] yield a picture of relatively
poorly defined states with broad transitions, glassy behavior and very short correla-
tion lengths. Disorder in general is expected to wash out the original quantum critical
point, similar to the argument at the metamagnetic transition in Ca; gSrg2RuQ,4. As
from the theoretical side, disorder effects are more difficult to consider and there-
fore not contained in many models, it is not surprising that magnetic fluctuations in
SraRug 975 Tig.02504, although it is very close or at a quantum critical point, deviate
from simple scaling behavior. The effects of disorder and short correlations most
likely make the Ti-doped Ruthenates in general a system in which the observation of
quantum critical physics is difficult.

4.5 Summary

The detailed study of SroRuO, by inelastic neutron scattering has provided a com-
plete quantitative picture of the magnetic fluctuations throughout the whole Brillouin
zone. These measurements are technically difficult, and it has been demonstrated
that the use of polarized neutrons is crucial to obtain the desired information. As
the main new result, the existence of “ferromagnetic* fluctuations has been shown,
which are isotropic, only weakly Q-dependent with a half-width of about ~ and have a
characteristic energy of 15-20 meV.

In combination with the incommensurate signals, the thus obtained model for x(q)
is consistent with the results of other measurement methods: macroscopic suscepti-
bility, specific heat and the Nuclear Magnetic Resonance relaxation rates.

In the superconducting state, only few data have been collected and show no effect
on the incommensurate wave vectors for different L-values when cooling through Tg.
The main effect may probably be seen on the just mentioned ferromagnetic fluctua-
tions, but could not yet be measured. As a quantitative ingredient for the discussion of

ITIn particular, there is, unlike in SroRug.91Ti0.0904, no indication of any problem with the sample
quality.

134



4.5 Summary

the pairing mechanism, the Q-dependent interaction parameter 1(q) can be estimated
from the experimental x(¢) and the band structure. It turns out that its Q-dependence
has to be significantly stronger than assumed so far [13,175] in order to account for
the observations.

Ti-doping enhances the incommensurate fluctuations. In the ordered state (9%
Ti) there is, apart the opening of a gap at low energies (of the order 0.5 meV), no
qualitative change of these fluctuations. Near the critical concentration of 2.5%, where
magnetic order sets in at low temperatures, the w /7T scaling as it would be expected
at a quantum critical point, is not observed down to 1.5 K, which is probably related
to disorder or related effects that make this system more complicated and prevent a
divergence of magnetic fluctuations.
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5 Bilayer Ruthenates

5.1 Spin density in CazRu07

5.1.1 The bilayer Ruthenate Ca3Ru;07 and its metamagnetic
transition

In contrast to the single-layer Ca/Sr-Ruthenates, which are by now studied in great
detail and yield lots of interesting phenomena when varying the chemical composition,
the knowledge about the phase diagram of Sr;.,Ca,Ru,Oy is still very poor'. The work
that has been published so far dates from about ten years ago and contains suscep-
tibility, resistivity, x-ray powder diffraction and specific heat measurements [223, 224]
(and, for a few x, some ARPES data [225]). There are some disagreements and
apparent problems with sample quality (for instance when erroneously reporting a
ferromagnetic state for SrsRu,O7), so up to now no conclusive phase diagram of
Sr3,Ca,Ru,07 exists. It seems clear that very similar to the case of Ca,SrRuQy,
the structural effect of the smaller Ca ions determines the relatively drastic changes
in the physical behavior between SrzRu,O; and CazRu.O7, and at least one true
structural phase transition must exist between these two extremes. Also here, the
structural distortions are stronger on the Ca-side, and on this side there is again
antiferromagnetic order. Furthermore, in the intermediate region, the antiferromag-
netism is suppressed and an either weakly ferromagnetic or at least nearly ferromag-
netic state observed, accompanied by a significant increase in the electronic specific
heat coefficient — the vague similarity to Ca,,Sr,RuO, immediately comes to one’s
mind. Finally, Sr3Ru,Oy, as discussed in the context of the metamagnetic transition,
bears resemblance to Ca; gSrq2RuO4. One may therefore say that the bilayer Ca/Sr-
Ruthenates probably behave in a qualitative way similar to the single-layer system, as
one would also naively expect. An interesting aspect is added to the problem by the
existence of bilayers, which reduces the two-dimensionality and opens possibilities
for (possibly even more complicated) new behavior.

While a more detailed study of the phase diagram of Sr;.,Ca,Ru,O; would certainly
be worthwhile and reveal interesting results, the two end members Caz;Ru,O; and
Sr3Ru,0O7 have been studied in great detail during the recent years. In SrzRu,0-, this

!Note that in the commonly used notation, x=0 corresponds to the Sr-side of the phase diagram,
unlike in Cag_SryRuOy.
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5 Bilayer Ruthenates

Figure 5.1:  Structure
of CagRus07. (a) view
onto the a,c-plane (b)
the central bilayer unit
viewed from above.

is mainly due to its metamagnetic transition and quantum critical behavior (see Chap-
ter 3). In addition, doping influences the magnetic properties, as will be discussed
below.

CazRu»07 has at first sight similar properties as Ca,RuQ4: upon cooling it displays
a structural phase transition with a simultaneous increase in resistivity, and a transi-
tion from paramagnetism to antiferromagnetic order. The structure of CazRu.0Oy is,
like that of Ca,RuQ,, orthorhombic and characterized by a substantial rotation and tilt
of the RuOg-octahedra in the range of 14-15°[226,227]. The tilt axis is the b-axis, and
the space group is Bb2;m 2. In contrast to SrsRu,O; which has only the rotational
distortion [90], the rotations of the octahedra within the bilayers are coupled via the
bridging interlayer oxygen atom, which enforces the same rotation sense of the so
coupled octahedra in the adjacent layers. (In Sr3Ru,O-, their rotation is opposite.) In
the same way, the tilt has to be opposite. This combination makes it impossible to
find an inversion centre, which makes the structure acentric. This lack of centrosym-
metry is thus directly related to the rotation and tilt of the octahedra, and because
both are large effects, it cannot be neglected, nor reasonably be approximated in a
centrosymmetric way.

At T=48 K there is a first order discontinuous structural phase transition below
which the lattice is elongated along the a and b-direction and compressed along

2In the literature, there is major confusion about the correct assignment of the orthorhombic axes a
and b, which is quite important in view of the very anisotropic behavior of the material. All authors
give a < b, but identify different directions as the easy and hard axis etc. The correct notation is
that in Refs. [226,228] and some subsequent papers, while the publications from the group of G.
Cao, which present the majority in this field, are wrong. The easy axis is b (i. e. the longer axis).
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5.1 Spin density in CazRu,0;

Figure 5.2: Metamagnetic

(@ 2 transition in CazRuyOs.
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c [226, 229] (without significant changes in tilt, unlike in Ca,RuO,4, where the effect
is much larger [43]). Below this phase transition, the in-plane and out-of-plane re-
sistivity are both slightly enhanced, but one cannot speak of a true metal-insulator
transition. The c-axis resistivity p. is nonmetallic over the entire temperature range
except at very low temperature, while the in-plane resistivity is mostly metallic. There-
fore it seems now clear (after some contradictory reports in the literature) that at low
temperature the system is in a metallic state, though with a relatively high resistiv-
ity [228,230]. Quantum oscillations [228,231] and ARPES measurements [232] indi-
cate an extremely small Fermi surface of about 0.3% the area of the Brillouin zone.

Below Ty=56 K, CazRu,O; is in an antiferromagnetically ordered state. Like in
CayRuQq,, this seems to happen independently of the structural transition, but, in
contrast, at a higher temperature. The magnetic structure at low temperature as
known so far consists of ferromagnetically coupled bilayers with the spin direction
parallel to the b-axis. That means there is obviously a relatively strong ferromagnetic
coupling within a single plane as well as to the adjacent plane within one bilayer
unit. Only between different bilayers, where the magnetic coupling is expected to be
relatively weak, the coupling is antiferromagnetic yielding the overall antiferromagnetic
state (“A-type antiferromagnet’) of CazRu.O;. Within this scenario, the observed
properties (easy and hard axis etc.) are readily explained.

This type of antiferromagnetic order also explains another remarkable feature of
CazRu,07: the metamagnetic transition, which is observed at about 6 T for fields
along the b-axis [234], see Figure 5.2. As the coupling between different bilayer units
is weak, this magnetic field is sufficient to flip the entire polarization of each second
bilayer unit at a relatively low energy cost, thus turning the antiferromagnetic state into
a fully ferromagnetic one, as indicated in parts (c) and (d) of the Figure. This may also
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5 Bilayer Ruthenates

intuitively explain the resistivity drop in p. at the transition as a spin-valve effect [235].

In general, the very anisotropic behavior of all properties that depend on the direc-
tion (resistivity, magnetic field, etc.) produces a great amount of interesting effects that
is hard to overview as a whole. For instance, other field directions yield a metamag-
netic behavior only weaker and at much higher fields. Moreover, the phase between
48 and 56 K appears interesting (with a proposed reorientation of the magnetic mo-
ments within the antiferromagnetic state) and seems to add further interesting aspects
to the system. The summary of such observations led to the proposals of complex
H,T-phase diagrams for the different field directions, including spin-flop, spin-flip and
rotated spin phases with various proposals for orbital order [236—238]. In the con-
text of this chapter, especially the low temperature properties are of interest. Here,
the situation appears relatively simple, as only the two phases below and above the
metamagnetic transition play a role.

At this metamagnetic transition (B=6 T, B||b), also the structural effect has been
investigated [230,239]. A strong magnetostriction is indeed observed, but these stud-
ies mainly focused on relatively high temperatures. There, the magnetic field induces
a transition which has the character of the 48 K structural transition, and the high-field
phase is different from the high-field phase that arises at low temperature from just
flipping the spin direction of one bilayer at B=6 T, B||b. (For some phase diagrams
illustrating this difference, see for instance Ref. [238].) At the 6 T metamagnetic tran-
sition at low temperature, no significant structural effect as function of field has been
observed — this is insofar well understandable as the magnetic configuration of the
whole bilayer does, except the reversal of the spin direction, not change at this tran-
sition, so even in the case of strong magnetoelastic coupling no sizeable effects are
expected.

In general, the metamagnetic transition in CazRu,O; does therefore not have much
in common with the metamagnetic transition in Ca; gSrg2RuO,4. In CazRu,0O;, al-
though weakly metallic, the magnetic properties and in particular the metamagnetic
transition are well understood in a picture of localized magnetic moments. Both sides
of the transition are magnetically ordered states, and this magnetic order differs in
nothing else than the bilayer relation, so the electronic configuration and other prop-
erties may also expected to be identical. Furthermore, in contrast to Ca; gSry2RuQy,
the metamagnetic transition has well-defined first order character with a pronounced
hysteresis etc.

5.1.2 Measurement of the spin density in CazRu;07
Experimental

For the determination of the spin density, a single crystal (irregular plate-like shape,
estimated 20 mm?3) has been used on the diffractometer 5C1. It was untwinned with
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5.1 Spin density in CazRu,0;

experimental lattice constants of 5.37, 5.66 and 19.52 A and oriented with the b-axis
parallel to the magnetic field (within about 1°). The standard configuration of 5C1
has been used. Due to their relatively weak intensity, it was not possible to mea-
sure the antiferromagnetic reflections reasonably well ((0,0,3) and (1,1,0) have been
identified). The zero-field phase has been studied later for its nuclear and magnetic
structure on the four-circle diffractometer 5C2, which is much better suited for this type
of measurement [240]. On 5C1, the focus has been entirely on the measurement of
flipping ratios at B=7 T and T=1.5 K.

A total of about 600 flipping ratios has been measured, with typical measuring times
of about 10 minutes for strong and 30 minutes for weak reflections. After averaging of
identical (h,k,lI) and Friedel pairs, 320 reflections are included in the refinement. Out
of these, 148 are really symmetrically independent, and about the half of these has
a flipping ratio which deviates from 1 by more than twice the error bar ¢. In view of
the restrictions imposed by the experimental geometry this is a relatively large num-
ber and constitutes already a good data set — the large ordered moment of about
1.7 ug per Ru is very helpful in measuring significant flipping ratios on many Bragg
reflections. A very special technical problem occurred during the measurement: the
cooling of the cryoflipper stopped working for several days. It was carefully checked
that the data were still reproducible, but with different (surprisingly not too much dif-
ferent) flipping ratios than with the flipper fully operational; the data set has therefore
been divided into two subsets. Later these conditions were carefully investigated with
a FeCo test sample yielding a value of 40.3% for the beam polarization p". This value
was appropriately taken into account during the refinement. Normally, the efficiency
of the flipper is practically 100%, and the normal beam polarization on 5C1 is 92%.

Thanks to the large magnetic moment, also the observed ef-

fects are very large, and it is well possible to observe the metam-

agnetic transition at the expected field in the neutron diffraction 2000 HKL=0,0,6 ses Wl |

data. The perhaps most striking example for the size of these 550l E
effects is the (0,0,6) Bragg reflection. It has a not very large ® down

(30s)

nuclear structure factor, which is of the same order as the mag- 1000}

netic structure factor, so that the flipping ratio becomes very dif- 3 (LTI

ferent from 1. The effect of the metamagnetic transition on the © 500 .

count rates, when the overall magnetization suddenly changes, sessA
is therefore extreme, see Figure 5.3. 750 55 60 65 70

magnetic field (T)

For the refinement of the spin density, the accurate knowledge

of the nuclear structure factors is important. As mentioned, a Figure 5.3: intensiy of the (0,06)
Bragg reflection in CazRu,O7 for the two

detailed structural analysis on the same single crystal has been  spin directions as function of the mag-
carried out recently by Olaf Schumann [240], but the results are et field showing the drastic effect at

the metamagnetic transition.

not yet available. These new data are of course expected to
yield the most precise structural information on CazRu,O7, but
the preliminary impression is that in the relevant aspects it confirms the results of the
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Figure 5.4: Projections of the spin density in CazgRusO7 onto the a,c-plane. (a) shows
the full unit cell and corresponds to the view in Figure 5.1b, and (b) is a zoomed view
of the central bilayer. While (a) and (b) have been obtained by Fourier inversion using
only the (h,0,]) reflections, map (c) shows the same area as obtained by the maximum
entropy treatment of the full data set.

powder diffraction experiment published by Y. Yoshida [226]. The structural data from
this reference have therefore been used in the current spin density refinement.

Results

As discussed in Chapter 2, an important issue in the data treatment is the lack of
centrosymmetry, which required the re-implementation of the maximum entropy al-
gorithm. Nevertheless, it is possible to obtain, as a first step, already some very
meaningful information with little effort and by use of only very basic mathematical
tools.

This is based upon the consideration that the phase of reflections of the form (h,0,1),
i. e. with k=0, is zero, so these are real numbers. In the calculation of the form factors
(nuclear and magnetic), the scattering density enters only as the integral over the b-
direction. In other words, they depend only on the projection (which has the desired
centrosymmetry) of the scattering density onto the a,c-plane. Therefore, from these
reflections the projection can be reconstructed. For this purpose, it is favorable that
the a,c-plane corresponds to the scattering plane in this experimental setup, so that
a relatively large number of reflections (h=0..10, 1=0..36) could be accessed.
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5.1 Spin density in CazRu,0;

(c) octahedron basal plane

04 = 0 1 2 3

X
(d,e) in-plane O-Ru-O bonds:

Figure 5.5: Various slices through the spin density in CagRu,O7. The x,y,z coordinates
correspond to directions parallel to the axes of the unit cell, and all scales are in Angstrom
(measured from the corners of the orthorhombic unit cell). “x/y“ denotes a direction in
the x,y-plane not parallel to one of the axes (zero point of these scales arbitrary). The
high intensity always corresponds exactly to the Ru sites. Further remarks: In (b) —
the plane in the middle of the bilayer — the Calcium sites are indicated, at which there
is no magnetization. In (c) the slice has been performed in the plane defined by the
four oxygen atoms (the “basal plane* of the RuOg-octahedron), i. e. a tilted plane with
respect to the unit cell and with non-constant z.

This procedure has been performed for 59 symmetrically inequivalent reflections
with k=0. The result is presented in Figure 5.4. There is a direct relation between this
figure and the nuclear structure in Figure 5.1a which allows to attribute the features
in the density map to the crystal structure. The eight most prominent regions of high
density are directly recognized as the places where the Ru sites project to. Also, the
tilt is well recognized in the density map. An enlarged version of the central bilayer
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is displayed in part (b) of the Figure, together with the projected atomic positions. In
the projection there is of course some uncertainty from where (which atomic sites)
the density actually comes from; in particular, the Calcium and apical oxygen atoms
contribute to nearly the same points. There is nevertheless hardly any doubt that the
maxima stem from the Ruthenium sites and the other contributions mainly from the
oxygen sites.

In order to obtain the amount of the magnetic moment belonging to the individual
atoms more quantitatively, not only the projection, but also the true three-dimensional
map is not well suited, as it is not evident to which atom the magnetization at an
arbitrary point (x,y,z) should be counted®. Therefore, a simple refinement has been
carried out assuming localized magnetic moments on the Ruthenium and oxygen
atomic sites and spherical form factors using the maglsq subroutine of the Cambridge
crystallographic library. The results for the magnetic moments (in ug) are:

Ru 1.38 (3)

O1 0.19¢
02 0.23 (
03 0.11 (
04 0.04 (

The meaning of the different oxygen sites is given in the drawing in Figure 5.5.
The given errors for the magnetic moments are probably underestimated, as this
refinement did not account for the non-spherical density especially on the Ruthenium
ion, which clearly plays a role as is evident from the spin density maps. Nevertheless,
not only the sum of the moments comes out correctly as 1.8 ug per Ru (consistent
within error bar with the 1.73 g from Ref. [233]), but also the relative distribution
among the different atomic sites should roughly reflect the true distribution — insofar
as localized moments on the atomic sites are a good model at all. The most important
information is that 75% of the total magnetization is carried by the Ruthenium ions,
and the remaining quarter has rather oxygen-character.

These findings are qualitatively confirmed by the spin density map as it has been
obtained from the maximum entropy treatment. In Figure 5.5, a number of slices
through the three-dimensional density map is shown, in order to get an as good as
possible impression of the spatial distribution. The relevant features are the following:

» The spin density is, as expected, mainly situated on the atomic sites. On some
of the bonds (Ru-0O), there is also some small, but significant density.

* Not only on the Ruthenium sites, but also on the oxygen sites there is a sig-
nificant amount of magnetization. This applies especially to the O2 atom (the

3For instance, when simply counting to the nearest atomic position, the oxygens would get much of
the density which should (see the various Figures) actually be attributed to Ruthenium, as the Ru
wave function is more extended in space.
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5.1 Spin density in CazRu,0;

Figure 5.6: One of the RuOs-layers (:|:1.2A
integrated along c¢). The oxygen positions
x (A) of two RuOg octahedra are indicated.

atom connecting the two layers) and O1, the apical oxygen atom. The two in-
plane oxygen atoms have only a small magnetization. This is consistent with
the magnetic moments given in the table above.

» The Calcium atoms have no significant magnetization. The map (b) shows no
intensity on the Ca-sites.

» The spin density on Ruthenium is clearly not spherical, but more extended along
the vertical direction. In the plane, it is much more isotropic, but still seems to
possess a minor twofold anisotropy (c).

There is thus a quite strong contrast to the single-layer Ruthenate, in which the spin
density has predominantly in-plane character: the Ruthenium spin density is more
extended in the a,b-plane, the in-plane oxygen atoms have much, and the apical
oxygen atoms nearly no magnetization. In CazRu,Oy, this is opposite.

The magnetic polarizations of the atoms may be compared to the results of den-
sity functional calculations by Singh and Auluck [235]. They find 1.23 ;g on Ru and
0.21 g on the interlayer bridging oxygen (O2), which is relatively well consistent with
the results obtained here. The other oxygen atoms are calculated to have lower po-
larization, and among these the O1 was predicted to have the lowest (0.08 ug) —
although the absolute deviations are only small, this contradicts the current finding
that also O1 has a higher magnetization than the in-plane oxygens.

Concerning the electronic configuration, it has been suggested on the basis of Ra-
man spectroscopic studies [237] that CazRu.Oy is in a ferro-orbitally ordered state.
With this term it is meant that the Ru 4d states are occupied like n,,=2 and ny,+ny,=2,
i. e. the dy, would generally be fully occupied (this description implicitly assumes a
rather localized picture.) This proposal seems at least partly motivated by the studies
on Ca,RuQy; however, in contrast to Ca,RuQ,, the compression of the RuOg octahe-
dra is negligible in CazRu.O7 [226]. Nevertheless, this scenario is consistent with the
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spin density data: if the d,, states are fully or nearly fully occupied, the spins of these
two electrons cancel out, so that these states do not contribute to the spin density.
The magnetic moment is then carried by the dy, and d, states. This can explain the
fact that the spin density extends more along the vertical axis than along the in-plane
directions. The d,, and d, orbitals do also hybridize with the O1 and O2 atoms, so if
they can accommodate part of the charge of the oxygen 2p-shell, also these oxygen
atoms can become magnetic. Finally, the predominant occupation of the d,, orbitals
is consistent with the LSDA calculation [235], although it also shows that an occupa-
tion (2,1,1) for d,y, dy, and dy, is certainly not exact (this is already clear from the fact
that in this high-spin configuration the expected moment would be 2 pg).

One may therefore assume that the proposed d,, orbital ordered state is at least
qualitatively correct. More quantitatively, from the measured polarization of the Oxy-
gen atoms one can estimate that there are about 4.4 electrons in the Ruthenium tyg
states, out of which, in view of the Ru polarization, 2.9 should be in the majority and
1.5 in the minority spin bands. The majority spin bands are therefore nearly com-
pletely filled, making CazRu,O; almost half-metallic. Among the minority spin bands,
the shape of the spin density suggests that d,, is occupied more than the others
(thereby reducing the d,, total spin moment).

Less clear is the question for eventual further orbital ordering effects (like, for in-
stance some of the more complicated ordering patterns that have been proposed for
CaxRuQ,). This question is hard to answer on the base of the present data because
the symmetry constraints exclude most antiferro-orbital patterns, as they would re-
quire a larger unit cell*. Nevertheless, when regarding the spin density in the layers,
there is a deviation from the four-fold symmetry. This is seen for instance in Figure
5.5c-e, where the octahedron’s basal plane and the O-Ru-O bonds are shown. On
one of the diagonals (O-Ru-O) of the basal plane, there seems to be higher density
than on the other. This leads to a pattern as shown in Figure 5.6, which one would
probably call an antiferro-orbital order. This order is, though, very weak. For a rough
estimation of its amplitude, one may take the projected density in the basal plane of
the octahedron and determine the integrated difference (absolute value) to the den-
sity which is rotated by 90° around the central Ru site, i. €. 1 3" |pyy — pyx|. In @ case
of fourfold symmetry, this would be zero. Here, it is near 0.1, so this number could be
given as an upper limit for the additional moment on one of the diagonals compared
to the other.

Such an additional antiferro-orbital order would be a very interesting result. In res-
onant x-ray scattering experiments, it has been searched, but not found®. On the one
hand, the effect is quite weak, so one may suspect an artefact for whatever reason; on
the other hand, showing up in the maximum entropy solution makes it quite credible

4And, of course, it would require the measurement of additional reflections that do not belong to the
space group. There is so far no indication of such superstructure reflections.
51. Zegkinoglou and B. Bohnenbuck, private communication
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— it is thus at present hard to estimate how reliable this result really is. This is some
work that is still in progress. Here, the measurement of flipping ratios in the antifer-
romagnetic phase and the more precise structural information® from the four-circle
diffractometer are expected to soon put this statement on a more reliable foundation.

5.2 Magnetism in Ti-doped Sr3Ru,07

5.2.1 Ti-doping and magnetic order in Sr3Ru,07

Among the bilayer Ruthenates, SrsRu,O- has, during the recent years, attracted very
much attention since the discovery of quantum-critical effects at its metamagnetic
transition (see Chapter 3). For this reason it is by now very well studied experimentally
and on very high quality samples. Nevertheless, the current level of knowledge is still
not such that the complicated behavior, especially the magnetic properties, are fully
understood.

When aiming to understand the magnetic properties, it can be interesting to study
the effect of doping on the system. This idea has, for instance, been part of the
motivation to study the series Ca,Sr,RuO, or Ti- and other doping in the case of
the spin-triplet superconductor SroRuQ4. Doping may enhance or weaken the phe-
nomena, and thus help to better reveal and understand them. Especially when there
is competition of different magnetic instabilities, it can be very useful to selectively
enhance one of them. In SrzRu,0O7, there seems to be a competition between (in-
commensurate) antiferromagnetic and ferromagnetic correlations — not only gener-
ally expected from the presence of the metamagnetic transition, but also more directly
proved by the neutron scattering experiments ( [100] and unpublished results by S.
Ramos et al.) or "7O-NMR [102]. It is thus very interesting to observe how a slight
variation of the chemical composition affects the properties of the system.

In the case of the bilayer Ruthenate, this is a very new research field, in contrast
to the single-layer Ruthenates, for which a lot is known about doping with different
elements — in particular Ti — as discussed in Chapter 4. Also, the perovskite (113-)
Ruthenate has already been quite thoroughly studied concerning doping with Tita-
nium [194, 241-243]. For the double-layer Ruthenates, in contrast, there is up to
now nearly no information — as mentioned, only the pure substances CazRu,O; and
Sr3Ru,O7 have been intensively investigated. One may of course argue that the bi-
layer Ruthenate should have some properties similar to SrRuO3; and Sr,RuO, (be-
cause in the Ruddelsden-Popper series it is located between these), and to some
extent it certainly has.

SNote that the structure in Ref. [226] appears a bit doubtful, because the four in-plane Ru-O bond
lengths are quite asymmetric, with the Ru ion not being situated in the centre of the basal plane.
One could suspect that this might eventually introduce artificial asymmetries in the spin density.
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The first of the two existing reports on doped Sr3Ru,O; [244] does not regard Ti,
but Mn doping and states that the paramagnetic metal Sr3Ru,O; is turned into an
antiferromagnetic Mott insulator at about 2.5% Mn-doping. The metal-insulator tran-
sition is insofar different from perovskite SrRu;4TixO3 as there it occurs only for much
higher Ti-content, x~0.5 (and its mechanism and the role of percolation is being dis-
cussed [194,241]). By neutron powder diffraction, peaks corresponding to antifer-
romagnetic order have been identified at (3,7,0) and (4,2,0), which appear simulta-
neously to the Metal-Insulator transition [244]. Finally, at this transition, a change
in the lattice constants is seen — ¢ shortens and a elongates by about 10 upon
cooling. The structural effect is thus much smaller than in Ca,RuQ,, but rather com-
parable to Caz;Ru,O; or the structural anomaly in Ca; gSro2RuO,4. The appearance
of incommensurate antiferromagnetic order at a wave vector on the diagonal of the
Brillouin zone at a few percent doping strongly resembles the case of SroRuq4TixO4,
despite the “minor” differences that the latter has lower ordering temperatures, a dif-
ferent propagation vector and no clear metal-insulator transition associated with the
magnetic order.

In addition to this study of Mn substitution, one very recent publication addresses
Ti-doped Sr3Ru,0O7 [245] and reports susceptibility, specific heat and resistivity data.
The observation is a disappearance of the 16 K-peak in the magnetic susceptibility
and a transition to an insulating state above 5% Ti-content. The authors do, sur-
prisingly, not address the issue of possible antiferromagnetic order, but rather do the
opposite, namely conclude the enhancement of ferromagnetic fluctuations. (This is
mainly inferred from the disappearance of the susceptibility peak, an increasing Weiss
temperature obtained from a high-temperature fit to the susceptibility, and a compar-
ison to the metamagnet Y(Co1.4Aly)2.) This conclusion appears a bit doubtful in view
of the effect of Mn-doping, the analogy to Sr,Ruq4TixO4 and that the possibility of an-
tiferromagnetic order seems not to be taken into account (for instance, the increase
in specific heat C/T could as well arise from antiferromagnetic fluctuations).

First results of J. Farrell from St. Andrews confirm the insulating behavior for Ti-
concentrations higher than 5% and the disappearance of the susceptibility peak.
There is again no direct evidence for magnetic order — while ferromagnetism can
be excluded, the susceptibility does not clearly reveal an antiferromagnetic transi-
tion, which may be due to the contamination by small amounts of a ferromagnetic
Sr4sRu3049 impurity phase.

In this situation, there is an obvious need for neutron scattering experiments in
order to clarify the conjecture of magnetic order and what is the nature of magnetic
correlations. The following section addresses the diffraction experiments on single
crystals with two different Ti-concentrations and unambiguously states the existence
of magnetic order. While this basically confirms the expectations, the question of
magnetic correlations in view of the relation to Srz3Ru,O5 is very interesting and so
far very puzzling and will be addressed afterwards in the subsequent section, which
reports some preliminary inelastic neutron scattering experiments.
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A reason for the interest in the investigation of magnetic correlations by inelas-
tic neutron scattering are the still not very well understood magnetic properties of
Sr3Ru,0O7, especially what magnetic correlations are involved in the metamagnetic
transition and the formation of the strange phase around the quantum critical point.
The attractive feature of Ti-doping is that it proves the existence of a magnetic insta-
bility not considered so far: a propagation vector along the diagonal of the Brillouin
zone for which there had no indication been seen in the data on pure Sr;Ru,O;. Char-
acterizing this new type of magnetic instability and addressing the question how such
different behavior can evolve from each other by small variation of the Ti-content, are
interesting reasons for a detailed study of Ti-doped Sr;Ru,O5.

5.2.2 Magnetic order probed by elastic neutron scattering

Elastic neutron scattering measurements were performed on crystals with 7.5% and
10% Ti-concentration on 4F1 and on IN12. These crystals had been grown in St.
Andrews by J. Farrell and have been mounted in two different orientations: either with
a and b in the scattering plane, or with a and c. Here and in the following, always the
tetragonal notation of the Brillouin zone is used, with a=b~3.9 A and c~20.6 A. On
4F1, the polarized neutron setup has been used, allowing for full linear polarization
analysis in order to probe the magnetic nature of the signal. On IN12, the standard
setup was used with a Be-Filter and the sample in a vacuum box which significantly
reduced the background at low scattering angles and thus permitted easy measure-

ment of (,1,0).

The history of experiments on Ti-doped Ruthenates is full of impurity phases. As
a matter of fact, the presence of elastic magnetic signals in Srz(Ruq4Tix).O7 has al-
ready been relatively clear before the first measurement on these samples, because
a corresponding signal in the single-layer Sr,Ruq4TixO4 had been identified as the
contribution from a 327-impurity phase. Unfortunately, the new samples of bilayer
Ruthenates also contained impurity phases: the triple layer and, in some of them,
the single-layer phase, each of them in the sizeable amount of several percent. It
appears relatively safe to assume that they do not influence the magnetic order itself
seriously, so the results are meaningful despite some impurity (also in the single-layer
Ruthenates, the impurity phase simply showed up as an additional peak not changing
the original one). The stoichiometry concerning the Ti-content may eventually slightly
change, but is a negligible effect for the current purpose. It is a more severe problem
that Sr,Ru30+¢ has ferromagnetic order below about 105 K with a moment of 1 g per
Ru [82]. Though not a problem for diffraction itself, this is, despite the relatively small
impurity amount, extremely harmful in the polarized neutron experiment as it very ef-
ficiently depolarizes the neutron beam. As well for the inelastic data, see below, this
is harmful.
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The polarized neutron experiment confirms the magnetic nature of the incommen-
surate peaks near (1,1,0), although with the ferromagnetic impurity the flipping ratios
are significantly reduced from their usually very high values on 4F1: as determined on
nuclear Bragg reflections, they are between 3 and 9, depending on the spin direction.
Thus, the signal is also present in the non-spin-flip channel with H||Q, but reduced
by the factor R — this is strong evidence for the magnetic origin of this peak. Nor-
mally, the bad flipping ratios preclude a reasonable polarization analysis. One may
add, in the cross sections (2.3), the non-spin-flip term to the spin-flip one with a pref-
actor 1/r+1 (the spin-flip term gets R/r+1), and vice versa, in order to account for this.
In view of the statistics, which is also relatively weak on the incommensurate peak,
the conclusion still can have only partially quantitative character. The intensities of
the incommensurate peak in the spin-flip channel are, for the neutron spin parallel to
x=(1,1,0), y=(0,0,1) and z=(1,-1,0):

l,= 37+6
l,= 15+4
.= 275+3

This is consistent with a ratio 12:1 of out-of-plane versus in-plane magnetic mo-
ment, each with an error 1. It can thus be concluded that the magnetic moment has
a large out-of-plane component — most probably, it is indeed oriented parallel to the
c-axis. This appears plausible in view of the fact that also in the single-layer Ti-doped
Ruthenate the magnetic moment was found to point along the c-direction [189]. The
anisotropy of the magnetic fluctuations in SroRuQ, [144,145] which leads to the mag-
netic moment direction along the c-axis in the Ti-doped samples is a consequence of
the spin-orbit coupling. This anisotropy which favors the c-direction should in principle
not be very different in the bilayer Ruthenate. There, the electronic structure has less
but still pronounced two-dimensional character. (The role of the rotational distortion
of the structure is not evident — the result indicates that it seems not to be important
in this context.) In particular, the elongation of the RuOg octahedra along the c-axis,
the main local distortion at the Ru-site, is still present in SrsRu>O- [90].

For the more detailed analysis of the magnetic reflections, the use of unpolarized
neutrons is thus favorable, and it turned out that the conditions on IN12 were very
well suited to perform these measurements. A representative part of the data set is
summarized in Figure 5.7. At low temperature, signals were found at all positions
Q+q;, where Q is a vector (h,k,0) with integer h and k, and q; is a vector with h,k near
(but not exactly) ii. The intensity of these peaks decreases, the larger the scattering
vector, and they completely disappear when raising the temperature to 30 K. Even
without the polarized neutron result, this would be strong evidence for the magnetic
origin of these signals.

The magnetic peaks appear relatively sharp in Q. With an approximate model for
the resolution function of the spectrometer, one can analyze their width. The (1,-1,0)
Bragg reflection appears resolution limited, while the magnetic reflections are slightly
broadened, see Figure 5.7. A convolution of a Lorentzian peak function with the
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Figure 5.7: Elastic magnetic scattering in Srs(Ru;Tix)2O7. Figure (a) shows maps of
the magnetic scattering near the quarter-positions for Srs(Rug¢Tig1)2O7. The calculated
resolution ellipsoid at the respective scattering vectors is indicated as the dotted line.
Diagonal scans at 2 and 30 K are shown in (b). In (¢), a longitudinal scan is shown for
the sample with 7.5% Ti. For comparison with the magnetic peaks, the fundamental
structural Bragg reflection (1,-1,0) is shown in (d). In all cases, the count rates are
normalized to a monitor corresponding to approximately one minute counting time.

experimental resolution yields, by fitting to the data of the intensity maps, a correlation
length of 168+5 A in the a,b-plane (assuming that the intensity is extended along L,
see below). Though perhaps still a simplistic description, this demonstrates that the
magnetic correlation within the layers extends over quite a large distance.

Along the vertical direction, in contrast, there is only very little correlation. A limited
region of finite L-components of the scattering vector could be measured by tilting
the cryostat. Magnetic intensity is found at all values of L, but the various peaks at
different (H,K,0) have different L-dependence, see Figure 5.8. Those around (0,0,0)
and (1,1,0) have their maxima at L=0, while the ones around (1,0,0) at L=1. This
means the maxima are always found at positions separated by (+0.24,+0.24,0) from
the true Bragg points of the body-centred lattice (h+k+l even), and the intensity at
positions like (0.76,0.24,0) is not a real magnetic Bragg peak but rather originates
from the wide extension of the (0.76,0.24,+1) reflections. One can thus draw the fol-
lowing conclusions: the magnetic order is three-dimensional and reflects the layered
structure, which is body-centred in the tetragonal unit cell (neglecting the structural
distortions). On the other hand, the intensity distribution as function of L is very broad
—this indicates a very short correlation length (the quantitative analysis cannot be per-
formed due to unfavorable resolution conditions along this direction). Perhaps there
may even be an L-independent part, suggesting a disordered component, but proba-
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bly the finite intensity at some distance from the maximum in Figure 5.8 simply arises
from the large width alone when considering the overlap with the intensity stemming
from the next maximum (not in the measured range) at Ly t2.

This type of magnetic order represents a noteworthy difference to the magnetic
order in the Ti-doped single-layer Ruthenate: there, the propagation vector has a
finite L-component, (0.307, 0.307, 1) [189].

The coupling within the two layers that form the bilayer is ferromagnetic. Due to
the very limited accessible L-range, it is not possible to observe the modulation aris-
ing from the bilayer structure factor, cos*(2rLz/c) (where z is the distance between
the layers); in the case of antiferromagnetic coupling, in contrast, the intensity at L=0
should be zero. A ferromagnetic coupling would correspond to Caz;Ru,O7, where
the two layers are also coupled ferromagnetically. In general, any magnetic coupling
within the bilayer is probably strong, and although (unlike in CazRu,O-) of antiferro-
magnetic character in the a,b-directions in Sr3(Ruy4Tix)207, this is reflected by the
long in-plane correlation length. The relative weakness of the inter-bilayer coupling
leads to only weakly correlated order along the vertical direction.

To give further details about the magnetic structure is difficult because the current
measurement contains only very few inequivalent reflections, and the evaluation of
the intensities is further complicated by the disorder effects. Not excluding other pos-
sibilities, one may state that the “simplest‘ model, a sinusoidal spin-density wave with
propagation vector (0.24, 0.24, 0) is consistent with the observations, if its amplitude
is between 0.5 and 1 ug. This size of the ordered moment is significantly larger than
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Figure 5.9: Temperature dependence of elastic magnetic scattering in Srz(Ru_Tiy)207.
(a) The variation of the magnetic reflection with temperature in Srz(Rug .g25Tig.075)207
(transverse scans). (b) The intensity of several magnetic reflections (fit to scans, back-
ground subtracted) as function of temperature for the two Ti-concentrations. The posi-
tion of the peaks is constant (c), but depends on the Ti-concentration and Ty (d).

in SroRu 4 TixO4 (~0.3 ). The elastic intensity depends on the square of the mag-
netic moment. The relatively large value of the magnetic moment is the reason for the
high measured intensities and can explain why the 327-impurities in the single-layer
Ruthenates could give rise to scattering of nearly the same strength as the majority
phase.

The temperature dependence of the magnetic signals is summarized in Figure 5.9.
The various magnetic peaks have the same temperature dependence and disappear
simultaneously, as expected. For 10% Ti, the ordering temperature is about 5 K higher
than for 7.5% Ti. As Tn(x) does most probably not vary linearly with the Ti-content
X, one cannot extrapolate the critical value of x where the order appears. It may be
a similar value like in the case of Mn-doping [244]. There is, though, a remarkable
difference in the ordering temperatures, which are much higher for the Mn-doped
crystals.

As stated above, the propagation vector is not exactly at quarter-values, i. e. not
commensurate with the lattice. On the cold triple-axis spectrometer, the position of
the peaks can be quite precisely determined, and the positions of equivalent peaks
around several different reciprocal lattice points are well consistent. As function of
temperature, no shift can be resolved, but it turns out that the position is not equal
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for the two concentrations: q=0.2369(2) for x=7.5% and q=0.2411(2) for x=10%. With
only two concentrations studied, one cannot specify in more detail the doping depen-
dencies of Ty and q. There is, however, a noticeable implicit relation between Ty
and q (Figure 5.9d): when including a third point, which is obtained from the study
of the impurity signal in a 214-crystal, there is some evidence for a linear relation
between these two quantities. One might speculate that order could perhaps become
more stable if it is commensurate with the lattice (q=1/4), but at present the data is
definitely not sufficient for a strong statement.” In addition, sample quality might be
important for such rather small effects (possible deviations in stoichiometry, though,
are obviously irrelevant for this type of plot). One would clearly need a greater number
of points to clarify this issue.

Structural effect at the magnetic transition At the magnetic ordering temperature,
there is also a structural effect. Normally, a diffraction experiment like in the setup with
a multi-crystal on a thermal triple-axis spectrometer with coarse resolution cannot
measure relative changes of lattice constants very precisely. However, on the edge
of a strong Bragg reflection, where the slope |dI/dq| is large and the count rate very
high (but safely below saturation), the measured intensity is extremely sensitive to a
change of the lattice constant — provided that no part of the spectrometer is moved
during the procedure. This “trick* has been applied to the (2,0,0) Bragg reflection of
Sr3(RuggTig.1)207 on IN22. 1t yields a relative elongation of the lattice constant a by
1.15.10* when cooling through Ty. The c-axis was not in the scattering plane, so
it is not sure if it simultaneously shortens, as might be suspected. The elongation
of the in-plane lattice constant resembles the structural effect that is observed in an
astonishingly large number of similar compounds, like for instance the single-layer
CanxSrkRuQy, in CazRu,05, in Ca,RuOy, (there, it is more than an order of magnitude
larger) or in the closely related Mn-doped Sr3Ru.O;. Although these materials differ
in the detailed nature of their low temperature phases (different type of magnetic order
or magnetic correlations), it is very interesting and remarkable that this is obviously a
quite universal effect.

5.2.3 Magnetic excitations in Sr3(Rug g Tip.1)207

Inelastic neutron scattering experiments have been performed on the cold neutron
triple-axis spectrometer IN12 and on the thermal neutron triple-axis spectrometer
IN22. For this measurement, five newly grown single crystals between 1 and 2 cm
length have been coaligned with the a and b-axes in the scattering plane (Figure
5.10). This setup turned out to be in principle well suited for measuring the magnetic

“In such a case, it would be interesting to see if also the correlation length is longer. The peak
width seems indeed to be smaller, but due to the quite different experimental conditions, a precise
comparison is very difficult.
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excitations; in particular, the intensity of the signals was, compared to some other
Ruthenates, in an at least reasonable range. A serious problem was caused only by
the presence of the Sr,Ru301¢ impurity phase. lts ferromagnetic order causes the
presence of magnons which significantly contribute to the inelastic neutron scattering
cross section and in some Q-regions overlay the signals to be studied.

The overall distribution of intensity in the Brillouin zone is probably best visualized
in the intensity maps at E=2.5 meV in Figure 5.11. There are several important con-
tributions:

» The highest intensity is found near Q=(1,0,0). As in the single-layer Ruthenate,
this is not a Bragg point of the reciprocal lattice, but as the magnetic correlations
have strongly two-dimensional character, it can be regarded as a ferromagnetic
zone centre.

» Another maximum, though much smaller, is also observed near the Q-vector
of the incommensurate magnetic order, Q=(0.76,0.24,0). Its maximum seems
slightly shifted towards (1,0,0), which is probably mainly due to the beginning
overlap with the intensity around (1,0,0).
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Figure 5.10: sample used
for inelastic measurements on
Sr3(Rug.gTig.1)207: five crystals

The signal near (1,0,0) is symmetric around (1,0,0) and has dis-
persive character. In the intensity maps, one can clearly identify the
quarter-circle centred at (1,0,0) which arises from the constant-energy
cut through the dispersion cone. It is most probably due to a ferro-
magnetic magnon and seems to have its origin in the ferromagnetic
SrsRu3049 impurity phase. This is supported by its temperature de-
pendence: there is no perceptible change at Ty, and it can be followed
up to 150 K, the highest measured temperature. Near 90 K, which is
about the ferromagnetic ordering temperature in pure SrsRuzOqg, it
becomes significantly broadened. A quite peculiar feature in its tem-
perature dependence is the quickly increasing separation of the peaks

coaligned with the c-axis vertical  towards higher temperature, which indicates a softening of the disper-

sion. As an impurity phase, the SrsRuzOo components are probably
quite diluted in the crystal, so its properties may differ from that of pure Sr,RuzOq.
There is nevertheless good reason to believe that the dispersive signal around (1,0,0)
is related to Sr;Ru3049. Of course this does not mean that this scattering does en-
tirely originate from Sr4sRu3zO1¢ — also the 327-phase may well contribute, but it is
impossible to separate these contributions.

The overwhelming strength of this signal compared to all other features is (even
in view of the fact that Sr,Ruz04¢ has a large ordered moment) quite astonishing
and might be taken as a reason for deep pessimism regarding the significance of
the collected data for the Srz(RuggTip.1)2O7 studies at all. There are nevertheless
some features that can well be separated and provide interesting information about
Sr3(Rug.gTig.1)207.

Regarding the diagonal scans in Figure 5.11, there is a remarkable temperature
effect. After correction for the Bose factor, the inner (magnon) signal is temperature-
independent, while the outer component at H=0.8 and the symmetric one at H=1.2
are strongly enhanced at 33 K. This unambiguously proves that this signal is inde-
pendent from the strong ferromagnetic one. As it is found at the wave vector of the
incommensurate antiferromagnetic order, it is interpreted as the excitations of the spin
density wave.

It can be reasonably separated from the ferromagnetic component up to about
6 meV energy transfer; above, the dispersion of the magnon causes significant over-
lap with it. Up to 6 meV, though, this signal can be well studied, and constant energy
scans in (1,1,0)-direction are not contaminated by the magnon scattering. Figure 5.12
contains a detailed characterization of these excitations. The constant energy scans
across this signal have the same shape in the entire range of temperatures and en-
ergy transfers that has been studied. (22 K is below, and 33 K above the ordering
temperature of the sample.) In particular, in the ordered state at 1.5 K there is no dis-
persive feature; the peak width does not depend on the energy transfer and is larger
than the resolution. The width and the absence of dispersion speak against the in-
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Figure 5.12: Magnetic excitations at the incommensurate wave vector (0.76, 0.24, 0).
(a): Energy scans at five temperatures, (b) summarized the fits of single relaxor functions
(T>22 K). In (c), a series of constant energy scans across this signal is shown.

terpretation as a collective mode but rather as excitations within the continuum. It is,
however, not possible to entirely rule out the relevance of one or several modes with a
very steep dispersion. Further support for this statement comes from the shape (the
width) of the constant energy scans, which is essentially unchanged when heating to
temperatures above Ty.

While the width remains the same, there is nevertheless a significant temperature
dependence in the intensities and spectral functions, which manifests itself in the
energy scans (Fig. 5.12a). Above Ty, the energy scans can be approximately fitted
with a single relaxor function — the better, the higher the temperature. The maximum
of spectral weight (I') shifts to lower energies, as expected when approaching the
transition. It can, however, not be seen in the data that it approaches zero, as normally
expected. It has to be kept in mind, though, that close to the transition this spectral
form may be inadequate as only one component (.., as M||z) is expected to diverge,
while the others remain finite. At 22 K, the reduced intensity at low energies indicates
the beginning of opening a gap. At 1.5 K, there is clear indication for the formation of
a gap below about 2 meV.

Itis in general a very interesting question what is the relation between the magnetic
correlations in Sr3(Rug g Tig.1)207 to those in Sr3Ru,O-. It is highly astonishing that the
wave vector at which magnetic order appears in Ti-doped SrsRu,O; seems to have
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Figure 5.13: (a) Transverse scans across (1,0,0), showing a pronounced shoulder at
K=40.2 (1 meV data not directly comparable due to a different k¢). (b) Scans ||H
across the incommensurate peak towards the shoulders in (a), as indicated in the sketch.

no relation to the magnetic correlations in pure Sr3Ru,O7. This is in sharp contrast
to the single-layer Ruthenates. There, the magnetic instability at which magnetic
order appears under Ti-doping is already observed in SroRuQ, in the form of strong
magnetic fluctuations. In SrzRu,0O5, inelastic magnetic signals have been identified
on the a/b-axes rather than on the diagonal, at g=0.09 and 0.25 [100]. In addition,
ferromagnetic fluctuations have been found at higher temperatures, but no indication
for anything related to the diagonal propagation vector of magnetic order in the Ti-
doped samples®.

Concerning ferromagnetic fluctuations, as they have also been suggested by
Hooper et al. [245], one cannot make any clear statement, because the mea-
sured intensity around any ferromagnetic wave vectors is overlayed by the signal
from the impurity phase. It is well possible that a ferromagnetic contribution from
Sr3(RuggTig.1)207 also exists, but it cannot be separated. Even if present, their exis-
tence would probably not answer the question about the relation between the incom-
mensurate wave vectors on the axes and the diagonals.

Regarding the transverse scans across (1,0,0) at T=33 K in Figure 5.13, there is a
distinct shoulder on both sides near +0.2. Its position thus resembles the outer in-
commensurate peak in SrsRu,O7 (q~0.25). The inner one, if present, suffers from the
overlap with the ferromagnetic signal and can definitely not be observed. It is tempt-
ing to identify this shoulder with the incommensurate peak in Srz3Ru,O7. This signal,
while well observable at 33 K at different energy transfers, seems to be not present
or at least much weaker at 1.5 K (not shown). In view of a signal at this position,

8 Although not identified as a peak, there seems to be some small intensity also on the diagonals of
the published data in Ref. [100]. It is, however, extremely weak.
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5.3 Summary

one might speculate about its connection to the one on the diagonal, as the value of
H is nearly identical®, or in other words, it is in the middle between two of the four
incommensurate magnetic peaks that form the corners of a square around (1,0,0). To
clarify this, a scan has been performed at various temperatures along the line which
connects the incommensurate magnetic peak on the diagonal of the Brillouin zone
with the shoulder in the scan through (1,0,0), see Figure 5.13. It gives the impres-
sion that at low temperature (1.5 and 22 K) the fluctuations at (0.76,0.24,0) form a
rather well separated peak, while at higher temperature there is a more continuous
flatter connection. This impression is supported by the two intensity maps in Figure
5.11 in which the incommensurate peak on the diagonal seems to be somewhat more
isolated at 1.5 K. One might thus speculate that the (1,0.25,0)-signals as they exist
in Srz3Ru,0O; and seem to be present also in this case, become somewhat elongated
perpendicular to the axis; such symmetrically equivalent streaks would meat exactly
at the magnetic peaks on the diagonals. This could then be an explanation why the
vector of the dominant fluctuations respectively the magnetic order is on the diago-
nal of the Brillouin zone. However, the support for this scenario from the data is not
yet very strong. In particular, the possible influence from the broad ferromagnetic
scattering represents an uncertainty in this scenario. It is nevertheless a possibility
how one might be able to reconcile the different wave vectors of magnetic signals
as soon as this can be verified on samples of higher purity and eventually different
Ti-concentrations.

5.3 Summary

The spin density study in CazRu,O; has been experimentally well feasible due to the
large induced magnetic moment above the metamagnetic transition. It provides a de-
tailed mapping of the spin density distribution. Significant magnetization is found not
only on the Ruthenium site, but also on the two Oxygen sites which do not belong to
the layers. On Ruthenium itself, the spin density is very aspheric and elongated along
the vertical O-Ru-O bonds. This distribution agrees with the proposals concerning the
orbital occupation [235,237] which essentially correspond to a state of ferro-orbital or-
der in which the dy, states are fully or nearly fully occupied. In the layers, there is an
additional, though quite weak indication for antiferro-orbital order.

In Ti-doped Sr3Ru,O;, magnetic order with a propagation vector near 33;5(3-1,‘1‘,0)
has been found. The exact value of Q32" depends on the Ti-concentration and seems

mag

to scale with the transition temperature. While the correlation length within the lay-

9The H-value of the shoulder, as well as the H,K-values of the incommensurate magnetic peak seem to
be always somewhat lower than 0.24 (as expected from the propagation vector of magnetic order)
or 0.25 (the value of the SrgRusO7-peak). This may be not very significant because all signals are
very broad, and the overlap with the ferromagnetic signal generally tends to shift the maxima to
lower values.
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5 Bilayer Ruthenates

ers is long, there is only weak correlation between different bilayers. Furthermore,
a structural effect similar to other Ruthenates has been observed at the magnetic
transition.

The study of the excitation spectrum in Srz(RugoTig.1)2O7 has proven the existence
of magnetic fluctuations at Q327, both above and below Ty; below Ty, they are gapped
below about 2 meV. Another broad signal is found on the axes of the Brillouin zone,
separated about g=0.2 from (1,0,0). This is close to the position of the incommen-
surate magnetic response in pure SrzRu,0O; [100] (peaked at g=0.09 and 0.25). The
intriguing question how the spin dynamics of pure Sr3Ru,Oy is related to the one of
Ti-doped Sr3;Ru,O7 and its magnetic order, can not yet be finally answered because
strong intensity centred at ferromagnetic wave vectors, which seems mainly to arise
from an impurity phase, has rendered the study of these signals difficult. It turns out,
though, that at both types of wave vectors — those on the axes like in Sr3Ru,0O; and
those on the diagonal — there is significant inelastic scattering.
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6 Summary, conclusions and outlook

The largest part of the experimental work presented in this thesis has addressed the
magnetic correlations in Caa«Sry,RUuO, and in particular the metamagnetic transition.
In Ca,SryRuQ, (here studied for x=0.2 and 0.62) there are strong magnetic corre-
lations of both ferromagnetic and incommensurate antiferromagnetic character. The
interplay of these magnetic instabilities governs the behavior of these materials.

In Ca; gSrg2RuQy4, the ferromagnetic fluctuations are strongly suppressed at low
temperature (~2 K). The antiferromagnetic response has been characterized in detalil
and was found to have a complicated structure consisting of at least two contributions
on the axes of the Brillouin zone on each side of the 2D zone centre. These excitations
can probably be ascribed to nesting vectors in the y-sheet of the Fermi surface. In
addition, nesting in the « and g-sheets gives rise to another, weaker signal closely
related to the incommensurate signal in Sr,RuQy, thus proving that these two Fermi
surfaces are still intact and that the filling of the bands has not significantly changed
compared to SroRuQ,.

Upon increase of the temperature, intense paramagnon scattering appears, which
is in good agreement with the macroscopic magnetic susceptibility. These fluctuations
of ferromagnetic character and low characteristic energy are significantly enhanced
at the metamagnetic transition and seem to determine the thermodynamics of the
metamagnetic transition. The antiferromagnetic fluctuations, in contrast, are entirely
suppressed by the magnetic field. Above the metamagnetic transition, the excitations
have a dispersive character and can be well described as a ferromagnetic magnon.
This observation — to the best of our knowledge the first observation of this kind —
proves the presence of a strong ferromagnetic interaction, and that Ca; gSrg,RuQO,
above the metamagnetic transition is in an intrinsically ferromagnetic state.

Ca; 38Sro62RUQ; is, without field, very close to the transition into a ferromagnetic
state and shows, in addition to the incommensurate antiferromagnetic signals, strong
ferromagnetic fluctuations. The superposition of ferro- and antiferromagnetic com-
ponents fully describes the magnetic response, and its evolution up to temperatures
above 100 K arises from the respective temperature dependencies of these compo-
nents.

In Sr,RuQ,, a thorough study of the magnetic fluctuation spectrum has been car-
ried out using polarized neutrons in order to resolve weak magnetic signals. Thereby,
the existence of magnetic fluctuations around the centre of the Brillouin zone, i. e.
of ferromagnetic character, has been proved. These fluctuations are only weakly
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6 Summary, conclusions and outlook

Q-dependent and cover a large portion of the Brillouin zone; their momentum width
(FWHM) is approximately n/a. These fluctuations do not significantly change between
low temperature (1.6 K) and 150 K. Their amplitude is in accordance with the macro-
scopic magnetic susceptibility and amounts to only about 10% of the amplitude of
the incommensurate fluctuations that have recently been well characterized. Further-
more, the characteristic energy of the ferromagnetic signal is higher and amounts to
15-20 meV. The derived model for x(q) is in quantitative agreement with NMR and
specific heat data from the literature. These comparisons underline the importance
of the weakly Q-dependent part of the fluctuations.

These neutron scattering results present the first clear and direct observation of
these fluctuations which have earlier been suggested for instance by NMR data.
Moreover, their energy scale and Q-dependence is directly obtained. Although broad,
they are peaked at the zone centre, and are below the limit of detection at the zone
boundary, in contrast to the assumption of a Q-independent contribution that has so
far sometimes been made. In the framework of an RPA analysis, this variation has to
be attributed to a strong Q-dependence of the interaction parameter 1(q).

A detailed quantitative evaluation whether the effect of this ferromagnetic compo-
nent is sufficient to account for the properties of the superconducting state in Sr.RuQO,
within the framework of the various theoretical approaches would be highly desirable.
In general, though, the existence of ferromagnetic fluctuations might resolve some
of the problems associated with the previous models consisting of incommensurate
and/or Q-independent magnetic fluctuations. In this sense, the results presented here
support the hypothesis of magnetically mediated spin-triplet pairing in Sr.RuO, and
may be a basis for its quantitative explanation.

The measurements on Ti-doped Sr,RuO,; have shown excitations that resemble
the magnetic fluctuations in SroRuQy. In the ordered state (x=9% at low temperature)
there is an indication of a gap in the excitation spectrum. Near the critical concen-
tration x=2.5% the fluctuations at low temperature are enhanced, but do not obey an
w/T-scaling law down to T=2 K. This is probably to be regarded as an effect of disor-
der which inhibits the divergence of magnetic fluctuations and makes quantum critical
behavior in Sr,Ru;4TixO4 not observable like in a clean system.

On the bilayer Ruthenates, valuable information was obtained by elastic neutron
scattering. In a study with polarized neutrons, the spin density of CazRu,0; has
been determined. It shows a pronounced non-spherical distribution on the Ru sites,
which is elongated along the vertical direction, and significant magnetization on the
apical and the connecting interlayer oxygen atoms. These results qualitatively support
the assumed occupation of the different Ru 4d states; in addition there is a weak
indication of an antiferro-orbital pattern that needs further examination.

In Sr3(RuqTix)207, static spin-density wave order was found with a propagation
vector N(%,%,O) and characterized in detail for the Ti-concentrations 7.5 and 10%.
A preliminary study of the magnetic excitation spectrum in Sr3(RuggTig.1)2O7 shows
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excitations at a Q-vector on the diagonal that corresponds to the propagation vector of
the ordered state, which are gapped below about 2 meV at low temperature. Another
incommensurate signal exists near g=0.2 on the axes; this probably corresponds to
the signal in Srz3Ru,O;. The relevance of ferromagnetic scattering can, due to an
impurity signal, hardly be estimated.

At the end, one should try to give a realistic estimation of the current state of the
investigations and point out possible future steps that appear worthwhile from today’s
point of view.

The bilayer Ruthenates are a relatively new field, and it appears almost certain that
the continuation of these subjects will yield further interesting results.

Concerning the single-layer Ruthenates Ca,.SryRuO, and Sr,RuQ, (in its normal
state), substantial progress has been achieved in both cases, and the thus obtained
picture appears consistent and complete. A significant improvement with reasonable
effort seems impossible at the current state of sample growth, instrumental develop-
ment and neutron flux. In Sr,RuQ,4, however, a more precise study of the magnetic
fluctuations in the superconducting state would be — despite the great experimental
difficulties — desirable because of the high potential of such measurements to provide
further insight into the nature of superconductivity in Sro,RuQj.

In conclusion, the wide field of magnetism in the Ruthenates and the various fas-
cinating phenomena associated with it can by far not yet be regarded as sufficiently
studied and understood, and future theses will certainly be written about the Ruthen-
ates. Nevertheless, a better and better overall understanding of the magnetism in the
Ruthenates and related materials is emerging on the basis of these and other results
and is a good reason to expect further interesting discoveries in the future.

163



6 Summary, conclusions and outlook

164



A Appendix

A.1 The calibration of magnetic scattering intensity

This section describes the procedure of calibrating a magnetic intensity against an
acoustic phonon, as briefly discussed in section 2.1.3, including the technical details.
We first recall the formulas for the cross sections of phonon and magnetic scattering
(2.1) and (2.4) and formulate them in terms of the functions phonon and chi. This
is just an expansion of the cross-section formulas by a scale factor and two normal-
ization constants Y (to be determined) and C' (known) in order to split off these two
functions in convenient units.

d?o \" ky r? Y
— = NL1 O - chi Al
(deE) k; Amp% Scale™ “n (A1)

<d20 )ph _ Nﬂhj C

- . oh
dQdE k; 2 ScaleP® phonon
where
1
chi = Scale™™ - Ymogel - FI(Q)*- — (A.2)
1—e *BT
F,. 2 1
phonon = Scale””. Fae( QI IE—-E) ——
E,-C 1—e #8T

Here F,.(q) is the structure factor of the acoustic phonon (2.4), and C =
lim, o |F,.(Q)|?. This formulation represents the implementation of the dynamical
structure factor, which is by F2 /C normalized to 1 in its limit. Because in phonon E
enters explicitly, meV has been assumed as the energy unit, i. e. one must use the
(dimensionless) numbers £ = - and E, = fn‘f—eqv The Debye-Waller factor could
be included, but is not important because in magnetic scattering one usually works at
low temperature and small (). The function chi contains a numerical model xmogel fOr
the imaginary part of the susceptibility, which is the true one normalized by the factor

to be determined:

Xmodel = w (A.3)

On a spectrometer, the intensity (in number of counts per monitor) is expected to
be an unknown constant times the convolution of the cross section with the resolution
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Phonon ' ' ' IN20

E=10 meV I
500 ["Non-spin-flip

400 T=150K

Figure A.1: Left: Acoustic phonons in SroRuO4 at @ = (0,2,0). The red/orange
surface is the dispersion of the transverse acoustic phonon; the z-value is the energy in
meV, and the intensity of the color corresponds to the structure factor. One recognizes
that its intensity is maximum along h*, i.e. in a scan (0,2,0) £z - (1,0,0), and zero for
(0, K,0), as expected for the transverse polarization. The white line corresponds to a
constant energy scan at 10 meV. The blue surface is the longitudinal phonon; for a scan
like the one shown it does not contribute significantly. (Accordingly, the intensity of the
red surface fades away towards (0,K,0).) These surfaces are the function that has been
used to fit the phonon scans.

Right: Constant energy scan at 10 meV measured on IN20 (counting time ~ 13s per
point) and the fit to the function describing the phonon, taking account for the resolution
of the spectrometer.

function. This convolution is performed numerically by the software (Matlab/ResLib)
on the functions phonon and chi and, by adjusting the scale factors, fit to the experi-
mentally measured count rates. This means in fact that Scale”” and Scale™® are fit
in the way that the prefactors in the both equations (A.1) become equal. From this
condition, Y is then easily determined:
Scale™¥ 2mh?

= meV 2 =
ScaleP! r2 B

Scale™®

ScalePlh

2
C-1.489 10 Mg - 1B A4
& v (A4)
This is all the necessary information. One finally has to keep in mind that one usually

measures a sum of different components of x"(Q,w), see (2.2). By explicit summa-
tion of the structure factor Fy(G) = >, b;e'“%e"s, one obtains C' (= C2 | Fy(G)[2).
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A.2 Some remarks about the maximum entropy algorithm

Some useful values are, for @ = (2,0, 0), and referring to one formula unit:
Sr,RuO, 3.362 - 10'8kg "
Ca1,388r0_52RuO4 2.896 - 1018kg_1
CaigSrpoRuOs  2.831-10%¥kg™!

For Sr-concentrations other than = = 2 there is no specific model of the lattice
dynamics, so as an approximation the dispersion and the structure factors relative to
C are taken to be the same as in SroRuQOs;,.

As a final remark, one has of course to admit that some approximations could
be made (linear dispersion, constant structure factor, resolution ellipsoid’s volume,
constant Bose factor, etc.) allowing to do the procedure with less computational effort,
possibly even by hand. The described method is more general, does rely on fewer
assumptions and can be expected to be more accurate. Although a powerful method,
there remain uncertainties. Especially the effective resolution of the spectrometer can
be very hard to accurately numerically model. As a pure estimation of the accuracy
of the whole calibration procedure, 20 percent might be a realistic number.

A.2 Some remarks about the maximum entropy

algorithm
The crystallographic unit cell is divided into a set of N = n, - n, - n, pixels (‘volume
elements”) at which the magnetization is p;. The magnetic form factor for a reflection
Q = (h,k,1) is calculated as

Fu(Q) =) pe?m@m (A.5)
1

For symmetry reasons, one may oneself restrict to the asymmetric part of the unit
cell. The sum can then be written as

Where the S are the symmetry operations’ of the space group and the index j runs
only over the points in the asymmetric unit cell. The inner sum is split

J J

Zemo-sm) _ Z cos(2rQ - (1)) +1i- Z sin(27Q - S(r)) = ¢l@ +is'9 (A7)
5 s S

for each point including only those that are not equivalent (give different S(r;)), and including the
identity, so that the site multiplicity is correctly considered.
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The so defined Cg.Q) and S§Q) are calculated once and stored in memory (N - n(hkl)
elements each, if n(hkl) is the number of observed reflections). Thus no more evalu-
ations of trigonometric functions are necessary, and the real and imaginary parts are
split for the later calculations. CEQ) and SE.Q) also contain the symmetry operations,
which therefore do not have to be considered explicitly elsewhere. In the centrosym-
metric case, only the C§Q) are needed.

With this, not only the Fﬂ(f) can be efficiently calculated, but also the derivatives

B

D - 2 FuFyy (Fy -9 4+ By -sl@) (A.8)

J
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A (Fy -9 4 F - sl@)

where the AgQ) are constant throughout the computation. With the further abbrevia-
tions

nn = FyFY (= Fg+ FY) (A.9)
1

mn = §(FNF]T4 + FNFy) (= FyFy + FNEy) (A.10)

a = sin®*(ag) (A.12)

the desired derivative is
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;s Q 7(Q) Ip;
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Kurzfassung

In der vorliegenden Arbeit wurde der Magnetismus der geschichteten Ruthenate mit-
tels verschiedener Methoden der Neutronenstreuung experimentell untersucht.

In der paramagnetisch metallischen Phase der einfach geschichteten Ruthenate
der Serie CaySr,RuO, wurden die magnetischen Korrelationen als Funktion des
Sr-Gehalts (flir x=0.2 und 0.62), der Temperatur und des magnetischen Feldes mit
inelastischer Neutronenstreuung charakterisiert. Dabei zeigt sich, dass ferromagneti-
sche Paramagnon-Streuung mit antiferromagnetischen Korrelationen bei inkommen-
surablen Wellenvektoren konkurriert. Beide weisen in der Temperaturabhangigkeit
ihrer Amplituden und Energien Anzeichen naher magnetischer Instabilitaten auf,
deren Wechselspiel das Verhalten dieser Materialien bestimmt. In Ca; gSry2RuOQy,
das einen metamagnetischen Ubergang zeigt, ist die Paramagnon-Streuung bei tiefer
Temperatur stark unterdriickt, erscheint jedoch bei Erhdhung der Temperatur oder
Anlegen eines magnetischen Feldes. Die Hochfeld-Phase von Ca; gSry,RuO,4 ober-
halb des metamagnetischen Ubergangs ist von starken ferromagnetischen Korrela-
tionen gepragt und zeigt eine Anregung mit dem Charakter eines ferromagnetischen
Magnons.

Im unkonventionellen Supraleiter Sr,RuO4 konnte mittels polarisierter Neutronen-
streuung nachgewiesen werden, dass zusatzlich zu den bekannten magnetischen
Fluktuationen bei Q=(0.3,0.3,0) ein Signal existiert, das um den Mittelpunkt der Bril-
louinzone zentriert ist und eine sehr groBe Q-Breite besitzt. Bei Berlcksichtigung
dieses Beitrags ergibt sich ein Modell fiir die Q-abhangige magnetische Suszep-
tibilitat, das gut mit den Ergebnissen anderer, nicht Q-auflosender Messmethoden
Ubereinstimmt. Durch Dotierung mit Titan werden die inkommensurablen Fluktuatio-
nen in der Nahe der kritischen Konzentration des Auftretens magnetischer Ordnung
verstarkt, zeigen jedoch kein divergierendes Verhalten bis zu tiefen Temperaturen.

Flr das doppelt geschichtete Titan-dotierte SrsRu,O; wurde nachgewiesen, dass
ebenfalls magnetische Ordnung induziert wird, deren Propagationsvektor etwa (%,%,O)
ist; diese Ordnung wurde detailliert charakterisiert. Ober- und unterhalb der Ord-
nungstemperatur wurden Anregungen bei diesem Wellenvektor sowie einem weit-
eren, ahnlichen Vektor wie in reinem SrsRu,O7, beobachtet.

Weiterhin wurde in einer Diffraktionsstudie mit polarisierten Neutronen die
Spindichteverteilung in CazRu,O; bestimmt.
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Abstract

In this thesis, the magnetism of the layered Ruthenates has been studied by means
of different neutron scattering techniques.

Magnetic correlations in the single-layer Ruthenates of the series Ca,4SryRuQO,
have been investigated as function of Sr-concentration (x=0.2 and 0.62), temperature
and magnetic field. These inelastic neutron scattering studies demonstrate the coex-
istence of ferromagnetic paramagnon scattering with antiferromagnetic fluctuations at
incommensurate wave vectors. The temperature dependence of the amplitudes and
energies of both types of excitations indicate the proximity to magnetic instabilities;
their competition seems to determine the complex behavior of these materials. In
Ca; gSry,RuQ,4, which shows a metamagnetic transition, the ferromagnetic fluctua-
tions are strongly suppressed at low temperature, but appear at higher temperature
or application of a magnetic field. In the high-field phase of Ca; gSry2RuO,4 above the
metamagnetic transition, a ferromagnetic magnon dominates the excitation spectrum.

Polarized neutron scattering revealed the existence of a very broad signal around
the zone centre, in addition to the well-known incommensurate excitations at
Q=(0.3,0.3,0) in the unconventional superconductor SroRuQ,. With this additional
contribution, it is possible to set up a general model for the Q-dependent magnetic
susceptibility, which is well consistent with the results of other measurement methods
that do not resolve the Q-dependence. Upon doping with Ti, the incommensurate
fluctuations are enhanced, in particular near the critical concentration for the onset of
magnetic order, but no divergence down to very low temperature is observed.

In the bilayer Ti-doped Sr3Ru,O7, the existence of magnetic order with a propaga-
tion vector of about (%,%,0) has been discovered and characterized in detail. Above
and below Ty, excitations at this wave vector and another one, related to SrzRu,0O,
have been observed.

Furthermore, in a polarized neutron diffraction study, the spin density distribution of
CaszRu,07 has been determined.
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gewisse Weile da bin, und weil ich hoffe, mit manchen der hier genannten und
gemeinten auch weiterhin in der einen oder anderen Form zu tun zu haben.
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