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Abstract

This study empirically and theoretically evaluagesnomic interdependence of emerging and
developed economies in terms of business cycleaddition to evaluating Mexico’s business
cycles relative to the developed NAFTA economiespnsiders the business cycles of some
of the Eastern European emerging economies in theekative to developed EU economies.
By evaluating intra- and cross-country statistibe, study finds that are empirical regularities
(stylized facts) for emerging economies just asdlese for developed ones. A key empirical
finding is that developed economies belonging t® $me trade agreement tend to have
highly synchronized business cycles and henceipesiutput and consumption correlations,
but that this relationship does not necessarilyl with respect to emerging economies. In
fact, the correlations are virtually absent and etimmes even negative when comparing the
emerging economies’ business cycles with thoseheir tdeveloped trading partners. It is
shown that the intra-country statistics for botlpey of economies can successfully be
reproduced using a one-country international resiress cycle model with an endogenous
interest rate. In addition, the non-existent oratig output and consumption correlations
between the two economy types can be capturedtlwp-@ountry international real business
cycle model using portfolio adjustment costs angdlyapg negative spillover effects in the
productivity process of the emerging economy. Tégative spillover effect also allows for a
reversal of the usual theoretical implication ofsbs model types that there should be more
consumption- than output smoothing (while data shde opposite to be true). The study
additionally gives a comprehensive overview of eomporary solution mechanisms used to
solve this class of models.
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Chapter 1

Introduction

As globalization pushes countries into ever indregssupranational interdependence, the
nature of economic ties between developed and engeeronomies is catapulted to the
forefront of public debates. The word interdepemgehosts ‘dependence’, a word that in
light of the recent housing, banking, oil and fatabrtage crises that have propagated through
developed and emerging economies alike, gains ewere of a negative connotation.
Conversely, the ability of some economies to realimprecedented growth through
globalization, specifically via trade and more speally via their ability to exploit their
comparative advantages (think China), elicits mpositive emotions. In short, economic
interdependence is a topic inquisitive minds shauépple with.

Three issues (that certainly do not exhaust therp@ll spectrum of issues) come to
mind: The first is a simple matter of measuremétaw interdependent are economies of
similar or different development types, how has thanged over time and how do regional
aspects factor into interdependence? The second isshow real business cycle analysis,
which has proven vastly successful in modellinglibisiness cycles of developed economies,
can help us understand the behaviour of emergingagsies and the interaction between
emerging and developed economies. The last issuquaditative: Do the benefits of
interdependence outweigh the potential pitfalls?ther words, is the interdependence of
business cycles dangerous (can one country’s liecesisag down another leading to a
“domino effect™?) or does it lead to greater praoggdor all involved?

This study is mainly concerned with addressingfitis¢ two issues from a quantitative
perspective and only treats the qualitative debatthe desirability of interdependence on the
periphery. The five main findings are:

(1) There are empirical regularities for emerging ecoi@s similar to the ‘stylized facts’

that have been found for developed economies inehlebusiness cycle literature.



(2) Two and half decades of data show that developemhogcies within close
geographical proximity to one another or belongimghe same trade agreement tend
to have highly synchronized business cycles, whigeemerging economies’ business
cycles with respect to their developed neighbordrading partners display little
synchronization.

(3) Many empirical features of both the developed al$ agethe emerging economies can
successfully be reproduced with an international beisiness cycle model based on
an endogenous interest rate.

(4) It is also theoretically possible to capture theklaf business cycle synchronization
across the two economy types in a two-country masiglg portfolio adjustment costs
and negative spillover effects in the productiyitpcess of the emerging economy.

(5) Even though the desirability of linked businessleydas lost some of its shine due to
the recent events mentioned above, it remains & that countries with highly
synchronized business cycles are the more prospeomes and that such a
harmonization is therefore likely to be more adagebus than not.

The following chapters first establish intra-coyn@ind cross-country business cycle
statistics for developed and emerging economidgoith America and Europe. The countries
were chosen depending on the reliability and abditg of data and because the issues
surrounding economic interdependence have beercydarty poignant for them in recent
years as they entered comprehensive trade agreen$atond, the question as to what kind
of international real business cycle model can $&duo reproduce the empirical intra- and
cross-country data findings for both types of ecoi®s is taken up. These topics are treated
in chapters 2 and 3 respectively. Chapter 4 givesnadepth treatment of contemporary
solution mechanisms for stochastic dynamic equulibr(SDGE) models, with an application
to one of the models introduced in chapter 3. Giraptoffers concluding remarks, while
chapter 6 provides data and technical appendicebéapters 2 — 4. The remainder of chapter
1's introduction provides a brief overview of thelated literature for each chapter followed

by a chapter summary.

! This theoretical mechanism translates into allgwiemerging economies to exploit their comparative
advantage.
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1.1 Literature and Summary for Chapter 2 (Measuring

Business Cycles in Developed and Emerging Econgmies

Studies on business cycles in developed economgealbaindant, while analyses of business
cycles in emerging economies are, as of yet, mbag tup-and-coming’ research trend. After
being dormant for several decades, modern reahéssicycle (RBC) research was reignited
by the work of Kydland and Prescott (1982). Initialnost RBC studies focused on the
United States (U.S.) using closed economy modédstifg in the early nineties, however, the
models received more of an international flair: Mera (1991) estimated a small open
economy model for Canada. Baxter and Crucini (12B3)vered a comprehensive overview
of international business cycle frequencies foeledion of small and large economies and
developed a model that could account for the sawimgstment correlation puzzle (which
finds a home-bias in saving). Backus, et al. (1988)e among the first to discover that a
two-country real business cycle model (calibratedthe United States versus a European
aggregate) generates higher consumption than ootprelations — a finding that is at odds
with the data. Stockmann and Tesar (1990) and Zimmaen (1995) are additional useful
references on business cycle statistics for deeel@@onomies. More recent studies focus on
emerging economies as well: Uribe and Yue (200&)ekample, study interest rate premia
for a set of emerging economies using a real basicgcle model with habits, a working-
capital constraint and debt adjustment costs. @daico, et al. (2006) develop a real
business cycle model with growth, an endogenousrast rate and a combination of
transitory and permanent shocks, which they thenpewe to Argentine data. They find that
the model is not able to account for Argentine bess cycles. Neumeyer and Perri (2005)
present a range of business cycle statistics fargimg economies and then develop a model
with working-capital and an endogenous interest Ktbject to interest rate shocks. Also
calibrated to Argentina, they find (contrary to GarCicco, et al. (2006)) that their model can
generate results that are coherent with the dagaiad and Gopinath (2007) examine an even
broader country set and create a model that sdatlgsmimics the behavior of both a
developed (Canada) and an emerging economy (MeXit@ddition they provide a precise

decomposition of transitory and permanent shockpmrants to productivity.



The emerging and developed economies of chapteer2 whosen based on their
geographical proximity to one another and their mpership in a common preferential trade
agreement (with two exceptions noted below). Thst fgroup is given by the countries
belonging to the North American Free Trade AgrednilFTA): The developed ones are
Canada and the U.S., the emerging one is Mexice. sHtond group is given by European
countries, which, with one exception, belong to theropean Union (EU): Here the
developed countries are given by Belgium, Francerntany, the Netherlands and
Switzerland (not an EU member), while the emergings are given by the Czech Republic,
Poland and the Slovak Republic. Australia is ineliddditionally as a ‘wild card’.

Chapter 2, in line with other research, confirmgesal empirical regularities (stylized
facts) regarding the business cycles of the deeeloggconomies considered in this study:
Most prominently, consumption tends to be lesstieléhan output, labor input is about as
volatile as output, capital is about half as védatis output and investment is about three
times more volatile than output (all measured landard deviations), while net exports and
the current account tend to be acyclical. In addijticross-country comparisons of the
developed economies generate positive consumptidnoatput correlations, although there
appears to be more output than consumption smapthipuzzling and robust feature of the
data, which Backus, et al. (1992) were among th& fio discover). For the emerging
economies of chapter 2, the variables are generalblye volatile than in developed
economies, although the ranking of the variablegatiity remains approximately the same.
The main exceptions are that the relative consumpt output volatility is larger than one
(versus less than one in developed economies)ratdie international variables tend to be
much more countercyclical.

Chapter 2 also provides some insight on a topit seams to have received little
attention in the literature so far: The cross-copmorrelations for countries in the same
vicinity but of a different development level. Evehough consumption and output
correlations across the developed economies inthetiNorth American and European group
indeed tend to be positive, the same correlatiensl to be non-existent or even negative
when comparing a developed and an emerging econBamadoxically, this is sometimes
even more pronounced for neighboring countriesrggig to the same regional preferential
trade agreement — a fact that initially seems cauntuitive. Theoretically one ought to
expect that positive productivity shocks translat® greater spillover effects (and hence
positive output and consumption correlations) fourdries with little geographical distance

between them or for countries sharing membership negional trade agreement or both.
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Although the business cycles of the developed etoe® in each of the two geographical
groups exhibit precisely this behavior, emergingoneenies vis-a-vis their developed
neighbors and preferential trade partners do netma&ntioned, the answer to this puzzle may
be that spillover effects do not disseminate eguell both directions. Rather a positive
spillover of productivity shocks going from devesapto emerging economies but a negative
spillover effect going from emerging to developetbreomies may be the source of the
discrepancy. A negative spillover effect, as expdiin chapter 3, could be interpreted as a
mechanism that allows the emerging economy to é@xffo comparative advantage at the
expense of the developed economy. With negativiboger effects, a positive productivity
shock in the emerging country would, ceteris pajbeventually lead to a decline in the
productivity of the developed country and couldréfiere explain the lack of business cycle

synchronization

1.2 Literature and Summary for Chapter 3 (ModelRegal

Business Cycles of Developed and Emerging Econgmies

Some of the literature related to chapter 2 relageshapter 3 as well. Modifications to the
standard, non-stationary open economy model arsepted by Mendoza (1991), Schmitt—
Grohé and Uribe (2001, 2003) and Kim and Kose (20880 all examine the role of an
endogenous discount factoas a stationarity—inducing mechanism in an operna@my
SDGE model. Schmitt—-Grohé and Uribe (2003) giveommrehensive overview on small
open economy real business cycle models by congpaimd contrasting five modeling
specifications: (1) a model based on an endogedisgsunt factor which either depends on
the average per capita level of consumption or cepeesentative agent’s consumption level,
(2) a model featuring a debt elastic interest @@mium, (3) a model including portfolio
adjustment costs to debt holdings, (4) a complesetamarket model and (5) the standard
non-stationary open economy model. They conclud¢ ¢lach of the stationarity—inducing

2 Also known as Uzawa type preferences, where iddads become more impatient the more they consSe.
Uzawa (1968)

5



instruments just mentioned predict similar dynamé®l that the computationally more
involved endogenous discount factor model is tleeefthe least parsimonious —if the
researcher’'s aim is to simplify numerical approxio@s. Kim, et al. (2001) compare the
welfare implications of complete versus incomplesset markets in the context of an
endowment economy. Two country models have beemieea by Kollmann (1996, 1998)

using an incomplete asset market structure whikkk@s, et al. (1992) and Baxter and Crucini
(1993) are among the standard works for two-coumtoglels with a complete asset market
structure.

Chapter 3 is based on two of the small open econmogels discussed in Schmitt—
Grohé and Uribe (2003): The first incorporates raBrest rate premium (i.e. an endogenous
interest rate) and the second uses portfolio adjeist costs, both of which are a function of
deviations of debt from the steady state. The @sterate premium model is used twice, once
to match selected data features for an averagéeoidéveloped economies introduced in
chapter 2 (model 1) and once to match the sameré=safor an average of the emerging
economies (model Z)The portfolio adjustment cost approach is usedl tiwwo-country model
(model 3), which is primarily calibrated to matchet characteristics of cross-country
consumption and output correlations between averagethe emerging and developed
economies. It turns out that an interest rate puemnodel (models 1 and 2) is not just able to
capture statistical features of the developed emie® but of the emerging economies as well
(a contended issue in the literature). Additionalliging some potentially unconventional
parameterization for the exogenous productivitycpss (i.e. by allowing for the possibility of
negative spillover effects), the two-country poliicadjustment cost model is able to match
the virtually non-existent consumption and outpatrelations between the two types of
economies and reverses the ‘usual’ modeling imgdinathat there should be more
consumption than output smoothing.

The use of either an endogenous interest rate preror a portfolio adjustment cost
function in a small open economy model is a waymsure that the steady state is well
defined and the solution stationary. A standardllsom@en economy model without such
mechanisms can exhibit infinite second moments usaither steady state consumption or
debt are not well defined. According to Schmitt-aand Uribe (2003), this can imply that

“endogenous variables ... wonder around an infinitehge region in response to bounded

% An alternative to taking averages for each typeafnomy would be to choose one representativeginger
and developed economy as in Aguiar and GopinatB{P@ho chose Mexico and Canada. The reason ttés wa
not the course of action chosen here is becaugéasiern European countries and Mexico at timgdadis/ery
different results.

6



shocks. This introduces serious computationalaliffies because all available techniques are
valid locally around a given stationary path” (p4L6lt should be intuitive that the interest
rate premium and the portfolio adjustment costseiase in a country’s debt obligations (or
decrease in a country’s assets holdings).

Both model types feature incomplete asset marKéts.use of an incomplete rather
than a complete asset market is necessitated bgtafistical findings of chapter 2, which
reveal a low and sometimes even negative consumfda®well as output) correlation among
developed and emerging economies. It is a well kndact, that complete asset market
models, in which agents have access to a statengent array of financial instruments, allow
idiosyncratic risks to be pooled. As a result, higbsitive consumption correlations are
created in two-country models, which would obvigusbnstitute an incorrect modeling
specification for the task at hand. In an incomgpketset market agents have access to a single
risk free asset, which prevents excessive consom@nd output smoothing and thereby

generates lower correlations.

1.3 Literature and Summary for Chapter 4 (A Prinoar

Solving Open Economy SDGE Models)

The theoretical solution mechanisms underlyingkiinels of international real business cycle
models just mentioned are rooted in the work ofnBlerd and Kahn (1980) and more
recently in papers by Klein (2000) and Sims (2002)ese authors show how to exploit a
linear representation of a stochastic model withtdptially multiple) leads and lags of
variables. The linearized model paves the way fw terivation of impulse response
functions and the determination of business cyalarsary statistics, which tend to be the
ultimate goal of most analyses on this topic. Axdtad references on how to linearize these
types of models is given by the contribution of ¢irt al. (2002). Uhlig (1997) and Oviedo
(2005) also explain the linearization process igatgr detail and elaborate and build on the
theoretical solution methods by introducing intghlie computer toolboxes to solve this class

of models. These are briefly discussed in the teahrmappendix to chapter 4 (chapter 6).
7



Second-order approximations are analyzed by Sch@itthé and Uribe (2004) and will not
be explored here, especially because first-ordpreegmations usually render very accurate
results. Kim and Kim (1999) take on this latteuissy examining why standard, first-order
linear approximation methods sometimes imply highefare levels for models with
incomplete versus complete asset markets. Theyopeop bias-correction which generates
results as accurately as a second-order approximati

Chapter 4 elucidates the underlying solution mersnas for the models in chapter 3
by providing a primer (introductory treatment) oolvéng linearized small open economy
SDGE models with an application to the interese ratemium model of chapter 3. In
addition, chapter 4 provides a comprehensive ogenof the methodological tools and the
links between them. As it turns out, some key festof the interest rate premium model
(models 1 and 2) can be retained even if domestiesiment and the capital stock are kept
constant, i.e. are always at their steady statd.l@he forced constancy of these two variables
represents the simplification (this constitutes ei@h relative to models 1 and 2 presented in
chapter 3. In effect, this amounts to eliminatimg state variable (capital) from the linearized
model, which can greatly facilitate the analysia researcher is interested in solving this kind
of model via ‘back of the envelope’ calculations.

Two ‘traditional’ solution mechanisms, the methdduadetermined coefficients and
the eigenvalue decomposition, will be exploredhia tontext of the simplified model. In the
case of more complex models with more than twoestariables, such as models 1 - 3
introduced in chapter 3, these types of calculatibecome virtually impossible and the
Schur-orQZ-decomposition (the current standard of real bssireycle solution algorithms)
is required. The discussion on the eigenvalue dposimon will be particularly useful for
understanding this more complex algorithm, sinceisita special case of the Schur-

decomposition.



Chapter 2

Measuring Business Cycles in Developed

and Emerging Economies

Studies of business cycles in emerging and dev&jopiconomies can approximately be
grouped into four sets of stylized facts that fahm pillars of this chapter’'s empirical analysis
and are a proxy by which the accuracy of any madel be measured. These stylized facts
can, for example, be found in the work of Backud &®hoe (1991), Baxter and Crucini
(1993) and Mendoza (1991) for developed econonfidslitionally, more recent works of
Uribe and Yue (2006), Garcia-Cicco, et al. (20083umeyer and Perri (2005) and Aguiar

and Gopinath (2007) also focus on business cyolesierging economies.

For developed economies the stylized facts arendiye

= consumption is pro-cyclical and tends to be lesatile than outpuf,

= |abor input is pro-cyclical and tends to be as til@as output,

= capital is acyclical and about half as volatileoagut,

= saving and investment are strongly pro-cyclical abdut two to three times as volatile as
output,

= net exports are countercyclical and less volatitddrge than for small countries,

= all of the above variables have strong positivet-forder autocorrelations,

= the real interest rate tends to be acyclical agd the business cycle.

For emerging economies the stylized facts are amtil those of developed economies, with
the following additions and modifications:

= 0n average, variables are more volatile,

* A pro-cyclical variable exhibits a positive confemnaneous correlation with output. An acyclical iabte
exhibits almost no contemporaneous correlation widtput in either direction. A counter-cyclical iadle
exhibits a negative contemporaneous correlatioh wiitput. The volatility measure is given by a ahblé’s
percentage standard deviation.
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= consumption tends to be more volatile than outatltar than less,
= saving and investment are much more volatile nedadth developed economies,
= net exports are strongly countercyclical,

= the real interest rate is counter-cyclical and $etheé business cycle.

In terms of cross-country correlations for devetbgeEonomies (these will be extended to
emerging economies below) the main stylized facts a

= output and consumption are positively correlatedsg countries,

= cross-country output correlation tends to be higtle&an cross-country consumption

correlations.

An additional and frequently cited stylized factboth closed and open economy real
business cycle literature is the high correlatietween saving and investment, a ‘puzzle’ that
was initially discovered by Feldstein and Horiok®§0), who demonstrated that domestic
saving and investment rates for sixteen OECD castfrom 1960-1974 were highly
correlated. By regressing investment on savingradbe coefficient on the latter was found to
be near unity in the sample average. This was pgreted as empirical eviden@gainst
international capital mobility. If capital were i@eed mobile, then we should find no
correlation between saving and investment sincé)aory, higher domestic saving should be
invested where returns are highest and not nedgseamain in the domestic market. This
anomaly, especially for developed, large open eene® (LOPECSs) such as the U.S., has
remained a robust empirical finding across two amalf decades of research.

This chapter examines a set of countries, includoth developed and emerging
economies, which also display the stylized factstineed above. In addition, the data sheds
some light on new evidence regarding the crossicpworrelations between developed and
emerging economies. The most prominent findingpas e€ven though consumption and output
correlations acrosgeveloped economig¢end to be positive, the same correlations tengeto
surprisingly non-existent or negative when compaadevelopedand anemerging economy.
This is somewhat surprising, because a positivdymtivity shock in a non-autarkic country
(which describes most countries today) should #tezally ‘spill over’ into other countries, at
least to some extent. Perfect historical examplestlze industrial revolution that began in
Britain and then spread to the U.S. and Europeher more recent personal computing
revolution that emanated from the U.S. into thehtst corners of the world. It should be

intuitive that positive productivity shocks candsgected to have greater spillover effects and
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hence positive output and consumption correlatifmmscountries with little geographical

distance between them or for countries sharing neeshipp in a regional trade agreement.
The countries in this chapter's sample meet thegeria, but nevertheless display stark
differences in output and consumption correlatiatepending on development level.
Although the ability of emerging economies to qlyclknternalize positive productivity

shocks stemming from other countries may be impdaedactors such as an untrained
workforce or by a lack of infrastructure, the pregerance and intensity of the negative
correlations still seems striking. An explanatiam this phenomenon is given in chapter 3,
which considers the possibility that there may bgative spillover effects for the developed

economies when the emerging economies experiersigvegroductivity shocks.

2.1 Empirical Results

The set of developed economies examined is giversdige of the typical small open
economies found in the literature —Australia (AUBgIgium (BEL), Canada (CAN), the
Netherlands (NEL) and Switzerland (SWI) — as wsllsame larger open economies: France
(FRA), Germany (GER) and the U.S. These develomehanies have been the focus of
numerous real business cycle studies and therghi@sent limited opportunities for new
results, except in the sense that the data iscagtras 2006. The set of emerging economies is
given by the Czech Republic (CZR), Mexico (MEX) & (POL), and the Slovak Republic
(SLR). Although Mexico, and more generally varidasuth American and Asian countries,
have been the subject of several real businese styatlies focusing on emerging markets (for
example, Aguiar and Gopinath (2007), Neumeyer aadi K2005), Garcia-Cicco, et al.
(2006), Uribe and Yue (2006) and Kydland and ZagaZ2002)), the set of Eastern European
countries has ndtBecause of the proximity of two developed econemi@anada and the
U.S., to an emerging economy, Mexico, it is a labiexperiment to compare these North
American countries with the developed and emergicgnomies of Europe. Moreover, the

North American countries share membership in thetiNAmerican Free Trade Agreement

®> Notably, the Slovak Republic is actually includedthe Aguiar and Gopinath (2005) country set, Batand
and the Czech Republic are not.
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(NAFTA, established 1994), while the European coastshare membership in the European
Union (EU, established in 1992). Even though thst&a European countries in question did
not fully join the EU until 2004, they had sign#ict access to the EU market via preferential
trade agreements prior to their own accessionahtiqular, the Czech Republic and Poland
began formal accession negotiations in 1998, wthike Slovak Republic did so in 2000
(Beichelt (2004)). Australia and Switzerland ob\styuneither belong to the EU or NAFTA
and in the case of Australia, there is also no ggaigcal closeness relative to the rest of the
sample. These two countries therefore serve asaiesks for the obtained results.

The following applies to all data presented: Alllatdity measures (standard
deviations) are based on the longest available sjzda for each series within each country,
measured on a quarterly basis (see data appendmde information). All correlations are
based on the longest common sample of any twosseiithin one country (these are intra-
country correlations such as a country’s savinggtment correlation) or on the longest
common sample of a series across two countriesgtaee the cross-country correlations such

as two countries’ consumption correlation). Eachesex, is measured in constant prices

(real terms), then divided by the working age papah to obtain per capita terms and lastly
transformed into logarithms. The exceptions aretith@e-balance to output ratio, the current-
account to output ratio and the real interest natech are all in percentage terms. All series

are detrended using the Hodrick-Prescott filtettjregethe smoothing parametdr=1600.

The (per capita) series considered are: real GOP, (real consumption ),
excluding government consumptiorg,, labor input @) given by hours worked per
employee in the total economy multiplied by totaipgoyment, the capital stock() given
by the volume of the total economy’s capital stos&ying §) given by y,—-¢ - g ° real
investment {; ), the trade-balance to output ratiby, ) obtained by dividing the current value
of net exports by the value of current GDP, theentraccount to output rati@gy, ) given by
the current account as a percentage of current &@idHastly the real interest rate serie9, (

which was taken from Neumeyer and Perri (2005Wostralia, Canada, the Netherlands and
Mexico. Because of the difficulty to obtain comgdaealabor input and capital stock series,
these variables were omitted for the emerging etoes For the developed countries, two
average measures are considered: The first (ABstahe mean for all countries, the second

eliminates the three largest economies France, &gmand the U.S. (the large open

® This follows the definition used by Baxter and €lni (1993). They also discuss why true savingdificult
to measure and why this definition might be the hpassimonious.

12



economies abbreviated as LOPECSs) from the samedjing the small open economies
(SMOPECS).

2.1.1 Intra-Country Findings

Table (2.1) and table (2.2) display absolute andtive (to output) standard deviations of
each variable, confirming the stylized facts. Immte of table (2.2), consumption is less
volatile than output in developed economies, resylin a relative standard deviation of 0.85
for the average of all developed econonieBhis trend is reversed for the emerging
economies, where consumption tends to be moreileolaatan output, yielding an average
relative standard deviation of 1.13. For the setalifdeveloped economies, labor-input
displays similar volatility as output (yielding average relative standard deviation of 1.03),
while the capital stock is only half as variablecagput (with an average relative standard
deviation of 0.48). Saving and investment are axprately three to four times as volatile as
output in developed economies (3.67 and 3.21 réspbg, and are about four to five times
as volatile as output in emerging economies (48406 respectively). Lastly, table (2.1)
shows that, in terms of absolute standard devigfitime trade balance and current account
ratios are more than twice as volatile in emerdiran in developed economies (for the trade
balance ratio this is 2.41 in emerging versus 7@veloped economies and for the current
account this is 2.39 in emerging versus 0.98 iretiped).

" Unless there is a big discrepancy, the averagessall developed economies will be emphasizdtkrahan
always distinguishing between SMOPECs and LOPECSs.
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Table 2.1: Standard Deviationsr(x[)(a)

a(y) o) o) oalk) oa(s) o) ofby) ofcay) o)

AUS 143 0.96 1.66 0.35 5.93 5.51 0.98 1.03 0.50

BEL 0.99 0.97 0.79 0.54 3.61 4.11 0.73 1.12 -
CAN 1.57 1.23 1.45 0.88 5.21 4.25 0.97 1.08 0.45
CZR 1.50 1.62 - - 5.70 5.15 1.58 2.12 -

FRA 082 0.77 0.72 0.88 3.19 2.74 0.61 0.58 -
GER 0.88 0.91 0.74 0.91 3.18 2.89 0.68 0.70 -

MEX 242 298 - : 516  9.47 2.04 1.91 0.68
NEL 1.18  1.17 228 0339 375 356 1.02 1.41 0.22
POL 221 155 - - 1451 655 1.77 1.26 -
SLR 153 231 : - 7.96  9.06 4.27 4.28 :
SWiI 1.25 0.74 080 0% 376 311 082 1.42 -
u.S. 1.31  1.02 1489 064 596 368 0.40 0.48 -

Averages for Developed Economi(®

All 1.18 0.97 1.23 0.54 4.32 3.73 0.78 0.98 0.39
SMOPEC 1.28 1.02 1.40 0.48 4.45 4.11 0.90 1.21 0.39

Averages for Emerging Economies

1.92 2.12 - - 8.33 7.56 2.41 2.39 0.68

. __________________________________________________________________________________________________________________________________________]

Notes: (a) All standard deviations are in percemfagints per quarter and based on the maximum nuafitzevailable observations. See the
data appendix for additional informatiofb) Total hours worked in the business sector ratien the total economy. (c) The capital stock of
the business sector rather than the capital stbtledotal economy. (d) Average “All” refers tcetlverage across all developed economies,
‘SMOPEC'’ is the average obtained by excluding Feari@ermany, and the U.S. (the large open economie®PEC’), leaving the small
open developed economies (SMOPECS).
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Table 2.2:Selected Relative Standard Deviatiang, / y;) @

a(q) ah) ak) a(s) o)

a(y,) a(y,) a(y,) a(y,) a(y,)
AUS 0.67 1.16 0.24 4.15 3.85
BEL 0.98 0.80 0.55 3.65 4.15
CAN 0.78 0.92 0.56 3.32 2.71
CZR 1.08 - - 3.80 3.43
FRA 0.94 0.88 0.48 3.89 3.34
GER 1.03 0.8% 1.03 3.61 3.28
MEX 1.23 - - 2.13 3.91
NEL 0.99 1.98) 0.27° 3.18 3.02
POL 0.70 - - 6.57 2.96
SLR 1.51 - - 5.20 5.92
swi 0.59 0.64 0.29 3.01 2.49
U.S. 0.78 1.09 0.48 4.55 2.81
Averages for Developed Economi&®
All 0.85 1.03 0.48 3.67 3.21
SMOPEC 0.80 1.09 0.37 3.46 3.24
Averages for Emerging Economies

1.13 - - 4.43 4.06

Notes: See table (2.1)
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Table (2.3) shows that in all of the developed eooes, consumption, labor input,
saving and investment have positive contemporaneouglations with output (0.71, 0.67,
0.81 and 0.79). These do not change much whendmmnsy the SMOPECs only. Capital is
acyclical, yielding an average contemporaneousetation with output of 0.17, while the
correlation between the real interest rate and utuipr the three developed countries with
available data can also be considered weakly pctieay (0.51)% In addition, both the trade
balance and current account ratios are counteregylvith correlation coefficients around -
0.30).

The contemporaneous output correlations in the @imgrmarkets exhibit less
similarities across the four countries. The constimnpoutput correlation, for instance, is
much higher in Mexico (0.92) than in the Eastermoean countries, where it is below 0.60
in all cases, which, with the exception of Austaa(D.40), is also lower than for all the
developed countries. Additionally, the saving-odtpaorrelation in the emerging economies is
not as conform as in the case of the developedose@s (ranging from 0.25 for the Slovak
Republic to 0.71 for the Czech Republic). This ability may stem from the measurement
difficulties associated with the saving definiti(see second to last footnote). The investment-
output correlation is not as variable as the sawmgput correlation and, as is the case for
developed economies, tends to be positive (0.72hremerging economies versus 0.79 for
all developed economies). The trade-balance anekmdaccount to output ratios are more
counter-cyclical in emerging markets than in depebb countries, with average correlation
coefficients of around -0.40 (versus around -0:8@hie developed countries). Although the
stylized fact that finds a stronger counter-cyditgaf the trade balance and current account
ratios in emerging economies (relative to developeahomies) is therefore confirmed, it is
not as pronounced as in other studies (see for ghearAguiar and Gopinath (2007)). Lastly,
although no generalization can be made due tortta#l sample on real interest rate series, it
is confirmed that the interest rate is pro-cyclicathe three developed economies, while it is
countercyclical (with a correlation coefficient-®&.47) for Mexico.

8 Neumeyer and Perri (2005) find an acyclical irgerate for their set of developed economies witlaeerage
output correlation coefficient of 0.20.
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Table 2.3: Contemporaneous Correlatiop f of x,with Outputy, @

pla.y) Phy) plk%) p(s.y) pli.y) etby. y) o(cay, ¥) o(r.v.)

AUS 0.40 0.66 -0.19 0.90 0.84 -0.43 -0.47 0.43
BEL 0.79 0.66 0.23 0.75 0.79 -0.51 -0.37 -
CAN 0.88 0.88 -0.07 0.93 0.74 -0.06 -0.18 0.50
CZR 0.59 - . 0.71 0.61 -0.43 -0.27 -
FRA 0.78 0.74 028  0.84 0.87 -0.38 -0.26 -
GER 0.63 0.7¢ 023 0.72 0.76 -0.29 -0.39 -
MEX 0.92 - - 0.32 0.91 -0.62 -0.63 -0.47
NEL 0.70 056 0339 0.83 0.71 -0.20 -0.27 0.59
POL 0.33 - - 0.68 0.67 -0.29 -0.33 -
SLR 0.58 - - 0.25 0.69 -0.39 -0.31 -
SWiI 0.68 0.29 059  0.65 0.70 -0.36 -0.12 -
U.S. 0.82 0.8 -0.01 0.86 0.94 -0.47 -0.49 -
Averages for Developed Economi&?
All 0.71 0.67 0.17 0.81 0.79 -0.34 -0.32 0.51
SMOPEC 0.69 0.61 0.18 0.81 0.76 -0.31 -0.28 0.51
Averages for Emerging Economies

0.61 - - 0.49 0.72 -0.43 -0.39 -0.47

Notes: (a) All correlations are based on the marinmumber otommorobservations. See the data appendix for additiof@amation. (b) Total

hours worked in the business sector rather thatotaéeconomy. (c) The capital stock of the businsector rather than the capital stock of the
total economy. (d) “All" refers to the average &z @ll developed economies, ‘SMOPEC’ refers toaverage obtained by excluding France,
Germany, and the U.S. (the large open economie©PEC’), leaving the small open developed econort8®4OPECS).
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Table (2.4) presents a stylized fact that is roateshore recent research: Both in terms
of absolute saving and investment and in termselattive saving and investment rates (i.e.
ratios with respect to output), contemporaneousetairons between these two variables tend
to be lower for emerging economies than for dewsdogconomies. Although a recent
consensus has emerged that the Feldstein-Horiokaleptnas not been as pronounced in
developed economies in recent years, it does nsniéelf in individual cases (most notably
the U.S. where the absolute (relative) saving-itmest correlation equals 0.79 (0.65) or in
Australia and Belgium, where the same correlatiane 0.72 (0.53) and 0.73 (0.62)
respectively). One reason that the saving-investngerrelations have declined in recent
years is likely to be due to greater capital mopithat emerged as a consequence of
globalization beginning in the 1990s. In the emsggeconomies, however, the Feldstein-
Horioka puzzle can hardly be said to exist. Helne, absolute (relative) saving-investment
correlations range from -0.29 (-0.50) for the Slo®epublic to 0.56 (0.29) for Poland. When
considering these values, the caveat regardingpttentially inaccurate measurement of
saving should be kept in mind. On average, thelatessaving-investment correlation of 0.64
for all developed economies decreases to 0.54 thecé OPECs are omitted and decreases
even further to 0.26 once only emerging marketscaresidered. For the relative saving-
investment rate correlation, the average takensaath developed economies is 0.43, 0.40 for
the SMOPECSs alone, and -0.01 for the emerging en@® Thus, it is safe to conclude that
in emerging economies absolute and relative savamgl investment exhibit less
contemporaneous saving and investment correlatielasive to developed economies. The
latter seem to exhibit increasingly less of thezting characteristics described by Feldstein
and Horioka, even though the two variables areé gukitively correlated throughout the

sample
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Table 2.4: Absolute Saving and Investment Correlatf®hs

p(s.i)

AUS BEL CAN CZR FRA GER MEX NET
0.72 0.73 0.64 0.52 0.69 0.53 0.26 0.49
POL SVR SWiI U.S.

0.56 -0.29 0.56 0.79

Averages Developed Economi&

All SMOPEC

0.64 0.54

Averages Emerging Economies
0.26

Notes: See table (2.3)

Table 2.4(continued): Relative Saving and Investment Catiehs?

p(i,ij
Yi W

AUS BEL CAN CZR FRA GER MEX NET
0.53 0.62 0.29 0.34 0.51 0.28 -0.16 0.20
POL SVR SWI u.sS.

0.29 -0.50 0.36 0.65

Averages Developed Economi®

All SMOPEC

0.43 0.40

Averages Emerging Economies

-0.01

Notes: See table (2.3)
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Lastly, table (2.5) shows that most of the serresvary persistent across country types.
The least persistent series is the current acctmuputput ratio, while ‘sluggish’ variables
such as the capital stock are highly persistentappears that variables in developed
economies are slightly more persistent than thdsthar emerging counterparts, but this

difference is negligible.

Table 2.5:First-Order Autocorrelation®(x,, x_;) @

Yi G h k, S A tby, cay I
AUS 085 078 092 093 080 083 075 076 0.82
BEL 089 088 094 097 088 089 048 0.04 -
CAN 090 086 093 097 082 08 071 065 0.78
CZR 083 085 - - 0.83 067 058 042 -
FRA 087 076 091 0% 084 092 080 049 -
GER 070 043 088 074 067 054 056 051 -
MEX 079 080 - - 034 085 088 078 0.55
NET 070 076 09% 096° 053 046 055 034 087
POL 071 045 - . 053 071 075 070 -
SVR 072 062 - - 057 074 070 061 -
Swi 08 073 095 0% 054 076 047 045 -
U.S. 085 08 092 09 079 088 077 072 -
Averages for Developed Economi(®
All 083 076 092 093 073 077 063 050 0.82

SMOPEC 0.84 0.80 0.93 0.96 0.71 0.77 0.59 0.45 0.82

Averages for Emerging Economies
0.76 0.68 - - 0.57 0.74 0.73 0.63 0.55

Notes: See table (2.3)
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2.1.2 Cross-Country Findings

Zimmermann (1995) develops a three country modesisting of a small open economy, a

large neighbor and the rest of the world. Althodigh small open economies are developed

ones (Switzerland and Canada) some of his findivagarally extend to the present analysis

comparing business cycles of developed and emesgingomies. The pertinent findings are

(p.1):

= “[S]ize and distance can... account for the diversitthe observed business cycles....”

= “[S]mall countries are indeed more sensitive tefgn technological innovations.”

= “[T]he business cycle is transmitted mostly throughovation spillovers rather than
through trade.”

= “[T]he volatility of innovations is higher in smatountries.”

= “[T]he predicted cross-correlations of output levedre much lower than those of
consumption. Indeed, data exhibit more often outpotoothing than consumption

smoothing.”

For the sample at hand, countries in the sameitycsihould therefore be more likely to
experience similar business cycles than two coeswoin opposite ends of the globe. Although
according to Zimmermann, trade channels play arskoy role, it seems intuitive that
agreements such as the EU, which eliminates mosefzsato trade and decreases the barriers
to capital and labor mobility, should have a deéirpositive influence on the synchronization
of business cycles. The same is true for NAFTAalgh the elimination of barriers is not as
far-reaching. As will be shown, there are indeexywynchronized business cycles among the
developed economies in either the EU or NAFTA bat, not with respect to the emerging
economies, despite geographical proximity and commembership in a trade agreement.
The lack of business cycle synchronization for mdata points is surprisingly high,
especially because the emerging economies of thelsawere always neighboring the
developed economies even when they did not haveafidess to the preferential trade
agreement.

Applying this to Zimmermann'’s first finding, it apprs that economic size (here size is
used in the sense of economic size and therefopgodmately interchangeable with
development level) may be more important than distafor successfully transmitting

spillovers. This extends naturally to his secomtifig (that small economies are more
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sensitive to spillovers), which only seems to Holdcountries of the same development level.
An alternative interpretation is presented belowe Tfact that there appears to be some
convergence in business cycles across the two agptypes in recent years may imply that
the trade channel has begun to play a more impaidéthan geographical proximity, which
would be contrary to Zimmermann’s third finding. sHfourth finding regarding greater
volatility of business cycles in smaller economigsially extends to greater volatility in
emerging economies. His fifth finding is validaidhe end of this chapter.

As has been mentioned, emerging economies may\siagi the necessary infrastructure
(technology, skilled workforce, etc.) to internaligpillovers completely or quickly. But, there
may be other or additional mechanisms at work: Wheking hypothesis featured in the two-
country model of chapter 3 is that the lack of hass cycle synchronization between two
countries of dissimilar development levels but nmggthe geographical proximity and trade
channel criteria is due to negative spillover eéffeitom the emerging onto the developed
country. According to Zimmermann, this can be ipteted as exploitation of a comparative
advantage ‘at the expense’ of another countryhéndurrent context, it could be postulated
that the emerging economies are exploiting themmarative advantages in agriculture,
(unskilled) labor intensive production or in maraitaing.

To illustrate synchronization of business cyclesnsider figure (2.1), depicting the
logarithm and trend of output per capita for th&SUand Canada. Clearly both countries
experience very similar business cycles, even pwothe NAFTA period (1994). Thus,
factors such as geographical proximity (for Canadd the U.S. other aspects, such as a
shared language or ‘value’ system, could also ctmenind) definitely seem to play an

important role in synchronizing business cycles.
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Figure 2.1: Synchronized Canadian and U.S. Business Cycles

Logarithm and Trend of GDP per Capita for the U.S. and Canada
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To what extend the interactions between membeishgppreferential trade agreement,
development level, and geographical proximity péayole in generating similar business
cycles can be inferred from figure (2.2), which whothe cyclical component (i.e. the
detrended series using the HP filter) of per cadpigoutput and consumption for all NAFTA
countries and selected developed EU member cosntfhile the developed EU countries
follow the U.S.-Canada pattern in the sense thgiuttand consumption closely track one
another (particularly after 1992), it is strikingv little the Mexican cycle is in sync with
either of the two developed NAFTA member countrigigures (2.3) — (2.6) depict selected
Eastern European countries’ detrended output anslucoption series with respect to selected
developed European countries. These graphs vdrdyabservation that business cycles
among developed and emerging countries in the Ekg,hantil recently, not been very

synchronized.
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Figure 2.2:Business Cycles in Countries Belonging to a Comimrale Agreement
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Figure 2.2 (continued)

Log Output for Selected EU Countries
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Overall, output cycles in Eastern European coumtdéfer, and sometimes differ
starkly, from those of the Western European coest(figures (2.3) and (2.5)). Notably, this
pattern seems to subside somewhat in the mosttrgeans since the Eastern European
countries acceded to the EU. Thus it appears tleaigrgphical proximity facilitates
synchronized business cycles among European deacelnpd emerging economies to a lesser
extent than the trade channels that were opengaiiypg the EU. As shown in figures (2.4)
and (2.6) these observations are even more proedumtien considering the cyclical
components of consumption. Most times of upswimgdhé EU LOPEC’s consumption cycle
are accompanied by times of downswings in Eastemefean countries and vice versa. This

is most evident for the Czech and Slovak Repulrictta a lesser extent in Poland as well.

Figure 2.3 The Eastern European Countries’ Output CyclenessEU LOPECs

Log Output: Czech Republic vs. EU LOPEC
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Figure 2.3(continued)
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Figure 2.4 The Eastern European Countries’ Output CyclehesEU SMOPECs

deviations from trend

deviations from trend

-.05

Log Output: Czech Republic vs. EU SMOPEC

93 94 95 96 97 98 99 00 01 02 03 04 05 06

Czech Republic Belgium ———- Netherlands

.04

Log Output: Poland vs. EU SMOPEC

93 94 95 96 97 98 99 00 01 02 03 04 05 06

Poland —— Belgium ———- Netherlands

28



Figure 2.4 (continued)
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Figure 2.5 The Eastern European Countries’ Consumption Cyxl¢he EU LOPECs
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Figure 2.5(continued)
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Figure 2.6 The Eastern European Countries’ Consumption Cyxl¢he EU SMOPECs
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Figure 2.6 (continued)

Log Consumption: Slovak Republic vs. EU SMOPEC
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In sum, it appears that for the NAFTA countriessibass cycles are fairly synchronized
in the developed economies (Canada and the U.Gt)ndt with respect to the emerging
country (Mexico), with the exception of recent datants. Similarly, among the developed
countries of the EU there is a considerably harmamibusiness cycle. Once each of the
Eastern European countries is considered, howehisr,correspondence is almost entirely
absent (again with some convergence after the iBaEtgropean countries’ EU accession).
The picture that therefore emerges, is one in whebeloped countries in the same vicinity
and sharing membership in the same trade agreemmhtto exhibit synchronized business
cycles, while emerging economies vis-a-vis theivali@ped economy counterparts do not.
These observations are more pronounced over thee esample period but are less
substantiated in recent years. This leads to tmeatiee conclusion that geographical
proximity appears to play less of a role in synciizimg cycles than common membership in
a trade agreement.

Tables (2.6) — (2.9) confirm the previous obseoradi Tables (2.6) and (2.8) display
output and consumption correlations for countrieghwlata available from 1980:Q1 —
2006:Q4 respectively. Tables (2.7) and (2.9) dispgle same correlations for the Eastern
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European countries in comparison to Western Europeantries for the period 1993:Q1 —
2006:Q4.

In table (2.6), Mexico, as the only emerging ecopohas lower output correlations
vis-a-vis the developed economies than the devdlepenomies have vis-a-vis one another.
Moreover, its output correlations with respect t® NAFTA partners are among the three
lowest (0.08 and 0.14 for Canada and the U.S. otispd/). This result is even more
pronounced when considering the cross-country copsan correlations of the NAFTA
countries in table (2.8), which fall to -0.01 an@ 07 for the pairs Mexico-Canada and
Mexico-U.S. Thus, the picture conveyed by the abgrephs is confirmed. Mexico has some
of its lowest, virtually non-existent contemporang@utput or consumption correlation with
its fellow NAFTA member countries. Similar and sdmmees even more pronounced
observations hold for the Eastern European countrietables (2.7) — (2.9). Strikingly, all
developed EU countries exhibit considerable positieross-output and consumption
correlations, while the three emerging countrieisileik very low and at times negative cross-
output and consumption correlations vis-a-vis theetbped EU economies. An exception is
Poland’s cross-country output correlation of aroin80 with respect to Belgium and the

Netherlands.

Table 2.6:Cross-Country Output Correlatiofis

AUS BEL CAN FRA MEX NLD SwWz uU.S.

AUS 1.00 0.25 0.78 0.02 0.09 0.24 0.47 0.63
BEL 0.25 1.00 0.43 0.76 0.19 0.63 0.68 0.24
CAN 0.78 0.43 1.00 0.23 0.08 0.45 0.56 0.77
FRA 0.02 0.76 0.23 1.00 0.20 0.57 0.60 0.10
MEX 0.09 0.19 0.08 0.20 1.00 0.25 0.40 0.14
NLD 0.24 0.63 0.45 0.57 0.25 1.00 0.71 0.51
SWZ 0.47 0.68 0.56 0.60 0.40 0.71 1.00 0.47
U.S. 0.63 0.24 0.77 0.10 0.14 0.51 0.47 1.00
Average<”)

All 0.35 0.45 0.47 0.36 0.19 0.48 0.56 0.41
SMOPEC 0.37 0.43 0.46 - 0.20 0.46 0.56 -
NAFTA - - 0.43 - 0.11 - - 0.46

— —— ———————————————— —————————— ———————————

Notes: (a) The table presents correlations forahmmintries with data from 1980:Q1-2006:Q4. (b) rages “All” includes the U.S. and
France, “SMOPEC” excludes these and NAFTA comptiiesaverage correlations among the three NAFTA tims) Canada, Mexico
and the U.S.
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Table 2.7 Cross Country Output Correlations of Europeanniees Only?)

European SMOPECs European LOPECs  Eastern Eur@mariries

BEL NLD SWI FRA GER CZR POL SVR
BEL 1.00 0.75 0.73 0.80 0.75 0.11 0.57 -0.17
NLD 0.75 1.00 0.80 0.78 0.69 0.05 0.51 0.03
SWI 0.73 0.80 1.00 0.80 0.73 -0.08 0.44 -0.12
FRA 0.80 0.78 0.80 1.00 0.73 -0.05 0.36 -0.42
GER 0.75 0.69 0.73 0.73 1.00 0.29 0.37 -0.15
CZR 0.11 0.05 -0.08 -0.05 0.29 1.00 0.29 0.23
POL 0.57 0.51 0.44 0.36 0.37 0.29 1.00 0.23
SVR -0.17 0.03 -0.12 -0.42 -0.15 0.23 0.23 1.00
Average<”
All 0.51 0.52 0.47 0.43 0.49 0.12 0.40 -0.05
EU West  0.77 0.74 - 0.77 0.72 0.10 0.45 -0.18
SMOPEC - - - - - 0.08 0.54 -0.07

|

(a) The table presents correlations for those cmmtvith data from 1993:Q1-2006:Q4. (b) Average&d)“West” computes the average
correlation of each country with respect to Belgiutme Netherlands, France and Germany. Average “BMO excludes France and
Germany.

Table 2.8:Cross-Country Consumption Correlatidfls

AUS BEL CAN FRA MEX NLD SWz U.S.

AUS 1.00 0.23 0.18 0.42 0.11 0.01 0.26 0.05
BEL 0.23 1.00 0.09 0.63 0.33 0.45 0.66 -0.22
CAN 0.18 0.09 1.00 0.07 -0.01 0.26 0.34 0.61
FRA 0.42 0.63 0.07 1.00 0.05 0.34 0.61 -0.04
MEX 0.11 0.33 -0.01 0.05 1.00 0.02 0.26 -0.07
NLD 0.01 0.45 0.26 0.34 0.02 1.00 0.53 0.28
SWZ 0.26 0.66 0.34 0.61 0.26 0.53 1.00 0.12
u.S. 0.05 -0.22 0.61 -0.04 -0.07 0.28 0.12 1.00
Average<”)

All 0.18 0.31 0.22 0.30 0.10 0.27 0.40 0.10
SMOPEC 0.16 0.35 0.17 - 0.14 0.25 0.41 -
NAFTA - - 0.30 - -0.04 - - 0.27

Notes: (a) The table presents correlations foretamintries with data from 1980:Q1-2006:Q4. (b) rages “All” includes the U.S. and
France, “SMOPEC” excludes these and NAFTA comptliesaverage correlations among the three NAFTA tims) Canada, Mexico
and the U.S.
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Table 2.9:Cross Country Consumption Correlations of Europ@anntries Onl{

European SMOPECs European LOPECs Eastern Eurqmartries

BEL NLD SWI  FRA GER CZR POL SVR
BEL 1.00 0.58 0.73 0.59 0.44 -0.32 0.30 -0.27
NLD 0.58 1.00 0.61 054 0.21 -0.15 0.33 -0.01
SWI 0.73 0.61 1.00 0.62 0.49 -0.43 0.09 -0.06
FRA 0.59 0.54 0.62 1.00 0.57 -0.35 -0.11 -0.39
GER 0.44 0.21 049 0.57 1.00 -0.22 -0.17 -0.26
CZR -0.32 -0.15 -0.43 -0.35 -0.22 1.00 0.17 0.13
POL 0.30 0.33 0.09 -0.11 -0.17 0.17 1.00 0.34
SVR -0.27 -0.01 -0.06 -0.39 -0.26 0.13 0.34 1.00
Average<”
All 0.29 0.30 0.29 0.21 0.15 -0.17 0.14 -0.07
EU West 0.54 0.44 - 0.57 0.41 -0.26 0.09 -0.23
SMOPEC - - - - - -0.23 0.31 -0.14

|
(a) The table presents correlations for those cmmtvith data from 1993:Q1-2006:Q4. (b) Average&d)“West” computes the average

correlation of each country with respect to Belgiutme Netherlands, France and Germany. Average “BMO excludes France and
Germany.

2.2 Concluding Remarks Chapter 2

Chapter 2 has shown that the inclusion of a sangfleEastern European countries
corroborates previous findings on emerging markKetiese countries exhibit similar stylized
facts as other, more commonly studied, emergingketarin South America and Asia. The
data shows that amomdevelopedeconomies, factors such as geographical proxiung

membership in a common trade agreement resultgichsonized business cycles. This result
is to be expected since theoretically one expéetspillover effects of productivity shocks to
manifest themselves in precisely this way for caestin precisely this type of constellation.
A surprising result is how little this holds for ermging economies in close geographical
proximity to developed economies. Using severatye&data, both Mexico as well as the set
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of Eastern European countries display little syoofration of business cycles with respect to
their developed counterparts, which results in bnmald sometimes even negative
consumption and output correlations. It is possib& these results are a mere product of the
sample period being considered, since there appedrs some convergence in recent years,
therefore lending support to the theory that tlaelérchannel is an important mechanism for
synchronizing business cycles. It is also posditdg the assumption of positive productivity
shocks is simply a fallacy. If there are negatipélever effects from the emerging onto the
developed economies, which allows the emerging @oies to exploit their comparative
advantage while ‘catching up’, then the lack ofrel@tions in business cycles could be

explained. This issue is the focus of the next tdrap
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Chapter 3

Modeling Real Business Cycles of

Developed and Emerging Economies

In order to match the intra- and cross-countryiztg facts of chapter 2, three open economy
real business cycle models based on Schmitt-GradéUaibe (2003) will be introduced in
this chapter. Model 1 is a one-country, small opeonomy model with an interest rate
premium calibrated to match key long run statistfeatures of developed economies. In an
effort to contribute to the ongoing discussion onetier real business cycle models are an
appropriate tool for modeling the business cyclesmerging economies (see, for example,
Aguipar and Gopinath (2007), Neumeyer and Perrd$20Garcia-Cicco, et al. (2006) and
Kydland and Zarazaga (2002)), model 2 also usesndongenous interest rate as in model 1
but will be calibrated to match the key long ruatistical features of emerging economies.
Model 3 constructs a two-country model for an enmgygand a developed economy but
features portfolio adjustment costs to debt rathan an interest rate premium. This two-
country model attempts to replicate certain crasstry ‘stylized facts’ such as the low or
negative output and consumption correlations betwssveloped and emerging economies
that were found in chapter 2. The mechanisms thratect the two hypothetical economies of
model 3 are linked innovations to the productiyptpcesses and the international market for
financial claims. Schmitt—Grohé and Uribe (2003v@ that both model types -the
endogenous interest rate and the portfolio adjustneest model- generate very similar
results.

If the results generated by models 1-3 reflect fthdings of chapter 2, it can be
concluded that the use of stochastic internatiogel business cycle models is appropriate not
just for developed economies but also for studgngerging economies and/or characterizing
the statistical interactions between developed antkerging economies. The empirical

findings to which the models’ results will be comgéh are the averages that were obtained for
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the developed small open economies (i.e. excluBiragce, Germany and the U.S.) and the
averages for the emerging economies of chapterlt2rratively, a representative country
could have been chosen from each economy typesiBa¢ the averages also tend to reflect
the stylized facts for an arbitrary developed oesgmg market, this approach was chosen.

Because it is the easiest to calibrate, it is woprising that model 1 of a developed
economy does well relative to the data: It corgeptiedicts the ranking of the volatilities for
developed economies, for example, that output isemvariable than consumption and that
investment is more variable than output. It alsoexdly predicts the acyclical behavior of the
trade balance and current account ratios, but states their volatility. The contemporaneous
output and first order auto-correlations are alllweatched with the exception that the
contemporaneous correlation of capital and consimptith respect to output is overstated.
Additionally, the saving and investment correlatisoverstated.

Model 2 of an emerging economy also correctly mtsdihe volatility rankings. It is
noteworthy that it can reproduce the fact that aamstion is more volatile than output in an
emerging economy (rather than the opposite asearcéise of developed economies) and that
investment and the international variables are mvotatile than in the developed economy.
The volatility of the trade balance and currentoattt ratios, however, is again understated.
In contrast to model 1, model 2 accurately predtbes relatively low contemporaneous
correlation of consumption and output. Unfortunatéthe stylized fact that the trade balance
and current account ratios are even more acydlicéhe emerging than in the developed
economy can not be replicated. Instead, model 2nstates the acyclical behavior of these
variables. Lastly, the saving and investment cati@h in the data is successfully mirrored by
model 2.

The key success of the two-country model 3 is ithiat able to mimic two important
cross-country findings of chapter 2: The first igtt there is less consumption than output
smoothing among countries in general and the sersotidht the two hypothetical economies
representing a developed and emerging country gxisimall, negative cross-country
consumption and output correlations. Although thedjcted difference in the cross-country
contemporaneous consumption and output correlaigonst as large as in the data, it seems
that the parameterization is pointing in the rigltection. The intra-country statistics of
model 3 approximately compare to those of modedad 2: For the developed economy, the
consumption and output correlation is again ovegdtal he trade balance and current account
ratios perform relatively worse in comparison todelol, because they are again not volatile

enough while their acyclical nature is now also ensthted. For the emerging economy,
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model 3 can no longer capture the fact that consiomjis more volatile than output (a fact
that is likely a result of the lower steady staterest rate used in model 3). Model 3 correctly
retains the prediction that the trade balance anckot account ratios are more volatile in the
emerging than in the developed economy. In additionow accurately replicates the fact
that they are more acyclical in the emerging econawen though it understates this
correlation. Lastly, it overstates the saving-irtment correlation in both economy types.

Each of the following sections introduces one &f three models, followed by an
impulse response analysis and a comparison of duelsi forecasted business cycle statistics
with relevant empirical averages obtained in chagtdor the developed SMOPECs and
emerging economies. The impulse response anagdisthe effects of productivity shocks in
individual countries (models 1 and 2) and the ¢ff@cross countries (model 3)

3.1 The Debt Elastic Interest Rate Model

This section describes the debt elastic interast model in general. Because the ultimate
goal of the two-country model with portfolio adjostnt costs (model 3) is to relate a
developed economy to an emerging one, where tlxét en average, virtually no output and

consumption correlations (as in the data presemezhapter 2), the use of an incomplete
asset market structure is the right choice. Innmgiete asset markets, the market for financial
claims is usually characterized by a single insenm(in our case debt or assets) that
costs/pays a risk-free rate of return. In the fivgd models, this rate of return will depend on
the world interest rate plus a country specifiefast rate premium, which in turn pins down
the steady state level of debt or assets (in thig \elosing’ the model, see Schmitt—Grohé
and Uribe (2003)). In complete asset markets, amelyg the market for financial claims is

characterized by an array of instruments, whose ghteturn is contingent upon the state of
the economy. Kollmann (1996) describes the traddetiveen each type of market structure
as: “The elimination of trade in state contingesseds limits international risk sharing. A

country affected by an idiosyncratic (country-sfiegiincome shock can mitigate the effect

° Endogenous or debt elastic interest rate modelardabels that may be used interchangeably.
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of this shock on its consumption by trading in b&n®ne may expect, however, that
countries are less able to offset the effects misighcratic income shocks when markets are
incomplete than when markets are complete (p. 18).an Arrow-Debreu (complete asset)

market setting, consumption is usually highly clated, because a combined optimization
problem is solved by a benevolent social plannat thsults in proportionate consumption

levels. Therefore, if countries are “less able ffseai the effects” of productivity shocks, then

consumption should be less correlated. Given thdirfgs of chapter 2, this is clearly the

more appropriate way to model the market for finalndaims.

Model 1, the endogenous interest rate model foreeeldped economy, can be
described as follows: A single good is producedictvican be used for consumption and
investment. The economy is populated by an infinueber of identical consumers and there
exists a representative agent, who solves thewoilp optimization problem with respect to

per capita variables:

max EY AUG.H)

{ohdakal, =0 (3.1)
subject to:

dt+1=(1+n)dt_yt+q+ .l+q)(K+1_ K) (32)
Y. = AF(h, k) (3.3)
Ky =i + (- 0)k, (3.4)
r=r+p(d,,) (3.5)

The exogenous productivity process, which the ad¢ghkds as given, follows a first order

autoregressive process in logarithms:
In(A.)=pIn(A)+¢.,; O&.,~NID(0,07),t = 0 (3.6)
The first order conditions after maximizing (3.1pgect to (3.2) — (3.5) are:

Uc(c, )= A (3.7)
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U, (c.h) =AAR(K, h) (3.8)
A = BA+1)EA,, (3.9)

/]t [1+cb’(kt+1 - k( )] = ﬁE[/]tﬂ[ At+1 E< ( I‘t]+11 l§+1)+ 1-0+9' ( lr<+ 2= Kl)] (3.10)

whereU_ =dU/dc, F, =dF/oh, F, =dF/ok and the constraints (3.2) — (3.5) must hold with

equality. In addition the following transversalitgndition must be satisfied:
lim, ., A (k. —d,,) =0 (3.11)

Utility is an increasing function of consumptioq ( and a decreasing function of labor input
(h). Output (y,) is produced with labor input and domestic cagika), which is subject to a
convex capital adjustment cost functigb(l) satisfying ®(0)=0, ®'(0)= 0. The law of

motion for the exogenous productivity serie§)(is subject to independent and identically

distributed (i.i.d.) shocks, with mean zero and varianeg . The parametep measures the
persistence of the productivity process and is adferred to as the autocorrelation coefficient
of productivity.

This is an open economy model because savig defined below) can either be
invested (,) in the domestic market for physical capitil)(or on the international market for

financial claims. The market for financial claimsncsimultaneously be characterized by the

stock of per capita assetg ) or the stock of per capita foreign dekbi X, which, in short, will
be referred to as ‘assets’ or ‘debt’. The intepeetnium discussed below, however, initially is
a function of aggregate per capita foreign de&pb,(which will be abbreviated as ‘aggregate
debt’ (similarly aggregate per capita assets arergby @ )).**

The current account is defined as the change irfioneign assets over one period. Let

b =-d =per capita foreign assets. Then the (per capitepoiaccount can be defined as

9 The transversality condition arises with stateialdes to ensure that their evolution over time sdoet

become explosive in the infinite horizon. In modelthe two means by which output can be invested the

domestic asset (the capital stock) and the intenmalt asset, can be grouped together. The traraitgrs
condition rules out that the agent can accumulat®aow assets forever.

M To avoid confusion between aggregate per capita aled per capita debt, consider the following eplem
Individual A has 10 units of debt and individualHas 20 units of debt which equal their per capiéatd
respectively. Their aggregate debt is therefore208:B0 units, while their aggregate per capita defit0+20)/2

= 15 units. The assumption that individuals areniial in equilibrium implies that both per capidabt and

aggregate per capita debt are 15 units.
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ca =h, - bh=Ab, interms of net foreign assets acg = —(c{+l - q) =-Ad,, interms of
net foreign debt. The budget constraint (3.2) codicbrefore also be written as

cg =-td +y - ¢ - -®(k,— k). If debt increases from periadto t+1, the country is a
net borrower Qd,,, >0) and its current account deficit is increasing i(ercurrent account

surplus is decreasing). If debt falls from peribdto t+1 the country is a net lender

(Ad,,, <0) and its current account surplus is increasingit®rcurrent account deficit is
decreasing). In the steady state it must be thettedAd,,, =0= cq = 0.

Other useful current account relationships eae=th + fh = th— d = s— i, where
th =y -g-i-®(k,—k) denotes the trade balance. In the steady statdottwaving

identities must therefore holdb =-rb=rd . If the steady state trade balance is negative, it
must be the case that the steady state value digiabgative (the steady state value of assets
is positive) and if the steady state trade balasgm®sitive, it must be the case that the steady
state value of debt is positive (the steady stateevof assets is negative). In the sense that the
steady state implies an empirical long run aver#ige interpretation is that a country that is
an average borrower must have a positive average tbalance while a country that is an
average lender must have a negative average t@dace. From here on out, the concept
‘debt’ rather than ‘assets’ is used, with the usthierding that a negative debt level implies an

asset that pays interest.

Each of the debt measured, (and dt) costs the country specific interest rateThis
interest rate is decomposed into the world interats r (which will differ across models 1
and 2) and an interest rate premium functp()l that is an increasing function of aggregate
debt relative to the steady state. Note that thst feuler equation (3.9) is as of yet
independent of the interest rate rule involvaggregateper capita foreign debt, because the
agent initially takes this variable as given. Tiniplies that the interest rate premium function
given by (3.5) so far is not explicitly part of tlagent’s first order conditions except as a
binding constraint. However, because the repreteatagent is representative in equilibrium
and agents are assumed to be identical, aggregateapita debt must equal individual per
capita debt in any equilibrium, that ixfl't =d, (see previous footnote). Knowing this, any

equilibrium must be characterized by replacingegjliations involving aggregate per capita

debt (d, ) by per capita debtd ).
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The model could, using appropriate substitution,ebérely written in terms of the

exogenous state variab¥e (the productivity process), the two endogenoutestariablesd,
and k. (debt and capital) and the two control variabtesand h, (consumption and labor

input). All other variables will be referred to #sw variables (for the uninitiated, this

classification is explained in greater detail irapter 4). In other words, flow variables are
those that could potentially be eliminated from thedel, but can be backed out later if
necessary. If they can be eliminated from the matiely must therefore logically either be a
function of a control or a state variable or a comabon thereof, potentially at different dates.

These include outputy(), investment ) and the interest rate,{ given by equations (3.3),

(3.4) and (3.5) respectively. There are additidieat variables, which are implicitly part of

the model: These include saving, the trade balargk the current account. Since it is
common practice to work with the trade balance amdent account ratios with respect to
output rather than with their absolute values,ftllewing three flow variables are now added

to the model:

Saving is formally given by?

s=Y%-P(k.-k)-¢ (3.12)

The trade balance to output ratio is given by:

Y %

t

toy, :g:{yt—q—a—¢(m—k)j=1_(q+i+¢(k+1— K)j (3.13)

And the current account to output ratio is given by

cay, =4 tby—L (3.14)

Yi Y

In addition, there is one minor technicality asateil with the capital adjustment costs in

equation (3.10). For many algorithms (see appengie}l to solve these types of models, it is

12 Note that this definition of saving differs slighfrom the one used in chapter 2 where saving leguautput
minus household consumption minus government copsam Since there is no government sector in this
model, it is implicitly assumed that the governmssttor is usurped by the households.

43



pivotal to reduce the range of variable dates to: tivand t +1. As of now, the model is

written in three time periods with variables dasd, t+1 andt+2 in equation (3.10). To
reduce the time span tb and t+1 requires the introduction of yet another varialiltes

auxiliary capital stock, given blg* = k,, = k%, = k,,. Formally, its equation is:
k?-k, =0 (3.15)

This allows equation (3.10) to be written as:A[1+®'(k,,—k)|=
,BE[/]Hl[Aﬂl:k(hﬂ, K,)+1-0+®' (K - Igﬂ)]. Since k, is considered an endogenous state

variable, whilek,,, is considered a control variable}, must be a state variable whig@ is a

control variable. Given the auxiliary capital stpekodel 1 is now described by variables
belonging only tat andt +1.

A rational expectations equilibrium can now be defi as a set of processes
{At,dm, d.. k...C, h}:o_o that satisfy the first order conditions (3.7) 1@, the constraints

(3.2) — (3.5) and the flow variable equations (3-223.15) given the exogenous productivity
process (3.6) as well as the starting values ferstite variablegy,, ao(do) and k, (which

usually take on the values of the steady statd)other variables are flow variables that are
functions of the variables listed in the rationgbectations equilibrium and therefore need not
be mentioned separately. In other words, once tuogenous control and state variables
satisfy the rational expectations equilibrium, satlte remaining variables.

Following Schmitt—Grohé and Uribe (2003), the fallog functional forms are assigned

to utility, the production function, the adjustmewost function and the interest rate premium:

_(c-w'h®)r -1

U=

F(k, h) = kK
=9

tD(x)—2x2

p(d) =@ (exg ™ -1)
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The functional form for utility was first introdudeby Greenwood, et al. (1988) and has
frequently been employed in the small open econmalbusiness cycle literature because it
implies a static labor supply curve, independertarfsumption decisions and only dependent
on the real wage. According to Mendoza (1991),s*gimplification facilitates the numerical
simulations and allows the model to focus expresslyhe interaction of foreign assets and
domestic capital as alternative vehicles of savaighe cost of eliminating the wealth effect
on labor supply” (p.801). In addition, recall thdt must be the case, that in any

equilibrium,o(&t —a) :,o(q —H). Therefore this country specific interest ratenmiren is

strictly increasing if debt exceeds the parameteaind vice versa.

3.2 The Steady State

This section characterizes the steady state ofmtheel described above and develops some
useful relationships among the variables. The stestate simply describes the resting point
of our system, that is, the long run equilibrium tbE model economy if there are no

stochastic disturbances, i€.=0, [t 13 Let variables without time subscripts denotadye

state values and note that the subjective discdactor must satisfy 8=1/(1+r).**

Substituting the functional forms and their respecterivatives (see appendix) into the first
order conditions (3.7) — (3.10), leads to the follny steady state relationships. Equation
(3.9) in the steady state implies that:

Br=1+r+pd) = wEexp-1)=0=d=d (3.16)

131n a model where all variables but labor are afidwo grow at the same rate as technological pssgeg.
that found in King and Rebelo (2000), the steadyesis instead referred to as a balanced growth pat

% This is a standard assumption in small open ecgnmwdels and ensures that the model has well dkfine
dynamics. See Mendoza (p. 799) for an explanation.
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Thus, the steady state value of debtequals the parametat. The preceding logic also

implies that there is no interest rate premiumhe $teady state, that rs=r . Turning to
equation (3.10):

1

1=18[AFk(h, k)+1—5] = '8_1 :a!ka'_1 hl_a + (1_5) :E:(r+5)1—a
a

(3.17)

To arrive at this last expression, two steady spatgperties are used: The first is based on

In A= pln A. Since p#0, i.e. shocks ar@ot assumed to be purely transitory in nature, it

must therefore be the case thAt=1. The second property simply trades the subjective
discount factor for the interest rate definitiorhuE, equation (3.17) provides an expression
for the steady state labor input to capital rasoaafunction of parameters only. Turning to
equation (3.8) after substituting the appropriaeatives:

(c- ™)V (H) = (c-a*H) " Al-a) K K = ()= (1‘”)(9

2 w1

—h= (1—a)(%j“’ (3.18)

Equation (3.18) shows that the labor input choicethie steady state is independent of
consumption decisions. Given parameters, the stedae level of labor input can be
calculated and equations (3.17) and (3.18) can bieensed to find the steady state level of
capital k (by dividing (3.17) by (3.18)). This yields steashate values for investment ok

and outputy = F(h, k). In the steady state it must be the case thatuhrent account is zero:

ca=tb- rd=0= tb= rd. With these results, the parametérand hence the steady state

level of debt can be pinned down by applying theérbalance ratio definition:

Given anempirical average of the trade balance to output ratio flaftd side), and given the

calculated steady state value for output and teamasd world interest rate (right hand side),
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the level of steady state debt that replicatesatherage trade balance to output ratio can be
determined (also see the section on calibrationyerG values ford =d and tb=rd,
consumption can be found via the steady state humgestraintc = y— tb—i. Lastly, saving

is simply given bys= y-c because there are no adjustment costs in theystdate:
®(k-k)=®(0)=0.

At this point, it is instructive to include whateareferred to as the ‘great ratios’ in the
real business cycle literature, which are pivotal ¢alibrating the parameters of the next
sections. The great ratios are simply empiricalalde ratios vis-a-vis output, which have
proven fairly immune to time. The ratios are cadted! for the countries presented in chapter

2, where C/Y refers to the consumption to outptiord/Y refers to the investment to output
ratio and TB/Y refers to the trade balance to outatio.

Table 3.1: Averages of the Great Rat{ds

ClY Iy TB/Y

AUS 0.764 0.225 -0.015
BEL 0.791 0.183 0.024
CAN 0.785 0.195 0.025
CZR 0.733 0.283 -0.019
FRA 0.812 0.187 -0.001
GER 0.780 0.204 0.019
MEX 0.806 0.184 -0.006
NEL 0.749 0.205 0.049
POL 0.826 0.190 -0.014
SLR 0.765 0.281 -0.046
SWI 0.717 0.217 0.037
USA 0.848 0.174 -0.024
Averages for Developed Economi®

All 0.781 0.199 0.014
SMOPEC 0.761 0.205 0.024

Averages for Emerging Economies
0.783 0.235 -0.021

(a) All data is in real terms and quarterly; congtion includes government consumption. See daterafip for more details.(b) Average
‘All" for developed countries refers to the averagecluding the largest three economies the USm@ey, and France, average ‘SMOPEC’
excludes these.
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Table 3.1 shows that the main difference in theaigratios for developed versus emerging
economies arises in the net exports category. Alkkrging economies exhibit an average
trade balance deficit while most of the developednemies have a trade balance surplus.
Excluding the LOPECs from the set of developed enuas therefore implies an average
trade balance ratio of 0.024 across space and dimdean average of -0.021 for the set of
emerging economies. These ratios will be used tibrete the steady level of debt as
described above. In addition, the average investmaio is higher in the emerging countries
than in the developed countries. This ratio willneointo play for the calibration of the
depreciation rate of capital. Once the trade ba&amd investment rate ratios have been used
for calibration of parameters in the steady st#te, steady state consumption ratio must

naturally follow.

3.3 Model 1. Calibration and Results for a Devetbpe

Economy

In order to calibrate the model presented in sesti®.1 — 3.2 to a hypothetical developed
economy, theaveragesobtained in chapter 2 for the developed SMOPEQiheiused rather

than focusing on a single country. Parameters ssamed to fit into one of three categories:
fixed, assumed and free. Fixed parameters are lmaspdor studies (sometimes these have a
fixed range). Assumed parameters reflect certaita da steady state properties. Free

parameters make up the remainder and can be geh&vate a ‘better fit' of the model:

Fixed Parameters:
= Capital’s share of outputr =0.32. This is a standard assumption.

= Coefficient of relative risk aversiony=2. In the real business cycle literature, a
consensus has emerged thaty < 5.

= Intertemporal elasticity of labor supplyw=1.4. The range that is commonly found in the
literature is1.4< w< 1.7 (see Neumeyer and Perri (2005) or Mendoza (1991)).
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Assumed Parameters:

World interest rater =0.015. This implies an average annual interest b percent.
Some studies set this as low as 4 percent per afireira quarterly rate of 1 percent), but
given the higher averages found for SMOPECs in Ngi@nand Perri (2005), 6 percent
per annum is within reason.

Subjective discount factoff=0.985. This is a forced value based on the stesalye

assumption thg® =1/(1+r).
The depreciation rated =0.0266. This is in line with the standard value df 0.025

commonly used in the RBC literature and, in theadyestate, matches the average
investment to output ratig'y = ok/ y=0.205 of the developed SMOPECSs.

Steady state level of per capita detht=17.5703. This matches the average trade-balance
to output ratio of the developed SMOPECS using #teady state condition

tby = rd/ y=0.024 where steady state output can be calculatedual 10.981.

Free Parameters:

The free parameters are (ab)used to generate dst fl' of the model, given all other

parameter values. They are, however, expected ito lbee with theoretical expectations.

The capital adjustment cost parametgr that moderates investment’s response to

productivity shocks, is set to match the averagedsrd deviation of investment in the
data for SMOPECSs, given all other parameters. Mead1991) obtains a range of
0.023< ¢<0.028 for his annual model of Canada. Incidentalhg best results for the

volatility of investment in the quarterly model d&and are obtained by setting
@=0.024/4=0.006.

The interest rate rule parametgr, “measuring the sensitivity of the country intérede

premium to deviations of external debt from trendhduld be]...assigned[ed] a small
value... with the sole purpose of ensuring indepeodai the deterministic steady state
from initial conditions, without affecting the sttaun dynamics of the model.” (Garcia-
Cicco, et al. (2006), p. 8). Following this recommdationy is set to 0.0001.

Lastly, and perhaps most controversially, the potiglity process’s persistence parameter

p and the associated shock variange are set with the sole purpose of replicating the

empirical average volatility and first-order autoetation of output for the developed

SMOPECs, given the other assigned parameter vahudsrmal calculation of Solow
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residuals would have been an alternative, but gifiahthis method has, at times proven

problematic, the present study follows Mendoza (39d uses these as free parameters.

The ‘best fit’, given all other parameters is fouiod p =0.715 ando, =0.00383, which

are both plausible values.

Table 3.2 summarizes the above discussion:

Table 3.2:Parameter Values for Model 1 (Developed Economy)

Variable Description Value

a capital share in output 0.32

B rate of time preference/discount factor, set/{a+r) 0.985

o) capital’'s depreciation rate 0.0266
d steady state foreign debt level, matches SMOPE@ge¢by 17.5703
y coefficient of relative risk aversion 2

@ capital adjustment cost parameter 0.006
Y interest rate rule parameter 0.0001
r steady state world interest rate 0.015
P productivity process persistence parameter 0.715
o, standard deviation of technological innovation (633 (3]
w 1 + inverse of intertemporal elasticity of subgtdn in labor 1.4

The first set of model 1's results examined in tbection are impulse response

functions, which use each variable’s policy or si&ion function to generate a response curve

to a productivity shock (see section 6.2.3 for apl&nation of policy or transition functions

and their link to impulse response functions). Tisisa theoretical exercise since impulse

response functions are not observed empiricallywéi@r, they ought to coincide with

theoretical expectations (e.g. productivity incesashould translate into output gains) and can

therefore serve as a rough mechanism with whighdge the performance of the model for a

hypothetical developed economy. A more precise am@sim is given by the second set of

results in table 3.3 which compares the empiricalifiess cycle statistics obtained in chapter
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2 with the theoretical moments generated by the ehahd thus allows the model’s

predictions to be weighed against real world o@noes.

3.3.1 Impulse Response Analysis for Model 1

Figure 3.1 depicts how each of the variables redpdim a one percent increase in the

productivity process at=1, i.e. £ =1 over a twenty-five year period. The initial resperto

a positive productivity shock calls for a distimmcti between the behavior of ‘sluggish’ and
‘jump’ variables: Sluggish variables can not adjoghtemporaneously to the shock. In the
present model these are represented by the endagstaie variables debt and capital, which
are pre-determined in each period, includingl, and hence do not adjust until one period
after the shock has occurred. Investment, evengtihauis solely a function of the capital

stock, can adjust immediately, because it is ddfimgthe regular and auxiliary capital stock.
Recall that the latter can instantaneously respondhocks because it is defined by next
period’s regular capital stock. Similarly, the deddastic interest rate adjusts immediately
because it is defined in terms of next period’std€he remaining control and flow variables
are determined at the beginning of each periodwatig them to adjust contemporaneously to

shocks. These represent the set of jump variables.
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Figure 3.1: Impulse Response Functions of the Developed Ecgrnidmodel 1) after a One

Percent Increase in the Technological Innovation
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Figure 3.1 (continued)
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In panels (1), (2) and (3), the positive effectlad technological innovation is reflected in the

law of motion for consumption, labor input and autpespectively. Most obviously, the

shock translates into increases in output via tleelyction function, raising output by 1.94

percent in the short and 0.92 percent in the lamg The long run effect is attributable to the

fact that capital and labor input remain permanehigher, allowing production to remain

perpetually above its initial steady state leveerethough the productivity process effect

dissipates. Because of the increases in outpusuooption naturally also increases — a well

known feature of any basic consumption functioncd&ee the marginal propensity to

consume is less than one and because the mardiligl of consumption is decreasing,

consumption increases by less than output (inytiayl 1.31 percent and in the long run by
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0.14 percent above its steady state value). Thaireng output is saved for a rainy day, a
course of action known as ‘consumption smoothing’.

Labor input increases by 1.39 percent initially aaohains above its steady state value
by a factor of 0.07 percent. The fact that labquuinincreases in response to a productivity
shock is similar to the capital stock effect. Besmthe marginal product of labor schedule

AF, (k,h) dictating the wage rate is positively affecteditgreases in productivity, it raises

the opportunity cost of taking leisure. This stiating effect on labor input also declines as
the effect on the productivity process wears oatjsing the wage at the beginning of the
productivity propagation cycle to be higher relatito future expected wages. Usually the
wealth effect on labor supply describing a positreerelation between higher income levels
and taking leisure would also have to be considefdw choice for the utility function,
however, ensures that this wealth effect on labpply is eliminated.

As can be inferred from panels (4) and (5), thealdes capital and debt are sluggish
variables that do not adjust contemporaneouslhyhéoshock (because their graphs do not
‘jump’ at t=1). Note that the interest rate in panel (6) feothe impulse response function
of debt due to its functional form but on a sma#leale, because its sensitivity to changes in

debt from trend is moderated by the parameterinitially both debt and the interest rate

respond positively and reach their peakt aB by approximately 0.8 and 0.1 percent above
their steady state values respectively. In the Ilamg however, a positive productivity shock
should have a negative effect on an initially (d{eatate) positive debt level and hence the
interest rate, because higher domestic productinityeases output and lessens the need to
borrow output from abroad. This is reflected in thgulse response functions for both
variables aftet = 8.

In panel (4), the capital stock’s initial as wedl lang run response to increases in the
productivity process is positive throughout. Thss due to the stimulating effect of the
technological innovation on domestic investmentjclwhn turn determines the level of the
domestic capital stock. Also note that the rentacep of capital schedule given by

AF (k,h)is shifted upward because productivity and labgutn(panel 5) immediately

increase. This mechanism makes investment in dacregtital profitable and hence works to
increase the capital stock. As capital is buildamal the productivity and labor input effects
dissipate, the marginal product of capital begmfatl again.

Panels (7) — (8) show that upon impact of the shselking increases by 4.08 and

investment increases by 8.68. Saving slightly dipkow its steady state as the consumption
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smoothing effect dissipates and the consumptioreases and capital adjustment processes
begin to outweigh the output increases. Investmamthe other hand, goes through a period
where it is below its steady state value but theanibes back above its steady state. To
account for the intermediate dynamics, King anddRe(2000) observe that, “[ijnvestment...
drops below the steady state, as the economy raws ¢he capital that was accumulated
during the initial expansion” (p.38). In the longny however, domestic investment re-
approaches and then remains above its steady state.

Recall that the current account is defined as ftheet balance minus interest payments
(the interest rate times the debt level), or asngaminus investment. Given that investment
increases by more than saving, implies that theeatiraccount must first incur a higher
deficit (or a lower surplus). This is financed b ttrade balance. Since saving remains below
its steady state value while investment remainsv@kand since debt and the interest rate
simultaneously remain below their respective stestdie values, it must be the case that the
trade balance incurs a higher deficit (or a redus@gblus). This is reflected in panel (9) —
(10), where the long run trade balance remainsttjidpelow its steady state value by a factor
of -0.02 percent, while the current account matdhesbehavior of the trade balance but

remains above its steady state value by a fact®.01 percent.

3.3.2 Empirical vs. Theoretical Business Cycle Matae
for Model 1

Table 3.3 presents business cycle summary statigéoerated by model 1 for a developed
economy and compares these to the relevant avesagistics obtained for developed
SMOPECs in chapter 2.
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Table 3.3: Business Cycle Summary Statistics: Model 1 vs. Ager of Developed
SMOPEC®

Variable Source o(x) (%) P(%, Y,) P(X, %)
() a(y,)

Output Model 1 1.28 1.00 1.00 0.82

(y) Data 1.28 1.00 1.00 0.84
Consumption| Model 1 1.04 0.81 0.96 0.87

(c) Data 1.02 0.80 0.69 0.80
Labor Input | Model 1 0.92 0.71 1.00 0.82

(h) Data 1.40 1.09 0.61 0.93
Capital stock | Model 1 0.76 0.59 0.62 0.99

(k) Data 0.48 0.37 0.18 0.96
Saving Model 1 2.50 1.94 0.92 0.78

(s) Data 4.45 3.46 0.81 0.71
Investment | Model 1 411 3.18 0.79 0.58

(i) Data 411 3.24 0.76 0.77
Trade Bal. | Model 1 0.50 0.39 -0.35 0.63
Ratio (tby) Data 0.90 - -0.31 0.59
Current Axt. | Model 1 0.47 0.36 -0.25 0.62
Ratio (cay) | Data 1.21 - -0.28 0.45
Correlation calculated in thapter 2l Standard devitions are in percent per
(s.i) Data 0.54 e

Obviously output performs very well with respectit® standard deviation (1.28 percent) or
autocorrelation (0.82 versus. 0.84 in the datajabse its parameters were set in such a way
to fit the empirical findings. The same is true iiovestment since parameters were also set to
match its standard deviation (4.11 percent). Inddpetly, its contemporaneous correlation
with output and its first order autocorrelationcalmatch the data fairly well, although the
latter statistic is somewhat understated by theeh@l79 versus. 0.76 and 0.58 versus. 0.77).

Consumption’s variability, however, is accuratehdandependently predicted by the model
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even though no parameters were set in order t@depe the data findings (1.04 versus 1.02
percent). As is common in real business cycle n®del open economies, the
contemporaneous correlation between consumptionoatylt is exaggerated by the model
(0.96 versus 0.69 in the data). All other statsst€ consumption are well matched.

Although the model understates theeragevariability of labor input in SMOPECs
(0.92 versus 1.40 percent), it is in line with aertindividual countries’ standard and relative
deviations (i.e. Belgium, France, Germany and Si#énd; see table 2.1). An inevitable
blemish of the model is that it predicts a perfemtrelation between output and labor input,
which is due to the specification of the utilitynfttion. Conversely, the model overstates the
variability of capital (0.76 versus 0.48) but ag@mot too far fetched for some individual
country observations (i.e. Canada and Germany). Thedel predicts the serial
autocorrelation remarkably well (0.99 versus 0.86the data) but highly overstates the
contemporaneous correlation with output (0.62 v&fsa8 in the data).

The theoretical predictions regarding the tradeed and current account ratios fare
relatively poorly when held up against the data.bisth cases the volatility is clearly
understated. However, the model does a good joépiicating the negative contemporaneous
correlation relative to output. For the trade ba&grfor example, the empirical correlation is -
0.31, in the model it is -0.35. In addition, thevér serial correlation relative to the remaining
model variables is also captured by the model. [y ashe volatility of saving is clearly
understated by the model, which may have to do thighdifference in definitions used in the
model versus the data (i.e. if government conswnps the main contributor to the empirical
volatility in saving, this would not be reflecteg¢ the model since no government sector is
included). This may also be the reason why theatopbraneous correlation between saving

and investment in the last row is higher in the el¢@.83) versus the data (0.54).
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3.4 Model 2. Calibration and Results for an Emeggin

Economy

This section mirrors section 3.3, but now describesemerging economy where all variables
and parameters that differ across the two modastygre denoted with an asterisk. Since it is
a mirror economy, all explanations are the samenasection 3.3 and only the formal

description is provided.

The representative agent in the emerging economgsthe following optimization problem:

U@, 3.19
o OEOZ( YuE ) (3.19)
subject to:
Aoy =@+ - Y+ G+ P+ P (ki — K) (3.20)
= AF(H. K) (3:21)
Kig =i + (1= 37k (3.22)
rM=r+ " (d?) (3.23)
In(AL)=pin(A')+el; 0gl,~NID(0,0;°),t 2 0 (3.24)

The first order conditions are:

U (e, i) = A (3.25)
-U,(c,h)=AAR(k h) (3.26)

= BA+rOE N (3.27)
/'F[lm’(kﬁrkF)] BEAL[ AL, K)+1-6+0' (K - K)] (3.28)
iim, ., (%) A°(K5, - d2,) =0 (3.29)
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The additional flow variables and the auxiliary talstock are given by:

§=y-0"(K,-K)-¢ (3.30)
tbytmzl_{ct +1i, +q;£kt+l_kt)J (3.31)
cay’ = tby’ —% (3.32)
ktaD_ ktE*l-l =0 (333)

A rational expectations equilibrium for the emerginounty can be defined as a set of
processe{/ltm, d?,, d,, ki,.¢, ff}:o that satisfy the first order conditions (3.25)3:28),
the constraints (3.20) — (3.23) and the flow vdaaequations (3.30) — (3.32) given the
exogenous productivity process (3.24) as well asdtiarting values for the state variables
A, dJ(d5) and ki'. The emerging economy is given the same functitorats for utility, the

production function, the adjustment cost functiomd a&he interest rate premium as the
developed economy. Note, however, that the stetadg salues and some of the parameters
differ.

W@y -1
1-y

U (CD, hD) = (CD_

F(k.hy=(K)"(H)™

p(d?) =g exp ™ -1)

Again, let variables without time subscripts dendbe steady state and assume that

B~ =1/1+r"). Equation (3.27) yields:

p(dH)=0 = d’=d" (3.34)
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The labor input to capital stock ratio is obtairiemm equation (3.28):

h_ﬂ{wfa

O
K a (3.35)
Lastly, labor input can be calculated using equat®26):
1
a w1
o_ _ a 1-a
h-=| (1 a)(—r%éﬂj (3.36)

The remaining steady state variables can be fosimfyuhe procedure described in section
3.2. Recall that the great ratios for the emergiognomies were given by a consumption to
output ratio of 0.783, an investment to outputorati 0.235 and a trade-balance to output ratio
of -0.021. The parameters that are assigned differaues relative to the developed economy
are:

= World interest rater” =0.0325. This implies an annual interest rate op&&ent, which
is an intermediate value between the average Mexieal interest rate of 10.4 percent
and the real interest rate value used by NeumeeParri (for the Argentine economy)
equaling 14.8 percent. Whether this representsséteof Eastern European emerging
economies is up for debate. However, the value i;ne with the fact that an emerging
economy experiences higher real interest ratesalgaveloping economy.

= The above implies thg8” =1/ (1+r")=0.969.

= To replicate the average empirical investment ttpwaturatio of 0.235, implies that the

quarterly depreciation rate must Be=0.0895. This results in an annual depreciation rate
of 36 percent, which stands in stark contrast te tlsual assumption that capital
depreciates at an annual rate of 10 percent. Hawearhaps capital in emerging
economies behaves or is used differently than alapitdeveloped economies. To set the
depreciation rate equal to the value assumed fegldped economies (0.0266), given the
above parameters, amounts to generating a vergteady state investment ratio of 0.144

in the emerging countries.
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= Using the previous parameter values and noting ttieisteady state trade balance ratio
should be equal to -0.021, implies th#t="-1.2061.

= Given thatd"# 7, it is also the case that the capital adjustmest parameter differs
across models 1 and 2/(# ¢=0.006). To match the empirical volatility of invesnt
for emerging economies implies th@t=0.064/4=0.016. Again, this may be contentious,

but if capital depreciates at a higher rate in gingreconomies, it also makes sense that

the capital adjustment cost parameter is higher.

= For the above parameters, the best results arénebtavhen p”=0.540 (to match

output’s average first order correlation of 0.764) 0. =0.00633.

In sum:

Table 3.4:Parameter Values for Model 2 (Emerging Economy)

Variable Descripion ~ Value
a”=¢g capital share in output 0.32
Vin rate of time preference/discount factor, set/{a+r) 0.969
o° capital’s depreciation rate 0.0895
d” steady state foreign debt level, matches SMOPE@ge¢by -1.2061
y'=y  coefficient of relative risk aversion 2
¢’ capital adjustment cost parameter 0.0161
w"=y interest rate rule parameter 0.0001
ro steady state world interest rate 0.0325
o productivity process persistence parameter 0.540
o standard deviation of technological innovation 63®
o’ =w 1+ inverse of intertemporal elasticity of subgtdn in labor 1.4
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3.4.1 Impulse Response Analysis for Model 2

Figure 3.2 is analogous to figure 3.1 in sectio® &d shows how the emerging economy
responds to a one percent increase in the prodycfivocess att=1, i.e. £ =1 over a
twenty-five year period. For comparison the impulksgponses of the developed economy are

also plotted with a dashed line except for therggerate in panel (6), where the scale on the
vertical axis is much smaller in model 2 than ind@ial.

Figure 3.2: Impulse Response Functions of the Emerging Econ(vodel 2) after a One

Percent Increase in the Technological Innovation
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Figure 3.2 (continued):
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The majority of the impulse response functions shioat the emerging economy’s variables
react stronger than the developed economy’s vasaklthich, in turn, implies greater variable
volatility in the emerging economy: The capital g initial response to a technological
innovation in panel (4) is approximately 1 percemtsus 0.4 percent in the developed
economy. Interestingly, the model predicts thatpbsitive effect on the capital stock in the
emerging economy virtually disappears, while cdmlearly remains above the steady state
in the developed economy. The same observatiorslioidabor input in panel (3): The initial
and intermediate dynamics are virtually the sams, ib the long run, labor input in the
emerging economy re-approaches its previous ststatly. These two observations logically
imply that output in panel (1) also follows thistggan. Consumption depicted in panel (2),
however, remains above its previous steady statbeniong run similar to the developed
economy (by 0.1 percent and 0.2 percent respegliféle initial response of debt in panel (5)

is negative, implying that the level of assetsigéasing since steady state debt is given by a

negative number. Therefore it must be the case thatd”<0= "1 until t=4 and

d2,-d”">0= "1 thereafter. This is depicted in panel (6). Assuteof output returning to

its previous steady state and consumption remairetagively higher, saving in panel (7)
remains below its steady state value. Investmempame! (8) responds much stronger in the
emerging economy than in the developed economy, avitinitial increase of approximately
12 percent versus 9 percent in the developed ecpninthe long run, investment in both
types of economies re-approaches its steady dtawly, the trade balance and current
account ratios (panel (9)—(10)) initially decre&se greater extent in the emerging economy
(1.75 percent) than in the developed one (0.7 peread generally display greater volatility.
In the long run, both variables re-approach theimier steady state in both types of

economies.
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3.4.2 Empirical vs. Theoretical Business Cycle Maotse
for Model 2

Table 3.5 presents summary business cycle statiggoerated by model 2 and compares
these to the relevant average statistics obtaimeenerging economies in chapter 2.

Table 3.5: Business Cycle Summary Statistics: Model 2 vs. Ager of Emerging

Economie$’
Variablex Source o(x) thﬂ) o0, Y0) (X, X))
a(y,)
Output Model 2 1.92 1.00 1.00 0.76
(y?) Data 1.92 1.00 1.00 0.76
Consumption | Model 2 2.17 1.13 0.63 0.92
() Data 2.12 1.11 0.61 0.68
Labor Input | Model 2 1.37 0.71 1.00 0.76
(h?) Data - - - -
Capital stock | Model 2 1.15 0.60 0.75 0.81
(k) Data - - - -
Saving Model 2 7.35 3.84 0.54 0.92
(s) Data 8.33 4.43 0.49 0.57
Investment | Model 2 7.56 3.95 0.53 0.16
(i) Data 7.56 4.06 0.72 0.74
Trade Bal. Model 2 1.97 1.03 -0.03 0.58
Ratio (tby”) | Data 241 - -0.43 0.73
Current Axt. | Model 2 1.45 0.76 -0.06 0.23
Ratio (cay’) | Data 2.39 - -0.39 0.63
Correlation e Calculatod in chapter 2l andard deviations are in percen per
(s%i% Data 0.31 et
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Output was once again calibrated in such a way itisastandard deviation (1.92) and
autocorrelation (0.76) match the data. Investmésa matches the empirical volatility (7.56)
as a result of the calibration. The contemporaneaueelation of investment and output is
somewhat understated by the former (0.53 versu® b.Zhe data) and the predicted first
order autocorrelation is much lower (0.18) thanthe data (0.74). Consumption again
performs remarkably well (with a theoretical stamiddeviation of 2.17 versus an empirical
one of 2.12), albeit its first order autocorrelatis too high in the model. Note that this time,
however, the consumption-output correlation is aeérstated as in model 1: The model
predicts an autocorrelation coefficient of 0.6& thata produces a coefficient equal to 0.61.

Although no data on labor input was computed fergbt of emerging economies, the
volatility statistics in model 2 are extremely ado® the empirical findings for model 1. For
example, the volatility of labor input in the dath developed countries is given by 1.40.
Model 2 actually predicts 1.37! In the sense tlagiot input might behave similarly across
economy types, model 2 actually does a better fjdbrecasting volatility than model 1. The
capital stock is more variable than was the casdhi® set of developed economies (1.15)
versus (0.48) and its contemporaneous correlatibm eutput is again overstated given the
acyclical nature of the capital stock (0.75 ver@us in the data on developed economies).

Even though model 2 is not able to capture thetNityaof the trade balance and
current account ratio completely (1.97 versus 2a##l 1.45 versus 2.39 respectively), it
performs relatively well in the sense that theseialbdes are much more volatile in
comparison to model 1. Empirically, the trade beéanand current account ratio’s
contemporaneous correlations with output are megative for emerging economies than for
developed economies. A disappointing result is tihiatis by no means reflected in model 2’s
results. The empirical trade balance ratio-outputetation, for instance, is -0.43, model 2
predicts -0.03. Again the low first order corretaus of the two international variables are
correctly forecasted, although the magnitude isattogether perfect.

The implied volatility of saving (7.35), althougésk than in the data (8.33), is closer
to the truth than was the case in model 1, whexethdicted and actual volatility deviate by
almost 2 percent. The contemporaneous correlatitm autput is again well matched (0.54
versus 0.49 in the data). Perhaps the most weloou&me is that the low correlation
between saving and investment in emerging econgmigsh was overstated by model 1 for
the developed economies, is properly captured bgein®. The implied statistic is 0.26, the

data produces a value of 0.31.
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Given the findings of the previous two sectiongah be concluded that a small open
economy real business cycle model can be applidootb a developed and an emerging
economy. Neither model can capture all the stasibfeatures, but some key business cycle
statistics are accurately replicated. This conttadbarcia-Cicco, et al.’s (2006) finding that a
debt elastic interest rate model (with growth) nabforecast an emerging countries’ business

cycles.

3.5 Model 3: Calibration and Results for a Two-Coyn

Model of a Developed and Emerging Economy

This section creates a two-country international beisiness cycle model for a developed and
an emerging economy. In contrast to the previous $ections, a model with portfolio
adjustment costs to debt holdings rather than &rdst rate premium is used to induce
stationarity. This is quantitatively and qualitaly almost identical to the debt elastic interest
rate model (see Schmitt-Grohé and Uribe (2003)Q¢epithat both countries always face the
same real interest rate. Obviously, this would betthe case for models in which two
separate interest rate premia exist for each tyjpeconomy and in which the resultant
diverging real interest rate series would not lerpretable.

The representative agents’ optimization problenmaia individual maximization
problems, since this is again an incomplete assgkeh model and, as a result, the need for a
social planner is eliminated. An incomplete assatk@t model is chosen since, empirically,
output and consumption between developed and entengiarkets are negligibly if not
negatively correlated (see chapter 2), a fact wwaild not be captured by a complete asset
market model (see Kollmann (1996)).

In this context, five equations of each of the pras two debt elastic interest models
need to be modified and one additional equatioseariPortfolio adjustment costs to debt
holdings are introduced to both budget constraimtBich also affect each economy’s
consumption Euler and current account equatiomditition, a common steady state (world)

interest rate is specified and the exogenous ptodgllycprocess is now modeled as a bivariate
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autoregression in logarithms. Lastly, a ‘size’ atind needs to be included, assigning
weights to the per capita debt levels of each egumMote that that for simplicity labor is
assumed to be immobite.

In the developed economy, the representative agemimized (3.1) subject to (3.2) —
(3.5) while taking the exogenous productivity preeand starting values for state variables as
given. His first order conditions were given by atjons (3.7) — (3.11), and the constraints
(3.2) — (3.5) as well as the flow variable and &awy capital stock equations (3.12) — (3.15)
holding with equality. The budget constraint (¥@&)the developed economy is now replaced

by a budget constraint that includes quadraticfplstadjustment costs to debt holdings:
. 7, —\2
A =@ 0)d =y + 6+ [+ (K~ K)+ 5 (dia= d) (3.37)

Note the similarity between the adjustment costs the interest rate premia of sections 3.1

and 3.2 in the sense that in the steady state,endigr=d , adjustment costs are zero just as

the interest rate premium was zero. Both the isterate premia and the adjustment cost
function therefore pin down the steady state l®@fedebt. Due to the new budget constraint

the Euler equation that now replaces (3.9) is glwen
A[1-p(d, ~d) | = B+ )EA, (3.38)

Recall that the current account was defined in seoimthe change in net foreign assets. As a

result of the new definition of the budget consttaiit must be the case that:
-Ad,,,=cg=-rd, +y,—-¢ - -d(k,, - K)—%(qﬂ—a)z. The current account to output
ratio that replaces (3.14) is thus given by:

“[L]- Mg -7
cayt—(yj[ rd + -2 (da d)} (3.39)

t

Analogously, the representative agent in the emgrgconomy maximized (3.19) subject to

(3.20) — (3.23) taking the exogenous productivitpgess and starting values for state

'3 Despite the labor mobility granted by the Europ&aion, the assumption that labor is immobile beswany
two countries is standard in these types of modelsotentially new research idea would be to mddebr as
mobile in this context.
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variables as given. His first order conditions wgireen by (3.25) — (3.29), and the constraints
(3.20) — (3.23) and flow and auxiliary variable ajons (3.30) — (3.33) holding with equality.
His new budget constraint that replaces equatid20§3s:

. . —\2
oy =@+ 1) - Y+ G+ POk, - Kj)+”7( d, - d) (3.40)
The new Euler equation that replaces (3.27) is:
A[1- 400, - d%) ] = B+ PEA, (3.41)

The new current account to output ratio that reggg8.32) is:
1 —\2

cay Z(FJ[_ Cas -2 (- ) } (3.42)
t

The similarity between models 1 and 2 versus m@&larises because the log-linearized
versions of equations (3.9) and (3.38) or (3.27) 4B.41) are proportionate: For the

developed economy, the first Euler equationitis @+ r)’lgaac]t+l + E[/it+1 while the second is

given by /Tt :ua&+1+ E[)Alm. For values = (1+r)"y the two equations will therefore
produce similar results. The same holds for thergimg economy using the appropriate
notation with asterisks.

Lastly, the interest rate premium equations amiekted (equations (3.5) and (3.23))

in favour of a constant world interest rate thdtledor both types of economiéd :

_
I
—
1l
I

(3.43)

One mathematical issue that arises in the context tavo-country model is that in a well
defined equilibrium, the asset market must clealliperiods. This implies that one country’s

assets must be another country’s debt. &gual sizedcountries, this usually implies an

equation of the typed, —d”=0, Ot. In other words, the world’'s net per capita detel
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denoted by D/ =d,—d’= 0 in each period. However, the two types of ecdies

investigated here are not equal sized. Theref@sitte constraint is given B

T

O =7 +(1-r)d’=0= o = T

d,0t 0<m<l (3.44)

Then it must be the case that in the steady state:

_D _ ]T —_
d =) d (3.45)

Now recall that the developed economies, on averagee characterized by a trade balance
surplus, which implied an average empirical traddamce to output ratio of 0.024. The
emerging economies, on the other hand, exhibitedvanage empirical trade balance deficit
and a corresponding trade balance to output ratioO®21. To determine the size

paramete@ < ;7< 1, consider the following steady state relationships

g=toyxy_0024<y oo tbyD_x Y _ ~0.021x y
r r r r

Sinced” :La, for given values of , y and y” it can be shown thaf:

(7-1)

0.021x y"

=——=0.346
rd +0.021x y~

For this value ofrz, the steady state of each economy in this two-rgunodel replicates the

average empirical trade balance ratios of the dgeel and emerging economy. The

respective steady state values of per capita delit #17.570 andd” =-9.285.

16 According to Walra’s law, if asset markets clegrod markets clear as well.

— 7 \= -0021xy" 7\ -002ky’ (77— A rd 2 d
l7dD:( ]d: T ’ :>( ): d : :( j: i(__j: 1
-1 T T-1 rd Vg -0.021x y” ) -0.02ky’

1) rd +0.021x y” 0.02% y”
:(—j=—y tlogze—d

7 0.021x y" rd +0.021xy”
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Lastly, the exogenous productivity process, whighrds in both economies take as given, is

now modeled as a bivariate process:

| I
n Agl — 1011 plZ n Alt] + £t|;—l ’ D£t+l,£t|11~ N”D(O,Z), t> O (346)
ln A+1 p21 1022 ln A £t+1

The parametersp, (Ui=1,2), as before, measure the intra-country persistasfc¢he
productivity shock. The parameteps (Ui, j =1,2 andi # j) capture the spillover effect that
one country’s productivity shock has on the othe period after the shock occurs. Note that
p,, reflects the spillover effect that the emergingremmy has on the developed emerging,
while p,, reflects the spillover effect that the developedr®my has on the emerging

economy. The stochastic component of the bivapeteuctivity process is given by the i.i.d.

shock vectore’ (") with zero mean and the following variance-covas@matrix:

a;

cov(e') ]

= where £’ :(st,gtm) , &” =(£t ,gt)

cov(eg ) o

&

Note that o’ need not but can be equal @, but that it must be the case that

cov(g')zcov(sﬂ). A rational expectations equilibrium for the twoumtry model is

therefore given by sequence{sflt,AF,dHl,dﬂl,K+l, K..¢.¢,h, ﬁ}:o that satisfy both
countries’ individual first order conditions, themdividual constraints, their individual flow
variable equations and the ‘size’ equation, gienlivariate exogenous productivity process
(3.46) as well as the starting values for the staigables A, A}, d,, &, k, and k}'.*® The

calibration procedure is identical to the one aftisms 3.3 and 3.4 with the following caveats

and additions:

= To ensure similar dynamics in both countries’ Ewdgquations, the portfolio adjustment

cost parameter is set jo= (1+7) ™" and u”= (1L+7)"¢".

'8 Recall that all other variables are a functionhefse variables and therefore need not be speeifiglititly.
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= The real interest raté is now constant and set to equal the more commoniyd value
of 1.5 percent (versus the much higher value usedadel 2 for the emerging economy
where the steady state interest rate equaled 2122mt)

= Although the depreciation rate for the developedgnemy remains the same, the change
in the steady state interest rate implies thatdéereciation rate that now matches the
empirical average for the investment to outpuirafithe emerging economies decreases
from 0.0895 to 0.0415.

The parameterg, (Ui =1,2) are again set to match the average standardtmeaeof

output found in chapter 2. Zimmermann'’s (1995) gtafla three country model, consisting
of a small open economy, its large neighbor andréisé of the world (RoW) concludes that
smaller economies have a lower autocorrelationfiooefit than their larger neighbors and the
RoW. In his first experiment he uses Solow resigldal identify the parameters in equation
(3.46) (i.e. autocorrelation coefficients and vaces) for Switzerland versus the rest of
Europe (the large neighbor) and the RoW and in de@isond experiment he constructs
autocorrelation coefficients for Canada versus Wh8. (the large neighbor) and the Row.
Loosely translating this to the model at hand letmishe interpretation that emerging
countries (the ‘smaller’ countries) are likely tohéit lower autocorrelation coefficients than

their developed neighbors (the ‘larger’ countrieShus, o, > p,,. The interpretation is

simple: Perhaps developed economies are bettert@ktain their technology shocks than
emerging economies. As it turns out in table 3@ tnequality arises naturally within the
context of model 3 by requiring that the autocatieh coefficients for each economy type
reproduce the respective standard deviations obpubufgiven shock variances discussed
below).

In terms of the spillover effectp, (0i,j =12 andi#]j) , Zimmermann states that

“[alsymmetries... can reflect size. A small countryaynmore easily take benefit of an

innovation in a large country than the reverse)(p.Bherefore it is assumed that # p, .

Indeed he finds that the spillover effect betweesnall and large country (where large
country refers to the large neighbor or the RoW§ ligher in the direction from large to
small “...hereby reflecting [the small country’s] opess” (p.9). For example, he finds that
the spillover effect from Europe to Switzerland(0<s.88, while the spillover effect from

Switzerland to Europe is 0.026. The spillover dff'om the U.S. to Canada is 0.156 and

0.031 the other way around. For Switzerland veteasRoW, he even calculates very small
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negative spillover effects. He concludes that ome ‘C..justify negative spillover effects in
certain situations: a positive technology shoclaioountry gives it a competitive advantage
against the others whose output, and thereforeuptvity, decreases while losing market
shares. Such a phenomenon could be observed asedapmanufacturers introduced the
guartz movement to the detriment of the Swiss watdbstry” (p. 10).

Notably model 3 is not exactly synonymous with Ziexmann’s models in the sense
that an emerging SMOPEC versus a developed SMORE&Ghbor’' rather than a developed
SMOPEC versus a LOPEC neighbor or the RoW is beiadeled. However, the assumption
that p,, < p,, is not entirely counterintuitive: It simply imp8ethat the technology shock
originating in the emerging economy transfers tesser degree to the developed economy
than the other way around.

According to Zimmermann, the variance of the tedbay shocks is always greater in
the small countries than in the large countriesesult that makes intuitive sense and was
already evident in model 1 versus model 2 (equdtiegemerging economy with the smaller

country). Therefore model 3 is calibrated such igt> o?. For simplicity the values found

in models 1 and 2 will be used as they alreadyfywehis inequality. The co-variances

between technology shocks in Zimmermann'’s model @ositive but lower than the

individual variances, i.e0<cov(¢')= cm(s”)<a§<a?. The best results in model 3,

however, are obtained if the co-variances are Hgtabowed to take on very small negative
values. As a matter of fact, allowing for a negatspillover effect from the emerging to the
developed economy in combination with a small bagative co-variance between the
technological innovations, allows for a reversathd ‘usual’ cross country consumption and
output correlations: In two-country internationeht business cycle models, it is generally the
case that output is less correlated than consumptvbich contrasts standard data findings
where consumption is less correlated than outpeit ifiore often than not the data generates

output smoothing rather than consumption smoothifiggrefore allowingp,, <0< p,, in
combination with cov(g') = cov(s”) <0<0g?<0.” generates results where this

inconsistency vis-a-vis the data is reversed.

In sum:
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Table 3.6: Parameter Values for Model 3 (the Two-Country My8&&P

Variable Description Value
a=a" Capital share in output 0.32
L=/ rate of time preference/discount factor, set/{a+7) 0.9852

o Capital depreciation rate for DE, matches aveiigge 0.0266

o Capital depreciation rate for EE, matches aveigge’ 0.0415

d SS debt for DE, matches averag® y of SMOPECs 17.5703
d"” SS debt for EE, matches met/ y of EE -9.2854
Y=y coefficient of relative risk aversion 2

p=g’ capital adjustment cost parameter 0.006
U= portfolio adjustment cost parameter 0.0001
r SS world interest rate 0.015

Vg weight parameter on debt size 0.346
O productivity process persistence parameter in DE 70@®.
Oy, productivity process persistence parameter in EE 639.

Jo spillover effect of productivity shock from EE tdD -0.098
yo spillover effect of productivity shocks from DE i 0.15

o, standard deviation of technological innovation i& D 0.00383
o’ standard deviation of technological innovation B E 0.00633
cov(g' ,gu) covariance of technological innovations -1.00E-07
W =w 1 + inverse of intertemporal elasticity of subgtdn in labor 1.4

(a) Abbreviations used are DE=developed economyelterging economy, SS=steady state. (b)The depimtiate for capital in the
emerging economy changes relative to model 2 becthesdiscount factor and the interest rate hasa@bd and create different steady
state values for output and capital.
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3.5.1 Impulse Response Analysis for Model 3

Figures 3.3 — 3.5 displays impulse response funstfor three scenarios: The first is a one
percent technological innovation to productivitythre developed economy, the second is a
one percent technological innovation to produgtivitthe emerging economy and the third is
a simultaneous one percent increase in productiitipoth economies. In the interest of
brevity, only those variables of model 3 are grabh&here the interaction between the
developed economy’s and emerging economy’s vasalde of particular interest. The
explanations for the impulse response functionstlaesame as for models 1 and 2, except
that there now exists a positive spillover effeatoothe emerging economy, if there is a
productivity increase in the developed economyasdhall, but negative spillover effect onto

the developed economy, if there is a productivityréase in the emerging economy.

Figure 3.3 shows that the developed economy’s bigsarespond virtually the same
as in model 1 to a positive productivity shock. Timderstand the interaction between the

linked productivity processes, consider that thgglinearized equations for the developed and

emerging economies are given by, =po,A+ pleD + §t+1 and A?& = pzzAD +P AT ‘gﬁl

respectively. In period =1 it is therefore the case that:

A

A =pyx0+p,x0+1=1
and

A'= 0,0+ p,x 0+ 0= 0

Since& =0 Ot =2 in periodt =2:

Az = p11A1+p12'AA‘Dl =P X1+ p,x0=p,,

and

A= PN+ puA+Ey= K= p ,x0+p ,x1=p,
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In periodt =3-

As =p11A2+p12A52=p11><p11+p13<p 2 ::0121"':012)(:021

and

A= 0B+ PouB= Do X P ot PIXP ,EP AP P )

These calculations show how the productivity inseean the developed economy also
translates into productivity gains in the emergeopnomy. With the exception of debt, the
variables therefore move in the same directiorbfath types of economies, even though the
effects on the emerging economy are not as promul@s on the developed economy.
Because the emerging economy does not experiencehamges in its productivity process

until periodt =2 all variables behave sluggishly. The only casere/liee variables move in

opposite direction is shown for debt in panel (Bitially debt increases above its steady state
in the developed economy but in the long run adjtsia new level below the original steady
state. The explanation for this is given in sectdoB.1. Recall that the emerging economy’s
steady state debt level is given by a negative munike. assets. Thus the initially negative
movement in the emerging economy’s impulse respdagsetion for ‘debt’, implies an
accumulation of assets as the developed economymagates debt in the short run. In the
long run, however, the equilibrium on the assetkmiadictates that the emerging economy
has relatively less assets since the positive mtodty shock in the developed economy has
led to lower debt in the latter.
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Figure 3.3: Impulse Response Functions of Model 3 after a Oerednt Increase in the

Technological Innovation of the Developed EconormyyO
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Figure 3.3(continued)
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Figure 3.4 shows that the emerging economy’s veesalso respond in the same direction as
in model 2, although the scale is slightly diffareRecall that there now exists a negative
spillover effect onto the developed economy thatlies opposite movements in the impulse
response functions (again with the exception ot)ddlm see this more clearly again consider

the log-linearized productivity processes. In peric=1:

ALD = :022'8&?"':021%‘0"'1: P20+ p,x0+1=1

and

A = pu A+ p LA +0=p,x 0+ p,x 0= 0

Since&’=0 Ot =2, in periodt = 2:

A= p, N+ p A+ 8= K= p ,x1+p ,x0=p

and

A = puA+pL,A = p X0+ p,x1=p <0
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In periodt =3:

A= 0, K+ 0, A= 0,50 ot 01K P 17 Pood P XP -

and

A= PP+ PR = P XD F P XD =P kP 3P (<O

The above shows why the increase in productivithe emerging economy translates into
productivity losses in the developed economy, padiy because the former can now better
exploit its comparative advantage. Note that theergmg economy’s impulse response
function for debt behaves as in figure 3.3 (itiaiy dips below the steady state, implying an
accumulation of assets, but in the long run remabwve the steady state, implying that the
net asset position is being run down). Converstilg, negative spillover effect from the
emerging onto the developed economy is similar toegative’ productivity shock for the
developed economy. This is the reason debt resporads opposite fashion for the developed
economy in figures 3.3 versus 3.4. In the long tha,developed economy experiences lower
debt if it experiences a productivity shock itselfile it incurs slightly higher debt if the
productivity shock occurs in the emerging econoifgking the observations of figures 3.3
and 3.4 together, a positive productivity shoclainounty who starts out with a positive net
debt position (a borrower) can decrease its net deldings, while a positive productivity
shock in a country who starts out with a positie¢ asset position (a lender) will decrease its
asset holdings.
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Figure 3.4: Impulse Response Functions of Model 3 after a Oerednt Increase in the

Technological Innovation of the Emerging EconomyyOn
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Figure 3.4 (continued)
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Lastly, figure 3.5 displays the impulse responseacfions in both economies for a

simultaneous increase in productivity. Due to tlaeameterization, the emerging economy
benefits more from this as evident, for instancethe drawn out increases in output and
consumption relative to the developed economy. cépatal stock also increases significantly
more for the emerging economy, while the impulspoase functions for debt are similar to
the one depicted in figure 3.3 (and hence the sapknation holds).

Figure 3.5: Impulse Response Functions of Model 3 after a ®aent Increase in the
Technological Innovation of Both Economies
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Figure 3.5(continued)
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3.5.2 Empirical vs. Theoretical Business Cycle Matador
Model 3

The cross-country output correlations between tinerging and developed economies of
chapter 2 generate an inauspicious wide rangealBeland’s uncharacteristically (relative to
other emerging economies) large positive correfatidh the developed European SMOPECs

(0.54). Ignoring Poland as a sample outlier, rasiita more harmonized range of output
correlations of -0.0Z p(y, y’)< 0.08, where -0.07 reflects the output correlatainthe

Slovak Republic with the European SMOPECs (Belgiand the Netherlands) and 0.08
reflects the output correlation of both Mexico weysCanada and the Czech Republic versus
the European SMOPECs . Again ignoring Poland, wiomsesumption correlation with the
developed SMOPECs in Europe is 0.31, results immge of consumption correlations -

0.23< p(c, ) <-0.01, where -0.01 reflects the Mexican-Canadiath #h23 the Czech-EU
SMOPEC consumption correlation (the Slovak Repdblic SMOPEC consumption

correlation is -0.14). The difference between tighést output and the highest consumption
correlation is therefore 0.09 and the differenceéwvben the lowest output and the lowest
consumption correlation is 0.16. In other wordgaity model 3 will produce a cross-country
consumption correlation coefficient that is 0.090té6 points lower than the corresponding
output correlation coefficient.

Table 3.7 shows that it is possible to produce fovemsumption correlations than
output correlations in model 3. This is a promisiagult, since these types of models,
contrary to the data, usually generate more consamghan output smoothing. However,
using a variety of different values for the spiko\effects once other parameters have been
assigned, never resulted in a cross-country consamand output correlation difference
larger than 0.03 points. Therefore the wedge beti@eer consumption correlations versus
higher output correlations can not be increased@¥.03, no matter how negative the
spillover effect from emerging to developed econaniiow positive the spillover effect

from developed to emerging economy.
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Table 3.7 Cross Country Business Cycle Summary Statistigdied by Model 3 vs. Data

Cross Country Correlationg(x, X)

Data Rang® Model 3”

Output -0.07< p(y, y) <0.08 -0.05

Consumption -0.23< p(c, ¢”) <-0.01 -0.08

— —————
(a)The data range excludes values for Poland. éb)dhing correlations can be found in the appendix

Table 3.8: Intra-Country Business Cycle Summary Statisticood®l 3 vs. Average of
Developed SMOPECs (Panel I) and vs. Average of §imgtEconomies (Panel )

(I) Developed Economy

Variable Source a(x) a(x) P %) P(%: %)
(x) a(y,)

Output Model 3 1.28 1.00 1.00 0.80

(y) Data 1.28 1.00 1.00 0.84
Consumption| Model 3 0.99 0.78 0.96 0.85

(c) Data 1.02 0.80 0.69 0.80
Investment | Model 3 411 3.22 0.71 0.57

(i) Data 4.11 3.24 0.76 0.77
Current Axt. | Model 3 0.56 - -0.07 0.62
Ratio (cay) | Data 1.21 - -0.28 0.45
Correlation Model 3 0.73 (a) Remaining statistics can be found in the apixefod chapter 3.
(s.i) Data 0.54
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Table 3.8(continued):

(I) Emerging Economy

Variablex Source o(x)) o(xX) o0,y o0, %)
a(y,)

Output Model 3 1.92 1.00 1.00 0.76

(y9) Data 1.92 1.00 1.00 0.76

Consumption| Model 3 1.39 0.72 0.95 0.81

(c?) Data 2.12 1.13 0.61 0.68

Investment | Model 3 7.56 3.94 0.63 0.420

(i%) Data 7.56 4.06 0.72 0.74

Current Axt. | Model 3 1.34 - -0.17 0.50

Ratio (cay’) | Data 2.39 - -0.39 0.63

Correlation Model 3 0.63 (a) Remaining statistics can be found in the apxefod chapter 3.

(s,i") Data 0.26

3.6 Concluding Remarks Chapter 3

The three small open economy models of the prevéagtions were able to replicate some
key findings of chapter 2 regarding intra and crossntry stylized facts. Models 1 and 2
used a debt elastic interest rate premium to indtegonarity in a single country model of a
hypothetical developed economy and a single coumtoglel of a hypothetical emerging
economy respectively. Model 3 examined a two-cqumirodel with linked exogenous
productivity processes and used portfolio adjustmewsts to debt holdings to induce
stationarity.

Model 1 correctly identified the volatility rankisgof typical developed economies,
such as greater output than consumption variabditg greater investment than output
variability. It showed that the trade balance andent account are acyclical but understated
their volatility. The contemporaneous output andtforder auto-correlations were all well
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matched with the exception that the contemporaneourglation of capital and consumption
with respect to output was overstated. Model 2 then other hand, correctly predicted the
volatility rankings of emerging economies, partanly the fact that consumption is more
volatile than output and that investment as wethastrade balance and current account ratios
are more volatile than in developed economies datgh the volatility of the two ratios was
again understated). In contrast to model 1, modalcirately predicted the contemporaneous
correlation of consumption and output. Unfortunagtehe empirical finding that the trade
balance and current account are more acyclicalmerging than in developed economies
could not be replicated. All in all, the model badited for an emerging economy performs no
worse than the model calibrated for a developed@uty, leading to the conclusion that these
types of real business cycle models can be an ppate tool for modeling key business
cycle features of emerging economies, although rfmyrimprovement certainly exists.

The main contribution of model 3 is that it is abbereproduce the fact that countries
engage in less consumption than output smoothidgtta fact that there seem to exist very
small and sometimes negative cross-country consamg@nd output correlations among
developed and emerging neighboring economies daletragreement partners. Using a
combination of a negative spillover effect from thmerging onto the developed economy
and a slightly negative covariance for the techgicl innovations reproduced the above
empirical findings. Some of the successes of m@daluch as the higher consumption than
output volatility, were no longer captured by mo@elalthough the remainder of the intra-

country findings were comparable to those of modeisd 2.

In addition, the impulse response analysis for eaollel led to sensible and intuitive
results, of which the most prominent was that atpesproductivity shock in a country who
starts out as a borrower can decrease its debingsldvhile a positive productivity shock in a
country who starts out as a lender will decreasastet holdings. In addition, it showed how
a productivity shock in the emerging economy coradiwith a negative spillover effect can

imply opposite movements in business cycles.
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Chapter 4

A Primer on Solving Open Economy SDGE Models

This chapter addresses the theory behind solufmmiénearized real business cycle models.
The discussion will be based on two versions ofdilet elastic interest rate model of chapter
3. The first version is a ‘reduced’ variant of mbdewhich contains one less state variable
and allows some of the key dynamic components efrttodel to be examined in a two
dimensional context. The second version is the fdete’ model 1 and will be used as a basis
for discussing the algorithm on which computerizetutions to real business cycle models
are based. The reduced model will be referred tma@del 4. Section 4.1 explains the process
of log-linearization. Section 4.2 develops modand briefly addresses solution stability and
uniqueness. Since model 4 is smaller in terms ohlikes and equations, solution methods
such as the method of undetermined coefficientti(se 4.3) and the eigenvalue
decomposition (section 4.4) can be applied manually transparently without the help of
computer algorithms. The multi-dimensional model dgntaining twelve endogenous
variables and equations, is too complex for a nmednl exposition of these two solution
approaches. Instead the Schur-decomposition (secetib) presents the proper solution

mechanism.

Review of Model 1

For simplicity, a quick recap of model 1 followsh& economy is populated by an infinite
number of identical consumers. The representatij@niasolves the following optimization
problem (whereA =exogenous productivity series=per capita consumptior =per capita
labor input, d =aggregate per capita dehd,=per capita individual debtk =per capita

capital stock,r =debt elastic interest ratey =per capita outputj =per capita investment,
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s=per capita savingtby =per capita trade balance to output rattay=per capita current

account to output ratio):

max _E, AU G h) (4.1)

{ahdakadl, 10

subject to:

dy, =(@+1)d -y + g+ +P(k,,— k) (4.2)
Y. = AF(h, k) (4.3)
Ky =i+ (1-9)k (4.4)
r=r +p(cft+l) (4.5)

Additional equations of interest are:

§=%-P(ks-K)-¢ (4.6)

tbyt :E:]._(Ct+it+q)y(kt+l_l<()] (4_7)

cay, Sl g tby—ﬂ (4.8)
Yi Y

k' —k., =0 (4.9)

The exogenous productivity process is given by:
In(A.)=pIn(A)+&.,; O,,~NID(0,07),t= 0 (4.10)

The first order conditions after maximizing (4.1pgect to (4.2) — (4.5) are:

U.(c.h) =4 (4.11)
-U,(c.h) =4 AR (K, h) (4.12)
A =BA+1)EA L, (4.13)
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/]t [1+¢)’(kt+l - kt)] = IBEt/]Hl[ Ak ( I‘t]+1’ l&1)"' 1-0+®'( It<+ 2~ Kl)] (4.14)

Iimtﬂwﬁt/]t(ktﬂ_dtﬂ)zo (4.15)

and the constraints (4.2) — (4.5) and the additi@tpations (4.6) — (4.9) holding with

equality. The rational expectations equilibrium ia sequence of processes
{A.d.d. K, ke, p}; that satisfy the first order conditions (4.11)(4-15), the

constraints (4.2) — (4.5) and the additional equntiof interest (4.6) — (4.9), taking equation

(4.10) as well as the starting values for the stateablesA), d, andk, as given.

Preliminary Definitions

The following concepts help to understand the renhei of this chapter and can be viewed as

a supplemental guide to chapter 3, describing mbdel

Definition 1. A choice variable is a variable that the representative fagbonoses when
solving his optimization problem, implying that samption, labor input and next period’s

capital stock and debt are the relevant choicealobes.

Definition 2: Of the choice variables, there is a further digion betweencontrol and
endogenous statariables. For model 1, the controls are consummitd labor-input, which
are non-predetermined variables each period. Tdeganous state variables are the current
capital stock and debt. The latter are pre-detezthinach period (see section 4.2.2 for

intuition).

Definition 3: Endogenous anelxogenoustate variables must be differentiatétie latter are
governed by an exogenously determined rule suclithasAR(1) process defining the

productivity series in equation (4.10).

Definition 4: Theflow variableis a function of at least one of the choice vdeaal§control or
endogenous state or both), potentially at differdaites. Flow variables can be eliminated

from the model by substitution.
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Table 4.1 summarizes the notation that will be ukeaughout the remainder of the chapter:

Table 4.1:Variable Classification and Notation

Notation and Size Description Variables

z (Q x1) (vector of) exogenous state variables A

x5 (ns ><1) (vector of) endogenous state variables k,d

x© (e x1) (vector of) control variables c,h k&

X" (n.x1) (vector of) flow variablesx® = f(x°,x°)  ¥.T.s.i.thy, cay

Definition 5: The state spaceés given by the set of current endogenous and exxmgs state
variables {)“(ft?kt} ,DjD[l,....,ns] DkD[ 1,....&] The vector of stochastic but known
exogenous processes of size n, x1 is subject to i.i.d. innovations,~NIID(0, ,,Z,),

t=0, whereQ, , is the vector of zero means ald the variance-covariance matrix of the

innovations.

Definition 6: A solution for any linearized model is charactediz®y two types of solution

functions:
(a) Policy functionsare the optimal response of control variables lianges in the state

space. They are denoted By = g(%;, %),0i0[L,....n] O jD[ 1,....@] N M][ 1,....:1]

for the vector of controls.
(b) Transition functionsmap the state space into itself and dictate thaestrdent process of

the endogenous state variables to changes in dtes tace over time. They are denoted

by £5., = (%%, %).0j0[L....n] OKI[ 1.5 ]
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4.1 Log-Linearizing the Debt Elastic Interest Ristedel

In this section, the most commonly employed lirestion method, log-linearization, for
solving a non-linear real business cycle modettioduced. The reason models are linearized
is “[to minimize]...computational costs, measured iarms of computer time and
programming effort” and because there is no losgesferality since “... the linear models
produce highly accurate results when the variaridheoshocks hitting the system is not too
large” (Oviedo, p.3).

Any generic variablex, can be log-linearized around its steady statediyiahg it as

% =dx/ x where x denotes the steady state vallieA standard reference for log-

linearization is given by King, et al. (2002). Atddnal references for obtaining a first order
linear approximation to nonlinear dynamic generpligbrium models is Uhlig (1997, 2006),
who shows how the equations can be obtained witleapticit differentiation or Oviedo
(2005). A reference for obtaining a second ordg@raximation is provided by Schmitt-Grohé
and Uribe (2004).
Before linearizing the model, define the followigefficients at thesteady state

These coefficients can be considered the elascaif marginal utility of consumption (the
marginal disutility of labor input) with respect tmnsumption and labor input for the non—

separable utility function introduced in sectiof.3.

£, =c%<0 gch=h%>0 e’hh=h%>0 &, =c%<0
U U

cc
c c h h

where U =U(c,h), U ,=dU/dc, U, =0U_ /oh, etc. The calculations for each of the
elasticities can be found in appendix equationd)A. (A.4). Note thats, resembles the

absolute value of the coefficient of relative riskersion, but since the utility function is a
composite function of consumption and labor inpugctually does not take on the same
value asy, the actual coefficient of relative risk aversi@@ome other useful steady state
coefficients that will be needed for the log-linead budget constraint are given by variable

to output ratios:

19 This definition is slightly modified for the tradmlance and current account to output ratio. Speragix.
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C [ Kk
s =—>0 §=—>0 s =—>0 §=—=—2>0
y ’ y

<
<

where s, =ty y=1-(c+ )/ y and s, is assumed to be positive (i.e. the country ised n

borrower).

To obtain a linearized representation of modeirsi fake natural logarithms of each
side of an equation and then differentiate, evailgatach function at the steady state (again
let variables without a time subscript denote stesthte values). It is assumed that the
necessary derivatives have been obtained (see digpetstarting with the first order
conditions (4.11) — (4.12) yields the following twquations:

InU_ (c,,h)=1InA :Ui(uccg dg+ UchD dh)z% :scgq+£chﬁh:fl, (4.16)

. h
x1 x1

In[—Uh(ct,h)] =InA+In A+Inl-a)+alnk-aln h:_ui(_ qm% dg- Um—E dh)

h

:%+d%+a%—a%]:>ghcét+ghhﬁt:/it+ A+ak-ah (4.17)

For equation (4.13), make the interest rule a foncof per capita debt (because it is an

equilibrium condition where aggregate per capitat @guals individual per capita debt). Also

remember that in the steady statg =d =d:

InA =InB+In(1+rdy,))+E InA,, = % =E % +In(L+ 1+ (8 1)
——
s~ ~ wed—a dq+ d < i . .
- At B E[/‘Hl * 1+r +l// (ed_al— 1) E = At B (1+ r) lwddtﬂ + EtAt+1 (4.18)
—

=0
After both sides are logged, equation (4.14) yields

k 1

di, 1 P
k 1+ (k- k)

A 1+ (k=k)

o (8k,,) dk o' (k) dkK = E{%+...
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AR (k B+ AR (K D dk+ ARCK D dieo’ (A k) di-o7(a k) ok
AGK I +(1-0)+ @' (k- K

=&+ gk (BKk.y)= BAutyo| BEA-@-a)k,+ (1-a) Ehy|+ Bo K B k) (4.19)

Where yo :ﬂ(ﬂ_l-'-d_l)’ Akt+1 = K+1_ K and Akt+2 = l§+2 - l§+l'

Using the above recipe, the remaining constraints additional equations can be expressed

as follows (intermediate steps can be found irt¢bhnical appendixd’

%d\tﬂ :%(1"' r)at + %b’l\z - ’yt + %A(t:-'- $At| (4'20)
= A+ak+-a)h *.21)
Ko = (- 0)k + 1 (4.22)
Ft =(r )_llﬂd_aul (4.23)
§1 :M (4_24)
y—-C
thy, =(s+$) Y- S s (4.25)
cay, =tby - §( 7+ d- ) (4.26)
R*—k., =0 (4.27)

Lastly, the exogenous productivity process, equaiol10), is given by:

% see appendix for the linearization of the tradarze and current account ratios.
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A, =pPA+e, (4.28)

Equations (4.16) — (4.28) are the log-linearizgut@sentation of model 1.

4.2 Derivation of Model 4

Key features of model 1 can be extracted by redyuttie number of state variables from three
to two. Model 4 is a variant of model 1 that simptyposes the restriction that the capital
stock and investment remain constant over time.&domomic justification behind this could

be that a depleted capital stock is entirely repleed by investment each period, that is

I, =0k =k, =k =k and i=2Jk,0t. Put differently, both capital and investment are

assumed to always take on their steady state \(@lgstiano, et al. (1997) also consider a
model with a constant capital stock). Though thayraeem awkward at first, note that King
and Rebelo (2000) include a discussion onTthe (Un)importance of Capital Formatipm
which they describe that results related to the@®aksidual “...are interpreted as indicating
that one should construct macroeconomic models lwhlestract from capital and growth,
since the introduction of these features compl[shtéhe analysis without helping to
understand business cycle dynamics” (p.2®).terms of the linearized model of section 4.1,

imposing thati = dk, [0t implies that neither the capital stock nor investincan ever deviate

from their steady state value, ilé.: i, =0, Ot.

In order to condense model 1 into a system of égusmtcontaining a minimum of
endogenous variables, simply apply substitutiololitain difference equations consisting of
the two endogenous state variables debt and catieatontrol variable consumption and the
exogenous state variable productivifyNote that capital and its associated equation&ejpe
on board for now. This is because the restrictluat tapital and investment do not deviate

% They do go on to say that: “However, real businesde analysis suggests that this conclusion [imely
unwarranted: the process of investment and cap@tamulation can be very important for how the econ
responds to shocks.”

%2 Thjs discussion is based on Schabert (2004).
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from their steady statelzt(=iAt =0, Ot) is not imposed until the final step to ensuret tha

collected coefficients on the other variables areueate. The first step is to substitute all
static equations into the dynamic equations givei4bl8) — (4.20). Solve for labor input by
substituting (4.16) into (4.17):

r’i:( ‘gcc_‘ghc jq_'_ At + akt
gh

h~Entd En—Entad Ep—Eyta

At this point, some may vaguely remember that & dteady state of section 3.2, labor input
was independent of consumption because of thetsteuof the utility function. Why should
it be any different for an equation that has bemplinearized around the steady state? It's

not! Solving for £, and &,. (see appendix), it can be shown that the two wmefits are

equal and therefore cancel consumption in the nurperiod t. Hence the last equation

actually reads:

A

h = [ + ak___,; +ay,k
= = a 4.29
n En—EntQ  E—Et0 nA+ark (4.29)

where it is shown in the technical appendix that:

1
yy=——>0.
En—Eqnta

In what follows, the fact thag, Aﬂ =,0A will repeatedly be used. The next step is to use

equation (4.29) to eliminate labor input in the aémng equations. Equation (4.18) after
substituting (4.16) and (4.29) can be written as:

wd

(1+ r) d\t+1 + gchylalzﬁl + gcc Et,ét+l = gchyp,k[-'- gccACt+ 2 ciyl(l_ 10) ’A (430)

This represents the first difference equation intdeapital, consumption and the productivity
process. Now substitute (4.16) and (4.29) into9¥dhd collect coefficients:

95



BIKEK,, +y, k. + e, EC =[ay,—pl k+e oty 4 (4.31)

where it can be calculated that:

Y, = 1+&, — &, >0
Eph " EnT A
l1-a
Vo=—————>0
€ "€t A

Vo = | Eaki@ + Yoy 2 —1) =gk (B+1)|> 0

Vs =[€12(1= )~ Vo¥0] > O

This is the second difference equation in consusnpttapital and the productivity process.
Now substitute (4.21), (4.22), (4.28) and (4.29) i(@.20):

S*Td =%(1+ r+gd)d ~[ay, +51-0) k+ sc-y, £ (4.32)

This is the third difference equation in debt, talpiconsumption and the productivity
process. Equations (4.30) — (4.32) and the equdtiothe exogenous productivity process
(4.28) constitute a three dimensional specificabbrthe entire linearized model, where the
productivity process is counted as a separate diloefecause it is exogenous. Note that this
three dimensional specification is equivalent todelol, except that the model has been
reduced in such a way that it is represented kaetlifference equations in three endogenous
variables plus one exogenous variable. Even forodemthis size, it is not an easy feat to
analyze the solution using ‘back of the envelopalcalations. To facilitate an intuitive

discussion of solution methods, model 4 thereforpdses the restriction that capital does not
deviate from the steady statk:T €0), which is synonymous with the assumption thatte&p

perpetually takes on its steady state value. Timplies that equation (4.31), the Euler
equation that results from optimization with redpéz the capital stock, must also be
eliminated since capital would never have been aicehvariable in the first place.
Eliminating capital from the remaining two equasdeads to the final version of model 4:
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%d, =2t regd)d + 555 (4.33)

wd

e Oy + €, EGn = £G+E(L-0) A (4.34)

4.2.1 Solution Stability and Uniqueness of Model 4

Now define the vectok =(d, &) and note tha€,d,, = d because debt is an endogenous
state variable and hence predetermined in eaclodge@ollecting coefficients creates the

following matrices:

S I
Ab = r_
wd c
(1+r)

y[Fere o)

0 Ese

=V,
C =
' (gchyl(l_ p)j

Equations (4.33) — (4.34) can therefore be writbtematrix notation as:

Ab( G ]=Am+q%\:{ da ]= A A{?} AGr (4.35)
Q EQ+1 (L:
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The right-hand hand side of the last expression make of the fact that the matrf on the
left-hand side is non-singular (its determinanin@-zero) and hence invertible. This can
easily be inferred from the fact that the rowsAyf are linearly independent, which creates a
non-zero determinant. Now define the square matix A’* A and the vectoC = A*G. In

compact form, the reduced model now reads:
E %, = AX+ CA (4.36)

For equation (4.36) the inverse &f such thatA;*A) = | is needed to obtain= A* A and

C = A'G. These matrices are listed in the technical apperdiormation about model 4's

solution, its stability and its existence can behged by examining the characteristic

polynomial of the matrixA, defined as:
G(A) = A% = Atr(A) + det(A)

wheretr(A) =a, +a,,, det(A)=4a,a,~ a,3,, anda, denotes the coefficient located in row

i, column | of the matrixA. The scalard takes on two eigenvalues, both of which satisfy

the characteristic polynomial at zero. Blanchard Eahn (1980) proved that, in terms of a
two dimensional model, at least one eigenvalue sigzdbe less than one in absolute value in
order for a unique and stable solution to exisgéneral, they show that in any dimensional
system: “...if the number of eigenvalues Afoutside the unit circle is equal to the number of
non—predetermined variables, then there exists #&uean solution” (p.1308} The

characteristic polynomial oA equals:

G(A)=1?-) [(2+ r +w6)—{Lj[&ﬂ+ (l+r+gd)=0
Stb (1+ r)‘gcc

% |n terms of the three dimensional model includaagital, which features two predetermined varialfthe
capital stock and debt) and one non-predetermirsgthiMe (consumption), the Blanchard and Kahn figdi
implies that there must be two eigenvalues insitkane eigenvalue outside of the unit circle.
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Instead of directly solving this quadratic equatibrtan be ‘guesstimated’ what kind of roots
(eigenvalues) solve the characteristic polynomialdetermining its graph on the interval
[0,1]:

G0)=1+r+yd >1

and

G() = (LJ[&j <0 (sinced >0,,, < 0)
S[b (1+ r)‘E‘cc

With this information it can quickly be inferredatthe graph must be an upward sloping
parabola that crosses the horizontal axis(ApG(A)) space exactly once on the interval
[0,1].2* This, in turn, shows that there is one positivablgt eigenvalue that lies within the
unit circle and one positive, unstable eigenvaha ties outside of it. Since there is just one
non-predetermined variable each period (consumpt@o one eigenvalue outside the unit

circle, the existence, stability and uniqgueneghefsolution for model 4 is assured.

Figure 4.1: The Characteristic Polynomial of the MatA&for Model 4

G(A) A
stable
eigenvalye
unit
circle
~a \/T > )
,L unstable

eigenvalue

24 The above findings hold fod >0, in case of the emerging economy described by hdehered <0,
this would simply be reversed such tlat0) < 1, G(1)> O.
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Of course, the eigenvalues of the characteristignoonial can also be calculated directly,
which is analogous to finding the roots of a quadra&quation. Given values for the
coefficients contained withirA, the two eigenvalues are:

1
/]1,2 = E|:(a11+ a‘22) t \/4 a12a21+ ( all_ a2)2 j| (437)

Of these one will be less than one and the otligetahan one in absolute value, as predicted
by figure 4.1. The actual values can be computetfusie parameters of table 3.2. As it turns
out, A, =0.99% and A, =1.024.

4.2.2 Characterizing the Solution of Model 4

As mentioned in the chapter introduction, the sotuts characterized by policy functions for
control variables and by transition functions fexnperiod’s endogenous state variables. For
flow variables, the solution function will haphadirbe termed policy function as well, even
though each flow variable can be a function of giate or control variables or a combination
thereof. The solution functions depend on the sspi@ce, which is simply given by the

current period’s endogenous and exogenous statables. For example, model 4’s state
space i{&t, A} and model 1's state space{'r.%, R A} .

Bearing definitions 5 and 6 of this chapter’s idfwotion in mind, the vector afi, x1
endogenous control variableg and the vector of next period’s,x1 endogenous state
variables >“<ts+1 Is solved by policy and transition functions tltlpend on the state space
{)?[S,Z}. For notational simplicity, assume throughout tkia¢re is only one exogenous
process 1, =1), althoughz could technically represent multiple exogenousestariables.
Let the system’s dimension, as in the previousi@ecbe described by =n, + n., i.e. by the

number of endogenous variables, while the=1 exogenous process is treated separately. It
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is formally proven in sections 4.3 and 4.4 thahbg()] and h([) are linear functions that can

be expressed as:

)A(tc = 9(3{5,2): V(A>ﬁ9 AIZ)’ =5|1}?...+qj ijs...+(§1;n>§+c§z:; (4.38)

=S D= W Y 20,8 e, G (.39

0i0[Lnc | G 0] L ]

Some intuition on what exactly these solution fiored accomplish in model 4 follows for
variables in levels, although the same logic ndljuteanslates to model 1 and for variables in
percentage deviations from the steady state:

Suppose that at the beginningtof 0, the representative agent ‘inherits’ a state ef th

economy characterized by initial conditions for 8tate variablesl, and A, (for model 1
this would also include an initial condition fég). Upon observing these values, he decides
how much to consumec() which determines how much he needs to borrowaor lend
abroad €,) in the following period (note that sincd# is decided in period =0, it is a

control variable int=0 and a predetermined state variabletiml). Suppose that during

period t =0, he inherits positive debtdf >0) and a low level of productivity 4, low) that

pushes him towards accruing even more debt to ém&mure consumption. Thus he decides

to borrow d, > d, in t=0. Suppose now that at the beginning of pericdl, a bad shock
occurs €, <0= A < A). Sinced, > d,, he will again base his consumption decisioy) (n

t =1 on the fact that his net debt is even higher whigeproductivity is even lower. The state

of the economy irt =1 is therefore described by the pdirand A while ¢ is chosen, which
then implicitly determinedd,. Unless he wants to starve and no positive prodtycshock
occurs, he will again decide to borrow from abrotdt isd, >0. In periodt=2, d, >0
carries over since it was already pre-determinetithe value ofA, relative to A depends on

the persistence of the shock in peribédl (or on whether another shock occurs). The

representative agent again observes these vala®snhis consumption decisiag, which

% This way of elucidating the policy and transitiimctions is inspired by Oviedo (2005) who derithe
intuition for a Brock and Mirman (1972) type econp(p.13).
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in turn implicitly determines his debt positiaty and so on. At any point in time, given the
state of the economy described dy and A, the agent by assumption optimally chooses
consumptionc, with his policy functionat time t, which implicitly determinesd,,, via the
transition function The policy and transition functions, in combinatiavith the initial
conditions and the exogenous rule for the proditgtprocess thus generate sequenced, of

and ¢ for the length of time the shock persists (or luamibther shock occurs) .

4.3 The Method of Undetermined Coefficients

This approach is based on the assumption that thémsofunctions take the form given by
equations (4.38) — (4.39). It solves for each deltefficient on the endogenous and
exogenous state variables using the interdepenéeuilibrium equations of the model
(equations (4.33) — (4.34)). For example, an irgpethdent linearized equilibrium condition

for the j"—state variable may be a linear function of its opast values, thé"—control

variable and the exogenous process (as in equtid4#)) such that:

-S — 1SS 3, C
i = DX+ O+ g (4.40)
Sate state
space space

where a — d constitute arbitrary coefficients. Nibi&t the first and last term on the right hand
side of (4.40) are already part of the state spateorder to identify the undetermined
coefficients insert the proposed transition andcyolunctions (4.38) —(4.39) into (4.40) as

follows:

a(0%5 ..+ Oy %5+ 8, XS+, 7) = 0 dd xS+ g x5+ g g
Combining terms on this last expression and sethingight hand side equal to zero yields:
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[0, + o, |56 +[ @, + b+ ¢ |55+ 4+ MXZ;ZZ[ 8+ &%

+|:a5jz + Cdiz+ d}z{ = O’Dp;t J

This process needs to be continued for each imerdkent equilibrium equation and can
become quite cumbersome for multi-dimensional nsadel the end, a new set of equations
arises —each of which resembles the last expresEios new set implicitly yields restrictions
on the terms in brackets by which the undetermicaefficients can be identified. Usually
once such a set of new equations in coefficients @arameters has been found, a single,
obvious restriction arises, namely that these deeendent equations can only simultaneously
hold if all bracketed terms equal zero. Using matak an example, the policy and transition

function can be expressed as:

& =09(d, A) =0, d+I 4 A (4.41)

Oy = (0, A) = 3yq 0 +Igp A (4.42)

>

It will be shown that the method of undetermineeéftioients generates a quadratic equation

in J,, which equals the characteristic polynomial oftieec4. Sinced,, can therefore
hypothetically take on two values that satisfy tharacteristic polynomia(A, or A,), but
only the eigenvalue whose modulus is less than ionabsolute value yields a bounded
solution for debt, it must be the case that thblstaigenvaluel, and J,, are identical (also
see section 6.3.3 ‘on the role of the stable eigkm®) In other words, equation (4.42) can
only be a non-explosivR&R(1) process if the autocorrelation coefficiely is less than one in
absolute value. 10,, were to equal the unstable eigenvaldg) ( equation (4.42) would not

converge back to a steady state as productivitekshalissipated over time. This would
constitute a violation of the transversality corutit

The first step towards determining the policy arahsition functions is to condense
the two difference equations (4.33) — (4.34) furtttemake the algebraic manipulations more
tractable. Start by defining the following coeféais*

% These are based on the assumption that steadydstatt is positive.
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~So 5
Ve ]

y =2 @rr +yd)>0

(,l/a >0
L+r)

Vs =

Yo =Enhil-p0)>0

Now rewrite equations (4.33) — (4.34) —in termshafse gamma coefficients:

Vol = 1,0 + 8%y, A (4.43)

Vol + £ Bl = £.8 416 A (4.44)

Next substitute the policy/transition function (#)4- (4.42) into (4.43) — (4.44) and rearrange
to set the right hand side equal to zero:

Ve (Oigd, + 00 A) = 1,0, + S(0., A+ T A -y, A

:>[y65dd_y7 c cd]d +[y6 dA~ S§0A+y2] A O (445)

and

Vo(Gigd, + OypA) + € E(F by + 0 AL =€ (I AT B+, A

:>[y85dd +£ccdcd5dd_£c§0c]a t+[y85 dA+‘9 cé Lé dg_g é gp—l)_yg] A :t O (446)

After some informed staring it should become cldet (4.45) and (4.46) can only hold
simultaneouslyllt if the four expressions enclosed by brackets @liak zero. Thus there

exist four restrictions based on which the undeieech delta coefficients can be identified:

O: y65dd _y7 _Scdcd (447)
0=)s04n =SSOt V2 (4.48)
O = y85dd + gccacd (5dd_ l) (449)
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O = (y8 + gccdcd )JdA+ & cc(p - 1)5CA_ y9 (450)

How do we make sense of these last four conditidrie® simplest course of action is to
invoke the one prior that has already been deteuhidy, is positive, less than one and equal
to the stable eigenvalue of our model. Next sobreefach delta coefficient as a function of

O4q - Equation (4.47) yields:

5 -
0.y :M (4.51)
SC
For (4.48), initially only an expression &f, as a function oB,, can be obtained:
o, +
O.p =M (4.52)
S

C

The coefficientdy, can be solved for a as a function &f; by substituting the last two

expressions into (4.50).

Scyg _Ecc(p_l) y2

Oyp = (4.53)
“* Scys+‘9ccy65dd_‘9(:01/7+£cc(10_1)y6
Lastly, substitute the result fa¥,, into (4.52):
- -1
oot o) st
Sc %yS+£ct)/65dd_£cy7+gcy6(p_1) sc

So far, three of the delta coefficients have beggntified in terms ofJd,,, the stable

eigenvalue. Note that substituting (4.51) into ¢ .generates a quadratic equatiorjg:

ﬁd—((2+r+w6)—[‘”—aj[ 27 D%ﬂlﬂwcﬂ‘):o

1+r )\ &Sy
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The above expression can be obtained by reinsettieg definitions for the gamma
coefficients. It should look familiar as it is notg but the characteristic polynomial of the

matrix A discussed in section 4.2.1. As discussed aboweyst be the case thaj, = 4, in

order for the transition function of debt to betistaary. Since values are available for all the
deep parameters (table 3.2) adg = 4,, it can be shown thad,, <0, J.,>0, J, <0 while

0<9, <l

4.3.1 Interpreting the Undetermined Coefficients

So far, the policy and transition function coeficis for consumption and debt have been
expressed in terms of the model's deep paramefdis. interpretation of these delta
coefficients is twofold: On the one hand, they diéschow the control variable consumption
and the state variable debt respond to percentageatobns in either of the two state space
variables from the steady state. This reactiomefendogenous variables will also be in terms
of percentage deviations from the steady statéhdéncase of productivity shocks, the delta

coefficients with respect to the productivity pres€d,, andd,,) determine the tracing of the

curve that represents the impulse response fursctgrr time. On the other hand, the delta
coefficients can also be interpreted as elastiifee Campbell, 1992), where each delta
describes the partial elasticity of the first sulpcvariable with respect to the second
subscript variable. Thug,, is the partial elasticity of debt with respectthe productivity
process.

Of course, the solution functions for the varialtlest were previously eliminated in
model 4 can still be backed out using the sameoagpremployed for consumption and debt.
For instance, the policy functions for labor inpotitput and the interest rate can be written

as:

h =340, +3,uA (4.55)
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Y, = 0,40, + I, A (4.56)

f=0,d, +3.A (4.57)

Next consider equations (4.29), (4.21) and (4.28t tdescribe each of these variables
respectively. For equation (4.29), note that thastancy of the capital stock implies that

ﬁ:ylA, i.e. percentage changes in labor input are éntdependent on the percentage
changes in the exogenous productivity process.efaation (4.55) it must therefore be the
case thatd,, =0and the policy function for labor input is simplywen by ﬁ :cShAA. It

follows that:

In=r=Y(en-€nta)=Y(w-1+a)>0 (4.58)
In other words, labor input is positively affectley positive productivity shocks, as already

discussed in chapter 3. The equation for output2l{4. without capital reads:

§, = A+(-a)h = A+(1-a), A =[1+(1-a)3,] A > Henced,, =0 and:

Op=1+(1-a)0,=(1+ -a) (w- a)=w/(w- Fa)> ( (4.59)

7

As is to be expected, output profits from highesdurctivity. Lastly, to obtain the interest rate

policy function, the transition function for debust be substituted into equation(4.23):
f, = (1) gdd,., = 7, = () g (J,d, + 3,A) = (1) "¢ 8, + (1) wd 5,A
Therefore the solution coefficients for the intémade policy function are given by:

34 =(r)ypd g, >0 (4.60)
3a=(r)"d 3, <0 (4.61)

In sum, the elasticities of the eliminated contrafiable h and the flow variableg, andr,

with respect to the state space can be solvedeursively using the previously found

" Note that because labor input is solely dependenthe exogenous productivity process, so is outpst
shown in chapter 3, this implies a one-to-one aopteraneous correlation between output and, lalpurtin

107



policy/transition function coefficients. This alsxtends to the remaining flow variables,
which are now given a much briefer treatment. Irdeial, the linearized trade balance (after

eliminating investment) is given by:

thy, =(s+5) V- St (4.62)

To derive the policy function, again postulate reeéir relationship with respect to the state

space:
%Yt = Oy at + Oy AA (4.63)

Substituting the previously found policy functidios y, and ¢ into (4.62) yields:

ty, =[ (5 + )00 A= 50 0 A|=-( ) ¢[( & W 84

Hence:
thy,d = _(Scé-cd) >0 (4.64)
thy,A = I:(Sc + S) JyA_ Scch:I = |: %(5yA_ 5 c; + 35 y; >0 (becausgyA > 5cA) (465)

Similarly, the current account to output ratio’s lipp function is determined by
Qayt :Jcay,d&+5cay AA. Substituting the policy functions foﬂ)yt and y, into this last

expression yields:

Oy a = Oy a= S (N wd +1]>0 (4.66)
Jcay, A = thy A+ Stlﬁ yA> O (467)

Using the parameters values given in chapter 3y#hees of each delta coefficient can be
calculated. Table 4.2 summarizes these values toreapercent increase in the productivity

process:
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Table 4.2:Policy and Transition Function Coefficients fooBuctivity in Model 4 (in %)

Partia_ll . O_dA @ JCA 5hA 5yA 5rA 5tby, A 5cay, A
Elasticity
Value -0.57 1.09 1.39 1.94 -0.07 0.87 0.92

(a)Because debt is predetermined each periodyahig refers to one period after the shock occurs.

4.4 The Eigenvalue Decomposition

This solution approach has been a long-time fagddt solving real business cycle models
and gained prominence with the closed economy aesiclal growth model. The method is
well documented by, for example, King et al (20@2)Burnside (2004). The gist of the
eigenvalue decomposition is to take a system @rdiependent equations, such as the one
described by equations (4.33) — (4.34), and to mgose this system into a set of independent
difference equations for each endogenous varidlilese independent difference equations
represent the policy and transition functions. Asuhe case for the method of undetermined
coefficients, calculating the eigenvalue decompasimanually is not a quick and simple
undertaking in a model that is larger than the thimensional model 4. Instead, use of
computer algorithms such as the one based on ting-8ecomposition of section 4.5 become
inevitable. A brief discussion of the eigenvalueataposition in a multi-dimensional model

is deferred to the technical appendix.

4.4.1 Applying the Eigenvalue Decomposition to Mbd

Again suppose that the policy function for consumptan be described b§ = g(& : A)

and the transition function by]m:h(& , A). Rather than postulating coefficients, the

eigenvalue decomposition uses linear algebra tmug#e equations (4.33) — (4.34) into

independent difference equations conform with tleéicp and transition functions. The
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starting point is the matrix equation (4.36) andlefinition of the standard eigenvalue

problem

For any nxn matrix A, find the non-trivial solution to the equation

Ap=Ap=(A-Al) p=0 where A is the eigenvalue or characteristic root

and p is annx1 vector called the eigenvectod. takes onn values each of
which satisfies the characteristic equatfrén—)l I| =0. The solutions for the
eigenvectorsp can be found by substituting each of theeigenvalues into

(A-A1)p=0. An eigenvalue is stable |fi| <1, it is unstable ifA|>1 and

has a unit root ifA| =1.

The eigenvalue decomposition theorestates that the matriA can be decomposed as
PAP™ = A where the matrixP collects the eigenvector( of A columnwise,A collects
the eigenvaluesA) of A on its main diagonal in ascending order (with eeran the off-

diagonal elements) an®™ simply inverts P such thatP™P=1. Let p, O P(i, j) and

p" OP7(i, j). In section 4.2.1, it was already proven that nhddeas two real and distinct
eigenvalues, which implies that there are two agal distinct eigenvectors. The existence of
P is ensured by this distinctiveness of the eigetorec Decomposing equation (4.36)

whereX =(d  ¢)' yields:

EX,.=PAPX+ CA= EP"x=A P P C

The next step is to define the auxiliary vecfpr= P™% , which implies:

E, §., =AY + QA whereQ=PC (4.68)

This decouples the auxiliary matrix system (4.689 ia pair of difference equations because

N is diagonal:

E S =A% + G A (4.69)
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ESi=A,5, + GA (4.70)

As proven in the appendix, only the equation cotg the unstable eigenvalue (due to the
sorting of A this is equation (4.70)) needs to be solved fodwarorder to obtain the policy

function for consumption and the transition funotior debt?® First define the lag-operator

on any generic variables as Lx =x_, while the lead-operator, the inverse of the lag-
operator, is defined 4S'x = x_,. In the appendix it is shown that a specific fordvlbboking

solution of (4.70) may be written as:

9 =AEYi A 0AS Y, — AL EY, m-A g A A-A7 D) Ey=-17! gA
= 9, =AW ALY A B, = -4 (1AL ALE) A

=9, =2 A 'GEA (4.71)
j=1
Now expand the auxiliary matrix system as:

d

(%j:( p11 plzJ{g(njz( p11 plzJ t
Yo p*  p*? )\ X, p* p* G

The second equation yields, = p?*d + p?¢. Hence consumption can be expressed as:

_l,\

¢ =-(p2)" Pd+( ) v (4.72)

Now simply substitute equation (4.71) into (4.78) aise successive substitution to show that

the exogenous productivity process (4.28) can bﬂedmsEA+ 4= p"‘lA:

8 This approach is based on the closed economy nexdehined by Burnside (2004).
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¢ :_( pzz)—l p21a _( pzz)‘l[é/};i g EAAi—lj:_( ﬁz)_ ( ) (ZA j 1 1” %
— é[ - _( pzz)—l pzla _( pzz)‘l/]z_l(1+p/]2— l+p 2/] °°/1‘°°)( o} A)
=& =-(p") P4 () 1(1 A;;A ]( a'#) (sincd o' A;'[ <1

Therefore:
(A:[ =_( 22) leq
Or, in condensed form:

A A n 4 (p”) q
q = Bcddt +9cAA Whereecd = —( p22) p21 and QCA == ﬁ (473)

This is the linear policy functio@, = g(& : A) = V(?;l AA) expressing the control variable

consumption as a function of the state space. ©k#icient matrix on the policy function is

given by V :(Hcd BcA). It is surprisingly simple to find the transitidanction for debt by

returning to a generic version of equation (4.36gre the elements di(i, j) are denoted by

3.

b R

Solving for the first equation and substituting/@):
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du,=a,d +a,5+ GA

. . P (pzz)_lq2 . .
=d, =a,d+a, _( ﬁz) F}ld_ A-p A+ cA
2

i 1 - A, = —a, 2) L | ~
:>dt+1:|:a11_a12( pzz) pzl}q_'_( p)Cl ai(pz) ks

Therefore:

(A,-0)e-a,(P?) " q,
A-p

~ A

~ -1
d,y = G0 + G0 A Whereg,, =a,, - a12( pzz) p*andg, =

(4.74)

This is the linear transition functiortﬂm:h(& , A): V\/(Aql AA) expressing the state
variable debt in terms of the state space. Theficagft matrix on the transition function is
given byW = (Hdd HdA). In the appendix it is shown that the coefficié)t= A , that is the

coefficient on the endogenous state variable mystleghe stable eigenvalue.

4.5 The Schur (QZ)-Decomposition for Higher Dimemnsil
Models

Recall that model 4 is merely a simplified versmihmodel 1 and that the central equation

defining model 4 is given b¥, %,, = A%+ CA. This equation was derived based on the non-
singularity of A;, which in turn led to the definition of the squamatrix A= A*A and the

vector C= A'C. It is important to realize tha®y, was invertible because model 4 was
obtained by condensing model 1 in such a way tbateterministic equations, or rather only
dynamic equations, remained. This meant that bbtheodifference equations defining model

4 (equations(4.33) — (4.34)) contained elementsrigéhg to the vectork,, and therefore
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created linearly independent coefficientsAp, making the latter non-singular. Had model 4
included a static equation that was not a functbrx,,, a row of zeroes in the matrig,
would have been obtained, implying a linear depeogleamong the rows. Both the
eigenvalue decomposition and the method of undétexdncoefficients were based on
properties of the matrixA= A*A. The obvious question that arises is whether &higays

necessary to reduce a system of static and dynaguiations into dynamic equations only. In

other words, what are the consequences if theicaeft matrix A, can not be inverted to the

right hand side to generate equation (4.36)? Im susituation, which is quite common for
most contemporary real business cycle models, theirfSlecomposition (also known as the
Qz-decomposition) is the correct solution appro&ch.

According to Klein, the “....generalizatidallowed for by the Schur decomposition]
allows static (intratemporal) equilibrium conditerio be included among the dynamic
relationships,...reflecting that some equations endhiginal system state relationships among

the variables inx. with no reference tdEx,,] (p.1409).” The idea behind the Schur

decomposition is simply “...to try to reduce (‘uncteip.. the system into a (block)
triangular system of equations, and then to sdieesystem recursively in the sense that we
first solve the second block, and then the firshgigshe solution for the second” (Klein, p.
1410). This approach ought to ring a bell, as igiste similar to the one taken by the
eigenvalue decomposition discussed in the pre\season.

Suppose now that model 1 can be described by tloavfog matrix equation:

AE X, = Bx (4.75)

where A is now singular. In the terminology of section 482= A and B= A, but A in

equation (4.75) does not equAl= A*A in equation (4.36)! For purposes of the following
discussion, it is sensible to group the exogenaubs endogenous state variables into one

vector now labeledk”®, which is of size(nZ + ns)><1= n,x1.%° The vectorX is now given

2 This section is based on Oviedo (2005), Uribe (2@08 Klein (2000).
% In some applications, it may be the case that @xogs processes interact with one another. Inctme the

exogenous state vect(ﬁ; would be modelled with ¥ARp) rather than ar\R(1) and we would not be able to

group the exogenous and endogenous state varitdgesher as done above. The solution for this ésse
presented in Klein's paper.
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by X:(XZS XC)' where the number of variables contained within is given by

m= n,s + n. (to distinguish from the previous notation where ng + n..).

As was the case for the eigenvalue decompositi@hthe method of undetermined
coefficients, the object of the game is to find sat of policy functionsg(l) for the control
variables such thak® =V¥*° and the set of transition functiorrg[)l for the state variables
such thatX%S =Wx*®. Note that once the law of motion for the variabtentained withink
and x,, as defined above has been found, the policy fanstifor the flow variables can

easily be backed out (see section 4.3.1).

The focus of Klein (2000) is actually the complesngralized Schur form wher& and
B contain complex numbers. Since the linearizedléguim conditions for model 1 contain
no complex coefficients, it suffices for our purpsdo focus on the real Schur form, which is
computationally faster to obtain (see Klein, p.14This leads to thprinciple of generalized

eigenvalues

For mx m matrices A and B, find the non—trivial solution to the equation

AAp= Bp where A is a scalar ang is themx1 eigenvectorA takes onm

values each of which is generalizedeigenvalue or characteristic root
satisfying the previous equation. 4 is non-singular and hence invertible, the
generalized eigenvalue problem reduces to the atdneigenvalue problem

described byA™Bp= A p (presented in section 4.4).

Similar to the eigenvalue decomposition, the Scaaomposition dissects matricAdsand B

by finding the square unitary (orthogonal) matri€gsand Z and the square upper triangular

matricesS andT such that!

QAZ=SandQBZ=T (4.76)

31 According to Klein, it is actually sufficient fahe real Schur form, if these matrices are merégloupper
triangular. Block triangular matrices are squardrives divided into four even blocks, and either tipper right
block contains only zeroes (lower block trianguigrior the lower left block contains only zeroepggar block
triangularity). Since this is loosening the redioios, without loss of generality, we will assurhattSandT are
upper triangular as would be required by the compkneralized Schur form.
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A square unitary matrix) is one whose (conjugate) transpd@e equals its matrix inverse
Q™ which guarantees the relationshi@Q=Q*Q= I. A matrix S is said to be upper
triangular if its entries in each rovand columrj follow the rule thats; = @Ji> j, thatis all

entries below the main diagonal contain zeroes:

The following rules regarding triangular matricesdahe generalized eigenvalues will be

useful:

For any upper (lower) triangular matr, the elements on its main diagonal, denated
equal the eigenvalues of the matrix.
= S s also upper triangular and its elements are t@ehby s' 0 S*(i j). The elements
on its main diagonal equal the inverse of the nabelements on the main diagonal®f
that is s' = §* (note that this does not hold for the elementsvaldbe main diagonal,
s #g% 00z j).
= The product of any two upper triangular matri&B is also upper triangular.
» The generalized eigenvalues ofA and B satisfy A(AB)=t/s where
t. OT(,i), s, O S(i,i) and it is assumed the ratih),s/si | are sorted in ascending ord®ér.
When A is singular, linearly dependent rows will creag¥azeigenvalues in the matrig,
implying that somes, = & A4 A B F*wo. In that case, considet an unstable generalized
eigenvalue (even though it is technically an urmddi or infinite eigenvalue). For all cases
wherel<|A|< e, consider} unstable but finite, and for all cases whpté<1 considerA
stable. The possibility for unit roots, i.8.=t, #0= 4 =1, is ignored.
Given the above information, the vectdi A, B) =|l;i /§| is sorted in such a way that

the stable generalized eigenvalues come first laadinstable eigenvalues come second. Note

32 This assumption is not natural, that is the mesis and T do not necessarily sort themselves according to
this rule. Sims’ (2002) has written a MATLAB prognaused in Oviedo and Uhlig's algorithm that reosdire
diagonal entries on the two matrices such thataties are presented in ascending order.
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that this implies that the first block of entries the main diagonal o6 and T is such that

|s:|>|t]. Di=[L....n, ], thereby creating ratios inside the unit circlen@ersely, the second

block of entries on the main diagonal &f and Tis such thafs;|<|t |, Oi=[n, +1,...m];
thereby creating ratios outside of the unit circle.

A quick re-labeling of notation will simplify thiregy Rewrite the index for the second
‘control variable’ block with unstable eigenvaluasi =[n,+1,....m]=[1,....,n.], where the
first entry ini =[1,....,n. ] refers to the first control variable or thBZS(+1)th variable of allm

variables.

If the technical assumptions presented in Kleirepgr are satisfied (these are well
outside of the scope of this paper), the rule lnBhard and Kahn mentioned in section 4.2.1
is satisfied. In other words, there are as manylstgeneralized eigenvalues as there are state

variables and as many unstable generalized eigeewahs there are control variables.

Formally, the vectofA| <1 is of sizen,sx1 and the vectof)|>1 is of sizen. x1.

The first step is to again define an auxiliaryteecThis time use the unitary matrix

to generatey, = Z'% = Z*%. To obtain the auxiliary system, rewrite (4.75abows:

AEX. = Bx= QAEX = QBx> QAZ ZEx= QBZ Z» QAZEZ,x QBZY

=SEYy, =Ty 4.77)

Next partitionS, T, Zand y, as:

e[S szj
0 s,

T - Tll T12
0 T,

Z - le Zle
ZZl Z22
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Note thatS, andT,,i =1,2 are also upper triangular. Next rewrite equatéb@{) in terms

of the partitioned matrices:

(sh ﬁzj(E&MHL IJ(VJ
O 5%2 E;§%+1 0 1;2 S@

This yields the following two equations:

SilE;Sﬁ+l+ E§2 ET¥+1: ]I\y+- ]; M (4;78)
S EV%a=T %= E%i= S T ¥ (4.79)

Consider the matrix multiplication of the secondiatipn S, T,,.** According to the rules for
upper triangular matrices given above, we know ®gtis also upper triangular and that its
ij 1/ - . i _ -1 P .
elements, denoted b)(s )ZZDSZ(I ), satisfy (s )22—(§ )22, Oi=j on the main
diagonal. In short, entries on the main diagonaSgfare simply the inverse of the entries on

the main diagonal 08,,. ThereforeS,, T, is given by:

IR (WA B P,

o - Sﬂcﬂ: o - tf’brl " 0 (tncnc/srm)
22
Given the partitioning and sorting of the matric@and T , all elements on the main diagonal
of S,T,, (i.e. the generalized eigenvalues) must be urstatilat is (t;/s ),,>1
Oi =[1,...,n. ]. This implies that each equation in (4.79) isratforder difference equation

where the autocorrelation coefficient is larger nthaone and therefore

t

: ~ . t| 4 : . : .

IME Yo m(s;_lj Y, = . Since this is ruled out by non-explosiveness itar for any
i

t-o t-o0

% Note that the matrixs,, is guaranteed to exist, because the entries oméie diagonal ofs,,are all nonzero

by construction. Since any matrix is invertiblel@sg as its determinant is nonzero and since thergiénant of
an upper triangular matrix is the product of itagtinal elements, the inverse must exist.
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variables contained within our model (auxiliary oot), it must be the case that
¥, =0,0t,0i=[1,...n. ]. To see this more clearly, expand equation (4af8) assume for

simplicity that there are three control variablegplying that the relevant index is given by
i=[1...n.1=[1,2,3].

EVn| (S5 S S\ h L )%
Er§’22t+1 =l 0 SEi gl o b, U Aﬁz
E%.) L0 0 s5)l0 0 t)( %

>

2t

E Yo (t11/311) (§2 tot s° t22) ( S STt § g
%

=|E%.|=| O (Lo/sy) (St S+ $1)
E, Yoo 0 0 (tys /S55) ¥

>

Solving for the last equation yields ¥5 ., = (t33/ %3) V. Since(t33/s33) >1 by construction,

it must be the case tha§s =0,0t. Now solve for the second to last equation:
E ¥ =(to! S0) Vi +( L+ P+ & g) "% Since Y5 =00t, EV,,=(tn/Sy) Y5
Since (t,,/s,,) >1, it must also be the case thg =0,0t. Substituting these findings into
the first equation yieldsE, %, =(t./ s,,) ¥, which of course also implies that, = 0,0t

since(t,/s,)>1.%

Now expand the auxiliary system of equations afstute the above conclusion:

2 2)(F)= ()2 AE)

To find the transpose of the partitioned unitarytnimaZ , the entire matrix must first be

transposed and then its individual sub-matrices.

% The reason we can not solve these unstable differequations forward, as for the eigenvalue deositipn,
is because the exogenous process is containedlihistate variable vector.
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[le lej - [ leD le - ( le 223 . (S\ﬁt ] = (lel Z'le (),Z[ZSJ
Z21 ZZZ Z21 ZZ Z12 ZZ O Zl'2 Z’22 )’Z[C
This yields the following two equations:

Y = Z,X°+ 2, (4.80)
0=Z,%°+ 2, = X¥=-(2,)" 2,¢ (4.81)

Clearly, equation (4.81) fits the description ofmeatrix policy function, as each control

variable is now expressed as a function of the gadous and exogenous state variables as
governed by =-(2,,)" Z,. Note that this is the exact same procedure thatwsed to find

the policy function for¢, using the eigenvalue decomposition. To find thedition functions

for the endogenous state variables substitute \4n&i (4.80):

91t = Zilxzs - 221( Zzz)_l le}(zs
= ¥y = |:Z:{1_ Z'21( Z'22)_l Z12} }%S (4.82)

= 91t+1 = |:Z;.1_ Z'21( Z'22)_:L Z12:| A)tisi (483)

The auxiliary system can be eliminated by returrimgquation (4.78), applying the fact that
¥, =0,0t and then inserting (4.82) — (4.83):

SiE%a= TN = Ev.=(S) Ty

Therefore:

=|Z,-2u(Z) 2o %07 (8) 7 T Zr 2 7)) 2[R

= )A<tz+81 = |:Zil_ 2'21( Z'22)_l Z12}_1( %)_1 Tl[ 1 Zzg Zz)z_l 21}’\5)% (4-84)
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This expression represents the transition functanthe endogenous and exogenous state
-1
2

variables, whereV :[Zl'l— 2.(2,)" Zl} (s)” 'll{ AV ARVAN ’Zl}. The coefficient

matrix can be reduced W = Z,(S,)” T,( Z) " as shown in the appendix.

121



Chapter 5

Conclusion

Economic interdependence of many countries padiiig in today’s global economy has
been steadily increasing during the recent decald@s. often raises questions regarding the
advantages and disadvantages of synchronized lsgsiyeles. For economists, the ability to
model the individual business cycles of differegpes of economies, developed and
emerging, or the interaction of their business eychas therefore become increasingly
important. The main findings of the previous analysere that developed and emerging
economies belonging to the same trade agreementvihith close geographical proximity
appeared to have little business cycle synchranizatver as much as two and half decades
of data, although the developed economies’ cyclethis type of constellation were highly
correlated. It was shown that it is theoreticalbggible to capture these cross-country findings
using negative spillover effects in the productivfirocesses, which allow the emerging
economies to exploit their comparative advantadas Tn addition to individual business
cycles features for both types of economies coudd réplicated using fairly standard
international real business cycle analysis.

Chapter 2 first confirmed existing and then esthild some new stylized facts of
business cycles for a sample of developed and emgeapuntries in North America and
Europe (plus Australia). For the developed econemikese were given by consumption
being less volatile than output, labor input beaigput as volatile as output, capital being
about half as volatile as output and investmentdes about three times more volatile than
output, while the international variables were fouo be acyclical. For developed economies,
positive consumption and output correlations wenantl, although the former tended to be
lower in comparison. For emerging economies th&ings of the volatility were similar to
those of the developed economies except that, enwthole, variables displayed more
volatility. An important finding in the literaturen emerging economies was also confirmed:

For both Mexico and the Eastern European econorthesyelative standard deviation of

122



consumption to output was larger than one, wheitesas lower than one for the developed
economies.

Chapter 2 also showed that the developed economidse sample display highly
correlated business cycles that positively depemdjeographical proximity and to a lesser
extent to common membership in a trade agreemenérging economies belonging to the
same regions or trade agreements, however, corttngdisplay greater relative volatility and,
more often than not, their business cycles wereimaync with those of the developed
economies. This was not only the case for Mexiaswge Canada and the U.S., but also for
the set of emerging economies in Eastern EurogeG#tech Republic, Poland and the Slovak
Republic) versus developed economies of the EUg{Bel, France, Germany, and the
Netherlands) as well as Switzerland. The empiricgdlications of this were that there exist
little and sometimes even negative consumption @mgut correlations among the set of
developed and emerging countries in North Ameriwd Burope. Since positive productivity
shocks should theoretically imply greater spillowdfects (and hence positive output and
consumption correlations) for countries with litjeographical distance between them or for
countries sharing membership in a regional tradeeagent, it might seem surprising that
there exist such little parallels between the bessncycles of these countries. To account for
this discrepancy between theoretical expectatioiste data, the possibility that there exist
positive productivity spillover effects going in ethdirection of developed to emerging
economies but negative productivity spillover eféegoing in the direction of emerging to
developed economies was considered. The two-coomidel of chapter 3 lent support to this
conclusion, as the best results were obtained ywhesmeterizing the productivity process in
precisely this way.

Negative spillover effects can be interpreted aatong an opportunity for exploiting
comparative advantages for the economy from whieh gpillover effect originates. An
example of this was given by Zimmermann (1995), weRkplained that the development of
the use of quartz in the watch industry by the dapa could be interpreted as a negative
spillover effect for the Swiss watch makers. Thins §apanese were able to exploit a new
comparative advantage at the expense of the Sews®my, whose productivity and output
in that sector declined. More generally, in boté tleveloped EU and the developed NAFTA
countries, it has been a frequent ‘phenomenon’ ghaduction of (unskilled) labor-intensive
goods is relocated to countries where labor is piear direct investment more profitable.

These areas constitute precisely the comparativangaiges of the neighboring emerging

123



economies. Therefore, an analogy to the Japanemss-8wample might be warranted, which
justifies the explanation of negative spillovereets.

Chapter 3 showed that the cross-country and imusicy stylized facts of the
developed and emerging economies of chapter 2 dmuldatched using fairly standard small
open economy real business cycle models. Two tgperomplete asset market models, one
using an interest rate premium and the other ysantjolio adjustment costs (both increasing
in debt) were used to model three hypothetical esves: The interest rate premium
approach was used to model a developed economye(nigdand an emerging economy
(model 2), which were then both compared to avesdggstics obtained in chapter 2. The
portfolio adjustment cost approach (model 3) wasdusr a ‘world economy’ made up of the
two previous economies, i.e. one developed anater emerging and then compared to the
appropriate intra- and cross-country statisticshafpter 2.

The one-country model for the developed economyecty identified the volatility
rankings of typical developed economies, such aatgr output than consumption variability
and greater investment than output variabilitysHowed that the trade balance and current
account are acyclical but understated their vatatiThe contemporaneous output and first
order auto-correlations were all well matched wvitie exception that the contemporaneous
correlation of capital and consumption with resgeatutput was overstated. The one-country
model for the emerging economy also correctly mtedi the volatility rankings of emerging
economies. It was particularly successful at repcoty the fact that consumption is more
volatile than output and that investment and thddrbalance and current account ratios are
more volatile than in developed economies (althotigd volatility of the international
variables was again understated). In contrast ¢ontlbdel of the developed economy, this
model accurately predicted the contemporaneouselation of consumption and output.
Unfortunately, the empirical finding that the traol®ance and current account are even more
acyclical in emerging than in developed econommgld not be replicated. All in all, the
model calibrated to an emerging country performedworse than the model calibrated to a
developed economy, leading to the conclusion tieged types of real business cycle models
can be an adequate tool for generating key bustyess features of emerging economies.

The main contribution of the two-country model wihat it reproduced the fact that
countries engage in less consumption than outpob#rnng and the fact that there seem to
exist very small and sometimes negative cross-cpuwansumption and output correlations
among developed and emerging economies. Using @ination of a negative spillover

effect from the emerging onto the developed econand/a slightly negative covariance for
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the technological innovations reproduced the al@mpirical findings. Some of the successes
of the one-country emerging economy model, suckhashigher consumption than output
volatility, however, could no longer be capturedthg two-country model.

In addition, the impulse response analysis for eddhe three models led to sensible
and intuitive results, of which the most prominesats that a positive productivity shock in a
country who starts out as a borrower can decresealdbt holdings, while a positive
productivity shock in a country who starts out dserader will decrease its asset holdings. In
addition, it showed how a productivity shock in theerging economy combined with a
negative spillover effect can imply opposite movatsein business cycles which could
theoretically corroborate the data findings of dkeag.

Chapter 4 provided an in-depth treatment of satutieethods for SDGE models, with
an application to the small open economy real lmssirtycle model for a developed economy.
It showed how the eigenvalue decomposition andntleéhod of undetermined coefficients
could be applied to a two-dimensional version @ thodel. In addition, it discussed how the
Schur decomposition can be used for more compledetsavith higher dimensions.
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Chapter 6

Appendices

6.1 Data Appendix A: Chapter 2

All volatility measures (standard deviations) repdrin chapter 2 are based on the longest
available data span for each series within eachtcpuAll correlation measures are based on

the longest common sample for each series withgh eauntry or across countries.

Sources:
The series are obtained from the OECD EconomicdOkttatabase. Each series is described
by “CC_seriesq” where “CC” stands for country cotieeries” names the series and “q”

stands for quarterly frequency:

Country Codes (CC):

= AUS = Australia

= BEL = Belgium

= CAN = Canada

= CZR = Czech Republic
= FRA = France

= GER = Germany

= NEL = Netherlands

= MEX = Mexico

= POL =Poland

= SLR = Slovak Republic
= SWI = Switzerland

= US. = United States

126



Name of series on a quarterly frequency:

= Output (y,) is given by the volume of gross domestic prod@e_gdpvq)

*= Household consumptionc() is given by the volume of private final consurnopti
expenditure, (CC _cpvq).

= Government consumptiong() is given by the volume of government final
consumption expenditure (CC _cgvq).

= Labor input is given by hours worked per employeehie total economy times total
employment (CC _hrsq times CC _etqg). When noted, given by hours worked per
employee in the business sector times employmeftti@nbusiness sector (CC_hrsq
times CC_etbq).

* The capital stockK,) is given by the volume of the total economy’s italpstock
(CC_ktvg). When noted, it is given by the volumetbé business sector’s capital
stock (CC_kbvq).

= Saving (§) is given byy,-¢ - g.

* Investment {) is given by the volume of gross total fixed capiformation
(CC_itvq).

* The trade-balance to output ratidy, ) is obtained by dividing the current value of net
exports (CC_xgsq minus CC_mgsq) by the value akeattGDP (CC_gdpq).

* The current-account to output ratioay ) is the current account as a percentage of
current GDP (CC_cbgdprq).

= The real interest rate series for Australia, Candlda Netherlands and Mexico are

those calculated by Neumeyer and Perri (2005).

Frequencies:

The following countries contain quarterly data fb980:Q1-2006:Q4: Australia
(AUS), Belgium (BEL), Canada (CAN), France (FRA)ekico (MEX), Netherlands

(NEL), Switzerland (SWI), and the U.S.. The Czedp&blic (CZR) and the Slovak
Republic (SLR) contain data from 1993:Q1-2006:Qérm@any (GER) contains data
for 1991:Q1-2006:Q4 and Poland (POL) contains daien 1990:Q1-2006:Q4. In

addition, real interest rate series are availabdenfNeumeyer and Perri (2005) for
Australia (1980:Q1-2002:Q1), Canada (1980:Q1-2002:Qthe Netherlands

(1983:Q3-2002:Q2) and Mexico (1994:Q1-2002:Q2)
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Estimation:
Each variable % " is in constant prices (volume terms), then didd® the working

age population to obtain per capita terms and lfifagged. The exceptions are the

trade-balance to output ratidbg, ), the current-account to output raticaf ) and the
real interest rater(), which are all in percentage terms. All variabdge detrended

using the Hodrick-Prescott filter (setting the stmingy parameterA =1600 for
quarterly data)

6.2 Technical Appendix B: Chapter 3

6.2.1 Solving the Optimization Problem

Unless otherwise noted, all calculations refer twdet 1. The representative agent’s problem
can be solved by patrtially differentiating the éoling Lagrangian:

L={qTa><m Eoi{ﬂtU G BA[AF(. R 6= kit -0) k=@ (K~ K- (& g+ d]}
Kty

oL _

E. U, .h)=4

oL

E: -U,(c.h)=AAFR (k. h)

oL _

a_dt' /]t =B 1+ I Et/‘tﬂ

oL

ok, : /]t[l"'q)' k., —k )] =IBE/1I+1[ AR (R ko )+ o+ (k - Klj
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The agent’s first order conditions are represeigdhe above equations, the transversality

condition and the constraints given in chapter Be Existence of a rational expectations

equilibrium for the endogenous control and stateabées ensures that the equations for the

flow variables can be solved, since the latterdeined as functions of endogenous control

and state variables.

6.2.2 Differentiation Needed for Steady State Daieation

The following shows how to calculate the derivasivad the utility function, the production

function, the capital adjustment cost function #m&linterest rate premium function as well as

the epsilon coefficients used in chapter 4.

The Utility Function

)= (c-w™h®) " -1

Partially differentiatingU (c, h 1
-y

yields:

U (c,h)=(c-w'H)”>0

U, (c,h=-py(c-w H)"*<0
U, (c,h)=p(c—w'H)" H*>0
U,(c,h)y=—(c-w'H)(H <0

Upa(c h)==p(c-w )" (K~ (w-)(K?)(ecw ' H)<0

U,.(c,h)=pc-w*h?)" H*>0
Therefore:

_ e M-t

£.=C —ydc-w') <0
cc UC (C_ a)_lhw)_y yC( )
ey -y~ 1
£, =hien = pLC=@) TN ooty >0
U. (c—w h*)”

(A.1)

(A.2)
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6 = hYm _ p[2AC= @ ) HHT)(H) ~(0-D)(H)(c-w ')~

U, —(c-w'h®) Y (H™)
=y Cc-w'h )y + (w-1)=¢,+ @-1)> 0

U, [Nc— w_lhw) _y_l] o 1 on-1
& =c—=¢ =—-ydc-w ) =¢_<0
U, ~(c-w*h?)’ Kt yd )

The production function

Partially differentiatingF (k, h) = kK H™ yields:
F.(k,h)y=ak™*n*

F.(k,h)=@Q-a)k" h*

Fo(,h)=a(a-1) K ?H™

Fo(k,h)=a(1-a) kK *h?

Note thatF,,and F,, are not required.

The capital adjustment cost function
Differentiating ®(x) = iz” % yields:

d'(x) = X
() =¢

The interest rate premium function
Differentiating p(d,) = /(e* ™ -1)yields:

p(d)=pe* ™

(A.3)

(A.4)
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6.2.3 A Theoretical Discussion of Impulse Response

Functions

It might be of interest to understand the mecharttsah relates policy/transition functions to
impulse response functiof’s Suppose that the linearized transition functiomsthe set of
exogenous4) and endogenous stat®) (variables and the linearized policy functions tioe

set of control C) and flow §) variables have been obtained for model 1. Thie Sjgace, on

which both types of functions must depend, is tloeeegiven by{&t, I% A} . The functions

are given by:
e=h(39=(A, k. d)=wa k d (A5)
F=g()=(t b Yy TS thy Tea) = A kg (A6)

whereV andW contain the policy and transition coefficientsn& productivity is solely a

function of its own past values and neither deperddebt nor capital (by definition of being
exogenous), it turns out that the transition fumctof A actually equals its impulse response
function. Recall that in the steady staie=1. If there is a one percent increase in produgtivit

at t=1(£ =1 and £ =0 0t >1),*® the law of motion for the productivity process dam

described by AL :,oA) +1=1=A becauseab =0. At t=2, AZ = ,oAL =pA. At t=3,
A3 = ,oAZ = A :p,oA: 0° A, etc. In general, the impulse response functioproiuctivity
to a one percent increase in the technological ation can therefore be described as a
function of the persistence parameter and the ytﬁaﬂelR(A) =p7A Ot=1.
Now consider the endogenous state variables ddbthw-by definition of being an

endogenous state variable— can not contemporaryeadjsist to the shock (the same holds for

capital). After the shock at=1, it must be the case thail:O and 121:0 . Debt can,

% This discussion is partially based on Uribe (2008)o gives a briefer treatment on this topic.
% Note that these equations are written in termgenéentage changes, i.e. “1” rather than “0.01” trhesused
to indicate a one percent productivity increase.
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however, adjust at =2. Expanding the transition function described byatmpn (A5) for
debt yields:

d, = Opu A + 0k + 04yt = 0, X1+ 3 (X 0+ 3 (X 0=7 ,

The scalard,, represents the initial response of debt to thénelogical innovation.
Similarly, the initial response of capital to trezhnological innovation will be given b,

in t=2. After periodt =2, the relationship between all state variablesigi@gon functions

and the impulse response functions is given by:

t-1

p 0 O
IR(A R a)’=W'l(_>?):> IF\(AA A[k Aqlz Oa Ou Ow| (A K ﬁD t2,
0, 0,

dA 5dk dd

with X° =(A k d)' denoting the steady state values of the statahlas.

Now consider the policy functions for the contraidaflow variables (since the
impulse response function for the auxiliary capsiick is the same as the one of the capital
stock, except that it lags the latter by one peribds excluded) given by equation (A.6).

Given the sorting of variables it must be the ¢hsg

5cA 5hA 5yA 5rA 5iA 5sA 5tby A 5 cay
V=] 0y O 5yk Oy Oy Oy O thy k o cay k
5cd 5hd 5yd 5rd 5|d 5sd 5tby d 5 cay

In contrast to debt and capital, the control vdesltan immediately adjust when productivity
shocks occur. The flow variables may or may notguepending on what kind of variable
defines them. In model 1, all flow variables catually adjust immediately because those
that are a function of endogenous state variabigg @herefore making them potentially

‘sluggish’), are actually defined in terms of tomaw’s endogenous state variables, e.g.

ro=f (du.)or i =f (k..k), therefore allowing them to adjust inmediatelyfoltows that

for t=1:
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I

R . , JcA JhA a-yA a-rA a-iA a-sA thy A 5 cay 1
j(él h % % 0§ @byl Q:ax) =| 0y O 5yk On Oy Oy 5tbyk 5cayk 0
a—cd Jhd Jyd er a—id a—s,d thy d 5 cay O

=(6 R % b oty 'ay) =(dn Gu O G On Gun iy Fu)

Using successive substitution, it can be shownftiradll following periods:

IR(XF)=vW(¥),0=2.

6.2.4 Model 3: Remaining Business Cycle Statistics

The following table displays the standard deviaiorrelative standard deviations,
contemporaneous output correlation and first ordeto-correlations as well as the
contemporaneous correlations among the remainirnightas not mentioned in chapter 3 for

model 3.

Table 6.1: Additional Business Cycle Statistics of Model 3 farDeveloped (DE) and
Emerging Economy (EE)

Variable Economy o(x) M (%, V) P, %)
(x) Type a(y,)

Capital DE 0.69 0.54 0.60 0.99

(k) EE 0.90 0.70 -0.07 0.94
Labor Input | DE 0.91 0.71 1.00 0.80

(h) EE 1.37 1.07 -0.05 0.76
Saving DE 2.54 1.99 0.93 0.76

(s) EE 4.44 3.47 -0.03 0.76
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Table 6.1(continued)

Contemporaneous correlatiomvs()q, >§D)

k(DE) |k(EE) [n(DE) |h(EE) [s(DE) [s(EE)
k (OE) |1.00  [-0.04 [0.60 |0.02 [0.31 [0.04
k(EE) |-0.04 |1.00 |-0.07 | 0.67 -0.09 | 0.49
h(DE) [0.60  [-0.07 |1.00  |[0.05 [0.93 |-0.03
h(EE) |-0.02 |0.67 |-005 | 1.00 | -0.06 | 0.93
s(DE) 031  [-0.09 [0.93  [0.06 [1.00 |-0.04
s(EE)  [0.04 049 |-003 | 093 -0.04 | 1.00

6.3 Technical Appendix C: Chapter 4

6.3.1 Linearizing the Trade Balance and Currentoiot

Ratios

Since the current account is zero in the steadg,siag-linearization around the steady state
is not possible, because it would imply division kgro. This problem is usually

circumvented by normalizing the current accounbhbiput and applying a linear rather than
log-linear representation to the equations (seegUf@006) on this topic). Since the trade

balance is part of the current account, it is aleomalized by output using the same linear

representation. Now define the variable’s deviations from the steady state as
X, =dx =Ax = x — xin the case of the trade balance and current acdmit continue, as
before, to definek, = dx, / x for all other variables. For model 1, the lineapnresentation of

the trade balance to output ratio is thereforemive
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tby, :1—((:‘ +Itj:> dtby :—(C+I)dy‘ _de_di
Y, y’ y |y

=thy, =(s+5) V- sc S (A7)

For model 4, where investment and the capital stvekheld constant, the same equation is

simply given by: %yt :(§+ $) Y= s'¢. Now consider the current account to output ratio

equation:

cay, = tby —rtTdt: dcay= dthy- qE%j— qélj+ q%%j

t

= Bay, =ty - §( 7+ d- ) (A8)

For model 4 the same equation simply substitutedrtide balance to output ratio definition

of model 4 (@Jyt =(s+s) y- s into equation (A.8).

6.3.2 The Eigenvalue Decomposition in thé/ariable
Case

This section shows the similarity between the Salmgomposition and the eigenvalue

decomposition in higher dimensions. Recall that tmy difference is that the Schur-

decomposition must be applied if deterministic eue are part ofA E %,, = Ax because
they create linearly dependent rows in the ma#jxwhich make the latter non-invertible. If

this is not the case, the eigenvalue decompositiornbe applied.

Recall that policy functions correspond to optimalles for a vector of endogenous

control variablesX™ while transition functions correspond to the ldwmtion for a vector of

next period’s endogenous state variabl®y. The state spacéfé,i} represents the
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arguments for both types of functions, whete is a vector of stochastic but known

exogenous processes as described in the main text:

% =905, %) (A.16)
% = (% %) (A.17)

Without loss of generality, equation (4.36) of thain text can be rewritten into a standard

first order auto—regressive matrix equation offtiren:

)2[+1 = AX + ’Z+1 (A18)

where X, = (XS XC)' is an nx1 stacked vector of endogenous state variableszefrgix1

followed by endogenous control variables of size<1, whereng +n. = n. The first step in
decoupling (A.18) into independent difference et for each variable i, is to consider

thestandard eigenvalue probleatso defined in the main text. Assuming that treeeen real

and distinct eigenvalues and eigenvectdtbe next step is to define matrices:

A 0 0
P R
.. 0
0 0 A
pll p]_2 p]'l
' p
P=(p..p)=| *
pnl pnn

37 The condition for this case is simply that distirigenvalues lead to distinct eigenvector. It almo happen
that the eigenvalues are imaginary numbers. Foreigenvalues to be real it needs to be the case tha

tr(A) > 4det( A .
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Pe P p
, 21
Pr=(pp) ="
pnl pnn

nxn

where eachp is annx1 column eigenvector associated with the respeaigenvalueA, .

HenceA, P and P™ are allnx n. Also assume that the eigenvalues on the diagifnal are

sorted in ascending order in absolute value. Irerothords, the firstng eigenvalues are
strictly less than one and the remaining eigenvalues are strictly larger than one in atisolu

value. It is common in the literature to assume tiwme of the eigenvalues exhibit a unit root

(or simply that a unit root is considered an unstakigenvalue). The eigenvalue
decomposition theorem states that the ma#ixan be decomposed &\P™" = A where the

existence ofP™ is ensured by the distinctiveness of the eigemmvscEquation (A.18) can

hence be rewritten as:

)’Zt+l = P/\ P_lx + ’z+l = Pl’}s’l = /\ P1A1X+ PlAtZl

The next step is to define the auxiliary vecfpr= P™% and the auxiliary exogenous process

G.,, = P™Z,,, which implies:

Yor =AY+ Uy (A.19)

This decouples thauxiliary matrix systenmnto independent difference equations because the

matrix A is diagonal. In other words:

Yiger =AYy + Uy g
y2,t+l = /12y2t + u2t+ 1- (A 20)

Yorsr = AnYoe T Ups

Each of these transformed equations is a standatdofder difference equation. Since the

first ng eigenvalues are assumed to be strictly less thantbe firstng equations must be
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solved backward (or are stable in the backward itapldirection). The remaining.

eguations with eigenvalues larger than one musobhed forward (are stable in the forward
looking direction). Equations with initial conditie are usually solved backward, while
equations with terminal conditions are solved fadvan addition, endogenous state variables
usually require initial conditions (i.e. belongtte equations with eigenvalues less than one)
while control variables usually require terminainddions. By construction, the& vector

consists of state variables first and control \@&a second.

Forward and Backward Looking Solutions for Firstd@r Difference Equatior$

Recall that the lag-operator on any generic vagiablLx = x_, while its inverse, the lead-
operator, is L'x =x,,. A general backward-looking solutiompplying to the firstng
equationsli D[l,...,ns] where|/1i| <1in (A.20) can be found by rewriting any of thesfing

equations as:
Vs TAN G2 AN T2 Y Ay =u=>0-4 Ly =.u
Next multiply both sides of the previous expressiotin (1+ AL+ AL+ + A L‘) ;

= (T AL+ AL+ A AL ) (1-AL) §, = (A L+ 70+ L+ 4L G,
J

S[(LHAL AL+ A QL) (AL AL+ 4 A1) 9 = 2400,

t
j=0

i=0

. in o +14 ~ o +18 . i
= (=AY 9, =240 = ¥ A e = YA, = A= YA
j=0 j=0
Thus thegeneral backward—lookingolutionis represented by:

t o n
V=D AN, vV,
j=0

38 A similar discussion of these solutions can foimHamilton (1994), chapter 2.
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Since the models presented in this text are imfihitrizon models, the specific solution can

be found by letting limh - «. Since|4| <1, the termA"™y _, - 0 as limt - . Thespecific

backward—looking solutiotherefore is:
V. =2 A0, Oi0M,.ns] (A.21)
j=0

A general forward—looking solutiompplying to the lastn, equationsDiD[nS+1,...,n]

Where|/1i| >1 can be found by rewriting any of the lagt equations as:

S\/i'tﬂ:/‘i yt + LTII+1:> ’yt, :/1_1"\yt,+1_4_].il'tl,+1:> 'I\y _’ﬂ_li’\y& 1: _{1_1i(u,+1
= (=AY, = =4y, = Y === Y
=9, =—/]i‘lL‘l(1+/}‘1L‘1+/\‘2|_-2___)l1|t

= §/i,t :_z/‘i_jqﬁj +K/‘it

j=1

In most economic applications requiring forward Kimg solutions, the constark =0,
because|/1i|>1 and thereforexA' grows unbounded as litn— «. This can usually be
justified by imposing an intuitively sensible termal condition on ¥, similar to the

transversality condition. Thus tlspecific forward—looking solutiois:

9. =347y, 0i0[n +1,...1 (A.22)
=1

Using Successive Substitution to Solve for Poley Bransition Functions

So far it has been demonstrated how the decoupjedtiens of the auxiliary system (A.20)
can be solved according to the rules for first-omifference equations. However, it remains
to be shown how this translates back to the systetime original variables fok . The recipe

is simply to combine the definition of the auxilasystem and either the forward- or

backward-looking solutions, depending on the type@asiable under consideration. As was
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the case in the main body of the text, only thevéyd-looking specific solutions will be

needed (see Burnside (2004)). By definitionypf P™X :

A pt* p“ p" [ %
? ” A
y2t — p s s aas )<2t Where pIJ D P_l(i' j)
Yo p™ p™ )\ X,

Any y, 0iO[1,...,n] can be written as:

Go= PR AP B

Any X, Oil[4,...,n] can therefore be transformed back to:

X, :_(pn )—1( Py, +..+ ﬁ“}g[—Ay) (A.23)

A solution for ¥, in (A.23) must either be given by equation (A.Bt)A.22) depending on
whetheriO[1,...,ng] or iO[ng +1,...,n]=[1,....,n. ], i.e. whether the index belongs to the set

of backward- or forward-looking equations respedsdiiy Each backward- or forward-looking

solution for ¥, , in turn, is a solution in terms of the auxili@yogenous process = P7 ,

which may be regarded as the exogenous componghe aftate space scaled By'. Note,

however, that eacly, in equation (A.23) is still a combination of remiaig stateand control

variables, which does not conform to the bluepahthe policy and transition functions.
More precisely, there can not be any control vdemlas arguments in a policy function
designed for another control variable or in a tite;s function for an endogenous state
variable.

As a result, the entire system must be solved usaafgward substitution (as shown in
section 4.4.1 for the eigenvalue decomposition wo tdimensions and for the Schur-
decomposition of section 4.5). As before, the tficksolving this system of equations is to

consider the control variables first, starting wiie last control variable. Applying equation
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(A.23) to the last control variable such thatn, it must be the case that, requires a

>1.

forward looking solution becausf;;én

R an\ 1 -~ A , Ne+1~ iz~ - :
S R S O T TS STl

ng-state variables (nc -1) control variables excludinif;,

Substituting (A.22) and definin@,, =>"A.G, ., implies:

=1

R = (=) (P B B P PTG0,) (A29)

Now consider the second to last control variabthdbati =n-1:

1 n—1,1'5§+m+ F51—l,nS A)ﬁst + FSw—l,ns+1'\%(sc+ll_|_ L+ pﬂl, ﬁ2'\2§2l+ Fj‘ll n|2<,tc+Qn—1,t

sC —[_ AnLn1)7
Xom1e = ( P ) s |
without&, ¢

Use backward substitution to insert this last esgign into (A.24):

A~ nn -1 ~ ~ +1 7, faz2n 1
= (o) i B B B (- Y
(P ot P50 0 P PR, )]0 )

Combining terms and pulling out the expression g >“<§t:

R LR R N E R R T O AR
R e R R e e N I

() (o | () (o) () ()
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Pulling the last term involvings, over to the left hand side:

0 Ty A Ty

(o)) R IR

Now pre—multiply both sides by the inverse of tkpression in brackets befov“é’t:

oc _ M () 1
& T e |

Therefore:

(57

(p™) (o) + (0" (™) }{[p“ () () () s
+[p”'ns+1—(P”’"_l)( pm ) IdH’“S”)} 3£+1,t+.._+[ grz—( @) ( o) pﬁl,ﬁﬂ .
+[Qn’t _( pn,n—l)( p“”*l)_l Qn—l,t:|]

oC

Xt =

What has been accomplished by this horrendous raigebxercise? The control variable

(Xf-l,t) has successfully been eliminated The next stdgokward substitution would be to
eliminate X_,, until we have eliminated the last remaining coneiable >A<,?S+Lt. Therefore,
iﬁt will solely be a function of the endogenous staégiables x° Ui =[1,...,n;] and the
exogenous processes capturedy Oi O[ng +1,...n]. At that point, the policy function for

the control variablexS, has been found sinc&$; = g(%°,Q(U)) = 3, Q( P*g) This

successive substitution procedure would then haveetrepeated for all remaining control

variables.
The law of motion for each state variab"t,{%+1 =9(%> ) O iD[l,...,@] remains to be

found. This turns out to be simpler than the presi@xercise, assuming that the policy
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functions for all control variables have been fouithe first equation of (A.18) can be

obtained by expanding the matrix and vectors.

[2] - (Zi ijm (2] = %8, = AKX AKX+ %, (A.25)
+1 1

where A, z and z; are partitioned matrices and vectors conform withgize of the control

or state variable vector. Since all policy funcidor the controls have been found, rewrite
(A.25) as:

= AKH ALY D+ 7,

which almost corresponds to the blueprint for tragition functionk>, = h(%®, 7) except

for the fact that there still exists a peribéll exogenous state variable vector. To circumvent

this problem, take expectations of both sides asel (1) the fact that endogenous state

variables are by definition predetermined, thatBss, = %3, and (2) the fact that the
exogenous vectog,,, follows a known process, i.€, z,, can be expressed in terms of some

forcing processf (2,) .

Xu=a, X +a,dx, 9+ (9= X2 (A.26)

If it has not become apparent already, it should i@ emphasized that the eigenvalue
decomposition can be a lot of strenuous work fogdé) state spaces and multiple control
variables, such as is the case of model 1. Onelmaly advised to try and solve these models

manually (say, fom > 3).
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6.3.3 The Eigenvalue Decomposition: On the Roldahef

Stable Eigenvalue in Transition Functions in Moflel

There is one minor detour worth taking regarding éndogenous state variable’s coefficient
6, =a,-a,(p?) P in the transition function given by (4.74). Of cse, sinced,, = J,,,

the same applies to the coefficient found usingtie¢hod of undetermined coefficients.

Proposition |

The coefficientd,, =a, - a,( p*) F'equals the stable eigenvaldg

Proof |
Using the definition of the eigenvalue decomposiiiotwo dimensions:

A 0 11 12 )
(ZI: SZZJ:[SM Ej[o AJ(E Sj wherep’ P (.}
1 2 21 22, 2

(au auj_(/hpup“wpup“ Alpnrizﬂzpmﬁzj

& &) (APAP *A,p, I AP, +A,p, P

First find an expression that reflects the abovepesition, i.e. first finda, and then
alz( pzz)_1 p** and then the difference between the two. The atant needed for finding

the inverse matri¥™ is given by|P| = p, p,~ B, P, such that:

{5 EH

p22

8, = AP.F+A,p, = a,= A Pibe - Plda

B
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Second:

al(gj Apnp”( j+/1 plzp”( j Alpnldz( piljww
e IR S
Al B0

= a,

Hence:

- a12( pzz)'l p21:
) PPy Pub [plzpzﬂ i, [ P Per plzpzﬂ_( P, J -ay=alPl
B AT T R T e A

Therefore it has been shown that the coefficientttom endogenous state variable in the

transition function equals the stable eigenvalue.

6.3.4 The Schur-Decomposition: Reducing the Caefiiic
Matrix W

In section 4.5, it was shown that the transitionctions for the endogenous and exogenous

state variables are described by the mattix:

=[z.-z(2)" 2 () 1 20 7 77 g

% This is based on Uribe (2005 classnotes).
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The bracketed termz., - Z..(Z,,)" Z,,| can be reduced by considering the entries of:
le 21 22, 12

I — Zrz - (le Zle ( le le :( le ZZj( le Zlﬂ :[ lezl-i'.- Z21221 lezl+2 'Z 21212
Z21 Z22 ZZl ZZ ZlZ ZZ ZZl ZZ ZlZZlT Z ZZZ 21 z1221+2 'Z ZZZ
First solve for the entryZ'Z(2,1)=1,, and then pre- and post-multiply b@Z;z)_land

(z,,) " respectively:

lpy =20 20+ 202 5= 21217~ Z,Z . (becausd ,; =0)

=>(2,)" 2,2,(2) =-(2) 2,2 z) "= (2} 27- 2} Z),

This expression can be inserted in the bracketed i@ give:
|2~ 20(2,) " 20| = | 2t 2,2, )]

Now useZ'Z(1,1) and insert this into this last expression:
|, —Z1Z2,,=2Z,Z 5,

= |:Zl'l+ Z'21221( Zl])_l} :[ Z11'*'( I Z1121).( ZJ)1_1:| = Zﬂ'( Z)l_l_ Z,,Z (1 Z)l_ll

= [21'1 + ( le)_l - Zln} = ( le)—l

Therefore [21'1—2'21(2'22)_1 le} =(z,)" and [21'1—2’21(2'22)_1 leT =2Z,. and the

coefficient matrix is given by = Z,(S,)” T.( Z) -
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6.4 Computer Algorithms

This section conveys the relationship betweenhkeretical solution approaches of chapter 4
and applied computer algorithms for real busingsdecmodels. On the most rudimentary

level, the algorithms find the policy and transititunctions g()] and h([) defined by the

coefficient matrices/ and W. Based on these solution functions, the algoritiamesable to
generate impulse response functions and businesl® spmmary statistics that would
virtually be impossible to obtain manually for amgglex model such as model 1.

When applying computer algorithms, the necessityetduce the model's size —by
substituting static conditions into dynamic cor@h8 and backing out policy and transition
functions for eliminated variables later on— hareler arises. Recall that this was precisely
the approach taken for model 4. Uhlig (1997) obsehat: “...[O]ne often sees researchers
exploiting...equilibrium conditions to ‘get rid offsome variables, and have only a few
variables remaining...[T]here is no reason to gougtothe hassle of ‘eliminating’ variables
by hand...since this is all just simple linear algebpplied to a system of equations, it is far
easier...[to] leave it to the formulas to sort it@lit (pp.33 - 34).”

Since the computer algorithms introduced below laogh based on the solution
method provided by the Schur decomposition of eacti5, let model 1 be described by:

0=AE X+1 - BA)t( (A.27)

where for nowx :(Z, SE3§F) and A and B collect the coefficients from thknearized

equations (4.16) -(4.28). Analogously, then-linearinterdependent system of equations that

defines model 1 in section 3.1 can be written as

0=E f (X %) (A.28)

Two available ‘toolboxes’ for solving more elab@anodels such as model 1 are due to
Uhlig (1997) and Oviedo (2005). Both algorithms ezgmlly perform the same tasks —
computing policy and transition functions, graphimgpulse response functions and

calculating business cycle summary statisticsiersimulated data.
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The main difference between the two algorithmshiat tthe interdependetinear
system’s coefficient matrice®n and B need to be specified by the user in order to apply
Uhlig's algorithm, i.e. the log-linearization neetts be carried out beforehand. Oviedo’s

algorithm, on the other hand, log-linearizes thaildarium conditions of the non-linear

system of equation$) = E[f(x[ﬂ,x) and therefore creates the two coefficient matrices
needed forO= AE ¥, — Bx on its own. A second, subtler difference betweka two

toolboxes is that each algorithms defines the vestoand hence partitionsA and B

differently. This is due to notational differendasolving: (1) the treatment of flow variables
and (2) the treatment of exogenous processes. he€fly examine each of these points, as

they have important implications for how the sysismartitioned:

(1) Flow variablesUhlig’'s algorithm does not include an explicit prsien for flow variables
and instead groups them either with the endogenonsol or state variables. Recalling the
definition of flow variables, there are some the¢ aolely a function of endogenous state
variables, such as the auxiliary capital stockhat énd of period, the debt-elastic interest
rate and investment. These are intuitively categariwith the state variables and will be
referred to as ‘type 1’ flow variable®’ Those flow variables that are a function of both
control and state variables will be referred totgge 2’ flow variables and may be grouped

with the control variables. The latter include aufpsaving, the trade balance ratio, etc. Thus

the vectorX™ is entirely usurped. Oviedo’s algorithm, on theesthand, does differentiate

between control, state and flow variables and eseatseparate matrix equation for.

(2) Exogenous processdshlig’s algorithm uses a separate provision f@ ¢étxogenous state

vector Z,, while Oviedo’s algorithm include§ in the vectorX. .

In sum:

= Uhlig’s algorithm requires the user to speci®& and B of the linearized system

AE %,, = BX. It then partitions the latter to accommodate vieetor X :(XS XC)

“0 Note that if the auxiliary capital stock is grodpaith the state variables, then investment can béswritten
solely in terms of state variables and hence besantgpe 1 flow variable.
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where X 0% and x> 0% (F1= ‘type 1’ flow variable; F2 = ‘type 2’ flow vable). In
addition it creates a separate matrix equatiothi@exogenous state vectyr.
» Oviedo’s algorithm creates the systefE, X,, = BX by log-linearizing each of the non-

linear conditionsO=E, f (x,,, %) . It then partitions the linear system to accomnedae

vector X :(2 'S 3{) and creates a separate matrix equation for the flanable

vector X .

= Both algorithms apply the Schur-decomposition aftisa 4.5 as the solution mechanism

to find the policy and transition functions.

6.4.1 Uhlig’s Toolbox

This algorithm requires us to decompose equatioB7Qinto three types of matrix equations:
(1) Those that group the deterministic and backvi@o#ing equations together, (2) those that
group the forward-looking equations together ang tf®se that group the equations that

describe the potentially multiple exogenous proegs$sgether. The three matrix equations are

given by:

0= AAX’ + BBX, + CCx+ DD; (A.29)
0=E | FFX;, + GG+ HH + I+ KR+ Lz + MK} (A.30)
0=E[2, ~ NN (A.31)

Matrices AA and BB must both be of siz(fbx ns), CC must be of siz§bxn.) and DD
must be of size(bxnz), where b equals the number of backward-looking or static

equations. MatricesFF, GG andHH must all be of size(f xns) where f equals the

number of forward-looking equations (potentially)volving the expectations operator.
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Similarly, matricesJJ and KK must both be of sizéf xnc) and LL and MM of size

(fxnz). Lastly, NN is a diagonal square matrix of siz(enzxnz) containing the

autocorrelation coefficients of the stochastic psses, which are assumed to be less than one

in absolute value. Note that equation (A.31) isasymous with z,, = NNz+&,,,; where

E (&,..) =0 andVar(s, ) =02, 0t ,0i0(L,...n, ).

i
One requirement on the matr&C is thatb=n., that is the number of deterministic
equationsb must be at least as large as the number of cordr@bles. If this is not the case,
Uhlig suggests redefining some of the flow variagbdes state variables, which will increase

ng and lowern. until b=n..** A second requirement o@C is that it has ranki. , that is it

must have at least. linearly independent columns or rows. A requiretr@nthe matrixFF
is that it must of sizg(ng+n.—b)xnj)= fxn.= f +b=n +n.. This simply says that

there must be as many endogenous variables asateeeguations in the model.

Programming Uhlig’'s algorithm requires modificatiohany one of his example files
contained within the toolbox available online. Fitse user must declare the parameters and
the steady state of model 1. Second he must spibeifyariables by creating a stacked vector
of endogenous states, followed by control varialaled then by exogenous state variables.
Lastly he must define the coefficients in the ntasAA— NN of equations (A.29) — (A.31).

It is prudent to check whether the requirementshemmatricesCC and FF listed above are
being met before adapting the algorithm to one’srawnodel. This is a simple counting

exercise of equations and variables.

“1 As a matter of fact, this is precisely the reas@nhad to categorize the auxiliary capital stocd aence
investment as state variables. Loosely speakintigdtalgorithm favours state variables, and it malsense to
have as many of them as possible. Had we considkeeduxiliary capital stock a control variableyéstment
would have also been labelled a control variablergf we still considered the interest rate aestatriable, we
would not have had enough state variables to gatisfrequirements oGC.
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Table 6.2:Decomposing Uhlig’s Toolbox

Variable Type

Endo. State §°) Control (X°) Exo. State ¢,)
jt (a)' E[ ' lzta (b)’ I: ’ at ' r’.; é[ ’ Iji ’ 9'( ’ s ’ %yt 1 Ebyt A
(=ns=6) (=n.=6) (=n, =1)

Equation Type

Deterministic Forward-Looking Exo. Process
(4.16), (4.17), (4.21), (4.22),(4.18), (4.19), (4.20), (4.23),4.28)

(4.24), (4.25), (4.26) (4.27)

(=b=7) (=f=5)

L]

(a) Optimal control theory tells us that the Lagyiam multiplier (also known as the shadow priceafisumption) is considered a co—
state variable. Therefore it is included in thedisstate variables although it is not an empilyoabservable entity.
(b) In the main text of this paper, the auxiliagpial stock has been considered a control varidble to the wide range of dates
included in Uhlig’s algorithm, it is possible tdabel it and therefore investment as endogenots siiables.

Sinceb=7>n. =6, the requirement o€C is satisfied. Since there are twelve equations in

twelve endogenous unknowns plus an exogenous equalie requirement offF is also

satisfied.

6.4.2 Oviedo’s Toolbox

This algorithm creates the systeds AE X,, — Bx by log-linearizing the original, nonlinear
system 0=E, f(x,,,X) given by equations (4.2) — (4.14). The followingsaission

presupposes that the appropriate nonlinear eqsahame been specified for the algorithm

and that the model can therefore already be summethbly 0= AE X,, — Bx. The linearized

system, in this case, must be partitioned into tatrix systems: The first contains the
equations defining the state (endogenous and eragg@and control variables and the second
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contains equations defining the flow variables. Sehenatrix systems of the linearized model

are described by:

0=PPEY, - QQx (A.32)
0=RR¥, + SSx "% (A.33)

Here, X must be defined ag :(2 3 3{3) The only requirement on the matricB®
and QQ is that they must be square, i.e. contain the sauneber of equations as there are

variables in% . The size of% is (n, + ng+ n;)x1= mx1. ThereforePP and QQ must both

be of sizemxm. SinceX” containsn_ x1 flow variables, matriceRR and SS must be of
ordern. xm.

To stick with Oviedo’s paper, the Lagrangian muigp (the co-state variable) is
eliminated. In terms of the non-linearized systemms timplies replacing all equations
involving A, with the marginal utility of consumptior(q—w‘lhw)‘y. In terms of the
linearized model that has hypothetically alreadgrbereated, we would simply replace all
equations invoIvingﬁt with £_C, +(s‘chﬁt (see equation (4.16)).

Just as before, each variable needs to be clabsifieording to type. This is analogous
to the variable classification undertaken for Ulsliglgorithm in table 6.2, except that the
auxiliary capital stock is now a control variabledahat all flow variables are separated from
the vectorx . Whereas for Uhlig's algorithm, exogenous procgsseterministic equations
and forward-looking equations needed to be diffeaéed, this time a distinction between
control and state variable equations (‘not flow) the one hand and flow-variable equations

on the other is required. The roster of model Zigpants is summarized in the following
table.
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Table 6.3:Decomposing Oviedo’s Toolbox

Variable Type

Exo. State £,) Endo. State §°) Endo. Control &)  Endo. Flow &)

A k.. d 6. ke % f. i, &, thy,, cay,
(=n, =1) (= ns=2) (=n.=3) (= n. =6)

Equation Type

Not-Flow(n, + ng+ n. = 6) Flow (n. =6)

Non-linearized System: Non-linearized System:

(4.2), (4.10), (4.11), (4.12), (4.13), (4.14) (4.3),(4.4, (4.5), (4.6), (4.7), (4.8)

(a) Solving this for investment

In order to program Oviedo’s algorithm, the pararetand the steady state need to be
declared first. Next, model 1 is separated into $&ts of (potentially) non-linear equations—

those that define flow variable equations and thtbaedo not. The algorithm then calculates

the log-linearization of each of these equatioremdforming model 1 fron®=E, f(X.,,X)

to PPE%,, = QQx for non-flow variables and t& = RR, + S$: for flow variables. This

again leads to results for the policy and transitionctions, based on which the impulse

response functions can be generated and the bsgipele summary statistic calculated.
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