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Abstract

Malaria is one of the most serious health problems in thedvoFhe projected climate
change will probably alter the range and transmission pietiesf malaria in Africa. In
this study, potential changes in the malaria transmissieraasessed by forcing three
malaria models with bias-corrected data from ensembleasimeruns of a state-of-the-
art regional climate model.

TheLiverpool Malaria Model(LMM) from the Geography Department of the Uni-
versity of Liverpool is utilised. The LMM simulates the spceof malaria at a daily
resolution using daily mean temperature and 10-day acateudllprecipitation. The
simulation of some key processes has been modified in thelmodeder to reflect a
more physical relationship. An extensive literature syrwéth regard to entomologi-
cal and parasitological malaria variables enables théregion and validation of a new
LMM version. Comparison of this version with the original deb exhibits marked
improvements. The new version demonstrates a realistialatian of entomological
variables and of the malaria season, as well as correctipdepes the epidemic poten-
tial at fringes of endemic malaria areas. Various sengitexperiments reveal that the
LMM is fairly sensitive to values of its required parametdtffects of climatic changes
on the malaria season are additionally verified byM#RA Seasonality Mod@MSM).
The Garki model finally enables the completion of the malarcure in terms of the
immune status and the infectiousness of different popariagroups, as well as relative
to the age-dependent prevalence structure.

In every case three ensemble runs were performed on°agfice The LMM was
driven for the present-day climate (1960-2000) by biagemied data from thREgional
MOdel (REMO), with a land use and land cover specified byFhed and Agriculture
Organization(FAO). Malaria projections were carried out for 2001-20%8@&ding to
the climate scenarios A1B and B1 as well as FAO land use awnictlaver changes. Garki
model runs were subsequently forced byBmomological Inoculation Rat@ IR) from
the LMM. Finally, additional results relative to the makseason were produced by
MSM.

For the present-day climate (1960-2000), the highestditates are simulated for
Equatorial Africa. The malaria runs show a decrease in tHanaaspread from Central
Africa towards the Sahel. The length of the malaria seasologely related to monsoon
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rainfall. The model simulations show a marked influence ofintainous areas causing
a complex pattern of the spread of malaria in East Africa. Mla¢aria infected popula-

tion reveals the expected peak in children below an age aftdbve years. Regions of

epidemic malaria occurrence, as defined by the coefficievaridtion of the annual par-

asite prevalence maximum, are found along a band in theeror®ahel. Farther south,
malaria occurs more regularly and is therefore charaegres endemic. Epidemic-
prone areas are additionally identified at various highli@ndtories, as well as in arid

and semi-arid zones of the Greater Horn of Africa. No adegjuamune protection of

the population was found for these areas.

Largely due to land surface degradation, REMO simulatesmaprent surface warm-
ing and a significant reduction in the annual rainfall amawar most of tropical Africa
in either climate change scenario. Assuming no future huimgoosed constraints on
malaria transmission, changes in temperature and pratgitwill alter the future ge-
ographic distribution of malaria. In the northern part obssaharan Africa, the preci-
pitation decline will force significant decreases of the amial transmission in the Sahel.
In addition to the withdrawal of malaria transmission aldng fringe of the Sahara, the
frequency of malaria occurrence will be reduced for sevgnidlboxes of the Sahel. As a
result, epidemics in these more densely populated areblsagibme more likely, in par-
ticularly as adults lose their immunity. The level of madgprevalence farther south will
remain stable for most areas. However, the start of the madaason will be delayed
and the transmission is expected to cease earlier.

Most pronounced changes in Africa are found for East Afrigagnificantly higher
temperatures and slightly higher rainfall cause a subsiantrease in the season length
and parasite prevalence in formerly epidemic-prone aréasitories formerly unsuit-
able for malaria will become suitable under the warmer fittiimate. The simulations
indicate changes in the highland epidemic risk. At most bages malaria transmission
will stabilise below about 2000 m. At these altitudes theydafon will improve their
immune status. In contrast, malaria will climb to formerhalaria-free zones above
these levels enforcing the probability of malaria epidesmic



Zusammenfassung

Die Malaria stellt eine der gefahrlichsten Krankheiten it dar. Hochstwahrschein-
lich werden sich die Ausbreitung und das Ubertragungspaeder Malaria in Afrika
unter dem Einfluss des projizierten Klimawandels verandaus diesem Grund ver-
sucht die vorliegende Studie potenzielle VeranderungedeiitMalariatibertragung abzu-
schatzen. Drei unterschiedliche Malariamodelle werderzhi mit korrigierten Ensem-
blelaufen eines auf dem Stand der Wissenschaft befindlidgtonalen Klimamodells
betrieben.

Verwendung findet zunachst das sog. ,Liverpool Malaria M@deIM)“ vom Geo-
graphischen Department der Universitat Liverpool. Das LEiMuliert die Verbreitung
der Malaria auf Tagesbasis und wird lediglich durch die Sag#eltemperatur und die
10-tagig akkumulierte Niederschlagsmenge angetriebenVtgéange in der Natur bes-
ser widerzuspiegeln wurde im LMM die Simulierung einigercchtiger Prozesse ver-
andert. Eine intensive Literaturrecherche in Bezug aubraotogische und parasitolo-
gische Malariavariablen ermdglicht die Kalibrierung und ®alidierung einer neuen
LMM Version. Der Vergleich dieser neuen Version mit dem uissyglichen Modell of-
fenbart deutliche Verbesserungen. Die neue Modellverzgt eine realistische Simu-
lation von entomologischen Variablen, der Malariasaisod reproduziert korrekt das
Epidemiepotenzial am Rande endemischer Malariagebietdréiche Sensitivitatsstu-
dien zeigen, dass das LMM sensitiv bzgl. unterschiedliddexelleinstellungen rea-
giert. Zusatzlich wird der Effekt der Klimaanderung auf diialariasaison mit Hilfe
des sog. ,MARA Seasonality Models (MSM)“ Uberprift. Durde 8erticksichtung des
Immunstatus und der Infektidsitat von unterschiedlichemdkerungsgruppen als auch
der altersabhangigen Struktur der Malariapravalenz ddashsog. Garki Modell wird
schlief3lich das Malariabild vervollstandigt.

Die Modelle wurden jeweils fur drei Ensembleléufe auf eir@8i Gitter betrieben.
Fur das heutige Klima (1960-2000) wurde das LMM hierbei roitrigierten Daten des
REgionalen MOdells (REMO) laufen gelassen, die wiederufemmer Landnutzung
und Landoberflache der ,Food and Agriculture OrganizatleAQ)“ beruhen. Malaria-
projektionen wurden anschlieend fir den Zeitraum 20&0260it REMO-Daten der
Klimaszenarien A1B und B1 berechnet. In diesem Fall sindkdimaszenarien durch
FAO-Szenarien der Landnutzung und Landoberflachen edistarbanach wurde das
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Garki Modell mit Hilfe der entomologischen Inokulationsraes LMM betrieben. Zu-
satzliche Ergebnisse beziglich der Malariasaison wurdihe8lich durch das MSM
produziert.

Fiur das heutige Klima (1960-2000) werden die hdchsten &t fir das aqua-
toriale Afrika simuliert. Die Malarialaufe zeigen einen b in der Malariaverbreitung
von Zentralafrika bis zum Sahel. Hierbei steht die LAngeMalariasaison im engen
Zusammenhang mit dem Auftreten des Monsuns. Die ostafskhan Hochlander ver-
ursachen aul3erdem ein komplexes Muster in der Malariasitubg. Wie erwartet treten
in den ersten funf Lebensjahren die hochsten Malariapeavaih auf. Epidemieregionen
werden durch den Variationskoeffizienten der maximalenligten Malariapravalenz
definiert. Solche Gebiete sind entlang eines Streifens irdlichen Sahel zu finden.
Weiter sudlich tritt die Malaria regelmafiger auf und issliab als endemisch cha-
rakterisiert. Epidemiegebiete werden ebenso fur zaliesktochlander sowie fur aride
und semi-aride Regionen des Grof3en Horns von Afrika ideistifi Fir diese Gebiete
konnte kein angemessener Immunschutz in der Bevolkerunigden werden.

In den REMO-Simulationen verursacht hauptsachlich dierBagtion der Land-
oberflache in beiden Klimaszenarien einen deutlichen Teatp@nstieg und eine si-
gnifikante Reduzierung der Jahresniederschlage Uber myro&ieen tropischen Afri-
kas. Falls der Mensch die Malariaverbreitung in der Zukuaidght merklich beeinflusst
wird der Klimawandel die zukiinftige Malariatibertragungrktverandern. Der Nieder-
schlagsriickgang wird eine signifikante Reduzierung dermNlbertragung im Sahel
verursachen. Zusatzlich zum Riuckzug der Malaria entlan@Gdenze zur Sahara wird an
einigen Gitterpunkten im Sahel die Haufigkeit des Malaritiatens herabgesetzt. Diese
bevolkerungsreicheren Gebiete werden somit haufiger madepen rechnen missen,
da in diesen Regionen vor allem Erwachsene ihre Immunitdieven werden. Weiter
sudlich bleibt das Malarianiveau fur die meisten Gebiedbistallerdings wird sich der
Start der Malariasaison verzogern und es wird ein friheneieEler Malariatibertragung
erwartet.

In Afrika werden die starksten Veranderungen fur Ostafpkajiziert. In friheren
Epidemiegebieten verursachen signifikant hdhere Temperaund leicht erhdhte Nie-
derschlage einen betrachtlichen Anstieg in der Lange dsoSaind in der Pravalenz
des Malariaparasiten. In Regionen die zuvor fur die Malangeeignet waren kann
sich die Malaria in einem warmeren zukinftigen Klima veiter® Die Simulationen
offenbaren deutliche Verdnderungen des Epidemierisigosidchlander. Fur die meis-
ten Gitterboxen stabilisiert sich unterhalb von etwa 200@ienMalariatibertragung. In
diesen Hohenbereichen wird die Bevdlkerung eine bessemauimtat aufweisen. Das
Risiko fur Malariaepidemien steigt jedoch oberhalb diddesgaus, da die Malaria in
diese Hohenlagen zukulnftig erstmals vordringen kann.
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[0 daily survival probability of female mastpes [%]

Y o Anopheles

P Plasmodium

AEJ ............. African Easterly Jet

AEW ............ African Easterly Wave

AOGCM ......... Atmospheric Ocean General Circulation Miod

CHg oo methane

CLIMAT ......... monthly CLIMATological data, i.e. the WM@rmat 71

CLIMEX ......... CLIMatic indEX

CLINO .......... CLImatological NOrmals for the period 186990

COy .viiiinn . carbon dioxide

CRU ............. Climatic Research Unit

DDT ............. Dichlor-Diphenyl-Trichloroethane

DMN ............ National Weather Service (French: ‘Diien de la Météorologie
Nationale’)

DWD ............ German Weather Service (German: ,DelwgsdletterDienst”)

ECHAM4 ........ European Centre HAmburg Model, 4th genierat

ECHAMS5/MPI-OM European Centre HAmburg Model, 5th genematMax-Planck-
Institute-Ocean Model

ECMWF ......... European Centre for Medium-Range Weatbege¢asts

EEA ... Equatorial East Africa

ERA40 ........... ECMWF 40-year ReAnalysis

FAO ............. Food and Agriculture Organization

GCM ............ General Circulation Model

GFDL-CM2.0 .... Geophysical Fluid Dynamics Laboratoryr@dite Model, version 2.0
GHCN ........... Global Historical Climatology Networknggon 2

GHG ............ GreenHouse Gas

GSOD ........... Federal climate complex Global Surfacen®ary of Day ver-

sion7
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IMPETUS ........ Integrated Approach to the Efficient Magiagnt of Scarce Wa-
ter Resources in West Africa, German: ,Integratives Manag&
Projekt flr Einen Tragfahigen Umgang mit StlRwasser*

IOD ............. Indian Ocean Dipole

IPCC ............ Intergovernmental Panel on Climate @ean

IPCC-AR4 ....... Fourth Assessment Report of the IPCC

IRD ............. ‘Institut de Recherche pour le Dévelopeat’

ITCZ ............ InterTropical Convergence Zone

ITF ... InterTropical Front

LMM ............ Liverpool Malaria Model

LMMp oo new Liverpool Malaria Model (see SBdl)

LMMg ...ttt original Liverpool Malaria Model (Hoshen andhe 2004)
LUC ............. Land Use and land Cover

MARA ........... mapping MAlaria Risk in Africa

MDM ............ MARA Distribution Model

MIASMA ........ Modelling framework for the health ImpactSsessment of Man-

induced Atmospheric changes
MIROC3.2 medres Model for Interdisciplinary Research am@te, medium-resolution

version 3.2
MOZ ............ Malaria potential Occurrence Zone
MRI ............. Meteorological Research Institute
MRR ............ Mark-Release Recapture
MSM ............ MARA Seasonality Model
NoO ...t nitrous oxide
NDVI ............ Normalised Difference Vegetation Index
NeA ............. Northeast Africa
PCR ............. Polymerase Chain Reaction
PREC/L .......... Precipitation REConstruction over Land
QT-NASBA ...... QuanTitative-Nucleic Acid Sequence-Bagenplification
RCM ............ Regional Climate Model
REMO ........... REgional MOdel
REMO(cor) ...... bias-corrected REMO data
REMO(raw) ...... raw (uncorrected) REMO data
RT-PCR .......... Reverse Transcriptase-Polymerasen@eaction
SO .o sulphur oxides
SRES ............ Special Report on Emission Scenarios
SST ... Sea-Surface Temperature
SYNOP .......... surface SYNOPtic observation, i.e. the @/idrmat 12
TEJ .............. Tropical Easterly Jet
VC ... Vectorial Capacity
WHO ............ World Health Organization

WMO ............ World Meteorological Organization



#Eo . number of oviposited eggs per female mdsdaggs]

HEp ..o number of produced eggs per female mos(rotgs]

HRRam .oove e monthly number of days with at least 1 mm preatjin

JAY G difference with regard to variabldoetween different periods or
scenarios

NA,~RR ««vrevennnn rainfall independent daily survival probalyibf immature mosquitoes
[%]

1% R daily survival probabilities of immatuneosquitoes (field condi-
tions) [%0]

O(X) veveeniinnn. standard deviation in terms of variable

. potential temperaturel]

0850 v potential temperature at 850 hR@| [

A Human Blood Index [%]

o mosquito-to-human transmission efficie[%]

C vt human-to-mosquito transmission efficie[%]

CamsC v vvnenennnnn adult-to-child conversion rate

Cu(X) veeiin coefficient of variation in terms of variable

CAP ............. CAP on the number of fertile mosquitoes

CSPR............ CircumSporozoite Protein Rate [%]

CSPR ........... annual mean circumsporozoite protein rate [%]

DgH «ovvvvennnn. degree days of the gonotrophic cycle (huroitditions) fdays]

DgL «vvveveinann degree days of the gonotrophic cycle (drydttions) Pdays]

Ds .ot degree days of the sporogonic cyuliays]

E,Seas........... End month of the second malaria Season

EIR.............. Entomological Inoculation Rate, i.e. thenber of infectious mosquito
bites per human per time [infective bites tirmg

EIRg ..o v v annual Entomological Inoculation Rategictive bites year']

EIRm ...t monthly Entomological Inoculation Rate Bafive bites month']

EIRC............. Entomological Inoculation Rate for childrbetween 2-10years

[infective bites time 1]
ESeas............ End month of the malaria Season
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fo fuzzy suitability (fuzzy distributionadel)

GF .............. Gametocyte Fraction

HBR............. Human Biting Rate, i.e. the number of mosmgbites per human
and per time period [bites tiné]

HBRy ............ annual Human Biting Rate [bites yer

HBRc............ Human Biting Rate for children between 2-18rgdbites time?]

HIA ............. Human Infectious Age [days]

[ proportion of immune individuals

lg oo annual mean proportion of immune indixats

MMA ............ Mosquito Mature Age [days]

MSeas........... length of the Main malaria Season, i.e. the nemab months in
which 75% ofEIR; is recorded

N weveeeeenn duration of gametocytogenesis [days]

NfF oo number of female mosquitoes

Ng o, duration of the gonotrophic cycle [days]

N oo duration of gametocyte maturation

S duration of the prepatent period [days]

NS e duration of the sporogonic cycle [days]

[0 TR shift off relative to the dry season mosggurvival probability
[%6]

PR............... asexual Parasite Ratio [%]

PR_10........... annual mean asexual parasite ratio of childgad 2-10 years [%]

e annual mean asexual parasite ratio [%0]

PRmaxa ««vvvvven- annual maximum of the asexual parasite ratio [%0]

PRmina ««vvvvvvnn. annual minimum of the asexual parasite ratip [%

R daily larval development Rate [d&ly

[ e daily human recovery rate [day

Ro oo basic Reproduction rate

RR. ............. 10-day accumulated rainfall threshold [mm]

RRsm «ovviee three-month moving averaged monthly preatmn (two preced-
ing and the actual month are used) [mm]

RR ..o rainfall laying multiplier

RR1od «vvvvvvnnn. 10-day accumulated precipitation, i.e. theadial precipitation amount
[mm]

RRy ..ot annual precipitation amount [mm]

RR ..ot catalyst month of precipitation

RRn .ot monthly precipitation amount [mm]

S . most suitable rainfall condition in texiwf egg deposition and sur-
vival of immature mosquitoes (fuzzy distribution model)rrh

SSeas........... Start month of the second malaria Season

SAR............. Ratio between the Sexual and Asexual parpsévalence, i.e. the

proportion of gametocytaemic parasite positive humans [%0]



ABBREVIATIONS AND SYMBOLS XV

SAR ............. annual mean ratio between the sexual anduakparasite preva-
lence [%0]

SCX) voviiiin skill score with regard to variabte

Seas............. length of the malaria Season, i.e. the nunob@enonths suitable
for malaria transmission

SPR.............. sexual parasite ratio, i.e. the gametopyealence, which is the
percentage of humans with gametocytes in their blood [%]

SPRy ..o annual mean sexual parasite ratio [%]

SSeas ........... Start month of the malaria Season

T o daily mean temperatuf€]

Tam coveiieenn three-month moving average temperatuve fireceding and the
actual month are included]

Ta oo annual mean temperatie€]

TgH o temperature threshold of the gonotropiatec(humid conditions)
[°C]

TgL v temperature threshold of the gonotroplyidec (dry conditions)
[°C]

Tminm «ovvveennnn. monthly minimum temperature]]

Tnooeeie i monthly mean temperatut€]

Ts i sporogonic temperature thresho] [

Tw et water temperature]]

trim «vveeeeenn trickle of the number of added infectioussaaitoes [infectious
females (ten days}]

Ul oo lower threshold of unsuitable rainfalhdations for egg deposition
and survival of immature mosquitoes (fuzzy distributiondab)
[mm]

Uz oo upper threshold of unsuitable rainfathdiions for egg deposition
and survival of immature mosquitoes (fuzzy distributiondak)
[mm]

XoSeas........... second identified month of maximum transmis$anly available
for a timeframe)

XSeas ........... month of maXimum transmission, i.e. the montth the largest
EIRvalue

Yo proportion of malaria positive indivalg, i.e. the ‘true’ parasite
prevalence

Yia covevvrnnennn. annual mean proportion of malaria posjtinkectious, non-immune
individuals

)/ T proportion of malaria positive, infeaig) non-immune individuals

Va e annual mean proportion of malaria positndividuals

Ymaxa «cceeeeenens annual maximum proportion of malaria pogiindividuals

Z . altitude [m]






1 Introduction

The climate system of the Earth strongly affects human lifd has a wide range of
health impacts. Humans strongly affect the climateGrgenHouse GagGHG) emis-
sions leading to anthropogenic global warming. It is welbwmn that a warm and hu-
mid climate triggers several water-associated diseasgs @81 malaria (e.gGitheko
et al. 2000. Vectorborne diseases are highly sensitive to global warming @sd-a
ciated changes in precipitatioMartens et al. 1997 Malaria is particularly strongly
influenced by warm and moist tropical atmospheric cond#ifeg.,Patz et al. 1998
Temperatures in Africa lie above the threshold for paradgeslopment and rainy sea-
sons lead to a rapid increase of tim@squitopopulation (e.g.Hay et al. 2000p The
International Panel on Climate ChandHd’CC) expects thatlimate changeavill have a
mixed effect on the spread of malari@gnfalonieri et al. 2007 Like in the Sahel the
geographical range will probably contract, elsewhere iikbighlands it will expand,
and the transmission season might be significantly alteRepulations at margins of
current distribution are estimated to be particularly euéble to change£pnfalonieri
et al. 2007.
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Fig. 1.1: Spatial limits ofP. falciparummalaria risk. Areas are defined as stable (dark grey araastphie
(medium grey areas), or malaria-free (light grey). Singlesdlisplay standardised community
surveys ofP. falciparumprevalence in children aged 2-10years between JanuarydrgB3uly
2008 (for further information cf. Hay et al. 2009).

Malaria (ltalian: ‘mal’=bad, ‘aria’=air) is caused by a paitic protozoaof genus

Plasmodium(P.) and is one of the world’s most serious health problems,(Bg.Sav-
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igny and Binka 200% The World Health OrganizatiofWHO) estimated that about
two billion people, that is more than 40% of the total worlgpptation, are exposed to
this mosquito-borne diseas&/HO 1997 cp. Fig.1.1). Estimates revealed that malaria
causes about 273 million clinical cases and 1.12 milliortlieannually. At least 90%
of worldwide malaria deaths occur in sub-Saharan Afr@eegnwood and Mutabingwa
2002 Greenwood et al. 2005This life-threatening disease is mostly restricted torym
children as immunity to severe malaria is later develojiaabta et al. 19995now et al.
19993. Pregnant women are especially prone to malaria causingcagased risk of
infant low birth weight and infantnortality (Menendez 199%teketee and Mutabingwa
1999 D’Alessandro 1999

AnophelegAn) is a genus of mosquito from the family Culicidae comprissey-
eral hundred recognised species. Fernfalephelesequire proteins for their egg pro-
duction. Some of these species prefer to blood-feed on hsig@athropophily, while
others preferentially feed on animatopphily. A few tens ofAnophelespecies are
commonly malaria vectors and transmission takes place wltbar the mosquito fe-
male or the humahostis carrying malaria agents. Primarily responsible for malan
Africa is the clinical meaningful and most dangerous pa#mdgy falciparum(e.g.,Snow
et al. 1997.

Most important malaria vectors in sub-Saharan Africa aumébin theAn. gambiae
complex, also termedn. gambiae sensu lat@.l.). Distribution of these vectors like
that of An. gambiae sensu stric{s.s) andAn. arabiensiss strongly governed by atmo-
spheric conditionslindsay and Birley 1996Lindsay et al. 1998 An. arabiensisfor
example, was predominantly found in dry areas such as thel Selherea?An. gambiae
sensu strictds.s) tends to favour more humid environments such as in the dabpi
rainforest zone.

Malaria is a severe human disease with a striking positimetation to povertyEn-
demicmalaria countries have lower rates of economic growth tleemamalaria countries
(Nabarro and Tayle 199&achs and Malaney 200&reenwood et al. 2005 Malaria
impedes development, is related to lack of work, and fonsesme loss. People suffer-
ing from malaria often struggle to earn their living. Secaryddamage, in addition, may
have profound effects on quality of life and functioning leétperson concerned.

Likewise, non-climatic factors serve as drivers of incezhsnalaria transmission
across the African continenS(all et al. 200 The increase in highland malaria in
the 20th century is in certain parts attributed to a rise imaalarial drug resistance, to
breakdowns in health service provision and vector conjetations, as well as land use
changes$hanks et al. 2000 Especially in the Sahelian and Sudanian zone, man-made
alterations of the landscape have caused changes in tissismof malaria. Agriculture
is supposed to ameliorate human nutrition by the growingwvation of rice via large-
scale irrigation. In arid and semi-arid areas, rice produachas more than doubled
during the last three decade&ligsoko et al. 2004and markedly modified the seasonality
and the transmission intensity of malari2zolo et al. 2004.



In middle of the 20th century, elimination of malaria was siolered an achiev-
able goal. Development of highly effective, residual irisgde Dichloro-Diphenyl-
Trichloroethane(DDT) initiated a global eradication programme initiallyceeeding
in many Asian countriesGreenwood and Mutabingwa 2002I'he aspiration of global
eradication was abandoned in 1969. The main reason fordanere technical chal-
lenges of executing the strategy especially in Afritanner and de Savigny 2008At
present, eradication of malaria still remains elusive dugarious reasons. There is,
for instance, lack of adequate funding of control measuresthe establishment of
broad-based health systems. Insecticide resistance amtbpgment of resistance of
P. falciparumto cheap and effective drug&feenwood and Mutabingwa 200&nally
led to an increase in malaria mortality antbrbidity at the end of the 20th century
(Nabarro and Tayle 19981ay et al. 2002 However, eradication of malaria transmis-
sion is back on the global health agen@ar{ner and de Savigny 2008

Malaria is an extremely climate-sensitive tropical digeasd hence climate exerts
a strong impact upon the distribution of the malaria trassion in space and time.
Assessment of the potential change in malaria risk causquidsent and projected an-
thropogenic global warming is one of the most importantdepn the field of climate
change and healtlPétz et al. 2006 For this reason, the present study considers the
malaria risk of the African population for the next few deead The information pro-
vided here might serve as an important contribution fortetjia planning of malaria
control in the future (cpThomas et al. 2004






2 State of research, objectives, and overview

2.1 The Climate of Africa

The climate of most parts of the African continent is tropieasubtropical, with the
central phenomenon being the seasonal migration of thectdaain belts. The northern
and southern boundaries of the continent are affected biewiainfall regimes which
are governed by the passage of mid-latitude fronts.
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Fig. 2.1: (a) Kdppen climate classification of Africééel et al. 200,7their Fig. 4). A: tropical, B: arid,
C: temperate climate; f: rainforest, m: monsoon, w: savhnié desert, S: steppe; h: hot, k:
cold; s: dry summer, w: dry winter, f: without dry season; at summer, b: warm summer. (b)
Orography of Africa as used by REMO (dpaeth et al. 2009ncluding national boundaries and
major lakes.

According to the Kdppen climate classification, Africa isoated by three main
climate types, namely an arid, a tropical, and a temperateté Peel et al. 2001 Due
to the subtropical high pressure belts in the Northern andH&on Hemisphere more
than half of the continent (i.e. in the area and vicinity af 8ahara and Namib Deserts),
is characterised by arid conditions (see Rida). In contrast, the central part of Africa
exhibits a semi-humid or humid tropical climate. A temperelimate is partially found
in southern Africa and to some extend in the Ethiopian Higtié&a Parts of the north of
Africa have a Mediterranean climate.
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Individual rainfall-producing weather systems accoumtthe variability in the cli-
matological precipitation amountin tropical Africa (e.lge Barbé and Lebel 199%hin-
oda et al. 1999 e Barbé et al. 2002 During the rainy season there is a high frequency
of rainfall events due to the short duration of the water wambscharge-loading cycle
(e.g.,Peters and Tetzlaff 1988 Several types of precipitation systems were found to
cause rainfall over tropical Africa (ckink et al. 2006and references therein). These
comprise, for example, organised mesoscale convectiierags monsoon rains, and
local showers or instability storms.

Due to the close relation of malaria with climate and weatkenditions
(cp. Sec2.6.] the following sections provide further information on tienate of West
Africa and the Greater Horn of Africa (see F§.J).

2.1.1 The climate of West Africa

The climate of West Africa transitions between an equakdrapical climate in the
south and a warm desert climate in the north. During boreainser the climate is
largely controlled by the West African monsoon circulatiaich produces the bulk of
annual precipitation. During boreal winter the dry seasonharacterised by dry and
dusty northeasterly Harmattan winds that originate froem3ahara Desert (e.d8uckle
1996.

The climate of West Africa is affected by both cool and humighsoon air masses
as well as hot and dry Saharan air masses. ImtexTropical Front(ITF), also termed
monsoon trough in the literature, defines the border betwesese two air masses (e.g.,
Hamilton and Archbold 1945see Fig2.2). In contrast, thénterTropical Convergence
Zone(ITCZ) is defined by the maximum water vapour convergence tiropospheric
column Fink 200§. The ITCZ is generally located betweeh &nd 10 latitude south
of the ITF and is associated with strong precipitation ant®(#®.g. Ermert and Bricher
2008.

Due to the wedge-shaped penetration of the monsoon air tinel&aharan air mass,
the atmospheric layering becomes baroclinic (e.g., Fig.Bytharoulis and Thorncroft
1999. The result of this temperature contrast is a westwardtbakewind, the so-called
African Easterly Je{AEJ), that maximises at a height of about 650 hPa where thth-no
south temperature gradient reverses (&grpee 1972his Fig. 2). The AEJ maximum s
located between about 10<1% (e.g.,Parker et al. 2005t the time of the northernmost
position of the ITF at about 20! during August (e.g.FFlohn 19635.

The baroclinic and barotropic instability of the AEJ is lead to westward-
propagating low-leveAfrican Easterly Wave$AEWS; e.g., Thorncroft and Hoskins
1994, which are the dominant synoptic-scale features of thet\A&scan monsoon
during boreal summer (e.gGarlson 1969f@). There is an interaction of AEWs with
rainfall bearing systems (e.gReed et al. 197.7Payne and McGarry 1977 AEWs
primarily trigger cloud clusters ahead of an AEW trough aresivof the Greenwich
meridian Fink and Reiner 2003
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The atmospheric conditions above West Africa are contislyothanging through-
out the year. Between November and March during the dry sedke Sahelian and
Sudanian zone are located north of the ITF (Big). The northeasterly trade winds,
known as the Harmattan, prevail. The Harmattan blows atchesSahara Desert and is
therefore dry and dusty (e.ddamilton and Archbold 1945 During the first part of the
dry season between November and January, the Harmattawasfcool, causing the
cool dry season. From February to May the Harmattan air nsaseieasingly heated
due to the higher sun angles, a longer length of day, and tmen@mce of sensible heat
fluxes in the heat budget of the near surface layer. Durirgghtbi dry season the highest
annual temperatures are observed, with maximum tempegatgll above 40C. Strong
daytime insolation as well as clear and dry nights lead togelenean daily temperature
range.

During boreal spring the increasing solar radiation over 8ahel and Sahara re-
gions causes a strengthening and northward progressiomeofédntinental heat low
(cp.Pedgley 197 In its wake, the relatively cool, moist, and convectivealystable
monsoon air penetrates farther into the continentT¢yrncroft et al. 2003heir Fig. 6).
During the pre-onset of the monsoon the depth of the monsy@n increases and short-
term northward excursions of the ITCZ cause first substinaiiafalls along the Guinean
coast. Farther north in the Sudanian zone the start of thg ssason is delayed until
May or June (cpLe Barbé et al. 2002 At the end of June, during the main onset of the
monsoon system, the ITCZ abruptly jumps frofiNSto approximately 1€N, resulting
in abundant rainfall and cloudier conditions in the Sahpl Sultan et al. 2003Sultan
and Janicot 2003 During this time, the coast is affected by the ‘little dsason’, which
is directly related to coastal upwelling, a col@®&®a-Surface Temperaty(®ST), and the
resulting drop of rainfall\follmert et al. 2003. The swift retreat of the monsoon system
and the ITCZ toward the equator from September to Novemhesasaa second and less
intense rainy season in the south (Gmotosho 1986 By the end of November, the
ITCZ is situated far from the coast and the dry season is aggtiim place over West
Africa (e.g.,Le Barbé et al. 2002

2.1.2 The climate of the Greater Horn of Africa

The dynamics and variability of the climate of the GreaterrHaf Africa are quite com-
plex. The large-scale circulation is superimposed upoined factors associated with
lakes, orography, and maritime influences (see Zitp). Various spatial and tempo-
ral processes determine the geographical distributionvefse climatic zones. Climate
ranges from desert to tropical rain forest with a transiteer relative small distances
(cp. Fig.2.1a). Areas with a uni-, bi-, or trimodal annual rainfall aredted within
distances of markedly less than 100 km (el3avies et al. 1985heir Figs. 3 &4). De-
spite this diversity, large parts of East Africa, such asdfeatorial zone, experience a
fairly similar interannual variability of precipitatiomrimarily linked to large-scale at-
mospheric and oceanic changes (eNicholson 1996see Se.1.3. Due to the great
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latitudinal extension of the Greater Horn of Africa, theldgling analysis will separate
between climate conditions &quatorial East Africa EEA; southern Ethiopia, Kenya,
western Somalia, Uganda, Rwanda, Burundi, and Tanzani)artheast AfricadNeA;
eastern Sudan, Eritrea, Ethiopia, and Djibouti; see Bgk& G.3).

The climate of the Greater Horn of Africa is predominantlieafed by three main
air streams and three convergence zones (se .B)g.During high and low sun sea-
sons this area is affected by a southeastern and northeasb@soon flow, respectively.
These airflows are representing in part the western edgeeddtan monsoon, are par-
allel to the coast, and are strongly meridional. They do eptesent a classical monsoon
which moves moist air on- and dry air offshoiguckle 1996. By contrast to the West
African monsoon, both the southeasterly and the northeast®nsoon flow are asso-
ciated with relatively dry conditions. The third streamnesents a west, southwesterly
flow that transports humid, convergent, and thermally Wist&ongo air and is associ-
ated with rainfall. The air streams are separated by the camsough and the Congo
Air Boundary. A third convergence zone in the middle troguese borders the dry and
stable northerly air from the Sahara and the more humid solythir mass Nicholson
1996.
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Fig. 2.2: Schematic pattern of general winds (arrows), pressuresgs(solid lines), convergence zones
(dashed lines), as well as the monsoon trough (dotted lifeesja) the January and (b) the
July/August circulation over Africa (aftéMicholson 1998.

EEA is affected by two distinct equinoctial rainy seasonsaivrain-bearing sys-
tems commonly occur during transition seasons, when th&liaeal flow is interrupted
between March and May as well as between October and Decegsestbatebe et al.
1999 their Tab. 1). Semiannual precipitation is therefore dali related to the migra-
tion of the ITCZ (e.g.Behera et al. 2005corresponding to the movement of the belt
of maximum solar insolationMarchant et al. 2006 During these periods the flow is
often onshore and is forced to ascend by topography andatdastion (Nicholson
1996. Maximum rainfall generally lags the position of the oweald sun by approxi-
mately one monthRlack et al. 2003 Double peaks in rainfall are usually termed long
and short rains (e.gHastenrath et al. 1993 Between March and May the northward
passage of the ITCZ causes the more abundant long rainsngdboreal summer the
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persistent southerly monsoonal flow leads to active coaptatlling that produces cold
SSTs along the eastern coast of the Greater Horn of AfriceBebera et al. 20Q5heir
Fig. 1). This fact as well as the swift retreat of the monsoatesm in boreal autumn (see
Leroux 1983 explains the shorter duration of heavy rainfall and lowgemsity of the
short rains in October and November. Although, most prétipin is associated with
the long rains, the short rains experience a larger degregesnnual variability Klas-
tenrath et al. 1993 An accurate prediction of the strength of short rains eéfore of
considerable importance for agriculture amdemicdiseases like malaridC{ark et al.
2003. Outside of the transition seasons, rainfall is mostligdithto the humid Congo air
mass and occurs especially over the Western Rift Valley. Gif)!. A third rainfall sea-
son is limited to parts of western Kenya and Uganda, is mastqunced in July-August
and contributes significantly to annual precipitati@ayies et al. 198b

NeA is also affected by the migration of the monsoon systeansiog uni- and bi-
modal rainfall patterns. During the dry season from Octabddecember/January (lo-
cally known as thdegd, rainfall is restricted to tropical-extratropical in&etions and
to occasional developments of the Red Sea Convergence Zdme @astal plains and
eastern escarpment of Eritrégeleshi and Zanke 20p4Between February and April
converging northeast and southeast winds produce a briefdpef rainfall, known as
the Belgrains (e.g.Diro et al. 2009. During this time, precipitation falls in southern,
central, and eastern parts of Ethiopia. In May, rainfallrdases due to the strengthening
of the Egyptian HighConway 2000. The bulk of precipitation (65-95% of total annual
rainfall) in NeA falls in the so-calle&iremt season between June and September, when
the ITCZ moves over the are&dgele and Lamb 200See Fig2.2). The southwesterly
air stream transports moisture from the Atlantic and Inddmean into the region (e.g.,
Diro et al. 2009. The mean airflow as well as orographic lifting produce alaunt pre-
cipitation in the western parts of the Ethiopian Highlan8Sedele and Lamb 2008eir
Fig.1). Precipitation decreases to the north toward Exiteeabout 600 mm of rain in
June-August mainly due to weaker upper level forcirgsgele et al. 2008In general,
Kiremt rainfall is influenced by the Arabian and Sudan thermal lomisich determine
the position of the ITCZ, as well as upper level features sscthe AEJ and TEJ. More-
over, the strength of Sankt Helena and Mascarene Highs dasvtle low-level Somali
jet are affecting the southwesterly floBdleshi and Zanke 200Biro et al. 2009.

Some local effects play a role in the distribution of raihfahd temperature in
East Africa. For example, elevation differences and otbpographical characteris-
tics greatly influence the climate of East Africa. The higiuda of the Western Rift
Valley block the moist and unstable westerly airflow from thitantic. Likewise, the
Ethiopian Highlands provide leeward rain shadows leadirgg¢omplex pattern of rain-
fall and aridity along the Great Rift Valley, down to the AfBepression, as well as
in the Ogaden (c@Nicholson 1996 Conway 2009. Highland territories exhibit zones
with relatively low temperatures. During the wet seasomerature decreases by about

1see AppG for the geographical positions of various territories Higgnds, mountains, lakes, as well as
towns.
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5.3°C per 1000 m of elevation in Ethiopia for example. Mean anteraperatures in the
EthiopianWoina DeggDegg climate zone are 16-2C at an altitude between 1800 and
2400 m and only 6-18C above 2400 mGonway 200Q. In northern Kenya, divergence
in the airflow is associated with the low-level Lake Turkaeg which is channelled by
the Ethiopian and East African highland€rfuthia 1992 Camberlin 1997his Fig. 3).
Large water bodies significantly alter the convective atsticp. Ogallo 1989. The rain-
fall over Lake Victoria, for example, is dramatically enload by a nocturnal lake-breeze
circulation Ba and Nicholson 1998 In contrast, the upwelling of cold water along the
Somali coast suppresses moist convection along the cqadtidétpern and Woiceshyn
1999 Hodges 1998

2.1.3 Interannual variability of precipitation

Africa is known for its variable climate, often exceeding ttange of variation of many
other places on Earth. In Africa, climate variability is migi manifested as changes in
rainfall. One striking feature are the overall drier corafis in the Sahel since the 1970s,
even though the Central Sahel recently exhibits an upwarditfe.g.Nicholson 2005

Ali and Lebel 2009 Lebel and Ali 2009. In Africa, rainfall distributions in space and
time have been studied extensively due to their importamcedonomy, agriculture, and
epidemic diseases. Anomalously low or high rainfall ameuwan give rise to drought
or floods, respectively, both with disastrous economic angdnitarian consequences
(Washington et al. 2006 In November-December 1997, for example, unusual high
rainfall gave rise to a major malaria epidemic in northezskeenya Brown et al. 1998

Oceans markedly influence the characteristics and ciioulaif the atmosphere.
The atmospheric boundary layer of the tropical Atlantia, égample, is enriched by
moisture from the Atlantic Ocean, feeding the West Africamser monsoon (cpCadet
and Nnoli 1987. The temperature contrast between oceans and adjaceimasual land
masses determines the flow of air (¢faarsma et al. 2005Cold (warm) SSTs suppress
(enhance) the formation of deep convection and hence tgjfg., Vollmert et al. 2003.
Due to the migration of atmospheric features, the impactno$&T anomaly depends
on season. SST anomalies may enhance rainfall in one sdagaeduce it in another
(cp.Balas et al. 200) On a larger scale, oceans influence the generation of tikewWa
circulation. This equatorial feature is able to link locabgesses to the large-scale.
Ascending and descending branches of the Walker cell diredtuence the thermal
static stability of the troposphere. For these reasonsyalabr anthropogenic changes
in oceans have a strong influence on Earth’s climate.

West Africa

The Sahel has attracted special interest because of itghircanditions in the 1970s
and 1980s. Research has moved steadily away from explasdtiorainfall variations
in this region as primarily due to land use changes and mevartts explanations based
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on SST change<ristensen et al. 200Y.e0n interannual and interdecadal time scales
Sahel rainfall is largely determined by fluctuations in SSAsmospheric simulations
usingGeneral Circulation Model¢GCMs) show that the north-south interhemispheric
SST gradient is most important. Colder oceans in the Nanthiemisphere and warmer
low-latitude SSTs around Africa weaken the continentalveogence associated with
the summer monsoon (c@iannini et al. 2003Hoerling et al. 200% In particular, cold
(warm) SSTs in the Atlantic Ocean in the region south of WdsicA favour a strong
(weak) monsoon circulation and lead to wet (dry) conditionshe Sahel (cpLamb
1978 Eltahir and Gong 1996 Warm SSTs in the equatorial Atlantic favour an anoma-
lously southerly ITCZ location (cBalas et al. 200)/that leads to increased precipita-
tion along the Guinean coast (dRuiz-Barradas et al. 2000 Bader and Latif(2003
suggested that the warming trend in the Indian Ocean playedcal role for the dry-
ing trend over the Sahel (see aBalmer 1986Giannini et al. 2003Lu and Delworth
2005 Hoerling et al. 200B A warm Indian Ocean enhances convection over the tropi-
cal Indian Ocean resulting in upper tropospheric divergefitis divergence induces an
unusual east-west circulation and upper level convergeneeWest Africa, which ulti-
mately suppresses rainfall. In additiddowell (2003 concluded that a warmer Mediter-
ranean Sea tends to moisten the Sahel. In such a situatiggher Imoisture content of
the lower troposphere, which is advected southward achessastern Sahara, produces
additional precipitation. Finally, there seems to be afira8iahel teleconnection (e.g.,
Janicot et al. 1996 A warmEI| Nifio/Southern Oscillatio(ENSO) might generate inter-
acting stationary equatorial waves enhancing large-stdisidence over the Sahel (see
Rowell 200). Janicot et al(200]) proposed that moisture advection over West Africa
is reduced during El Nifio years through induced changesasgoire gradients.

Atmospheric conditions are also markedly influenced byamgrfconditions of land
masses. Vegetation partly determines the surface albedygcles precipitable water
via transpiration, and affects various other processesGhestensen et al. 2007tneir
Box 11.4). Charney’s hypothesis, for example, points to sitpe albedo-precipitation
feedback Charney 197p An increase in surface albedo due to an anthropogenicredu
tion in vegetation could cause a decrease in precipitatiah) tn turn, would lead to a
decrease in vegetation cover and thus a further enhancefmebedo. Indeedziannini
et al. (2003 argued that the response of the West African summer monsooceanic
forcing is amplified by land-atmosphere interactions (¢go daylor et al. 2002 The
variance of rainfall in the GCM is weaker in absence of a feetttbetween the atmo-
spheric circulation and land surface processes. Howdwessign of rainfall anomalies
in the Sahel is still determined by SST variability.

Recent research indicated that changes in SST have prabaldpminant influence
on Sahel rainfall (cfHegerl et al. 2007Christensen et al. 200Y.aA spatially varying,
anthropogenic sulphate aerosol forcing is found to progitienportant feedback on the
cooling at high latitudes and changes in the interhemispl&8T gradients result in a
southward shift of the ITCZWilliams et al. 2001 Biasutti and Giannini 2006 Aerosols
seem to have a key role in the determination of lifetime abedb of cloudsRotstayn
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and Lohmann 2002 Effects of clouds on Sahel rainfall were further demaatsl by
Haarsma et al(2009. Their climatescenariosed to an increase in low-level clouds
over oceans contributing to less warming over oceans thantbe Sahara. This again
induces a stronger summer monsoon and therefore a wettel. Sah

Greater Horn of Africa

A strong interannual variability of rainfall in EEA has be@yund for the short rains
and is mainly influenced by the Indian Ocean. In Kenya and diaz for example,
the October-November rainfall is highly correlated to asdmainfall despite its lower
amounts Nicholson 1998

EEA rainfall in boreal autumn seems to depend on the streoigthWalker cell.
In the interval between the northeast and southwest mossiboboreal autumn, a
closed zonal circulation materialises above the Indiana@@suatorflastenrath 2000
cp. Fig.2.3a). This circulation accelerates equatorial surface wissedriving the
oceanic Eastward Equatorial Jet (¥gyrtki 1973) in the upper part of the Indian Ocean
(Luyten et al. 1980Hastenrath et al. 1993 The formation of the jet in the tropical
ocean is accompanied by a flattening of the thermocline atétstern origin {Myrtki
1973. The regime of a weak atmospheric zonal circulation entddw westerlies, a de-
creased subsidence, and abundant rainfall in BE&sfenrath 20Q1see alsdury et al.
2002. It also seems to be found preferably under El Nifio cond#i(cp.Hastenrath
2000.

More recently, the atmospheric fluctuation described abagdeen associated with
the so-calledndian Ocean Dipol€lOD; first described byaji et al. 1999 10D events
show large-scale SST anomalies producing enhanced EERlaiBST anomalies in
the Indian Ocean had traditionally been viewed as an outcoitiee ENSO system
(e.g.,Nicholson and Nyenzi 199Micholson 199§ that is forced under El Nifio and
suppressed under La Nifia conditions, but there is incrgasimence that it is a sepa-
rate and distinct phenomenolérchant et al. 2006 Behera et al(2005 showed that
the IOD influence on short rains in EEA is overwhelming as careg to that of ENSO
(see als@aji and Yamagata 2003teir Fig. 1). In particular, 1961 — the second largest
IOD event of the 20th century —was not an El Nifio year (8tack et al. 2003 More-
over,Saji and Yamagaté003h found that the strength of ENSO events might actually
depend on the IOD mode. They noted that ENSO events co-angwrith |IOD events
are much stronger compared to unrelated events. Howeber, situdies concluded that
in some occasions ENSO can force 10D events (Btack et al. 2003 Clark et al.
2003.

During boreal autumn a positive dipole mode of the IOD is asged with a distinct
dipole-like SST pattern in the tropical Indian Ocean (e5gjj and Yamagata 2003their
Fig. 2). Such events show cool (warm) SST anomalies in thie(e@st) Indian Ocean
(e.g.,Webster et al. 1999ig.2.30). The troposphere above the Indian Ocean shows
a strong variability during a positive IOD event, which isacacterised by following
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Fig. 2.3: (a) lllustration of the usual Walker circulation along thquator (afterNicholson 1998.
(b) Schematic of the 10D event in 1997 (frovebster et al. 1999 A cool (warm) SST anomaly
occurred in the eastern (western) Indian Ocean in the sdtalfidf 1997. In autumn 1997, the
heating anomaly off the East African coast changed the lyswalak climatological equatorial
westerlies to surface easterlies (left panel). The SST afiescame along with anomalies in the
sea surface height, which was decreased (increased) imstere (western) basin of the Indian
Ocean (right panel).

structures: (i) Walker cell anomaly over the equator; (8ed modulation of monsoon
westerlies; and (iii) an anomalous Hadley cell over the BeBengal Saji and Yama-
gata 2003a A positive dipole mode weakens the westerly flow that ndiynteansports
moisture away from the African continent out over the Indizcean Black et al. 2003
Fig.2.3). The normal convection patterns situated over the eagteian Ocean warm
pool are shifted westward and bring abundant short rains BE& as well as drought
conditions causing forest fires over the Indonesian reduter¢hant et al. 2006 Posi-
tive IOD events therefore result in significant rain variggpin surrounding land masses
(see also Fig2.3) and unusual high (low) temperatures over countries west)®f the
Indian Ocean.

The climate of NeA also exhibits a large interannual vatigbiMuch like the Sa-
hel, droughts in the 1970s and 1980s in Ethiopia resulteovirelgricultural production
and affected millions of people (e.geleshi and Zanke 20P4 Atmospheric features
significantly influencing rainfall of NeA include ENSO, SSihsthe Indian Ocean, and
pressure systems, which steer moisture advection.

A large-scale teleconnection with ENSO markedly influené@eemt (June-
September) precipitation in NeA. It was found that El Nifi@aggeare typically associated
with lower rainfall amounts and drought years. A late onset shortKiremt season is
likely to be connected with El Nifio conditions. In contrdsa, Nifia conditions usually
lead to higher precipitation quantities (e.Beltrando and Camberlin 1998egele and
Lamb 2003 2005 Seleshi and Zanke 200Block and Rajagopalan 200Korecha and
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Barnston 2007Segele et al. 2008 As previously noted, ENSO events seem to alter
zonal Walker-type circulations. Westerly (easterly) aabes in lower (upper) levels
cause an increased moisture flow towards the area and hemeéaatd summer rainfall
years Camberlin 1995 A different response was detected for Belg season, when
El Nifio can produce excess rainfall (dpiro et al. 2009.

InterannualKiremt rainfall variability is also linked to pressure patternsnofna-
lously low pressure in India triggers a west-east pressta@ignt near the equator inten-
sifying the monsoon flow over the Indian Ocean and Africa. Ahanced Indian mon-
soon leads to a stronger moisture advection from the CongmBaward NeA Cam-
berlin 1995 1997. Moreover, an intensification of pressure over the Gulf afr@a in
the Atlantic enhances the westerly/southwesterly monfioamacross the continent and
produces wetter conditions over the Horn of Afri&efele and Lamb 200Segele et al.
2008.

Rainfall in NeA is also correlated with SSTs near Africa. Wa8STs in the west-
ern Indian Ocean and the Arabian Sea are associated witragediddiremt cessation
and hence prolonged rainfalbégele and Lamb 2002005. It is interesting to note
that Kiremt rainfall does not seem to depend on IOD conditions (see ab&agi and
Yamagatg20033 found that in the southern part of Ethiopia (3\7 32-46E) Kiremt
rainfall is significantly correlated with ENSO but not withet IOD. Segele et al(2008
established that warm (cool) SSTs in the southern Indiara@eads to reduced (en-
hanced) Ethiopian monsoon rainfall. They argued that a w@oul) southern Indian
Ocean weakens (intensifies) the Mascarene high and hendélevihg=urthermore, the
number of tropical depressions over the southwest Indissa@predominantly affects
precipitation of theBelgseasonShanko and Camberlifi998 showed that a high (low)
number of tropical depressions is negatively (positively)related withBelg rainfall.
During boreal winter the presence of tropical depressiedsices the moisture advec-
tion toward Ethiopia due to an enhanced flow into the systems.

2.2 |IPCC SRES scenarios

Greenhouse gases reduce the loss of heat of the Earth’'spgiteres GHGs include
carbon dioxidg(COy), nitrous oxide(N2O), methangCHj), sulphur oxidegS0Oy), and
various other gases such as halocarbons. Increased amjlerop GHG emissions since
the industrial revolution have changed the natural balamgkled to a rise of global
surface temperatures of 0’ between 1906 and 2009 renberth et al. 2007 For
this reason, impressions of the future evolution of GHG eoi@tions are essential for
Earth’s climate projections. Already at the start of the A9%he IPCC developed six
alternative scenariogipughton et al. 1992 These scenarios were finally superseded by
the IPCCSpecial Report on Emissions Scenar8RES; se®akicenovt et al. 2000.
Some basic information with an emphasis on A1B and B1 clime¢marios is presented
below.
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Fig. 2.4: Schematic illustration of SRES scenarios (afiakicenovt et al. 2000. In (a) HS denotes
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details see text.

Driving forces of GHGs are mainly the demographic and seconomic develop-
ment as well as changes in technology and the environniNakicenovt et al.(2000
presented four different narrative storylines (the sdecktfamilies’ are Al, A2, B1, and
B2) that estimate future progression of emissions. Sixagtemroups are drawn from
the four families (cp. Fig2.4). One group each in A2, B1, and B2 as well as three groups
within Al characterised by different energy technologyelepments: A1FI describes a
fossil fuel (including coal, oil, and gas) intensive, A1Bléovs a balanced energy supply
mix, and A1T is a predominantly non-fossil fuel scenario.

The level of economic activity by 2100 ranges between ten2fitimes the gross
world product values of 2000. By 2100 the Al scenario famégresents the upper
bound of the gross domestic product, whereas the B1 scefaamidy is intermediary.
Alternative pathways are explored to describe a convergenid. The Al scenario
family is characterised by capacity building, and increlaseltural as well as social
interactions. Alternatively, rapid changes in economiocures towards a service and
information economy take place under B1.

Technology change will strongly impact future GHG emissiohthe 21st century.
B1 and to some extent also A1B follow a trend toward an in@edsenewable and
nuclear energies in the long term. Al and B1 scenarios egigaficant innovations in
energy technologies and drastic reductions in costs farsweind, and other renewable
energies. Clean and resource-efficient technologies &n@dirced in the B1 scenario,
whereas A1B has a balanced emphasis on all energy sources.

The population growth until 2050 as well as dietary changssilt in a global ex-
pansion of grassland and pasture at the expense of foresuader the Al storyline.
An increased productivity largely compensates the grovimoegl demand under B1. By
2100, B1 and B2 scenario families include a considerableeiging’ of the planet, due
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to demographic and dietary shifts. In general, methane dralis oxide emissions peak
in the mid-century and decline thereafter.

2.3 Climate change projections

The projection of future conditions of the Earth’s atmogphs essential for the analysis
of the possible evolution of climate change and its impactmsquito-borne diseases
such as malaria. Climate projections are based on GCMs hvare dynamically cou-
pled to Ocean ModelfOMs), the so-calledhtmospheric Ocean General Circulation
Models(AOGCMSs).

Various uncertainties are associated with climate mauglliThe horizontal and
vertical resolution of state-of-the-art AOGCMs are linditeep. Rall et al. 2007 their
Tab.8.1). Small-scale processes are therefore not etkpliepresented in current cli-
mate models and their certainty is limited to continentaless. The parameter setting of
the models are also not perfect due to limitations in sdieninderstanding or lack of
observations of physical processes. Feedbacks from veesse not included in actual
global climate models and future modifications of the landeme were not considered
in the Fourth Assessment Report of the IPQECC-AR4; Solomon et al. 2007 Also
the aerosols forcing, such as the feedback from dust aeposduction, are not fully
represented by AOGCMs (e.@hristensen et al. 200Y.a

A source of confidence in climate models is the ability of mede simulate
most general features of the current atmospheric ciranggsee FAQ 8.1 irRall et al.
2007). Nevertheless, difficulties still remain with the simudatt of tropical precipitation
amounts in association with monsoon systems (see2S28), ENSO, and the Madden-
Julian Oscillation (cpMadden and Julian 1971

Single runs of AOGCMs are not able to produce definitive ctanaojections be-
cause of the uncertainty of the initial state as well as dubeasimplification of atmo-
spheric physics in model formulations. Climate projectiane therefore performed by
means oensemble rundJncertainties and weaknesses of single climate mode(ssare
tially overcome by analysingraulti-modeldata set comprising ensemble runs of various
AOGCMs (cp.Palmer et al. 2004k; Hagedorn et al. 2005

2.3.1 Global climate projections

The physical science basis of the IPCC-AR4 consists of éutlimate scenarios pro-
jected from 23 AOGCMs%olomon et al. 2007 Continued GHG emissions will prob-
ably cause a further warming of the globe and will induce meimgnges in the global
climate system throughout the 21st century. The global ne@aperature increase until
2100 for all scenarios ranges from 1.1-84Fig.2.5 e.g., B1: +1.8C (1.1-2.9C ) and
AlB: +2.8°C (1.7-4.4C)). Note, the feedback of the carbon cycle causes greater un
certainties with regard to higher temperature increaségidncy of the Earth’s system
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to absorb anthropogenic G@s reduced under future climate change conditions and a
larger fraction of CQ will remain airborne Keehl et al. 200Y.
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Fig. 2.5: Multi-model averages (solid lines) and standard deviatemmes of individual model annual
averages (shading) for the projected surface warmiig (elative to 1980-1999) of A2, A1B,
and B1 scenarios (afteolomon et al. 2007 Also included is the experiment where GHG
concentrations were held constant at the year 2000 valuasde line). The best estimate (solid
line in the grey bars) and range (grey bars) of the temperaterease is assessed for six SRES
marker scenarios (for details skkeehl et al. 200Y.

The multi-model mean shows a pronounced global warming lawvet and at high
northern latitudes (cgMeehl et al. 200/their Fig. 10.8) and precipitation is projected to
increase in various parts of the world since the global hipdjioal cycle generally inten-
sifies (seeMeehl et al. 2007their Fig. 10.12a). A decrease in precipitation is suggpest
for the subtropics, in particular around the Mediterran8aa. There is no indication
of discernible changes in ENSO except for model dependetgds in the interannual
variability.

2.3.2 Regional climate projections for Africa

Based on the multi-model data set the IPCC-AR4 providesiamagperspective of the
projected climate chang€fristensen et al. 200Y.&A closer look onto the African con-
tinent reveals that the whole of Africa is expected to warm {be top row of Fig2.6)

with a temperature increase exceeding that of the globesage. The drier subtropical
regions are projected to warm more strongly than the wetteidal areas. The median
temperature rises between 3 arfiiC4about 1.5 times the response of the global mean
temperature increase. The largest temperature intertigfida found in the western Sa-
hara (above 4C). The projected rise in temperature is smallest in eqistand coastal
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Fig. 2.6: Changes in temperaturA&T; top row) and precipitatiorRR; middle row) over Africa between
1980-1999 and 2080-2099 averaged over 21 AOGCMs (f@hristensen et al. 200Y.aAlso
illustrated is the number (#) of models that project incesda precipitation (bottom row).

areas (lower than°® in some subdomains). Compared to extra-tropical regiogretis
only a small amplitude of change relative to the seasongbéeature cycle.

The projection of the hydrological cycle is hampered by sigant systematic er-
rors of AOGCMs in the simulation of precipitatio@ook and Vizy(2006 found that six
out of 18 AOGCMs generate no realistic West African monsduring boreal summer
(June-September) these models are not moving ITCZ raiofdath the African conti-
nent. In various climate models such BEHAM5/MPI-OM (European Centre HAm-
burg Model, 5th generation/Max-Planck-Institute-Oceamdiél), the ITCZ is displaced
toward the equator and is found over the Atlantic (€eek and Vizy 2006their Fig. 5).
Dipolar rainfall variations in the Sahel and the Guineanstoassociated with a fairly
realistic interannual SST variability in the Gulf of Guineae only present in four of
18 models. Additionally, AOGCMs generally simulate higtiean observed ocean tem-
peratures in the Gulf of Guinea. Clearly, models underfasethe upwelling leading to
partly 3C higher ocean temperatures along the coast.

The global pattern of precipitation decrease in the sulitsois also found for the
African continent (cp. the middle row of Fig.6). In comparison with 1980-1999 most
AOGCMs show an annual rainfall reduction for 2080-2099 inctnof Mediterranean
Africa, the northern Sahara, as well as southern Africa kettom part of Fig2.6). In
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northern Africa, probability of a rainfall reduction in@ges with latitude, as part of a
larger-scale drying pattern and to a certain extent due teward shift of storm tracks
bearing winter rains. Similar processes are also founduthgon Africa where rainfall
is likely to decline during winter rainfall periods partiady at the west coast of South
Africa.

The great majority of AOGCMs foresee higher rainfall amauint the equatorial
tropics of Africa, predominantly in East Africa (see alShristensen et al. 2007their
Fig.S11.13). East of the Great Lakes rainfall projectiomisst robust and 18 out of
21 models depict positive rainfall signals. These higharfad amounts are part of the
large-scale picture with drying in much of the subtropicd an increase in precipitation
in most parts of the tropicsChristensen et al2007g argued that this is a plausible
hydrological response to a warmer atmosphere. Higher tahpes increase the water
vapour content of the atmosphere resulting in an enhanctst wagpour transport.

Evolution of rainfall in the 21st century for West Africa aedpecially that for the
Sahel is fairly uncertain. About half (8-13) of the 21 modstow either higher or
lower annual amounts of precipitation. Four climate mogeksdict an overall drier
West Africa; six AOGCMs simulated a dipole rainfall pattdor West Africa with a
drier Sahel and a wetter Guinean coast; eight models prbjgber amounts of rain-
fall for the Sahel and three of which reveal a reversed dipaltern; and three models
show some mixed rainfall patternSlgristensen et al. 2007#eir Fig. S11.13)Hoerling
et al. (2006 found a wet signal over the Sahel for 2000-2049. They atted this in-
crease to the projected warming of the North Atlantic coragavith the South Atlantic
(cp. Sec2.1.3. Moreover,Cook and Vizy(2006 analysed the 21st century integration
of three AOGCMs, showing the simulations of the 20th centwrgr West Africa of the
best quality. Theversion 2.0 of the Geophysical Fluid Dynamics Laboratoryr@ke
Model (GFDL-CM2.0) projects a very strong drying in the Sahel amebaghout the
Sahara in the second half of the century. By contrastntedium-resolution version 3.2
of the Model for Interdisciplinary Research on Clim#&k¢IROC3.2(medres)) simulates
fairly wet conditions during the 21st century. A doublingtb&é number of anomalously
dry years by the end of the century causes a modest dryingiSdhel in theJapanese
Meteorological Research Institu(®RI) model. Cook and Vizy(2006 concluded that
the third model provides the most reasonable scenario @dldalprecipitation through-
out the 21st century.

A major limitation of state-of-the-art AOGCMs is their csarhorizontal resolution.
Regional details of climate are not detectable by AOGCMsweier, information of lo-
cal scales is required to impact on political measures aactipal planning in terms of
food security, water supply, and health (eRpgeth et al. 2009 Finer resolutions are usu-
ally achieved by applying so-calldglegional Climate ModeldRCMs). RCMs are em-
bedded into AOGCMs and in principle such a dynamical dowlireg# more consistent
than empirical downscaling (e.dHewitson and Crane 20Q6Nevertheless, this model-
into-model approach can be problematic. Firstly, potémtiadel errors in AOGCMs
and RCMs are superimposed. Secondly, a RCM depends stronghOGCM runs
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since the simulation largely depends on lateral boundangitions. Thirdly, grid points
close to the border of the model domain are not represeatdtie to lateral boundary
effects.

Several regional climate simulations were performed foious parts of the African
continent. For example, RCMs were used for the simulatiothefshort rains in East
Africa (e.g.,Sun et al. 1999Song et al. 2004 Such RCMs are able to simulate large-
scale circulation characteristics as well as local feataueh as the Lake Turkana Jet and
the diurnal reversal of the lake/land breeze circulatiosr@ake Victoria (cp. Se2.1.2.
More recently, climate change scenarios for Africa werdquared by time slice sim-
ulations of RCMs. Most of these models, focusing on tropi&faica, are accurately
simulating the seasonality of rainfall. Several RCM timeeslexperiments project a
wetter Sudan-Sahel region for the late 21st century (@guchi et al. 2006Coppola
and Giorgi 2005Kamga et al. 2005Kunstmann and Jung 2006aminade et al. 2006
Jung 200%. Moreover, an increase in the interannual variability aihfall is detected
either due to land-atmosphere feedbacksgpola and Giorgi 200%r induced by shifts
in Atlantic SST gradientsGaminade et al. 2006

Land use change is a potential contributor to climate changbe 21st century
(Christensen et al. 200Y.aFor example Taylor et al.(2002 found a drying over the
Sahel of 4% from 1996-2015 due to a change in land use. Theysalggested that
climatic impacts of land use change are likely to increapedtain future. By contrast,
Maynard and Royef2004) projected that land use changes only have a small regional
effect on future climatePaeth et al(2009 presented several ensemble experiments with
the REgional MOdel(REMO) forced with increasing GHG concentrations as well as
land use changes until 2050. REMO predicts a significant esmiaky of the hydrological
cycle over most parts of tropical Africa. It was found thatdaise changes are primarily
responsible for the simulated climate response.

Empirical downscaling was used to provide projections faitydprecipitation on
the basis of six AOGCM simulations for the SRES A2 scenarig.ni&ans of various
meteorological variables, the technique fréfewitson and Crang006 defined atmo-
spheric states which are associated with certain rainfababilities. The downscaling
version shows more common features in projected changeseoipiiation than raw
data from AOGCMs (cpChristensen et al. 2007#neir Fig. 11.3). The ensemble mean
of the downscaling reveals increased precipitation in Bdésta and a strong drying
in the core of the Sahel during boreal summer. Additionahg downscaling results
in local-scale variation of projected changes. For exapipjecontrast to the Sahel an
increase in rainfall is indicated for stations along ther@@ain coast.

In summary, the above-mentioned statements underlineahdall projections for
West Africa, in particular for the Sahel, are fairly uncertaVarious studies predict
higher rainfall amounts for the Sahelian region mainly duerthanced warming of the
northern Atlantic. However, regional climate modellingveell as empirical downscal-
ing suggests that the modest increase in Sahel rainfaleimihiti-model data set should
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be viewed with caution. A rainfall surplus, however, in theaof East Africa is pre-
dicted with some confidence.

2.4 Malaria biology

Malaria is one of the most dangeroua$ectiousand widespread diseases found in trop-
ical and subtropical regions. Every year this vector-batisease causes worldwide
about 273 million clinical cases and more than one millioatds Touré and Oduola
2004). Particularly in sub-Saharan Africa whelRefalciparumcauses high morbidity
and mortality rates (e.gSnow et al. 199948). Malaria is caused by protozoan parasites
of the genudPlasmodium The two most serious forms of this genus Bréalciparum
andP.vivax People suffering from malaria may experience fever, helaelamalaise,
severe anaemia, coma, impaired consciousness, conjlsigpoglycaemia, and high
parasitaemiaGolwell and Patz 19985ay-Andrieu et al. 2005 Deaths predominantly
occur in young children and may result from neurological dgeand progressive coma,
pulmonary edema, kidney failure, or shock caused by thajgsd of the vascular system
(Colwell and Patz 1998

2.4.1 The parasite cycle

The cycle of the malaria parasite starts when the parasitenithe insect is transmitted
by a female mosquito to the human host whilst feeding (€dce et al. 1996Phillips
2007, see Fig2.7). A blood meal is required by the insect to produce eggs whreh
laid and then develop in standing water. During the bloo@dno¢ a femaleAnophe-
les mosquitosporozoitesthe infective form of the malaria parasite within mosqegp
are injected into the human host. Sporozoites then invaplatbeytes (liver cells) where
they increase in numbers. In liver, sporozoites subsetyumature into schizonts, which
rupture and release numeraugrozoitesfter 5-6 daysPrice et al. 1996 When these
merozoites enter the bloodstream the so-called erythestgpe starts, the beginning of
an asexual cycle. In the erythrocyte stage merozoiteshattemselves to specific red
blood cell receptors where the asexual reproduction of #ragite (schizogony) leads
to the development of immatuteophozoites This stage is the so-called ring stage as
parasitised red blood cells of an infected host are idebtdiander the microscope. Ma-
ture trophozoites finally evolve again into schizonts. Theteocytic cycle takes about
48 hours to completeRosenberg et al. 199Pand results in the rupture of schizonts,
which liberate on average 16 merozoit&chner et al. 200l The malaria parasite
therefore cannot be identified before schizonts have ragtafter about 7 days (e.g.,
Schneider et al. 2005ee TabD.15).

The blood stage of the parasite is responsible for clinicahifestations of the dis-
ease Talman et al. 2004 Mature, asexual stages Bffalciparumare mostly absent
from the peripheral circulation and are detectable underascope. This is due to the
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Fig. 2.7: Cycle of the malaria parasite in the human and mosquito ladsrGreenwood et al. 2008nd
Phillips 2003.

sequestratiorof asexual parasites, that is the adherence of infectetiregyttes to the
microvascular endothelia of many organs and tissues sucbaast lung, liver, skin, and
brain MacPherson et al. 1985The process often leads to a severe affection of the body
(e.g., cerebral malaria). On the other hand bursting evgihies cause malaise and fever.
Prolongednfectionsometimes leads to severe anaemia.

Sexual stages of the parasite play a minor role in terms obidity, but are essential
for the transmission of the parasite. Production of the akfarm of the parasites also
begins in the erythrocyte stage when merozoites eithertgamother round of schizo-
gony or develop male and femajametocytesMaturing gametocytes are preferentially
sequestered in the bone marrow and spléémomson and Robertson 193Smalley
et al. 198). Gametocyte maturation lasts about 8-11 days and aftalimfection this
form is detectable after approximately 11-28 days in bles®k(Seds.1.10. Male and
female gametocytes are finally released into the bloodsteeal might be picked up by
anAnophelinevector.
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The development of the malaria parasite within the mosqd#ootes the so-
called sporogonic cycler extrinsic incubation period (see, e.grice et al. 1996see
Sech5.1.7). This cycle starts when gametocytes are ingested by thmglitosquito vec-
tor. Male and female gametocytes first fuse to form a zygdbes& become mobile and
transform into elongated ookinetes, which invade the mithgll and turn into oocysts.
Those oocysts increase in size, rupture, and finally relgasezoites. In the end, these
sporozoites reach the salivary glands of mosquitoes andifeheycle of the malaria
parasite is perpetuated.

2.4.2 Immunity

Various biological processes influence the transmissiadh®imnalaria parasite and the
malariaprevalence In areas where malaria @demi¢chumans usually go through var-
ious states of immunity. At birth, infants are partially fgoted from infection due to
the transfer of antibodies from moth&Wérnsdorfer and McGregor 1988l his passive
maternal immunity is lost after few months. Young childraol functional immunity,
but can quickly develop protection against non-cerebraéigemalaria infections (see
Gupta et al. 1999 The asexual Parasite Rati@PR) rises quickly to almost 100% in
early childhood and declines slowly on the way to adulthooe th progressive immu-
nisation Aron 1989. This partial host immunity does not completely preveféation
(Aron 1988, but reduces asexual parasite densities (8gckling and Read 2001
Adolescents between 12 and 15years of age or older usuglyracan immune status
that prevents disease outbre&kif et al. 2002

Acquisition and loss of immunity

Sexual reproduction (i.e., genetic recombination) thioiggnale and male gametocytes
assures the genetic diversity of the malaria parasite, (Hassir et al. 2006 As the
human host can develop immunity against a strain, contisigeneration of new strains
is essential to the transmission success of malaria. Malafiections usually involve
more than one parasitic genotyf@e(Roode et al. 2004 Individuals living in endemic
malaria areas are mostly infected with multiple parasit@et Cole-Tobian et al. 2007
Repeated exposure to malaria infections can produce semutity against for instance
P. falciparum A clinical case of malaria typically arises from infectiby a novel strain
to which the host has not yet mounted an efficient protectivauine response or to
a strain with greater virulence&k(in et al. 2002 Strain-specific immunity increases
prevalence oasymptomatiparasite carriers with ag&gn et al. 2002 For this reason,
development and loss of functional immunity is a key deteant for frequency and
severity of clinical symptoms (e.dBrinkmann and Brinkmann 1991

Vulnerability of a population with regard to the malarialpagen also depends on its

ethnic affiliation. A different response to the malaria paeawas found in sympatric eth-
nic groups, which reside in a Sudanese savanna area nah€asgadougou (Burkina
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Faso).Modiano et al(1996 detected interethnic differences in infection rates,anal
morbidity, prevalence, and levels of antibodies to variBuglciparumantigens. The
ethnic group Fulani was, for example, less parasitised #rdtad by the disease than
the Mossi and Rimaibé groups.

Most deaths from malaria are infants and children under &gewell as pregnant
women (e.g.,Martin and Lefebvre 1995 Immunity is generally found in malaria-
endemic areas with high and stable transmission rateS(d¢perst 2004 Areas which
are prone to epidemic malaria do not necessarily have stiavismission rates leading
to lower immunity in the population and increasing the riskuwdden malaria outbreaks
of epidemic proportions (cKiszewski and Teklehaimanot 2004Any increase in ir-
rigation can, for example, lead to a dramatic increase imarallLindsay and Birley
2004). Highland populations generally lack a functional imntyrand are in particu-
lar vulnerable to this mosquito-borne disease (ddinakawa et al. 2002). The effect
of topography on the reduced risk of malaria infection wasexample, shown in the
Usambara Mountains (sé@&alls et al. 2004 Due to a non-immune response death can
occur in all age groups and is not restricted to young chilanehis region.

When individuals do not receive repeat@dculationsof various parasite clones,
for example, during the dry season, they lose at least pattew immunity. Hence in
endemically unstable areas, several years of drought naalyttea population with low
levels of malaria immunity@Qonnor et al. 1998 By contrast, during the course of the
rainy season humans usually acquire or increase an effgmtbtective immunity. Such
a situation was reported from a typical savannah villageurkBa Faso byBoudin et al.
(19913. It was shown that from the mid to the end of the malaria tm@esion season
the parasite prevalence and density decreased in childrebably due to an immune
response.

Infectiousness

Immunity significantly affects the infectiousness of hunmasts (see also Sex1.13.
Partial host immunity reduces infectivity of human blooartosquitoes during the blood
meal. Infectiousness decreases in general with age, laubiglsly immune hosts can in-
fect Anophelesemales Ross et al. 2006 Firstly, immunised hosts show lower asexual
parasite and gametocyte densities than non-immune ingilsdcp.Buckling and Read
2001), influencing transmission success (Blay et al. 1998 Secondly, the so-called
transmission-blocking immunitgduces the infectivity of gametocytes to mosquitoes. In
this case, gametocyte infectivity is reduced through watibn of gametocytes and/or
of resulting gametes in the mosquito mid-gBu¢kling et al. 1999Boudin et al. 2005
This mechanism seems to be a strain-specific infectividgeeng immunity that does
not affect the density of gametocytes circulating in pegiathblood Buckling and Read
2001). Thirdly, immunity decreases the infectivity from mosigpés to humans by clear-
ing an infection before red blood cells are infected @mith et al. 200Y.
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2.4.3 Superinfection

Superinfections an important component of malaepidemiology It denotes the exis-
tence of two or more broods of parasite strains that floutislulsaneously in the blood
stream (e.g.Smith et al. 200h This condition is reached by multiple infectious bites
that result in several infective inoculation&nderson and May 1991 An existing in-
fection is no barrier to superinfection (e.dpjetz et al. 1973 It was, for instance,
found that many children in some hyperendemic communitiesantinuously infected
(Rosenberg et al. 199Palt is generally assumed that an infection by one strairis n
changed by the fact that other strains may infect the samealhdlse same time. Dif-
ferent parasite broods are cleared by the immune systerpendently of one another
(e.g.,Struchiner et al. 1989 The duration of disease of superinfected individuals; ba
tling more than one strain, is therefore likely to be longrperinfection might also play
an important role for the development of immunity (§truchiner et al. 1989 Without
exposure to repeated infection with different parasite@etimmunity is not maintained
(cp.Boudin et al. 1991asee Se.4.2.

2.4.4 Parasite clearance

Production of mosquito-infective gametocytes is impadrtéor the transmission of
malaria. In areas with limited seasonal transmission, dasgng sub-patent malaria
infections are needed to sustain transmission. This mésrhais guaranteed by slow
recovery rates of malaria infections. Such a situation waseosed in Asar (Sudan;
13°30’N, 35°30’E), where malaria transmission is limited to a short yaseason and
pauses for 7-9 months during subsequent dry seastaradd et al. 2002 Most con-
trolled patients retained asexual infection for at leagésenonths. Genetic multiplicity
of P.falciparumincreased the longevity of asexual infection and relatediypction of
gametocytes (cp. Se&4.2& 2.4.3. Gametocyte infections from mixed clones per-
sisted three times longer than those from single cloNesgir et al. 2006 Note that the
rate of recovery from a malaria infection is also a functibexposure history reflecting
effects of immunity (e.g.Gu et al. 2003psee Se.4.9. Parasite clearance is therefore
closely related to the age of individuals as well as to therisity of transmission. In fact,
immune individuals who control their peripheral parasitéeclear infections faster by
a factor of up to tenBekessy et al. 1976

2.4.5 Detectability of malaria parasites

Malaria parasites are usually detected by means of blood fimd microscopes. How-
ever, the probability of detecting parasites depends owlénsity of trophozoites. Par-
asite densities below the detection level of microscopg@parasites paul of blood)

might play an important role iRlasmodiunpopulation dynamics and epidemiology of
malaria. In adults, parasite densities are usually contipahalow and are often reduced
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to sub-microscopic levelfQuédraogo et al. 2007 These individuals are hence more
likely to return false negative microscopy repor&(ith et al. 2005 This fact is also
valid for the detection of gametocytes. There is a problemnofmerating gametocytes
patterns, gametocytes are prone to be missed by microscepyimation Nedelman
1989 Drakeley et al. 2006 Studies have shown that tiRelymerase Chain Reaction
(PCR) as well as thReverse Transcriptase-Polymerase Chain Read®dnPCR) are
efficiently detecting sub-microscopic levels Bffalciparumgametocytes (seBabiker

et al. 1999 Menegon et al. 2000Nwakanma et al. 200&ec5.1.19.

2.4.6 Heterogeneous biting

Some individuals are more likely to be bitten than otherschSartheterogeneous biting
pattern was found in a village close to Brazzaville (Con@éyhtly captures oAnophe-
lineswere performed directly on legs of volunteers sleeping &irthouses. The number
of bites increased regularly in infants (age: <2 years)dobin (2-10 years), adolescents
(10-20 years), and adults, in proportions of 1:1.93:2.8® % arnevale et al. 1978m-
plying a child-to-adult conversion factor of 143Similar observations were made in
two villages in The GambiaPort et al.(1980 found that proportions of feeds upon an
individual are associated with the body surface of the Heessults from The Gambia re-
vealed a child-to-adult conversion factor of 3.57 {day et al. 2000 On this account,
adults experience a greater risk factor of infection duentinareased biting exposure
(cp. Smith et al. 2006@; Proximity to larval habitatsTrape et al. 199 differential at-
tractiveness to mosquitodsiidsay et al. 1993aand other reasons furthermore lead to
inhomogeneous biting behaviours of malaria vectors.

2.5 Distribution of malaria transmission

In sub-Saharan Africa, the spread of malaria disease isopredntly influenced by
environmental and meteorological conditions. Of greatansmce is the impact of
weather and climate on the transmission and distributiomalaria (e.g.Craig et al.
1999. Global environmental changes are therefore expectetfaot aransmission of
parasites causing malari@(erra et al. 2006

Biological parameters of malaria are directly influencedr®steorological variables
such as rainfall, temperature, and humidith¢mson et al. 1997 thus cause an un-
evenly distributed burden of malaria around the globe. Kales mainly centred in
the tropics, reaching into subtropical regions on five cuerits (cp. Figl.1). Warm
and moist conditions in the tropics lead to a stable transionsof the malaria parasite.
The malaria belt in Africa is bounded by the dry Sahara as alhe colder temper-
ate zone of South Africa. In Africa, malaria endemicity iasdified as@onnor et al.
1999: (i) rainfall-limited seasonal transmission, as foundte Sahel (e.g.Babiker

2Note that averaged proportions of adolescents and aduttswged (193- 1.43~ 2.765= 233;300),



2.5 DISTRIBUTION OF MALARIA TRANSMISSION 27

Climate Suitability for Endemic Malaria
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Fig. 2.8: (a) Distribution of endemic malaria, (b) length, (c) onseinth, and (d) end month of the malaria
transmission season in Africa (for more details €paig et al. 1999Tanser et al. 2003%ource:
MARA, http://www.mara.org.za). In the regions with two seas each year, the maps in (c) and
(d) refer to the first season in the year.

et al. 1998; (ii) temperature-limited seasonal malaria, as seen st Bfican highlands
(e.g.,Balls et al. 200% and (iii) unconstrained perennial transmission, as eskin
parts of Central and Coastal Africa (e.@rape and Zoulani 198 Bockarie et al. 1996

In West Africa, transmission of malaria is mainly limited ginfall. In most ar-
eas, suitable mosquito breeding sites are only sustainedgdthe rainy season and
therefore annual transmission follows seasonal rdfasdts et al. 2001l The length of
the malaria season is often determined by the length of ihg sason (cp. Fi@.9).

In Niger, for example, malaria is not transmitted in the herh part of the Sahel.
Only valleys of the Air Massif provide favourable cooler ditrons for malaria vec-
tors (Stafford Smith 1981 A definite malaria season is observed south from Agadez
(Niger; 1658'N, 7°59'E) corresponding approximately with the wet season. dinoN
(Senegal; 131N, 16°23'W), transmission starts between July and Septemberraial e
between September and OctobEpiftenille et al. 1997%a To some extend presence
of permanent streams causes year-round malaria transmigsr instance, in Dielmo
(Senegal; 133'N, 16°25'W), which is situated on a marshy bank of the Nema stream
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(cp. Konaté et al. 1994Trape et al. 1994Fontenille et al. 1997b In the Sudanian zone,
in Karangasso (Burkina Faso; 1B’'N, 4°38'W) as well as in the Kassena Nankana dis-
trict (Ghana; 1030’-11°00°N, 1°-1°30'W), malaria transmission starts approximately at
June and the length of the season adds up to almost six mddiiservations closer to
the Gulf of Guinea reveal even earlier onsets and longesmnasion seasons. In the
area of Bouaké (Cote d’lvoire;°41’'N, 5°02'W), transmission starts between March
and May and ends in October or NovembBogsou-Yovo et al. 1998 Malaria trans-
mission is often year-round for the African equatorial zdne to abundant rainfall and
the presence of permanent rivers and/or marshes @uakyi et al. 200D In contrast

to degraded forests, ancient forest blocks, however, ntighgven malaria-free during
certain years (cpManga et al. 1997a

Malaria epidemic events were frequently found in East Afnicighlands. For ex-
ample, in 1958 in Ethiopia an epidemic was responsible fomased 150,000 deaths
amongst a largely non-immune populati@ok et al. 200Y. In the Sahel, in Sudan, and
northern Mali, dramatic malaria outbreaks were recordd®86 after prolonged periods
of drought Brinkmann and Brinkmann 1991 Risk of epidemics has been associated
with short malaria seasons at geographical margins ofestahlaria transmission. More
than 124 million Africans live in such areas and experiengiel@mics causing about
12 million malaria episodes and partially 310,000 deatmuaty (Worrall et al. 2004.

2.6 Malaria factors

2.6.1 Climatic factors

Principal climatic factors influencing malaria transmissare temperature and rainfall
(Mouchet et al. 1998 Temperature affects malaria through various biologmatha-
nisms. Firstly, egg production of female mosquitoes, thdhée so-calledjonotrophic
cycle only takes place when temperature exceeds abd@ {€p. Fig.5.2). Moreover,
speed of egg development is steered by temperature camsl{Petinova 1962 Sec-
ondly, there is a direct relationship between environnigataperatures and the duration
of parasite development within vectoBdtinova 1962 Completion of the sporogonic
cycle is only possible above the minimum temperature foamelparasite development
(about 16C) that is the so-calledporogonic temperature thresho(ds). In Africa, the
extrinsicincubation periodof P. falciparumtypically lasts 9-14 dayS3arrett-Jones and
Grab 1964. Thirdly, the ambient air temperature affects the suhva¥anosquitoes. For
example, temperatures in excess of@0narkedly reduce the duration of survival (e.g.,
Kirby and Lindsay 2004 Note, that malaria is only transmitted, when theophe-
les vector outlives the sporogonic cycle. Fourthly, larval dlepment of mosquitoes
depends on water temperatures. For instadcegambiae s.emerge as adults only
between water temperatures of 18 and@4nd most larvae develop between 22 and
26°C (Bayoh and Lindsay 2003 For all these reasons, there is a remarkable influence
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of temperature on vector densitiddifiakawa et al. 2002). Small temperature changes
can trigger severe malaria epidemics in areas such as highla

The second principal climatic factor regarding the sprdadalaria is precipitation.
Rainfall alters the abundance of aquatic habitats avaitebinosquitoes for oviposition.
Open water surfaces are created after rainfall events arsispéor approximately ten
days Shaman and Day 2007Mosquitoes deposit their eggs in ponds, puddles, or even
hoof prints (e.g.Fontenille et al. 1997a However, excessive rainfall can negatively
influence mosquito breedindg?aaijmans et al2007) noted unexpected high losses of
An. gambiadarvae due to rainfall. Heavy rainfall can therefore leacgtparadoxical
decrease in malaria transmissi®rékeley et al. 200bbecause of flushing of breeding
sites, which has a detrimental effect on larval numbers,(€larlwood et al. 1995
and decreases the nutrient availability. Provided that@ppate breeding places persist,
mosquito numbers rapidly increase short after the beginairthe rainy seasori{nd-
say and Birley 19980mer and Cloudsley-Thompson 19701 a West African Sudanian
savanna village, the mosquito population size, for examplgresented about 150,000-
350,000An. gambiae s.Ifemales at the end of the summer monsoGogtantini et al.
1996. During the following dry season mosquito populations omonly drop to such
low levels that malaria transmission cannot be sustained, (dARA 1998). For this
reason, malaria is mostly seasonal in Africa. Malaria ce@utside of rainy seasons
only along riverbeds, oases, and other man-made surfaes sitds Hay et al. 2000p
However, drought malaria is a common feature in many paitiseofvorld. In such situa-
tions, malaria arises when streams and ponds dry ugJjeaclwood and Alecrim 1989
Shaman and Day 200Reiter 2000. For example, in 1934 in Sri Lanka drought was
leading to pool formation in dried-out riverbed&/ifesundera 1988 To sum up, liter-
ature suggests that moderate rainfall events stimulat®trof mosquito populations,
whereas strong rainfall leads to the flushing of breedingtats Except for highland
areas precipitation plays a more important role for theagbied malaria in Africa than
temperatureNlorse et al. 200p

Atmospheric humidity likewise affects behaviour and bgtal processes of
Anophelewectors. Firstly, increased near-surface humidity diysehhances the flight
activity and host seeking behaviour of mosquito®@sgman and Day 200.7Secondly,
longevity of vector species seems to be influenced by huynadibditions. According
to Wernsdorfer and McGreg@988 relative humidities of at least 60% are most com-
fortable for mosquitoes. Also laboratory datafof. gambiae s.suggests that humidity
at least slightly impacts mosquito surviv8lgyoh 2001 cp. Fig.5.5). Thirdly, the range
and relative abundance of certain mosquito species dependmfall and humidity con-
ditions. For exampleAn. gambiae s.d1ad the highest prevalence in humid domains and
An. arabiensigpredominated in sites subject to desiccatibimdsay et al. 1998Léong
Pock Tsy et al. 2003 Fourthly, data fromAn. maculipennishowed that higher relative
humidities resulted in shorter gonotrophic cycles andefwee a greater frequency of
feeding Detinova 1962 Fifthly, onset and termination of aestivation (cp. &2t.6
are probably controlled by humidity conditiond/¢rnsdorfer and McGregor 1988In
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summary, lack of rainfall and associated reduced neaasarfiumidity are important
limiting factors for malaria in many arid and semi-arid ar¢ep.Kovats et al. 2001l

2.6.2 Other factors

Human activities are crucial for the transmission and prgoee of malaria across Africa.
For example, humans are strongly changing the earth’'s@nwient, leading to an al-
tered abundance and species composition of the mosquitdgimm. Environmental
conditions can promote vector-borne disease transmisBietorestation as well as cul-
tivation of natural swamps increase solar insolation, Whisually elevates local tem-
peratures by several degrees (eGtheko et al. 200D Future land cover change in the
tropics may increase the diurnal temperature range by dsiog evaporative cooling
during the day Defries et al. 2002Paeth et al. 20Q3heir Fig. 7). Forest replacements
provide open sunlit pools that are preferred by importantos (e.g.Lindsay and Bir-
ley 1999. In Western Kenyan highlands, land cover, for examplengfly impacted
the survival of mosquito larvae. Different land cover typéfected the duration of lar-
val development through its effects on water temperatMienga et al. 2006see also
Sec2.6.]). For these reasons, larvaeAufi. gambiae s.lwere more frequent in pools of
cultivated areas than in forested areas and natural swadvhipaKawa et al. 2006

The development of crop irrigation in Africa has a great pexs for economic de-
velopment and self-sufficiency in food productidjufnba and Lindsay 20Q1 Agri-
cultural practices strongly influence mosquito breediragan increase in surface water
availability (cp.Haines and Fuchs 19%1In Africa, irrigated rice cultivation is associ-
ated with higher densities of main vectors of malaria anth ait extension of the breed-
ing season (e.gBriét et al. 2003. The malaria situation might be worsened by irrigation
schemes in unstable malaria areas (€arnevale et al. 199%eiser et al. 200p For
example, development of irrigation systems in the Saheltetefavourable conditions
for the reestablishment &n. funestusn Senegal Konaté et al. 200l However, for
most areas of sub-Saharan Africa, where malaria is endeémioduction of irrigation
has only a minor impact on transmission rates. In Tanzamigated crop production
can, for instance, be associated with less malaria thaititnaal agricultural practices
(ljumba et al. 2002 Reasons for this include improvement of the living staddhat
results, for example, in a greater use of bed nets and a laeitess to health. Such a
reduced burden of malaria might also be caused by an impiowedne protection due
to more frequent mosquito bites or by reduced mosquito laitige (Klinkenberg et al.
2002.

Africa is the most rapidly urbanising region of the worMd¢Michael 2000 and by
2030 more than 50% of the population is expected to live imarkettiements (cplay
et al. 200%. A shift in human populations from rural to urban areas whiange global
patterns of disease and mortality (eRhillips 1993. It is generally assumed that urban
areas reduce frequency and transmission dynamics of malAn urban environment
usually exhibits a great variation of malaria risk. City ttes usually experience lower



2.6 MALARIA FACTORS 31

levels of malaria transmission and severe disease thaousuting locations (e.gHay
et al. 2005 Kelly-Hope and McKenzie 2009 For example, longitudinal entomological
and parasitological malaria surveys from 1984 revealedarkaly lower biting and
transmission rates in urban Ouagadougou (Burkina Fas®11®, 1°31'W) than in
nearby rural villagesRossi et al. 1988Sabatinelli et al. 1986 However, urbanisation is
also a main source of poverty and inequality. Poor housingedisas a lack of sanitation
and drainage of surface water can increase vector breeldeige et al. 2004 Dense
populations in satellite settlements of cities often preemmonditions that are ideal for
transmission Reiter 200). In highlands, urban heat islands are able to amplify heat
waves. Urban populations furthermore increase the pressuthe natural environment
leading to a rise in land clearinfyicMichael 2000).

Species composition of the mosquito population is alsoiafdor the level of
malaria transmission. For instanc&n. funestusan extend malaria transmission at
the end of the rainy season and at the beginning of the fatigwdry season. This
may explain why malaria transmission was about twice as imdbcations where both
An. gambiae s.landAn. funestugvere present, compared with locations which only com-
prisedAn. gambiae s.I(Kelly-Hope and McKenzie 2009 Such a situation was observed
in the 1990s in SenegaAn. funestusvas abundant in Dielmo, whereas this species was
rarely identified in the neighbouring Ndiop. At the same tim&laria transmission was
about four times higher in Dielmo than in Ndiopdntenille et al. 1997k; see TabD.3;
cp. Sec2.5).

Theincidenceand geographic distribution of malaria is further influeshbg many
socio-economic and political factors. These factors ciasepthe socio-economic sta-
tus, cultural inflexibility, political rigidity, availatd resources, technical infrastructure,
availability of efficient malaria drugs, preventive measjrand vector control programs.
Of great importance for the malaria distribution is the seetonomic development of
a community (e.g.Epstein 1998 An analysis between per capita income and malaria
incidence indicated a cut-off limit of about $3100 aboveetha population is no more
vulnerable to malariaTpl and Dowlatabadi 2001 Gallup and Sach§£001) showed
that income grows more slowly in countries where malariaresent. In the 1950s
and 1960s, economic development played an enormous rotadicating malaria from
many areas of the world (e.@srover-Kopec et al. 2006 However, attempts to eradicate
disease failed in sub-Saharan Africa (e@onnor et al. 1998and this is partly due to
the low economic development. Vulnerability of a populati® furthermore determined
by the nutritional conditionNMicMichael and Haines 199.7Poor countries or those suf-
fering from natural disasters, conflicts, and civil wareaftack an adequate food supply
and public health infrastructure. Factors responsibléfferemergence or resurgence of
malaria therefore include deterioration or even breakdofthe public health service as
well as reduced training programs for medical staff (ecgbler 1998. Moreover, drug
and insecticide resistance are driving forces behind maatasurgences, for example,
chloroquine resistance emerged in Senegal in the late 1@8Dsarly 1990sBreman
et al. 200} and resistance to DDT slowly appeared in the 1960s in resptmintensive
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agricultural useRoberts et al. 2000 Prevention and vector control operations are re-
liant on financial support and therefore depend on politlegisions. However, preven-
tive measures such as impregnated bed net usage are abi@anstimalaria morbidity
(cp. Lindsay et al. 1993b; Akogbéto and Nahum 199€uzin-Ouattara et al. 1999For
instance, a trial with insecticide treated bed nets in Mi{€laéneroon; 409'N, 11°00’E)
exhibited a noteworthy reduction of both transmission aahgitaecmial(e Goff et al.
1992.

Various other factors like the construction of roads (Sesfford Smith 198}, mi-
gration (e.g.Martens 1999 international trade (cpvan Lieshout et al. 20Q4and in-
creased global mobility (cgviouchet 200Dare able to change the geographical range of
malaria by carrying the pathogen outside the current liftitamsmission. For instance,
the Trans-Sahara Highway enables a carriage of malarianggato northern Niger and
hence a seasonal colonisation from the so8tafford Smith 1981

2.7 Malaria modelling

2.7.1 Classic malaria models and successors

At the beginning of the 20th century Ross was the pioneer veveldped the first math-
ematical model of malaria transmissidRoss(1911) formulated two differential equa-
tions describing the transmission of malaria from mosquéctors to human hosts and
vice versa. This model is based on calculation of transiiades between compartments
within the host population and describes the temporalicglahip between thEntomo-
logical Inoculation RatqEIR; i.e., the number of infective bites per person per time
period) andPR (Ross 1911 Ross(1928 led to the conclusion that malaria would be
eradicated, when numbersAhophelesire reduced below a certain figure.

Since Ross’ work numerous mathematical malaria models ereloped. Reviews
of such biological or process-based models can be founchébamce irAron and May
(1982, Nedelman(1985, andDietz (1988. Relevant biological processes usually have
been arranged in a set of differential equations. For examplthe 1950s, Macdonald
improved the basic model of Ross (eMlacdonald 195) Several factors involved in
the transmission of malaria were added to the equationgxample, factob, that is
the proportion of bitingAnophelinesvith sporozoites in their glands which are actually
infective (cp.Macdonald 195p The model was, for instance, criticised in terms of
ignoring immunity.

One of the most accepted models of malaria transmissionnaigsaand immunity
to date is that of the Garki projedDietz et al. 197%and variants of itlledelman 1985
Struchiner et al. 1989 The Garki model includes acquisition of immunity as well a
presence of superinfection (for details see S&. Struchiner et al(1989 further
modified the Garki model for areas of unstable malaria trassion. One of the major
changes in this version is that immune individuals can lbs& immunity and mainte-
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nance of immunity depends on boosti@ancré et ali2000 further refined Struchiners’
version by means of a Bayesian calibration using paragitcdéd data (Senegal). Ac-
cording to their simulations, during the course of the drigssm about 60% of immune
subjects lose their immunity in Ndiop (Senegal).

A major disadvantage of classic differential-equationamal models is the unreal-
istic assumption of quasi-static vector numbers and cohptrasite development rates
(Hoshen and Morse 20D4These mathematical systems are constructed withoutyany d
namical equations for the number of mosquitddedelman 198 These models are,
for example, driven b¥EIR observations. Some of the models were calibrated to spe-
cific field sites and might therefore not be transferable keoareas. The development
of malaria models is hampered where key parameter valuesaegtain. For example,
so far no general value or satisfying functional relatios haen found for the mosquito
survival probability in nature.

2.7.2 Malaria models related to environmental variables

Numerous studies were conducted relating the distributiomalaria andAnopheles
vectors to various kinds of environmental data. Even sirapkgysis of proxy ecologi-
cal variables derived from satellite measurements cagatelivariation in environmental
factors affecting indices of malaria transmissidihgmson et al. 1996 These environ-
mental variables are often climatic variables or they aoselly related to climate condi-
tions. Climate factors generally include temperaturafedi, and humidity data. Related
to rainfall is, for example, the cold-cloud duration as vesitheNormalised Differenced
Vegetation IndexNDVI). Information from environmental covariates is usssipredic-
tors for the malaria distribution. Various analysis tecjuds like logistic regression, the
maximum likelihood method, or geo-statistical tools arplegal for malaria mapping.
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Fig. 2.9: (a) Satellite-derived predictions of the ann&dR in Africa (Rogers et al. 20QZheir Fig. 3)
and (b) predicted logarithmic transmission intensity fa3fand Central AfricaGemperli et al.
20060 their Fig. 6).

Geostationary and polar orbiting meteorological saedlitollect meaningful eco-
logical information where surveillance of arthropod vestare inferable (reviews are
provided byWashino and Wood 1994ay et al. 19961997 Thomson et al. 1996
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1997 Hay 2000 Goetz et al. 2000 Multitemporal meteorological satellite sensor data,
for example, is able to predict the malaria seasonality injégHay et al. 1998 In The
Gambia, environmental greenness measured by NDVI candsteeasonal changes of
PRamong childrenThomson et al. 199Diggle et al. 2002 Rogers et al(2002 ap-
plied satellite data to predict valuesBIR (cp. Fig.2.9) as well as presence and absence
of five mosquito species in thEn. gambiaecomplex.

Vector-based approaches are used for the construction sifibdition maps
for malaria vector species.Lindsay et al. (1998 related known occurrences of
An. gambiae s.sand An. arabiensigo annual precipitation, as well as annual and wet
season temperaturdoffett et al. (2007 constructed ecological niche models for ten
malaria vectors, which produce relative malaria risk mapglobal malaria risk map
was computed by the distribution of dominadhophelinevectors Kiszewski et al.
2004).
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Fig. 2.10: Predicted malaria prevalence of (a) 2-10 years Kdpinschmidt et al. 2001source: MARA,
http://www.mara.org.za) and (b) 1-10 years old childr@eihperli et al. 2006/dheir Fig. 10).

Statistical approaches are applied for empirical malaapmng purposeskogers
and Randolpt{2000 constructed a multivariate empirical-statistical mo@skablished
current multivariate climatic constraints of the preséay-global distribution of malaria,
and finally predicted malaria transmission under futurenate scenariosHay et al.
(2001 and Thomson et al(2006 exploited a simple quadratic relationship between
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malaria incidence and precipitation to obtain predictiorepidemic-prone areaklein-
schmidt et al.(2000 used logistic regression modelling in combination witho-ge
statistical (‘kriging’) methods for the distribution ¢*R in Mali. For West Africa, a
similar approach was presented Kieinschmidt et al(2001) and was based on bio-
physical environmental factor&emperli et al(2006ab) used the Garki model to stan-
dardise heterogeneous d@R data by means of a single estimate of transmission inten-
sity. The final Bayesian geo-statistical model calculakestivo-dimensional parasite
transmission intensity on basis of various environmerdalbles (cp. Fig2.10. More
recently, the Malaria Atlas Project used a large set of natlg reported case-incidence
data, medical intelligence, and biological temperatured minfall-dependent rules of
transmission exclusion for the generation of a global spdistribution ofP. falciparum
malaria Guerra et al. 200&p. Fig.1.1).

Common to alPRmaps is the implicit assumption that malaria endemicityags
stable over the data survey period. The consequence isntesamnual variability is
not taken into account (cisemperli et al. 2006b Seasonal variation ¢&¥Ris also not
considered in most studies (dfleinschmidt et al. 2001

2.7.3 Climate- and weather-driven malaria models

Meteorological variables turn out to be useful explicathagiables for the simulation
of malaria (e.g.Chalvet-Monfray et al. 2007 Various biological processes depend on
temperature, rainfall, and humidity conditions (see 3d&:1). Climate- or weather-
driven malaria models therefore allow for a better undaxditag of dynamics of malaria
transmission.

Already,Sutherst and Maywald985 related climatic variables with the abundance
and distribution of animals in the computerised CLIMEEL(Matic indEX) system
(also cp.Sutherst 19931998. The Malaria potential Occurrence ZongMOZ) model
of Martin and Lefebvré1995 was one of the first climate-driven malaria modélsd-
say and Birley(1996 applied a simple mathematical model to examine the efféct o
temperature on the ability ¢in. maculipenniso transmitP. vivax Vectorial Capacity
(VC; see Glossary) was found sensitive to small increases ipdagature in relatively
cold climates.

Martens et al(1995ab, 1997, 1999, Jetten et al(1996, Martens(1997), as well
asLindsay and Marten§l998 linked climate data with a module simulating the rela-
tionship between climate variables and tesic Reproduction ratéRy; cp. Glossary)
of malaria. The MIASMA Modelling framework for the health Impact ASsessment of
Man-induced Atmospheric changesodel computed the ‘transmission’ or ‘epidemic
potential’ of the vector population. However, this modeédmot have a dynamical size
of the mosquito population (see aldetten et al. 1996 The results of the MIASMA
model are integrated into a dynamic integrated assessnulInwhich quantifies the
role of economic and social development in limiting malas@urrence (cplol and
Dowlatabadi 2001
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The Mapping Malaria Risk in AfricaMARA) project (cp.MARA 1998) offered
a simple climate-based distribution model of malaria tnaission (hereafter referred
as MDM: MARA Distribution Modél for sub-Saharan AfricaQraig et al. 1999 The
MDM is based on rainfall and temperature determinants op#rasite development and
mosquito survival. On basis of monthly temperature andipitation data the MDM
assesses the likelihood that stable transmission couldr d€@g.2.8a). The MARA
project (especiallyfanser et al. 20Q3additionally provided a model for the malaria
seasonality (after this termed MSMARA Seasonality ModelDifferent monthly and
yearly temperature and precipitation criteria are usedgorithinate between suitable
and unsuitable months for malaria transmission (Zig-d; for details cf. Se®.3).

More recently, the development of dynamic vector modelbketkthe simulation of

a time-dependent mosquito populatidepinay et al(2004 designed a complex sim-
ulation model of AfricanrAnophelecology and population dynamics that incorporates
basic biological requirements fé&nopheleslevelopment and is using local environmen-
tal input data.Pascual et ali2006 introduced a mosquito population model, which is
run by daily temperature and rainfall time series. In thisayical model, temperature
controls the development and mortality of larvae as well asauito survival. Increase
in larval mortality is simulated as a function of accumutatiays with no rain to repre-
sent desiccation of breeding sites.

Hoshen and Morsé20049) introduced a weather-driven, mathematical-biological
model of malaria parasite dynamics, the so-callecgerpool Malaria Model(LMM).
The LMM comprises weather-dependent within-vector stageswell as weather-
independent within-host stages (for more details see55Hc.On a daily basis, size and
behaviour of the total mosquito population and malaria gievce within human hosts
are simulated Morse et al.(2005 described the integration of the LMM into a prob-
abilistic multi-model seasonal forecast system (alsoT¢éfmmson et al. 20Q0Palmer
et al. 20044), which was used in the national malaria control programmigdtswana
and surrounding countrieslégedorn et al. 2006

Outputs of the above described climate- and weather-dmedaria models are very
sensitive and depend heavily on a complex range of assungptibhese models are
difficult to quantify because of many uncertaintiein@dsay and Birley 1996 Because
of limitations some of the models are not able to give acewlascriptions of the current
situation of global malaria, so they have a limited valuesfesessing the impact of long-
term climate changeRogers and Randolph 200Reiter 200).



2.8 CHANGES IN MALARIA OCCURRENCE 37

2.8 Changes in malaria occurrence

2.8.1 Observed malaria changes

Changes in malaria distribution in Africa were observedryithe second half of the
20th century. Particularly vulnerable to such changesasShel which is the northern
limit of malaria transmission in Africa. In this area, pneitation limits the spread of
mosquitoes and consequently that of malaria (&ldiaye et al. 2001l Since the 1970s
the Sahel experienced a marked decrease in annual rainfalirgts. Drought condi-
tions occurred particularly in 1983 and 1984 and at the beggof the 1990s. These
drought conditions deeply altered the health situatiorhimn $ahel Besancenot et al.
2009. A decrease in malaria transmission was, for example,rebdeén Senegal and
Niger (Mouchet et al. 1996Julvez et al. 1997b Faye et al(19959 compared ento-
mological and parasitological surveys from the Niayesae@Senegal; about 30 km to
the northeast of Dakar) before 1970 with that from 1991-199% predominant vector
An. funestuslisappeared and the seasonal presence of remaining veesneduced.
As a result, theHuman Biting RatdHBR i.e., the number of mosquito bites per hu-
man per time) and th€ircumSporozoite Protein Ral€SPR i.e., the proportion of
malaria infected mosquitoes) fell significantly. This fddeto a strong decrease BR
in children (2-9years) from 40-80% to about 10%. The reagonshese shifts were
the dryness as well as human activities (eFgye et al. 1995cJulvez et al. 1997h).
Kovats et al(2001) concluded that in this area malaria transmission used embdemic
seasonally and was expanded to an epidemic risk in a ‘desegef malaria zone. How-
ever, development of irrigation systems and probably &eaeturn of near-normal rain-
fall conditions created favourable conditions for the takbshment of malaria vector
An. funestus Sahelian Senegal (cKonaté et al. 20011

In the East African highlands, a significant increase in maleases was recorded
in the second half of the 20th century. Ethiopia experiertgstbrically the most inten-
sive and widespread recurrent malaria epidemics. Densglulated highland fringes
and semi-arid lowlands of the Afar and Somali regions aréqadarly prone to seasonal
and unstable malaria transmission. Occasional massieeaks affected most of the
country and localised malaria epidemics occur almost eyeay. Besides the aforemen-
tioned catastrophic malaria outbreak in 1958 another cpwide epidemic of similar
intensity affected Ethiopia in 199&{szewski and Teklehaimanot 2004

In Gikonko (Rwanda), between 1976 and 1990 annual malasidence grew from
160 to 260 cases per 1,000 per year and was linked to warm@etatares l(oevin-
sohn 1994 In Muhanga (northern Burundi), an unusual increase iranmakases was
observed in March 1991. This epidemic likely resulted froydio-agricultural envi-
ronmental changes or from a light rise in temperature at higtudes (cpMarimbu
et al. 1993. Between altitudes of 1200-1800 m a fourfold increase iorascopic diag-
nosis of malaria was recorded at Kiremba (Burund@pnora et al(2001) argued that
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higher temperatures above 1450 m were responsible for trairction of the disease
into previously malaria-free areas.

In Kabale (southwestern Uganda), an epidemic of malaria atsgrved in 1998
and was associated with altered rainfall conditions duaimd| Nifio eventKilian et al.
1999 Lindblade et al. 1999 Also Mouchet et al(1998 argued that abnormally heavy
rainfall in Uganda favoured the severe epidemic of 1994. v@msely, Lindsay et al.
(2000 found strikingly less malaria cases in the Usambara Mans{d@anzania) though
El Nifio led to 2.4 times more precipitation than normal, segjing a negative influence
of heavy rainfall on mosquito breeding.

In Tanzania, the Eastern Arc Mountains and particularlysambara Mountains
are usually considered the most significant areas of epleski (seeCox et al. 1999
Already, Matola et al.(1987 recognised a changed pattern of malaria endemicity and
transmission at the Amani hills in the eastern Usambara Néons. In this area temper-
ature is not always the only significant transmission fac&pread of malaria is often
limited by the availability of breeding sites due to the ayiaf the highland zone (e.g.,
Cox et al. 1999 cp. Figs2.1a&4.3a). The mean altitude at which epidemics occur
in Tanzania is significantly lower than corresponding adtés in other countriesCox
et al.(1999 attributed this to the heterogeneity of the environmetit@Tanzanian high-
lands. Malaria epidemics have also been reported outsithedfastern Arc Mountains.
Epidemic-prone districts in Tanzania are additionallystdued in the Kagera district
near the Rwanda border (cjpones et al. 20Q7

An upsurge in epidemic outbreaks was reported for Westeny&ehighlands in the
1980s and 19904Hay et al. 20021 Tea estates of Kericho (Keny&;22'S, 3517'E),
for example, encountered between 1986 and 1998 a rose oéseadaria cases from 16
to 120 cases per 1,000 per yeltalakooti et al. 1998Shanks et al. 2000 In Kenya,
also arid areas in the lowland experienced occasional rmatartbreaks. In the re-
gion of Wajir (northeastern Kenya;45'N, 40°04’E), abnormal rainfall and floods in
November-December 1997 caused a major epideBrown et al. 1998 A tenfold
increase in daily death rates was recorded during the $ta&98 Brown et al. 1998

Various researchers argued that climate warming appea&i® e responsible for
an increase in malaria suitability over Africa (e.glay et al. 2002&; Shanks et al.
2002 Small et al. 2008 However, this statement remains controverdrascual et al.
(2009 raised the point that mosquito population dynamics mighetbeen significantly
amplified by observed temperature changes. The debate oolétw climate on malaria
epidemics might was resolved IBascual et ali2008. Both hypotheses, endogenous
disease dynamics and exogenous environmental factorki playy complementary and
interacting roles at different temporal scales.

2.8.2 Projected malaria changes

In Africa, malaria is currently only restricted by climatactors in specific arid and
highland regions. Climate change is expected to alter mn&gssson rates in this part
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of the world. Transmission might become unsustainable @vipusly endemic areas,
sustainable in former epidemic zones, or disease mightdastr in antecedent non-
malaria areasHaines et al. 2006 Areas vulnerable to malaria epidemics and future
changes are found in regions of fringe transmission (MgMichael and Haines 1997
Communities are and will be particularly vulnerable in Usuanalaria-free areas or
those with unstable malariifdsay and Birley 1996 Areas bordering malaria endemic
regions are, for instance, found in the Sahel as well as in Aggan highlands. By
contrast, transmission rates in most malaria endemic zargeeso high that a changed
climate is expected to have only minor effects on the spréathtaria (e.g.Jetten et al.
1994 Reiter 200).

Possible changes in the distribution of malaria were predidy various studies.
Climate change was projected to be associated with geogedptxpansions of ar-
eas suitable for stable malaria in some regions and withrgotmbns in other regions
(e.g.,Tanser et al. 2003rhomas et al. 2004van Lieshout et al. 2004bi et al. 2005
cp. Tab. 8.2 inConfalonieri et al. 2007 In general, performed malaria projections
strongly depended on the applied GCM as well as GHG emissienasios (e.g.Ebi
et al. 200%. Unlike, Rogers and Randolpf2000 found no significant net change by
2050 in the estimated world population living in malariartsmission zones.

The Sahel

In the Sahel, disease changes are particularly sensitiam tmcrease in the interan-
nual precipitation variability and extreme eventhomas 2004Thomas et al. 2004
However, rainfall is one of the most complex climate varghto project under climate
change Kovats et al. 2001l In arid and semi-arid areas such as the Sahel, prolonged
drought conditions may cause malaria to decliReifer 200) and some formerly en-
demic zones might turn into epidemic-prone areas with algrgon-immune popula-
tion (cp.Kovats et al. 2001l Such a malaria scenario is simulated for 2100 by the MSM
(Tanser et al. 2003 Based on various drier SRES scenarios the MSM predictel ia f
malaria exposure for a host of countries in West Africa. Adatg to MDM runs, higher
daily maximum temperatures increasingly reduce mosquitengal and hence malaria
transmission during the middle of the 21st centurigdmas et al. 2004

Highlands

Most malaria projections lead to the conclusion that clanatange will increase the
spread of malaria in highlands of Africa, where people hawmes partial or even no
malaria immunity (e.gMartens 1999 Already,Lindsay and Birley(1996 allude to the
fact that climate change will increase the likelihood of anel epidemics in highlands.
This argument is followed by various other studies (elgtten et al. 199@.indsay and
Martens 1998 Global warming probably results in an increase in alésigovats and
Haines 1995Reiter 2001 Patz and Olson 2006An increase in temperature of several
degrees might change a normally non-malaria area in onediubj seasonal epidemics
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(Jetten et al. 1996 The MDM projected for 2100 an increase in malaria suitgbdf
Zimbabwe highlands using data from 16 climate change piojes [Ebi et al. 200%.
During the 2050s modest changes from previously malaega-fo stable malaria were
projected for highland areas in Ethiopia, Kenya, Rwandd Burundi. Thirty years later
in the 2080s malaria transmission will become highly suéab these regions. MSM
runs for 2100 predicted a large increase in malaria expgsamgcularly in highlands
of Ethiopia, Kenya, and Zimbabwd&dgnser et al. 2003 An increase in the suitability
of malaria in East African highlands by 2050 was also foundRiogers and Randolph
(2000. Human populations in highlands might adapt to these abmnlylalaria could
gradually become stable in parts of African highlands, Wiiould lead to a reduction
in epidemic risk Githeko et al. 200D

Malaria seasonality

Climate change is projected to alter malaria seasonalihanGes in malaria epidemi-
ology are expected in areas where immunity against malanpaitly lost in the non-
transmission seasoddtten et al. 1996 For this reason, lengthening or shortening of
vector breeding would affect malaria prevalenCedk 1992. Small changes in season-
ality might be important since transmission rates tend ¢ogase non-linearly through
the transmission seasdidvats et al. 200)L Based on data from five atmospheric GCMs
the MOZ model predicted an increase in seasonal (unstala&yia transmission at the
expense of perennial (stable) transmissidiaitin and Lefebvre 1995 The MIASMA
model projected a decrease in suitable malaria months foe gdrican regionsilartens

et al. 1999. The MSM simulated, by contrast, 28-42% of new person-m®of expo-
sure towards the end of the 21st century in areas of existamgmissionTanser et al.
2003.

Uncertainties

The currently available malaria projections are critidig® various directions. For ex-
ample,Martens(1999 stated that climatic effects on public health are mired great
deal of uncertainty. The dynamic non-linear nature in tr@pbysical systems, inter-
actions between them, as well as climate scenarios all ibatgrto this uncertainty
(McMichael 1997. A more regional analysis is inevitable necessdjtt{eko et al.
2000 since the horizontal resolution of the underlying climptejection is mostly in-
adequate and neglects local featuigeNichael 1997. Models therefore have to be
validated on a regional scale, using historical or conteramyodata setsLindsay and
Birley 1996. Setting of parameters in malaria models might entail tifigble assump-
tions (cp.McMichael 1997. Models suffer from incomplete parameterisations of key
factors that influence the geographical range and inteaéityalaria transmissiorGon-
falonieri et al. 200Y.

Most studies focused on possible effects of increasing ¢eatpres on disease trans-
mission patterns. However, in future hydrologic changesadso likely to significantly
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contribute to rates and efficiency with which mosquito patiohs grow and transmit
pathogens$haman and Day 200.7Mosquito breeding must be adequately simulated
in relation to hydrological processes instead of predijgite(cp. Sutherst 2004 State-
of-the-art malaria projections miss a realistic linkageasen environmental conditions
and the survival of aquatic mosquito stages (cp. 36c3.

Projections often do not considered the fact that mosgsiitoay survive outside
their supposed climatic range by exploiting microhabitaih more amenable condi-
tions. Houses are usually more climatically stable tharotiteide environmentovats
et al. 200). Biological processes might be altered under changedatiiroonditions.
Faster desiccation of the mosquito body due to higher teatyers might increase the
frequency of blood meal¥pvats and Haines 1995

Confidence is greater for projected changes in the geogralprange of vectors
than in changes in malaria incidence because of uncedaiatiout trends in factors
other than climateQonfalonieri et al. 200) It has to be taken into account that climate
is rarely the principal determinant of disease prevalenpe $ec2.6.2. Human activ-
ities and their impact on the spread of malaria are often migyaficant than climate
conditions Reiter 200). Global change studies are missing an adequate inclugion o
non-climatic variables§utherst 2004

2.9 Objectives and Overview

Strong evidence suggests that human activities alter ttie’®alimate. Transmission
and distribution of various climate- and weather-depenhutéactious diseases will prob-
ably be changed in the next decades. The main aim of the gresely is therefore to
assess the risk of malaria in Africa under the influence optiesent and modified future
climate. Malaria risk is estimated in relation to futurentditic-environmental scenar-
ios. Various models are used to dissect uncertainty in maataodels (Sed). Malaria
simulations enable the analysis of the influence of atmasphbbkanges on the malaria
distribution up to the years 2050 (S&%.

Firstly, meteorological data is gathered from synopticthveastations in West Africa
and Cameroon for 1973-2006 (S8k. Due to the fact that meteorological data in Africa
suffers from numerous data gaps and flawed data, completguatity checked temper-
ature and precipitation time series are reconstructed ansef monthly and climato-
logical information (AppC.2). Reconstruction of realistic time series is a prereggisit
for subsequent malaria simulations. REMO ensemble runs &ihorizontal resolu-
tion of 0.5 are taken into account for two-dimensional simulationesstarge parts of
Africa. The degree of uncertainty due to emission scenaridature climate is spec-
ified by two different climate projections that are based lo&n A1B and B1 emission
scenarios including land use and land cover changes [Sgc Verification of REMO
simulations is performed by a gridded observed precipitadiata set as well as reanal-
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ysed temperatures (S&g. Realistic simulations of the malaria distribution in spand
time are assured by the bias correction of REMO data (&0p& C.4).

Meteorological data & Malaria modelling
malaria observations

Station time series & > LMM Eun":]g
malaria field studies & validation

|—> validation &

bias-correction

MARA

® MSM——

ARMA

\ 4

Fig. 2.11: Principle conception of the present malaria study.

Malaria simulations are initially carried out by the LMM. @hMM simulates trans-
mission within the human population on basis of gatheredipitation and temperature
data. This dynamical model holds several parameters signify influencing results of
malaria runs (cp. Se6.2). An important step for malaria projections is a realiséttisag
of the LMM (Sec5.1). To ensure a realistic LMM performance the model is vaédat
by means of data from field studies in West Africa and Camerd@am this account as
well as for adjustment of the LMM structure numerous infotiorais extracted from
literature (Secs.1and AppD). The LMM is calibrated by means of observations from
eight entomological as well as three parasitological Ve (Sec6.1). Comparison
between the new and the original LMM version finally clarifiee improvement of the
model performance (Seg.3).

Scenario-based predictive modelling is applied for thggmtoon of the future malaria
distribution. Long-term malaria simulations are perfochiiy the validated LMM ver-
sion as well as the Garki model (S&}. Malaria projections (2001-2050) are compared
to the baseline period of the present-day climate (196@R0 a first step, the LMM
is driven by means of bias-corrected precipitation and satpre data. Transmission
rates of the LMM subsequently serve as data input of the Gaddel. These simula-
tions enable consideration of immunity as well as the agaitdution ofPRand of the
immune status.
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Identification of malaria-prone areas is of primary impoga (Kovats et al. 20011
By means of the interannual variability &fR epidemic-prone areas are detected at
fringes of malaria transmission. Changes in the epidensic are finally discovered
by changes in the year-to-year variabilityPR leading to a risk assessment of malaria.

In Africa, malaria transmission generally follows seadaoams (e.g.Kovats et al.
2001). Seasonality of malaria is analysed by simulations from tMM and MSM
(Sech.3). Possible changes in the start, end, and length of the iaakaason as well as
in the maximum transmission month are detected for variauts @f Africa.

The study is organised as follows (cp. Rgl]): Details regarding data sources as
well as data processing are given in Seand in AppC. In Sec4, the applied temper-
ature and precipitation data sets are validated againstditons and reanalyses. The
used malaria models are described in Seamd additionally the parameterisation and
development of a new LMM version is justified (S&cl). The calibration, final setting,
and validation of the LMM is delineated in S&cand further details are provided in
App.E. Sec. describes results of present-day malaria simulations dsasenalaria
projections of the LMM, Garki model, and MSM. A summary andatissions of main
findings follows (Sed). Finally, open questions are raised and information i®igiv
for possible future refinements of the LMM. Numerous entaygaal and parasitolog-
ical data from literature and supplementary figures arecatkd in AppD and AppF,
respectively.






3 Data

This section presents detailed information regarding Yadable data for the purpose of
the present study. The LMM is run on a daily time step by twoeuesilogical variables.
For this reason, utilised data mainly includes observeahalysis-based, and simulated
daily average temperatures as well as daily precipitatmawats from various sources.
For the construction of a complete time series (AP also monthly mean tempera-
tures and monthly precipitation data was incorporated. M/lamd when those values
were not available climatological information was usedofdvmensional meteorologi-
cal data was gathered for projected malaria changes siealitgt the LMM and MSM.
Regarding the improved LMM development and validation, arial data were taken
from entomological and parasitological field studies in WWdsica.

3.1 DMN precipitation data

Daily precipitation amounts were extracted from a data Betated by the National
Weather Service (DMN; FrenchDirection de la Météorologie Nationdleof Benin.
The original data source covers 69 stations in Benin, inolydix synoptic weather
stations, ten climate, and four agricultural meteorolabstations. Precipitation values
are available beginning with the year of 1921.

In the present study, data was taken from six synoptic stafior 1960-2005. One
advantage in comparison with other sources is the dire@sscby the DMN to note-
books (French: ‘carnet’) of observing stations. The DMNfpens these observations
leading to an almost full data availability.

3.2 Synoptic station data

Meteorological observations permit to study atmosphegativer conditions. Data from
observing weather stations can be used for various purpfmsesxample, for real-time

weather warnings at airports, climatological studieshafgses, model verifications, or
as model input. In the present study, temperature and i&ogm measurements were
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used as LMM data input. In addition, temperature messages agplied for the verifi-
cation of two-dimensional temperature data sets.
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Fig. 3.1: Map showing locations of used synoptic weather stationb.@d) as well as that from ento-
mological and parasitological field studies (purple dops;@b.D.3).

The main part of synoptic station data was gathered fromrittgee of the German
Weather Service (DWD; German: ,Deutscher WetterDiensB)nce 2000 such data
was taken from an archive at the Institute of Geophysics uatebtology (University of
Cologne). The data set comprises ten locations in BenireiNand Mali along a north-
south transect at aboutR (cp. TabG.1, Fig.3.1) and covers a 27 year long time period
(1980-2006). Messages include data at main synoptic hakentat 00, 06, 12, and
18 UTC. For few stations and certain time periods also inéeliate messages (03, 09,
15, and 21 UTC) are available. The time step between differessages hence varies
between three and six hours.

Unfortunately, surface SYNOPtic observatioSYNOPs; World Meteorological
Organization(WMO) format 12) show numerous data gaps (cp. Big) and also suffer
from erroneous messages. Both facts are typical for SYNOSsages coming from
West Africa. A time consuming data quality check was caroed for the correction
and separation of suspicious values, for example, unteahgh (low) temperatures
or precipitation amounts. To this end SYNOPs were in part gamed to theFed-
eral climate complex Global Surface Summary of Day versi¢g@ 3OD) data set (see
Sec.3.3). Unrealistic high precipitation values were partiallytetded by monthly pre-
cipitation amounts as provided by tkdobal Historical Climatology Network version 2
(GHCN; cp. Sec3.5) data set ananonthly CLIMATological datfCLIMATs; WMO
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formate 71) from land stations furnished by the Monthly Gitro Data of the World
(http://Iwww7.ncdc.noaa.gov/IPS/mcdw/mcdw.html).

3.3 GSOD

In terms of the LMM validation at various locations the abowentioned synoptic
messages represent an insufficient model input. For thisoreaGSOD (for fur-
ther information see http://www.ncdc.noaa.gov/cgi-t@s40.pl) is used as an addi-
tional data source. Daily summaries of synoptic messages &ll around the world
are gathered in GSOD and are administered by the UnitedsSkdé&onal Climatic
Data Center. More than 9,000 observing stations are aVail@ecessible through
ftp://ftp.ncdc.noaa.gov/pub/data/globalsod) that arainty located in the Northern
Hemisphere in North America and Europe. In contrast, thigidigion of measurement
sites in Africa is much lower (cp. Fi§1a).

GSOD comprises 18 meteorological surface variables @agdy, mean temperatures
and precipitation amounts) taken from synoptic, hourlyesbations, as exchanged un-
der the WMO World Weather Watch Program. Historical dataegealhy dates back to
1973, for some stations data even starts in 1929. Note tlcaulse of the beginning of
current synoptic coding in 1982, the data from 1982 to presethe most complete.
Because of data restrictions and communication probleonsdme stations data gaps
occur during certain periods. The quality check as well adigaration of daily temper-
ature and precipitation time series of GSOD data is predentdetail in App.C.1
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Fig. 3.2: Box-and-whisker plobf yearly availability of (a) daily temperature observatcas well as (b)
daily precipitation reports from 1973-2006 relative to $#aptic stations of West Africa and
Cameroon. Availability refers to synoptic messages (83&. GSOD records (Se8.3), as
well as additional resources (S8cl). Stations are grouped for the West Sahel, Central Sahel,
Guinean coast, and Cameroon as well as relative to the metigxhannual rainfall values.

3.4 CLImatological NOrmals (CLINO)

Climatological information from various weather statiossised for construction of a
complete time series of 24-hour precipitation (cp. AP®). The utilisedclimatein-
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formation is based on WM@LImatological NOrmal§CLINO) for the 30-year aver-
age of 1961-1990. For about 4,000 stations in 130 countfisgmlogical data was
made available to the WMO by national weather servidd®10O 1996. For the
present study, monthly mean precipitation amounts and thethmy average number
of days with precipitation of at least 1 mm were used for restarction of time se-
ries of West African synoptic stations (cp. T&Jl). For some stations climatologi-
cal information was taken from the Hong Kong Observatoryp(hivww.hko.gov.hk/-
wxinfo/climat/world/eng/world_climat_e.htm) or the WdrWeather Information Ser-
vice (http://www.worldweather.org).

3.5 GHCN

Partially large data gaps occur in SYNOP and GSOD data (sp&.B) that impede
malaria modelling. Those data gaps were partly filled andsadgl by means of monthly
information from different sources (Ap@.2). GHCN data provides monthly surface
observations from several thousand stations around thee gimce 1701Reterson and
Vose 1997 see also http://www.ncdc.noaa.gov/oa/climate/ghcmiig). This century-
scaled data base includes mean temperatures, maximurmummtemperatures, pre-
cipitation amounts, as well as sea level pressures. Mosbissaare distributed in
the Northern Hemisphere in North America, Europe, and pafritdsia. However,
there are few gauges over central and northern Africa, aeisia, and the Ama-
zon basin (cpChen et al. 2002their Fig.4). The data set is managed and used op-
erationally by the United States National Climatic Data €erfavailable online via
ftp://ftp.ncdc.noaa.gov/pub/data/ghcn/v2). GHCN dataegje is updated each month
via CLIMAT reports and was applied in several internatioclahate assessments, in-
cluding the IPCC-AR4 (cpTrenberth et al. 2007

The quality of temperature data is ensured by a specialisiéel a&f procedures that
incorporate checks for outliers from both a time series quadial perspectiveReterson
et al. 1998. Methods for the quality check for precipitation data isigelly compa-
rable to those used in developing temperature data (forlslefathe above-mentioned
web page). A major problem of these data sets is that morithly $eries for weather
stations frequently are obtained from different sources.tkis reason, various stations
reveal duplicate time series. Regarding the present studgise of temperature dupli-
cates the longest time series were chosen and missing peengsfilled with duplicates
(cp. Peterson and Vose 199 Duplicates of monthly rainfall were not considered.

Unfortunately, not for every used meteorological statiod avery required month
GHCN data is available. Most used stations show large dgia daring more recent
years (e.g., 2000 onward; ¢@hen et al. 2002their Fig. 3). Comparison with reliable
daily precipitation values from the DMN/Benin furthermaieows that some errors re-
main. Errors for stations in Benin are partly corrected by EWMIN precipitation. In
terms of 2006 (January-July), digital photos from origi@alMAT messages are avail-
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Fig. 3.3: Same as Fig3.2, but for yearly availability of monthly GHCN data. Additiafly illustrated is
the fraction of years with more than six monthly data valudse and red dots, respectively) as
well as the overall proportion of available monthly repggeeen diamonds).

able for Parakou and Natitingou (not shown). In additiomealata gaps and doubtful
values (as compared to SYNOP messages and GSOD) were ephaeesupplemen-
tary data source (A. Niang, personal communication, 20B®)wever, some data gaps
and errors still exist (see Fig.3).
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Fig. 3.4: Mean number of daily IRD precipitation observations peddpox for 1968-1990.

3.6 The ‘Institut de Recherche pour le Développement’
data set (IRD)

Evaluation in terms of precipitation is conducted by rairdaservations from th&nsti-

tut de Recherche pour le Développement’ datglseteafter simply referred to as IRD).
Large parts of West Africa are covered by IRD (0:R3and 20W-26°E) for the 24 year
period from 1968-1991. Precipitation data has a daily reégm and is available on a
1°x 1° grid. Included in the data set are 24-hour precipitation sueaments (mostly
taken at 06 UTC; cpAllard 2000, which were interpolated on the aforementioned reg-
ular grid. Additionally, the total number of observationg#able for the particular grid
points is given.
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Due to the sparse distribution of synoptic weather statantspolitical reasons the
IRD is not available for all grid boxes. No or few data is augd for Guinea, Sierra
Leone, Liberia, Ghana, Nigeria, and Cameroon as well as &mtparts north of about
15°N (Fig.3.4). Numerous measurements are only available for large pa&enegal,
Burkina Faso, Togo, and Benin. The number of observatiomgerdbetween zero and
28 observations per day and per grid box. About 72% of all goahts do not show
any data. Regarding grid boxes with precipitation measarem(18.2%) mostly only
1-5 observations are available (ratio: 85.1%; cf. Big). In these cases, only a small
fraction of grid points shows more than ten observation3%@. A lot of grid points do
not reveal any data in 1991 (not shown), therefore the dage toat malaria modelling is
limited to 1968-1990.
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Fig. 3.5: Box-and-whisker plots with regard to monthly precipitaticalues relative to 1973-2006 and in
terms of 34 synoptic stations of West Africa and Cameroosplaiyed are box plots of PREC/L
(green), GHCN (blue), and that of reconstructed time séri$ box plots), respectively. Note
that various monthly values are not available for GHCN (dg. &3b) and that numerous maxi-
mum values fall out of the scale of the figure.
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3.7 PREC/L

As stated in the previous subsection monthly precipitaifonot available for some
months and few weather stations. In such cases, adjustrhdatly precipitation time
series to monthly precipitation is not possible. For thesan, gridded precipitation was
taken from thePrecipitation REConstruction over Lan@PREC/L; Chen et al. 200
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data set. This data is derived from gauge observations freen 7,000 stations that
are collected by GHCNReterson and Vose 199@nd monthly precipitation reports
from the Climate Anomaly Monitoring System. An optimal irgelation methodGin
1965 is used for creation of monthly gridded analyses of preatjmn over global land
areas and is available online since 1948 (updated on a oeelsiime basis on ftp://-
ftp.cpc.ncep.noaa.gov/precip/50yr). Data relative tegular high resolution latitude-
longitude grid of 0.5 was requested for 1960-2006 (M. Chen, personal commuaitati
2007). The mean distribution and annual cycle of PREC/Lesgveell with several pub-
lished gauge-based data seBhén et al. 2002cp. also Fig3.5. PREC/L was hence
also utilised for the IPCC-AR4 (sé@enberth et al. 2007

3.8 The Climatic Research Unit data set (CRU)

Information regarding the monthly variability of variousitaorological variables is pro-
vided by theClimatic Research Unit data sébereafter named by CRU) and is of par-
ticular relevance to a number of applications, for instarioe evaluation of regional
climate modelslew et al. 200D CRU has been widely used for different research
objectives, for example, the IPCC-ARZrénberth et al. 20Q7or evolution of malaria
transmission in Great BritairkKihn et al. 2002 Various data sets are publicly avail-
able (http://www.cru.uea.ac.uk) on a regular high-resofu(0.5 or even 10’) latitude-
longitude grid and are representing century-long timeeseri

CRU represents monthly climate observations from metegrcal stations from all
around the world and therefore covers the terrestrial saffecluding oceanic islands but
excluding Antarctica. The 1961-1990 mean monthly climagglhas been computed as
a referenceNew et al. 1999 Relative to this climatology monthly climate anomalies
are calculated from surface climate data using angulaamiist-weighted interpolation
(New et al. 200D Anomaly grids of primary variables, these are preciptatmean
temperature, and diurnal temperature range are finally swdhwith climatology for
construction of time series.

The main problem of these data sets is the inadequate dpatjperal distribution
of surface observations. The anomaly interpolation meitogy leads to a relaxation
of monthly fields towards the 1961-1990 mean in areas of last coverage. Inter-
polation errors are increased where the station networgasssst over cold, dry, and
mountainous regions, especially in tropical regioNsW et al. 2002 Mountain areas
are particularly prone to interpolation errors due to aitedastructured topography.

New et al. (2000 were the first to develop time series for 1901-1995 (termed
CRU TS 1.0), which were later extended to 1998 for monthly mieanperatures and
precipitation (CRU TS 1.1). However, the data was supersbgeCRU TS 2.1 Mitchell
and Jones 200Q3hat comprises nine climate elements for the period 190022 In the
updated version, the existing data base was expanded anovieaiby refining previous
methods.
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The present study shows that simulated REMO precipitasdnased against ob-
servations (cp. Sed.1). As a consequence, corrected REMO precipitation data has
been allocated for the present study (H. Paeth and R. Ginpeespnal communication,
2006). At the time of the data correction only CRU TS 1.1 waslable and therefore the
bias correction is based on 1960-1998 (see ApP. However, the raw data and bias-
corrected values of REMO precipitation are compared wighnttore recent CRUTS 2.1
version (cf. Sed.2).

3.9 The ECMWF 40-year ReAnalysis data set (ERA40)

Historical reanalyses such as tBREMWF 40-year ReAnalysis data §8iRA40) are
essential for climate and atmospheric resea@fristensen et al. 200YbERA40 tem-
peratures are used here for correction of simulated REM@¢eatures (cf. AppC.4).
The entire ERA40 archive spans 45years from September I®3udust 2002 and
comprises various atmospheric variables on 60 model leviéie ERA40 model pro-
duced data for the main synoptic hours at 00, 06, 12, and 18&hdCused a spectral
T159 model resolution (‘T’ indicates triangular truncatiof spherical harmonics), cor-
responding to about 125 km horizontal resolution in theit®Cherubini et al. 2006
One additional ERA40 product is a set of analyses such asaetype on screen level
(at a height of 2 m) amongst others available on a N80 full Gangyrid (‘N’ is, e.g., the
number of grid points between the equator and pole), thajug/alent to a 1.125grid.
This analysis was produced as part of the data assimilatidrirecludes observations
from weather stations all around the worldigpala et al. 2006

The analysis strategy of 2 m temperature is as follows: A annthree-dimensional
variational analysis of atmospheric fields is performed audleh levels at each particular
time step. The 2m temperature analysis is carried out evenyosirs, independent of
this atmospheric analysis. Analysis of measurements aesdevel is based on a two-
dimensional univariate statistical interpolation betwaebackground field and observa-
tions Simmons et al. 2004 This optimum interpolation explicitly includes infortan
on statistics of forecast and observation err@suville et al. 2000. The background
field used for the optimum interpolation is derived from tiretsour background fore-
cast of the main data assimilation by interpolating betwaeén temperatures and those
at the lowest model level (at a height of about 10 m).

The 2 m temperature analysis is not used to modify atmospfielils at the model
level from which the background forecast for the next analysthe assimilation se-
qguence is initiated. Instead, temperature analysis atghhef 2 m is used as input to an
optimal interpolation analysis of soil temperature for unsthie background modeMah-
fouf et al. 2000 Douville et al. 2000. Screen-level temperature therefore influences the
background forecast through the resulting adjustmentsdartodel’s soil temperature
fields Simmons et al. 2004
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ERA40 temperatures are used for the bias-correction of REMta. Note that a
detailed description of the bias correction is provided ppAC.4.

3.10 Present-day runs and climate projections from
REMO

At present, climate projections performed by REMO repreties highest atmospheric
resolution available for tropical Africa. In this study, RO simulations are therefore
utilised as data input for the LMM and MSM. However, modeloesrare found with
regard to simulated REMO rainfall and temperatures ($ed:or this reason the REMO
data is bias-corrected (Ap@.3& C.4). Note that no bias correction was performed for
minimum temperatures, which is used for the simulation efrtalaria season by the
MSM (cp. Secs5.3& 7.3.3. Note that minimum temperatures are except for some high
altitudes regions not a limiting factor of malaria transsis in the considered part of
Africa.

3.10.1 REMO simulations

REMO originated from the Europa-ModeMalter et al. 2006that is the former nu-
merical weather prediction model of the DWBI&jewski 199). The model was further
developed at the Max Planck Institute for Meteorology. @emnof dynamical pro-
cesses and other physical parameterisations fromitingeneration of the European
Centre HAmburg ModdECHAM4; Roeckner et al. 1996wvere finally introduced into
the model (e.g.Jacob 200l The data used in this study is produced by REMO in
version 5.7 that includes a fractional land-sea mask.

REMO is a hydrostatic, limited-area atmospheric model artesigned for applica-
tions at the synoptic scale (e.gaeth et al. 2009 The space-time resolution of REMO
datais 0.5 (i.e., about 55 km at the equator) and 5 minutes (i.e., tlegmation step), re-
spectively. By means of primitive equations prognosti¢alaes are solved on 20 hybrid
atmospheric levelslacob et al. 2001 The needed atmospheric forcing data of REMO
at lateral and lower boundaries can be either global obsensgor global climate mod-
els. Here, REMO simulations were nested into ECHAM5/MPI-@idbal coupled cli-
mate model simulations that were forced with different endeal greenhouse conditions.
Each scenario and the twentieth-century simulations gmesented by three ensemble
members in order to obtain a measure of uncertai&eth et al. 200 p. Sec2.3). En-
semble members are based on different initial conditiokertdrom distinct conditions
of related ECHAMS5/MPI-OMcontrol runs(H. Paeth, personal communication, 2006).
For the present-day climate (1960-2000) REMO was drivenrbyplaserved GHG in-
crease (seRoeckner 2004aRoeckner et al. 200¢a). By contrast, the 50 year period
(2001-2050) of future climate was forced by enhanced GH@sR®eckner 2004/c;
Roeckner et al. 2006at,e,f) related to the IPCC SRES A1B and B1 scenarlakicen-
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oviC et al. 2000 see Se@.2). Additionally, spatially detailed patterns of fututand
Use and land CovefLUC) changes are prescribed (see Set0.2.

Atmospheric processes at the subgrid-scale such as deegctiom and associated
convective rainfall are parameterised in REMO. Moist catiem is described by the
mass flux scheme dfiedtke (1989. In the used model runs, the moist convection is
adapted to tropical Africa, where the atmospheric insitgbaf the monsoon air mass
must be adequately considered. On that account, the lonestibld of cloud thickness
for the generation of rainfall is set to 1500 instead of 300®aeth 200b

The REMO domain covers a limited area of the globe and is seest-east direc-
tion from 30W-60°E and in south-north direction from 15-45N. The area contains
the Mediterranean Sea, the whole subcontinent of West &ftropical Africa, and the
Arabic Peninsula (see Fig.1b). However, due to the nesting approach errors were intro-
duced by lateral boundary effects. For this reason, data éed points at the boundary
of the REMO domain (e.g., six rows; cPaeth et al. 2009s not interpreted.

3.10.2 Land use and land cover changes

The surface condition of the land area significantly infllesnatmospheric processes,
for instance, the generation of precipitation. Variableghwegard to the land surface
therefore have to be realistically represented in atmasphaodels. REMO contains
seasonal-dependent land surface parameters such asahsutédce roughness length
as well as those induced by vegetation, the fractional atiget cover, the leaf area
index, and the background surface albedo. For the 20th gestmulations (1960-
2000) these parameters were held constant and were deromdgiobal topographic
data with a horizontal grid spacing of 30 arc seconds andoNatiOceanic & Atmo-
spheric Administration data sets that represent the stirdaadition for the late 20th
century (cpHagemann et al. 1999The data for the late 20th century is the reference
for the introduction of a LUC scenario, which is in line witA®. A detailed description
of the applied stochastic land-use change model is giveRdath et al(2009. Some
basic information with regard to LUC changes is summarisdava

In addition to changing GHGs, REMO is at the lower boundasy &rced by LUC
changes.Paeth et al(2009 developed a stochastic land-use change model for Africa
that takes into account future population growth as preptdiy the United Nations
report UN 2006 as well as scattered patterns of urbanisation. The modeliders in
particular the loss of vegetation due to land degradationgsses such as deforestation
and uncontrolled settlement. The deforestation projadidaken from a FAO scenario
(FAO 2006 and deforestation sums to about 30% until 2050. Changekeil.C
pattern are mainly caused by a population growth of 2% per gad are primarily
prescribed in the surrounding area of cities, existingcadfiiral areas, and traffic axes.
It is assumed that the prescribed changes will lead to a ipleustructure of LUC in
future.

LUC projections were realised in two general steps. Firstly stochastic land-use
change model is applied to land cover data in 12 lgrid resolution from the United
States Geological Survey/Global Land Cover Charactesistlassification. The de-
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velopment of the stochastic model implicates a random LU&hgk under three con-
straints: (i) The projected population prospect of thé (2006 is valid. (ii) Deforesta-
tion is in line with the FAO estimatd=A0 200§. (iii) LUC grid boxes are only affected,
when a neighbouring grid box has already been anthropogignimanipulated. In the
area of the rain forest, the last constraint ensures thanaftsrmation takes place along
boundaries of woodlands. By contrast, natural vegetasopréserved in the central
part of rain forests (c@aeth et al. 20Q%heir Fig. 1). Regarding the southern zone of
the Sahel, desertification, due to improper agriculturatpces and overgrazing, leads
to transformation of grassland to bare soil. Secondly, ilgadr-resolution LUC grid
(11 kn?) is adjusted to the REMO grid resolution ()5 Furthermore, the different
LUC categories are transformed to the five above-menticared $urface parameters of
REMO.

A linear LUC change is assumed for the transient LUC scerfesio 2001-2050.
Changes are superimposed on the seasonal cycle of veget@bvmpared to the IPCC
SRES B1 scenario a stronger LUC scenario is defined under Ai8assumed that
technological progress under B1 leads to a more efficient@gure. For this reason,
the agricultural area is not as much expanding under the B ktkenario. However,
both scenarios do not lead to considerably different LUGgmttons since population
growth is the same under A1B and B1. The spatial mean of fatemtges under the
A1B scenario is identical to a FAO scenario (Food and Agtigel Organization 2006),
which reduces the forest area for about 30% until 2050.

3.11 Entomological and parasitological data

In public literature numerous information with regard te tinalaria disease can be
found. A lot of published information, which only represeiat fragment of all avail-
able literature, has been extracted from various articldse large amount of publica-
tions complicated the analysis. For the purpose of the sitiags therefore adjuvant
to archive and summarise relevant data in different taldes AppD). With regard to
malaria modelling entomological and parasitological dataf particular interest since
a malaria model has to undergo a certain validation proeethgre Sed). On account
of the availability of meteorological data and because efliimitation of time the anal-
ysis is restricted to West Africa and Cameroon. When possti@ following variables
were archived (for details of the procedure and informategarding some variables
see AppD). Included in the meta-analysis are the literature refegsras well as some
basic features like the name, geographical position, lselef the study site, and the
time period of the study. Annual averages are providedC8PRandPR, annual min-
ima and maxima are indicated f&R as well as accumulated annual values are given
for HBRandEIR. Thestart, end andlength of the malaria seasdisSeask Seasand
Seasrespectively), as well as tHength of the main transmission seagdhSeasi.e.,
the number of months in which 75% BfiRis recorded) and theonth of the maximum
transmission(X Seasi.e., the month with the highe&IR value) are included in the
analysis (see Tab.3).
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Additional information regarding different malaria vaslas is required for the LMM
setting. Data was gathered for the gametocyte prevalemagistthe percentage of hu-
mans with gametocytes in their blood (see Set.12and TabD.11). Moreover, ar-
ticles were reviewed in terms of the mosquito survival ptolig (see Secs.1.5and
Tab.D.10). Horizontal ¢ontrolled conditions and vertical field condition$ life ta-
bles from various studies furnish data for the daily sudvpr@bability of the aquatic
stages of mosquitoes (see Sed..4and TabsD.8& D.9). Furthermore, data is provided
for the gonotrophic cycle (see Sécl.1and TabD.6), the number of eggs per female
mosquito (see Seb.1.2and TabD.7), the duration of the immature mosquito stages
(see Secs.1.3and TabsD.8& D.9), the duration until asexual and sexual parasites ap-
pear in the blood circulation (see S&cl.10and TabD.15), and preference of humans
by Anophelesemales (see Sex1.8and TabD.14). In addition, values for transmission
efficiencies of the malaria parasite between human and nitodgosts are given (see
Sech.1.9& 5.1.13as well as Tab$.13& D.12).

3.12 Data overview

As previously described various data sets were allocatethéopresent study. On this
account, an overview of the most important data sets migheh#ul (see Tal8.1). Fur-
ther details with regard to the generation of time seriesbths correction of REMO pre-
cipitation and temperatures, the analysis and convergidata as well as the Wilcoxon-
Mann-Whitney rank-sum test are provided in A@p.

id name period var resS resT note
DMN Direction de la Météorologie 1921(1960)-2005 RR stations daily synoptic stations: Kandi,
Nationale Natitingou, Parakou, Savé,
Bohicon, and Cotonou
SYNOPS surface SYNOPtic observations 1980-2006 T,RR stations 3-6 hourly ten synoptic stations along about
2°E
GSOD Federal climate complex Global 1929(1960)- T,RR stations daily synoptic stations
Surface Summary of Day version 7 U(2006)
GHCN Global Historical Climatology 1701(1960)- T,RR stations monthly synoptic stations
Network version 2 U(2006)
CLINO CLImatological NOrmals 1961-1990 RR #RR-1 stations monthly climate values at synoptic stations
IRD ‘Institut de Recherche pour le 1968-1991(1990) RR 1.0° daily gridded (number of) rainfall
Développement’ data set observations
PREC/L Precipitation REConstruction over 1948(1960)- RR 0.5 monthly gridded observed rainfall
Land U(2006)
CRU Climatic Research Unit data set 1901(1960)- RR 0.5 monthly gridded observed rainfall
2002(2000)
ERA40 ECMWEF 40-year ReAnalysis data set 1958(1960)- T, ps T159 6 hourly (daily)
2002(2000)
REMO(raw) REMO 1960-2000 T,RR ps 0.5 daily increasing greenhouse gases;
constant LUC; three ensemble runs
REMO(cor) bias-corrected REMO 1960-2000 T,RR 0.5 daily increasing greenhouse gases;

constant LUC; three ensemble
runs; cp. AppC.3& C.4
A1B: REMO(cor) A1B: bias-corrected REMO 2001-2050 T,RR 0.5° daily SRES: A1B scenario; stochastic
LUC changes in line with FAO;
three ensemble runs
B1: REMO(cor) B1: bias-corrected REMO 2001-2050 T,RR 0.5° daily SRES: B1 scenario; weaker
stochastic LUC changes; three
ensemble runs

Tab. 3.1: Overview with regard to used data sets. Columns: id: identiiame: name of the data set;
period: period; var: used variables; resS: spatial remolutesT: time resolution; note: notes.
The ‘U’ stands for a regular update of the data. Numbers iokats stand either for the applied
time period or for the time resolutionT: temperatureRR precipitation; /RR-1: number of
days with at least 1 mm of precipitatiops: surface pressure.
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Data from REMO will be used continually throughout the tisdsr initiating rainfall and
temperatures in malaria runs. In this section,uheorrected REMQ@hereafter referred
to as REMO(raw)) and thi@ias-corrected REMO data s@tereafter termed REMO(cor))
are validated against observations and reanalyses. fhiessimulated REMO precipi-
tation is compared to IRD in West Africa (Sécl). REMO precipitation is further
verified for other parts of Africa with respect to CRU (S&2). Temperatures from re-
constructed time series (ApP.2) are compared to those of ERA40 (S4®). Finally,
REMO temperatures are validated against these recoretrtiote series (Sed.4) and
ERA40 (Sec4.5).

4.1 REMO precipitation versus IRD

4.1.1 Monthly and annual rainfall

Here, the performance of REMO with regard to the simulaticihe West African mon-
soon system is analysed in terms of the spatial distrib@sowell as the monthly timing
of rainfall. Furthermore, the year-to-year variability fecipitation is compared be-
tween REMO and IRD.

Observed rainfall is generally decreasing from the Guirczast toward the Sahara.
The annual precipitation amounfRR,) declines from more than 1500 mm in certain
parts along the Guinean coast to less than 200 mm in the mor8ehel (sedkR, in
Fig.4.1). The analysis of the seasonal precipitation cycle dematest the migration of
the West African monsoon system towards the Sahara up tguau(see left column in
Fig.4.1). IRD also shows the swift retreat of the monsoon systenrmdu@ictober and
November.

The comparison of REMO(raw) with IRD reveals major shortaogs in the REMO
data. Principally, simulateRR, is displaced southward. ExcessR&, is simulated for
the Guinean coast and is mostly lower than observed in thelSdthe further analy-
sis of the seasonal cycle exhibits a delay in the onset of thesoon in REMO(raw).
The first rainfall deficits are found in February at the coamtae of the Gulf of Guinea
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(cp. middle column in Figd.1). During the first half of the rainy season theonthly
precipitation amountRRy) is too low for a strip of about Slatitudes. The largest
differences occur between February and April as well as Iy (fig.4.1). During
those months rainfall at some locations is underestimat&EMO(raw) by more than
100 mm.

In July and August (i.e., the height of the summer monsodre,largest rainfall
deficits are found south of Lake Chad as well as in southeredgdmand The Gambia.
In these regions, in REMO(ravBRy, is in most places more than 100 mm lower than
observed. By contrast, between July and Octd®By, is often higher (by more than
200 mm) for the Guinean coast as well as the Sudanian zonarl{la bias correction
of REMO precipitation was needed (see AGX).

In the following analysis, REMO(cor) precipitation is coarpd to IRD (right col-
umn in Fig.4.1). The correction of REMO precipitation shows major impnaosats.
The deficit ofRR, completely disappears for the Sahel. By contrast, sevechpgints
reveal even higher rainfall amounts. The monthly valuesrapertain parts more than
100 mm above that of IRD. These differences are expected SEdO(raw) has been
bias-corrected for 1960-1998 and not for 1968-1990. Dutireglonger period several
wet years are recorded in the 1960s (e.g., Fig.Rimk et al. 2008. A drier period like
the one between 1968 and 1990 would therefore result in Ibvesrcorrected rainfall
amounts (cp. AppC.3).

Bias-corrected precipitation at the coast of Senegal amthif of Guinea is consid-
erably reduced. Some grid points exhibit more than 200 mnetaainfall amounts than
IRD. As already stated, the bias correction was not pos$aolenonths with no simu-
lated rainfall events (cp. Ap.3). For this reason, the onset of the monsoon still comes
a little too late in February and March at the Guinean codse deficit ofRRy, exceeds
50 mm at some locations. However, the rainfall differencéhimse months is remark-
ably reduced by the bias correction. Most significant is therovement of REMO(raw)
between May and August. The aforementioned latitudingd sanishes in REMO(cor),
which means that rainfall conditions during the main momsowoset are now compara-
ble to observations. The correction procedure also resuftere realistic precipitation
amounts during the height of the monsoon. During Novembemfectember, however,
corrected REMO precipitation is still lower at the coastaleethan observed.

In summary, deficiencies in annual precipitation as welleative to its seasonal
distribution are considerably reduced by the bias comweaf the REMO data set.
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Fig. 4.1: Observed rainfall (in mm) from IRD as well as the differeneavizeen IRD and REMO(raw)
(REMO(raw)-IRD) as well as REMO(cor) (REMO(cor)-IRD) réétl (continued on the next

page). The first twelve rows depict data with regard to thetimgmprecipitation amountXRy).

The penultimate row shows values of the annual precipitadimount RR,;) and the last row

illustrates the standard deviationRR..
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Fig. 4.1: (continued)

4.1.2 Frequency distribution of 10-day accumulated precigation

In the present study, the LMM is applied for the simulatiom@dlaria transmission. In
addition to the temperature input, the model is driven byydailues of thel0-day accu-
mulated precipitationfRRs104). For this reason, the frequency distribution of simulated
RRr109 Values is compared with IRD. It will be shown here for Westigdrthat the
frequency distribution oRRy10g9 Values in REMO(cor) compare favourably well with
observations.

In principle, it is also possible to check the frequencyrdistion of daily rainfall.
However, this comparison suffers from the fact that simreddEMO precipitation rep-
resents average values of a grid box, whereas IRD is basedimimpeasurements. The
convective nature of tropical rainfall (see S2d) causes a strong mesoscale rainfall
variability. For exampleBalme et al.(2006 found strong convective scale variability
for an area in the region of Niamey. Their rainfall estimatgror increases form 3-16%
at the annual scale and from 21% to 113% at the event scal@e,twé@umber of stations
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over a 100 kri area decreases from twelve to one. This is a consequence lufhspa-
tial variability of rainfall leading to a single station hag behaviour significantly and
randomly different from the regional pattern. Another effef localised convection is
an increase in the number of rain events for a grid box wheremmasuring sites are
considered. Hence, the number of rainy days per IRD grid b@xpected to increase
with the number of available observations. The inclusiomofe observations per grid
box or by the consideration of longer time periods (e.g., atmowill provide more
robust results. In the following, it is assumed that for aqueof 10-days the frequency
distributions of REMO and IRD are comparable.
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Fig. 4.2: Frequency distribution of daily values of 10-day accunedaprecipitation RRr10q) for IRD
(black line and grey bars) as well as REMO(raw) (red lines laaug) and REMO(cor) (green
lines and bars) precipitation with regard to 1968-1990. eNbht the frequency distribution is
based on 10 mm intervals. lllustrated is also the cumulg@reentage (curves; see right scale).
In addition, the 90th, 95th, and 98th percentile of d&R1 04 values are indicated (small vertical
lines). Moreover, to the right of the vertical black line &038nm the ratio of 10-day episodes
with no rainfall RRr10¢ = 0mm) is given (see right scale).

REMO seems to simulate a correct frequency of dry episodés. percentage of
days with zeroRRy10g IS comparable for all three data sets (right bars in &igand
cp. Fig.4.1). West Africa is affected by dry conditions for about 45%loé year, which
is mainly due to the prominent dry season between Octobeeidber and March-May.
By contrast, due to the regular occurrence of rain evenisgtne boreal summer mon-
soon season (e.d=ink et al. 2006 RRy1¢q is always expected to exceed zero.

Regarding 10-day episodes, REMO(raw) shows a higher fre;yuef small and
excessive rainfall amounts. In contrast, more moderateragtations are underrepre-
sented in REMO simulations (Fid.2). Between 10 and 90 mm, REMO(raw) values are
less frequent than that of IRD. However, excessive raiefaitodes are overrepresented
in REMO simulations. Regarding REMO(cor), slightly dispostionate values are only
found between 20 and 70 mm.
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As a result, cumulative percentages of accumulated freze@gemare closer to IRD
in REMO(cor) than in REMO(raw). With regard to REMO(raw) bel (above) about
50 mm cumulative percentages are higher (lower) than thd&Dfand REMO(cor). By
contrast, the cumulative percentage of REMO(raw) rung/falose to that of IRD. This
fact is also shown by the 90th, 95th, and 98th percentile by dRR-1 g Values.

4.2 REMO precipitation versus CRU

In this section, REMO precipitation is validated againstUCiger most parts of Africa.
CRU provides valuable information with regard to the yeayéar variability and spatial
distribution of precipitation. The observed and simulagedsonal cycle of rainfall and
its interannual variability are compared for the Sahel, Na#d EEA.

Due to the long persistence of the ITCZ near the equator,¢fneht rainfall amounts
are in general found at equatorial Africa (Mg3a). According to CRU, between 1960
and 2000 three rainfall maxima are found. The highest rhinddues are found in the
Guinean and Adamawa mountains as well as in the Ethiopiahl&hgs. Much like IRD
(see Fig4.1), RR, strongly decreases towards the Sahara. CRU furthermovesshe
presence of the Dahomey Gap between Nigeria and Ghathlanert et al. 2003. Note
also that CRU mainly suffers from a shortage of data in Angdéare, Eastern Somali,
Saudi Arabia, as well as the Sahara (Fda). For this reason, the bias correction of
REMO is not as reliable in these areas as in other regiondurkately, sufficient data
is available for the Sahel as well as for most parts of the 8rddorn of Africa, where
major changes in the malaria exposure are expected (cp2.8gc.

REMO(raw) reveals major differences in comparison with QiRlig.4.30). REMO
simulates much higher precipitation amounts in the CongairBdn parts of this area,
RR; is 1000 mm higher in REMO(raw) than in CRU. Again in agreemeith IRD
(Fig.4.1), rainfall is often higher for the Guinean cost. However,NRE seems to un-
derestimateRR, at the windward side of the Guinean mountains as well as ithsou
western Nigeria. The comparison with CRU also shows that REjdnerally simulates
too low RR; in the Sudanian and Sahelian zones, which is due to the IB\Rgrun-
til August (Fig.4.4a). In contrast, bias-corrected REMO precipitation exibealistic
RR, for the Sahel, but reduced amounts of more than 150 mm foaiogparts of the
area around about 5-18 (Fig.4.3c), due to the fixed lower limit of the applied quotient
(cp. App.C.3).

A somewhat mixed picture is found for the Greater Horn of édri Values for
REMO(raw) are too high along the coast of Somalia, Kenya, @artis of Tanzania.
Strong rainfall differences are found in Ethiopian HigldanHowever, in such regions
REMO simulations might represent more realistically eleraeffects. As noted in
Sec.3.8 CRU mainly suffers from interpolation errors, particlyan mountainous re-
gions. Unfortunately, this fact also results in a smootlohdpias-corrected precipita-
tion in areas such as the Ethiopian Highlands. In NeA, REM@ufates lower than
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Fig. 4.3: Observed CRU rainfall (in mm) as well as the difference betw€RU and REMO(raw)
(REMO(raw)-CRU) as well as REMO(cor) (REMO(cor)-CRU) pptation. (a-c) Annual pre-
cipitation amountRR,) and (d-f) its standard deviation.

observedRRy, from January-September (F@4b). Conversely, rainfall is underrepre-
sented for various parts of East Africa. Here it is interegto note that for the EEA re-
gion REMO simulates only about half of the observed rairdéthe long rains (Figd.4c
and cp. Se@.1.2. In fact, the short rains are more abundant in REMO thandhg |
rains, which is the opposite of what is observed. These stimings are all overcome
by the bias correction.

As expected, CRU exhibits a highterannual variability(o) of annual rainfall in
areas of higlRR; (see Fig4.3a&d). o(RRy) is particularly strong along coastal areas,
for example, at the Guinean coast. However, in these ar@aR,) reaches often less
than 20% ofRR,. Remarkable is the strong year-to-year variability in éaparts of the
Greater Horn of Africa (cp. Se2.1.3, which reaches in certain parts nearly 509R6%
(Fig.F.1b).

REMO simulates a higher than observed interannual vaityaloif rainfall for the
Congo Basin as well as for West Africa, which is reduced by bies correction
(Fig.4.3e &f). Note that the result for West Africa contradicts thedfimg of Paeth et al.
(2009, who showed that the year-to-year variability of monthiggpitation is clearly
underestimated during the summer monsoon. It is specutatgdPaeth et al(2009
erroneously computed the ensemble meao(®Ry,) (e.g., the average value of three
ensemble runs for single years would result in a much lowetlevaf o(RRy,) rather than
the standard deviation with regard to every simulated yetireoensemble runs; see also
App.C.5. However, an investigation of time seriesRIR, reveals a fairly strong inter-
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Fig. 4.4: Seasonal cycle of precipitation of the Sahel (12N,810°W-5°E; a and d), NeA (5.5-12°5,
35-42.5E; b and e), and EEA (-5°N, 30-45E; c and f) averaged for 1960-2000. Inserted are
the CRU (black lines) as well as REMO(raw) (red lines) and RENbr) (green lines) values.
(a-c) Monthly precipitationRRy) and (d-f) its standard deviatioo(RRy)). Note that only data
from land grid points is used and for the areas see the irsbaxes in Fig4.3c.

annual variability for each single ensemble run (IHg). Obviously, simulated rainfall
Is not correlated with observed Sahel rainfall since REMQ@ wat driven by observed
SSTs (cp. Sed.l). Also the interannual variability of the seasonal cycléhedf REMO
simulation is comparable to CRU.

In the area of NeA, REMO simulations reveal both higher amgelointerannual
variability of rainfall in comparison with CRU (Fi@t.3e). o(RR,) is partly higher in
REMO(raw) than in CRU, which might again be better capturg@®EMO simulations
(cp. above). Seasonality of RRy) compares fairly well with observed values for the
area as a whole (Fig.4e).

REMO is clearly not reproducing the strength of the yeaydar variability in the
central part of Kenya and in northwestern Kenya. For EEA ashaley REMO(raw)
mostly underestimates(RRy) during the course of the year. Moreover, the timing of
the year-to-year variability for the short rains is incathg reproduced by REMO(raw)
(Fig.4.4f). The strongest value @f(RRy) is simulated in October rather than in Novem-
ber. By contrast, the bias correction markedly reducesrtezannual variability of the
short rains.

4.3 ERAA40 temperatures vs. station data

In this section, it will be shown that ERA40 (S&c9) as well as reconstructed time series
(App.C.2) reveal approximately the same seasonal cycle and inteahrariability of
daily mean screen-level temperatures. On this accourg,abmcluded that ERA40 as



4.3 ERA40TEMPERATURES VS STATION DATA 65

well as generated station time series form an useful basieéaorrection of the REMO
temperature bias and the modelling of malaria, respegtivel

In contrast to REMO (see Set4), the ERA40 temperature analysis correlates well
with weather station observations in West Africa (Fda). This is expected since sta-
tion observations are included in the ERA40 two-dimendianavariate statistical inter-
polation of screen-level temperatur&rimons et al. 2004p. Sec3.9). The seasonal
cycle is well captured by ERA40 temperatures. The strenfjthetwo maxima, one
during boreal spring and another during boreal autumn,aBstecally reflected in the
analysis. Also the secondary minimum during the relativel e@md humid conditions
of the summer monsoon season is well represented by ERA4@Idition, the primary
minimum caused by the drop in solar radiation during the doydseason is reproduced
by ERA40 Ermert and Bricher 2008
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Fig. 4.5: Composite of the annual cycle of (a) daily mean tempera(Uiesnd (b) their standard deviation
(o(T)) for 1973-2000 (except for Magaria: 1980-2000 and Po: 18839) of observations at
32 West African synoptic stations (black line; Tébl, but without Douala and Koundja Foum-
ban) as well as related grid point data from REMO (red(disted; including three ensemble
runs and their average) and ERA40 (green line).

For the interior of West Africa, ERA40 temperatures areipalarly comparable to
reported values of synoptic stations. However, ERA40 teatpess are often somewhat
lower (often 0-0.8C) than corresponding observed temperatures (not showiffer-D
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ences between ERA40 and station measurements become flargetations that are
closer to the Atlantic Ocean. The largest differences oatamg the coast of Senegal
and The Gambia. Between February and June, ERA40 tempesaite up to 8 higher
than recorded measurements at Saint-Louis, Dakar, andiBabyring this period of
the year low observed temperatures might originate fronctthé Canaries currenkgll

et al. 2006. Such small-scale oceanic factors are probably not weliuzad in ERA40
simulations.

Also the interannual variability of temperatures from theAZ0 model is compa-
rable to that of observations (Fig.5b). However, ERA40 slightly underestimates the
year-to-year variability of temperatures. Compared toeoksions various locations
show particularly high standard deviations during sprintetbetween March and May
(not shown).

Hoshen and Mors@004) state that daily mean temperatures from ERA40 compare
poorly with observations. They therefore applied daily maxm temperatures with an
offset by -5C to roughly represent daily mean temperatures. At leasilest Africa
this statement cannot be verified. As shown here, reanabgsied temperatures corre-
late well with station data and seem to be a useful tool foifigation and modelling
purposes. Note finally that statements are based on data@&wmnstructed temperature
time series, which not necessarily represent real atmospt@nditions. However, the
agreement between ERA40 and time series also suggestsdimpgrieration of a realistic
station data base was successful.

4.4 REMO temperatures vs. station data

The validation of atmospheric models is usually performgdhe comparison with ob-
servations or atmospheric reanalyses such as ERA40. Ise¢hion, REMO tempera-
tures are compared for 1973-2000 with reconstructed timessef 34 synoptic stations
(Tab.G.1; cp. App.C.2) as well as ERA40. In the following section, REMO(raw) tem-
peratures are additionally verified two-dimensionally byams of ERA4O.

The analysis of the mean seasonal cycle of daily mean temupesashows large
differences between REMO temperatures and observed datal a). REMO over-
estimates in general the amplitude of the seasonal cyclehWaeth et al(2009 re-
late to an incorrect simulated cloudiness. The observesbs@hcycle ranges between
about 24 and 3C for the average of the considered stations. However, REM@-s
lates daily mean temperatures between about 21 at@. Eauring boreal winter, REMO
temperatures are about@ lower than observed. The negative deviation is the highest
in December and January in the interior of West Africa (669G at Natitingou).

REMO simulates the first annual temperature maximum in bem@ang about one
month later and its value is about 2€3 higher in REMO than at the stations. The
high temperature excess of up ttC3at Cotonou and Yaoundé during February-April is
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particularly remarkable (not shown). This is probably tedkto the delay in the onset of
the West African summer monsoon in REMO (see 8€b).

During the summer monsoon temperatures in REMO are ug @8gher than
measurements in the Sudanian and Sahelian zones. Thigesl lio underrepresented
rainfall amounts (cp. Sed.1), which lead to a reduced evapotranspiration and hence to
a diminished evaporative heat loss during the rainy seaBpmontrast, the second and
minor annual temperature maximum is simulated at aboutighe strength and time
of the year. At the end of the rainy season (October/Novejtherdifference between
REMO and observations becomes increasingly negativethettiurn of the year.

In summary, REMO overestimates the amplitude of the sedsem@erature cycle.
Temperatures are too low (high) during the dry (rainy) seaso

4.5 REMO temperatures vs. ERA40

In this section, REMO temperatures are validated againgt4bRor the whole REMO
domain. As described (Apg..4), the comparison is carried out by thetential temper-
ature at 850 hP40gs().
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Fig. 4.6: Differences in monthly averaged potential temperatur@&sathPa £Bgs50) between REMO and
ERA40 with regard to 1960-2000 (REMO-ERA40) exemplary grJanuary, (b) April, (c) July,
and (d) October.
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As already noted, REMO overestimates the amplitude of tasm®l cycle in West
Africa. The same holds for other parts of Africa, such as Bésta and Central Africa
(Fig.4.6). The most pronounced negatifgsg deviations (up to 4C) occur during bo-
real winter and are located above the West African subcenti{Fig.4.6a). By con-
trast, higher temperatures are simulated in an expandeal goip. Until August this
strip covers the whole continent in east-west direction angushed towards the Sa-
hara (Fig4.6b & c). Again, Bgsp values are 4C higher in certain parts in REMO than
in ERA40, and the temperature excess is pronounced alon§utianian and Sahelian
zone. About the same is true for the Ethiopian Highlandso Alghland areas of Eastern
Kenya reveal highegsg (Fig.4.60 & C).

This analysis confirms the findings from station time sertgsc@.4). Also the
ERA40 data reveals an overrepresented amplitude of the RE&#&Sonal temperature
cycle. REMO temperatures have therefore been bias-ceddépp.C.4) to ensure a
realistic data input for malaria simulations.



5 Malaria modelling

The modelling of malaria transmission is a prerequisiterigk assessment of malaria
in Africa. In this study, three different malaria models arsed to dissect the uncer-
tainty of malaria models. In the first step, the LMM is appltegrecipitation and tem-
perature data from REMO (Seéx1). This model produces realistic transmission rates
(cp. Sec6). However, the LMM suffers, for example, from the fact thadl@oes not ac-
count for the immunity status of humans. On this account, . M# data is subsequently
used to run the Garki model (Sé&c2), which includes malaria immunity as well as the
age-distribution oPR. Fully independent of this model chain are results of the MSM
(Sec5.3), which enable the analysis of the malaria seasonality ucloeate conditions.
Common to all these models is the fact that they do not acdounbn-climatic malaria
factors. This means that besides LUC changes, which anededlin REMO data, the
present study only accounts for climatic factors affectimgspread of malaria.

5.1 Liverpool Malaria Model (LMM)

The LMM is a weather-driven, mathematical-biological miooemalaria parasite dy-
namics and was originally formulated byoshen and Morsé2004. In the present
study, this dynamical malaria model is applied for the prtige of the spread of malaria
under future climate conditions. The LMM is based on full dgmcs of the host-vector-
parasite triangleHoshen and Morse 20Q4Different developments of the malaria par-
asite in the mosquito vector as well as the human host aredadlin independent sub-
models. The LMM simulates the spread of malaria at a dailgltg®n usingdaily mean
temperaturgT) and10-day accumulated precipitatidiRRr10q4). For a detailed mathe-
matical formulation of theriginal LMM (LMM ,) version it is referred téloshen and
Morse(2004). However, a detailed justification of the setting of vasanodel parame-
ters is missing in their study. For this reason, the restilém@xtensive literature survey
with regard to entomological and parasitological malaasads presented here. As a
consequence of this review, certain parameter ranges awfisg for various model
variables (cp. Tath.1). The possible range of values provide valuable infornmatay
the development of aew LMM (LMM ) setting (this Sec. and Ses). Moreover, the
validation of the LMM at locations in West Africa and Camenoeeveals some basic
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Fig. 5.1: lllustration of various components of the new LMM versionlu® and red arrows depict the
rainfall and temperature dependence of various parts ahtiael, respectively. The fuzzification
of the egg deposition as well as the immature mosquito salrigwdisplayed by pink arrows. Note
that abbreviations of model parameters are explained in5Tab

inadequacies of the original formulation of the model (&c$). On that account, the
simulation of some key processes is changed in the NtMorder to reflect a more
physical relationship. Furthermore, future improvemesftshe model are proposed,
provided that additional knowledge is available.
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Fig. 5.2: The effect of temperature on the duration of the gonotrophate (hg) with regard to dry and
humid weather conditions. Also illustrated is the impactsshperature on the sporogonic cycle
length ) relative to temperature thresholds of 16 andd.8



Tab. 5.1: LMM model parameters and their original (Hoshen and Morg&42@nd new settings. Columns: sym: symbol of the model paramparameter: name
of the parameter; unit: unit; vl LMM , value; ref: LMM q reference; vat LMM j, value; ref: LMM j, reference; Rens range of values used for the
sensitivity analysis; R: literature values. Abbreviations: NU: not used; NA: noaidable.

sym parameter unit val, refg val, refy Rsens Riit

DgH humid degree days of the gonotrophic’days 37.1 Detinova 1962 37.1 Detinova 1962 37.1 37.1
cycle

DgL dry degree days of the gonotrophic cy<days 65.4 Detinova 1962 65.4 Detinova 1962 65.4 65.4
cle

TgH humid Ty °C 7.7 Detinova 1962 7.7 Detinova 1962 7.7 7.7

TgL dry Ty °C 4.5 Detinova 1962 4.5 Detinova 1962 4.5 4.5

RR_ 10-day accumulated precipitation mm 10 NA 10 NA 10 NA
threshold

RR, rainfall laying multiplier - 1.0 NA NU NA NA NA

#Ep number of produced eggs per female - NU NU 120 TabD.7 50-200 5-290
mosquito

#Eo number of oviposited eggs per female - NU NU Eq.5.3 NA see S/Y NA
mosquito

Uy lower threshold of unsuitable rainfall mm NU NU 0 Craig et al. 1999 0 0
conditions (fuzzy distribution model)

S most suitable rainfall condition (fuzzy mm NU NU 10 NA 5-50 NA
distribution model)

U, upper threshold of unsuitable rainfall mm NU NU 500 NA 50-1000 NA
conditions (fuzzy distribution model)

CAP  cap onthe number of fertile mosquitoes - 10,000 NA 400 NA 0aLo NA

MMA  mosquito mature age days 15 Jepson et al. 1947 12 TabsD.8& D.9 10-20 11.2-30

Na—rr rainfall independent daily immature % NU NU 82.5 TabD.8 50.0-100.0 52.7-99.9
mosquito survival

Nd daily immature mosquito survival % E§.5 NA Eqg.5.6 NA - 52.7-89.9

to be continued
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Tab. 5.1 — continued

sym parameter unit valg refo val, ref, Rsens Riit
Pd daily mosquito survival % Martens| Martens 1997 Martens |l  Martens 1997 Martens Il Sec5.1.5
Tab.D.10
Pd; dry season mosquito survival probabil- % NU NU -10 NA -20-0 Secs.1.5
ity shift off Tab.D.10
Ds degree-days of the sporogonic cycle °days 111.0 Detinova 1962 111.0 Nikolaev 1935 111.0 111.0-204.4
Ts sporogonic temperature threshold °C 18 Detinova 1962 16 Detinova 1962 18 14.2-19.0
a human blood index % 50 NA 80 Talls2& D.14 80 0-100
b mosquito-to-human transmission effi- % 50 NA 30 TabD.13 30 1-50
ciency
Cac adult-to-child conversion rate - NU NU 0.5 Carnevale et al. 0.5 0.28-0.70
1978 Port et al.
1980
HIA human infectious age days 14 NA 20 TBL15 20 12-30
r daily human recovery rate day 0.0284 NA 0.0050 e.gMacdonald 0.0010-0.0400 0.0015-
and Gockel 1964 0.0385
GF fraction of gametocyte carriers % NU NU 50 Tabhll 50 10-70
c human-to-mosquito transmission effi- % 50 NA 20 TabD.12 20 0-37.9
ciency
trim trickle of the number of added infec- - 1.01 NA 1.01 NA 1.01 NA

tious mosquitoes
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The model first simulates the gonotrophic cycle, that is tgeaevelopment within
female mosquitoes (cp. S&t6.1). Theduration of the gonotrophic cycl@g) is temper-
ature dependent and starts atgia@otrophic temperature thresho(d), which relies on
humidity conditions Detinova 1962 Since humidity is mostly reliant on precipitation
the10-day accumulated precipitation thresh@dRR ) distinguishes between dry and hu-
mid weather conditions (variabl@g_ andTgy in Tab.5.1for dry and humid conditions,
respectively). The LMM uses thdegree-dayconcept (cp. Glossary) and calculates the
daily progress of egg development within female mosquitoEse gonotrophic cycle
ends in the model when the daily sum of the temperature diffez T — Tg) reaches the
degree-days of the gonotrophic cy€l,; variablesDg_ andDgy for dry and humid con-
ditions, respectively)Shlenovga 1938 performed experiments on the duration of blood
digestion and ovarian developmentAm. maculipennis Various temperature and hu-
midity combinations were used under controlled conditiddetinova(1962 analysed
this data set and found a threshold temperature of 4.5, 9097 & C with regard to rela-
tive humidities of 30-40, 70-80, and 90-100%, respectivEhe data also reveals values
for Dg of 65.4, 36.5, and 37°tlays at the aforementioned humidities. Due to the model
construction and sincgnophelesnosquitoes prefer to feed during night time (eBpyd
1949 one day is added tiay (Eq.5.1). For reproduction oAnophelesatmospheric con-
ditions with temperatures above“ZDare ideal. At relatively low temperatures a small
rise in temperature shortens the gonotrophic cycle sigmflg (cp. Figs.2). At the end
of the gonotrophic cycle mosquitoes finally oviposit at sbié breeding sites and start a
new gonotrophic cycle.

ng=1+ (5.1)

T T

5.1.2 Egg deposition

Realistic simulations of the size of the mosquito populaoe a prerequisite for the
simulation of malaria transmission between mosquitoeshamelans. Egg deposition is
dependent on open water bodies that are mostly filled by mtaton events. However,
an accurate simulation of open water bodies is infeasibkaenpresent study. In the
LMM ¢ version, the process of egg deposition has been simplified.oViposition rate
is roughly assumed to be proportional to both the number iplositing mosquitoes and
to RRr109- The proportionality is the so-calledinfall laying multiplier (RR,), which
couplesRRy10¢4 With the oviposition of female mosquitoes. It thereforembtely deter-
mines the size of the mosquito population. As a result, tieiksitions of the LMM are
too sensitive to rainfall conditions in comparison with di@bservations (cp. Seg.3).
Note also that in constant mosquito habitats such as pemh@oads and rice-fields
(cp.Dolo et al. 2004 Koudou et al. 200prainfall is not a limiting factor of malaria
(Hoshen and Morse 2004
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Measurements show that thember of produced eggs per female mosq(#y,;
i.e., the number of eggs/mature oocytes that are found lsgdi®n and/or oviposition
of females) depends on the body size of female mosquii@ddkén et al. 1998kas well
as on the age of femalelsyimo and Takken 19983 In general, #, ranges between 5 and
290 eggsllyimo and Takken 1993ogg et al. 1996Takken et al. 1998see TabD.7).
However, due to environmental conditions, not all produeggds will be (successfully)
oviposited. Note that only the last fact is included in theMlylversion since thaumber
of oviposited eggs per female mosquit&,) depends only oRRRr109. By contrast, the
LMM j, version also takes into account a realistic number of eggépepheledemale
(i.e., accounted byE).

The availability of suitable mosquito habitats is not a derimear function of rain-
fall (Shaman and Day 20D5Certain rainfall regimes will be most suitable and prob-
ably no more breeding sites are provided with increasingfalliamounts. Various
studies have noted that breeding places are washed outdngstinfall events (e.qg.,
Gimnig et al. 2001 Drakeley et al. 2005Shaman and Day 2005In fact, rainfall sig-
nificantly affects larvae by flushing them out of their aqadtabitat and killing them
(Paaijmans et al. 2007 For these reasons, the LMMises a simple fuzzy distribution
model (cp.Craig et al. 1998 which hasRRr1oq as input. The general concept is the fol-
lowing: (i) no or a small amount of eggs are oviposited dudngconditions; (i) more
moist conditions lead to a higher proportion of depositegisegnd (iii) breeding places
are washed out by excessive rainfall. The fuzzificationdfoge differentiates between
dry unsuitable condition@hresholdJ;), amost suitable conditio(f), and againunsuit-
able conditions for very high rainfa({thresholdJ,). Obviously,U; is set to zero since
female mosquitoes are not able to produce offspring witka@ier supply. In contrast,
even the occurrence of low precipitation values might caitaading water enabling
breeding. This fuzzy distribution model might reflect a mphgsical relationship of the
egg laying process than the construction viRiR, of the LMM,.
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fuzzy suitability
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10-day accumulated precipitation (RRy 194) [mm]

Fig. 5.3: lllustration of the fuzzy function with regard of the influemof RRr10q ON #E, as well asng
(cp. Sec5.1.4. The green vertical line at 10 mm $Fdepicts the most suitable rainfall con-
ditions and separates different scales of the abscissé& apith blue lines depict two different
settings of the fuzzy distribution model. According to taesljustments rainfall conditions are
unsuitable folRRs104 Values of 0 mm (H1) and above of 500 or 1000 mmUs), respectively.
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The fuzzy distribution model computes fractions betweea feonditions unsuit-
able,U; andU,) and one (condition most suitabl®, Thefuzzy suitability( ) of RRr10g
is computed by means of a sigmoidal fuzzy membership cueedtso Fig5.3):

((1—-cog(RRu 1 1) if Uy <RRu <S
f(RR10d) = coF(RFUET) - if S< RRyod < Uz (5.2)
L 0, else

The final #E,, which are included in the immature mosquito populatiomarmnodel,
is simply determined by multiplication ofE with the respective value of the fuzzy
function (Eq5.2), that is:

HE, = #Ep - f (RRe109) (5.3)

Due to the protective effect of houses or usage of mosqutkoamdy a limited num-
ber of mosquitoes are able to contact humans. Humans theredo only be exposed
to a certain amount of biting mosquitoes. The availabilityatural resources also has
an impact on the growth of the mosquito population. Due tdithéed flight range of
mosquitoes (e.gGillies 19617 only a limited number of breeding sites are available for
Anophelegsemales. Also, under optimal hydrological conditions farsqguito breeding,
places with standing water will be confined. Provided thateéhare a large number of
fertile mosquitoes larval densities will increase undehstircumstances and will hence
produce higher larval mortalities (chyimo et al. 1992 Schneider et al. 200@imnig
et al. 2002 Munga et al. 2006 Takken et al(1998h showed that high larval densities
lead to higher mortality and slower gonotrophic developne¢adult mosquitoes due to
reduced body sizes and therefore small energy resources.

All aforementioned environmental and physical causes ampcised in another
model variable limiting the number of fertile mosquitoeshelcap on the number of
fertile mosquitoe§CAP) simply restricts the size of the mosquito population torase
level. Without the application a€AP the growth of the mosquito population is often
unrealistically strong (cp. Se6.2). Under favourable rainfall conditions timeimber of
female mosquitoe@) increases almost exponentially in timeg (t) = expat); a =
const, time: t). A long time period of suitable weather conditiorts ¥ 1) therefore
leads in some cases to very high mosquito numbers. Notehbatize of the number
of fertile mosquitoes is also limited in the LM§yiwhereCAP has been set to 10,000.
However,CAP will be adjusted to a much lower value in the LMNsee Se®).
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5.1.3 Mosquito Mature Age MMA)

Immature mosquitoes undergo egg, larval, and pupal stagdshey mature to adult
mosquitoes. In the LMM, the Mosquito Mature AgéMMA, i.e., the time between the
egg stage and adult emergence) is fixed at 15 days. Howeverstiglies in Kenya and
Mali showed that on average the time between egg depositidrnealosion is about
12 days (cpService 19711973 1977h Edillo et al. 2004 Mwangangi et al. 2006

Tab.D.9). On this accounmMMA is reduced from 15 to 12 days in the LMM

Development of these aquatic stages, however, dependsten temperaturéT,).
In Kenya,Munga et al(2006 found that the larval-to-pupal development time depends
on the land cover type, which affectg. The mosquito pupation rate in farmland habi-
tats is significantly greater than in swamp and forest hehind development times
are significantly shorter (see Tdh8). Also An. sergentishowed a faster development
with increased, in laboratory. Development from larvae to adults shorteosfabout
29days at 17C to about 11 days at 3€ (Beier et al. 1987their Tab. 2). This tem-
perature dependence was confirmed in maturation chambees laboratory conditions
(Bayoh and Lindsay 2003 No An. gambiae s.aadults emerged below (abov@), of
18 (32yC. Between 18 and 3Z MMA was the shortest (longest) with 9.8 (23.3) days
at aT,, of 28 (18yC. Based on the obtained daBayoh and Lindsay2003 computed a
larval development ratéR) againstly:

R(Ty) = —0.050+0.005T,, — 2.139 10 ¥exp(T,,) — 281, 357.656ex —Ty)  (5.4)

Similar to the advance in the gonotrophic/sporogonic c{8krs5.1.1& 5.1.7) the
simulation of immature mosquitoes could be based@nHowever, this would require
information onT,y,, which generally depends on the solar insolation as weladiag of
water bodies (cpDepinay et al. 2004 Based on such knowledge a future LMM version
could account for the temperature dependendd MA.

5.1.4 Survival of immature mosquitoes

The life cycle of mosquitoes comprises the egg, larval, pural adult stages. The egg,
larval, and pupal stages are entirely aquatic and therefarstly depend on weather
conditions. Besides climatic conditions, competition du@®vercrowding, water qual-
ity, food supply, cannibalism, predators, parasites, dsaggpathogens are limiting fac-
tors for aquatic stages of mosquitoes (eSgrvice 1973Koenraadt and Takken 2003
Bayoh and Lindsay 200Munga et al. 2006Paaijmans et al. 2007In the LMM,, the
daily survival probability of immature mosquito@yy) is only subject tdRRy109 and is
calculated as follows:
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~_ 1+RRaog

- 2+RR1o (55)

Nd

This leads to the fact that even under small precipitationwants a large fraction of
larvae outlives the maturation period of 15 days (iMMA of the LMM,). For exam-
ple, 27.1(49.8)% outlive the aquatic stages at a constdné ®Ry1oq of 10 (20) mm.
However, age distributions from so-calledrtical life tablesreveal that a much smaller
fraction (2-15%) of deposited eggs emerge to adults $gpvice 19711973 1977h
Weidhaas et al. 1974niedu et al. 1993Mwangangi et al. 2006Tab.D.9). By con-
trast, most laboratory studies prove by means of so-chtedontal life tableshat under
controlled conditions more than 90% of eggs, larvae, anc&egurvive one day (e.g.,
Lyimo et al. 1992 Schneider et al. 200@imnig et al. 2002Edillo et al. 2004 Munga
et al. 2006 Tab.D.8). The higher laboratory survival is because under comtdotiondi-
tions various natural factors are eliminated. In such arpamnts, immature mosquitoes
are generally only exposed to different temperaturesalatensities, food supply, and
water qualities (see Tab.8). Note, these studies usually do not account for effects of
predation, parasites, and pathogens, but cannibalismlisded.

In the LMM, the calculation of the survival of immature mosquitoesepasated
into two parts. In a first step, it is assumed that survivalnidependent of hydro-
logical conditions. Theainfall independent rainfall survival probability of imature
mosquitoegnq -rr) is set to 82.5%. This is due to the fact that in general leas th
10% of immature mosquitoes reach the adult stage under feldittons (TabD.9) and
becausVIMA is fixed to twelve days (825 ~ 0.099). In a second step, the depen-
dence to the hydrological stage is included. Under fully clopditions most breeding
habitats will dry up. More humid conditions lead to more abie breeding places and
Ng Will therefore increase. However, precipitation eventsvalf as wind gusts result in
the flushing of larvae out of, for example, puddi@®aéijmans et al. 200.7 Moreover,
excessive rainfall destroys larval habitats (€jaines and Fuchs 199#ay et al. 2000a
Drakeley et al. 2006 For exampleCharlwood et al(1995 observed a detrimental ef-
fect on mosquito numbers due to daily heavy rainfall. Flashding resulted in a fall
of new recruits as the water table rose. These facts are agasidered by means of
the fuzzy distribution model (E&.2). Note that, for simplicity, the same parameters are
used as for the fuzzification of the egg deposition, (S, andU,; Tab.5.1). Finally, the
survival probability of immature mosquitoes is realisechimyltiplication ofng —rrWith
the fuzzy value:

Nd = Nd.-rRR" T (RRx100) (5.6)

As a consequence, in the LMMy4 can only reach 82.5% and no more than 10% of
oviposited eggs emerge to adults (i.e., about 5.4% and Oor%+ 0.95 andf = 0.8,
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respectively). This modelling again reflects a more physetationship than the original
Ng equation (see E®.5. However, not considered is the fact that mosquito lanaae ¢
benefit from drought conditions such as when streams dry .gp, Wijesundera 1988
Reiter 2000 Shaman and Day 200.7

The survival of immature mosquitoes is also temperaturesg@gnt, which has
been shown by laboratory experiments #n. sergentiiand An. gambiae s.{Beier
et al. 1987 Bayoh and Lindsay 2003004. No egg hatching has been observed
for An.sergentiiat 34C (Beier et al. 198y, For An.gambiaes.survival is with
72.7(20.7)% the highest (lowest) &t of 30 (24yC. However, as already mentioned
(Sec5.1.3 at present the dependencengf on T,, cannot be considered in the LMM
version.

5.1.5 Survival probability of adult mosquitoes (pqg)

The age structure ohAnopheledemales and survival rate exerts a strong influence on
the reproduction rate of the mosquito population and theapiof the malaria para-
site. Hence, vector survivorship is of paramount ecoldgio@ortance for the distri-
bution of malaria (e.g.Service 1976 Clements and Paterson 198%e et al. 2001
McKenzie et al. 2002Scholte et al. 2003 The daily survival probability of female
mosquitoegpy) depends on characteristics of mosquito species, aesvif individu-
als, climate, the incidence of parasites, predaoyd 1949, and the age of mosquitoes
(e.g.,Samarawickrema 196.7Most of these factors are elusive and are only indirectly
taken into account in malaria models. The LMM only considaesweather impact on
vector survivorship. With regard to climate the survivaaftected by temperature and
the relative humidity (e.gMacdonald 1956Hay et al. 1995 At temperatures of about
5°C or even lower mosquitoes seem to disapp€aaig et al. 1999 The entomologi-
cal study ofKirby and Lindsay(2004) clearly showed that extremely high temperatures
above 40C are often fatal to mosquitoes. The LMM and most other malarodels
act on the assumption that in nature few individuals die oéseence and therefore use
an exponential model of mortality. This is justifiable whensnmosquitoes are killed
before they reach old ageSléments and Paterson 198However, entomological stud-
ies showed that the mortality rate increases with age (Na@jera 1974 Clements and
Paterson 1981Styler et al. 200Y.

An accurate determination of the vector survivorship asdiémperature depen-
dence in the field is a matter of great difficult¢drrett-Jones and Shidrawi 1969
Mosquito survival probabilities are usually estimated ®dfistudies at selected loca-
tions (cp. Figh.4; Tab.D.10). In some cases, meteorological data is presented with
regard to the study period, at best in terms of mean tempesatu distinguishing be-
tween dry and rainy periods. Estimates are determined lmcumate techniques, these
are: captures during a cessation of recruitm@tarlwood et al. 1995 Mark-Release
Recapture§MRR), the ratio of different stages of ovarioles, ratesrafrease in infec-
tion, parousrates, and the observation of mortality in mosquitoes naaed in labora-
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Fig. 5.4: Number of references with regard pg values fragmented into intervals of 5% (bars). Observa-
tions are partially allocated to humid and dry weather cbowlé as well as keeping in cages or
laboratories. For three ways p§ determination, the number of references is displayed iaadit
ally (lines), these include parous rates (magenta), MRRj(ise), and immediate and delayed
sporozoite rates (light green). Further data and furtiferimation are presented in Tdb.10.

tory (Kiszewski et al. 2004 For example, the proportion parous depends not onlggon
but also on output of breeding places. At start of rainy seagarous rates and thpg
values drop due to the great abundance of yauntparousfemales. By contrast, dur-
ing dry seasons thpy estimate increases as a consequence of low ‘birth ratEge(a
1974. Moreover Kiszewski et al(2004 found that mark-recaptures reveal the highest
mortalities, probably due to damages of mosquitoes whey dhe first captured. By
contrast, the survival of laboratory-reared mosquitoezeds those derived in natural
settings. This is not surprising since predators and othgaius of the wild take a toll
of mosquito life Clements and Paterson 198As previously discussed, the data sug-
gests a higher survival in rainy than in dry seasons &#). Only few studies reveal
probabilities lower than 60%. Most studies derived mosmsiirvival probabilities of
80-90%. This finding is in agreement with the studyka$zewski et al.(2004; they
applied a median daily survival value of 84.6%.

Various mosquito survival probability schemgg{scheme) were developed with
regard to the modelling of malaria. In the LMM, four diffetepy-schemes are im-
plemented, these are: the so-calladdsay-Birley the Martens| the Martens Il and
the Bayoh scheméFig.5.5). Initially, the LMM was set by the Lindsay-Birley scheme
(Hoshen and Morse 2002005. Despite the fact that it is not clear if vector survival
per gonotrophic cycle is constaigshen and Morse 2004_indsay and Birley (1999
assume a constant mosquito survival of 50%, which furtheenseparates for humid
and dry weather conditions. However, thig-scheme is unrealistic at very high tem-
peratures. Experiments performed Kirby and Lindsay(2004 showed that 50% of
An. arabiensisand An. gambiae s.sare killed at 40C within at least two hours. In
contrast, above 4C the Lindsay-Birley scheme shows unrealistic high sumgkigs

(cp. Fig.5.5).
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There is only limited information available in terms of thepgndence of mosquito
survival on temperatures. Literature (e.Graig et al. 1999Hay et al. 2000phence
refers to studies published by Martemdartens et al. 1995k, Martens 199). Martens
(1997) states (see alsMartens et al. 1995b): ‘Relying on data reported bfoyd
(1949, Horsfall (1955, and Clements and Patersdt981), we assume a daily sur-
vival probability of 0.82, 0.90, and 0.04 at temperature8,8f0, and 40C, respectively,

expressed as:

-1 ,

Pa = XK 2 37 00372 (5.7)

The so-called Martens | scheme was obviously generatedagraomial connecting
the quoted three data points in thepy-diagram (Fig5.5) and is based on the following
equation:

pq = —0.0016T2 4 0.054T +0.45 (5.8)
The formula (Eg5.7) provided byMartens(1997) is not considered in the LM
However, in the LMM, this formula is introduced and forms the so-called Marténs |
scheme. The main difference between the Martens | and Ihsebés the more smoothly

decrease opy at temperatures above Z5in the Martens | scheme.
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Fig. 5.5: lllustration of different schemes regarding the daily maggsurvival (og) against daily mean
temperaturesT): the Lindsay-Birley (humid (dry) conditions in dashed jpler (orange)), the
Martens| (red line; derived frorMartens et al. 1995k; Martens 199Y, the Martens|l (green
line; given byMartens 1997andCraig et al. 1999 and the Bayoh scheme (blue line; derived
from Bayoh 200}. Crosses (+) denotgy values with regard to different temperature and hu-
midity conditions (see text). In addition, the data basitheftwo Martens schemes are inserted

as dots ¢).
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Taking into account the uncertainty of the so far introdupg@chemes, further data
is needed.Bayoh (200]) observed survival and mortality rates Ah. gambiae s.sn
environmental chambers at combinations of temperatums B-45C at 5C inter-
vals and relative humidity’s of 40%, 60%, 80%, and 100%. {dilata of these ex-
periments and assuming an exponential model of mortalpytfee discussion above)
it is possible to derivgyg-values. The identified probabilities did not vary consider
ably with regard to different humidities. For this reasdme probabilities were aver-
aged at each temperature. Finally, the average was usedirie dgpolynom regarding
An. gambiae s.survivorship in laboratory, the so-called Bayoh schemg.8-b):

pg=—-212310"T°4+1.95110°T%-6.394104 T3
+8.21710°T2-1.865102T+7.238101 (5.9)

As previously discussed, vector survival is higher in captithan in the wild and
hencepy is generally higher in the Bayoh scheme than in both Martehsrses. It is
interesting to note that the Bayoh scheme reveals only htslecrease gby between 25
and 35C. For this reason, the Bayoh scheme agrees better with them4dl than with
the Martens | scheme. On account of these facts the Martenkdime is utilised for the
LMM j, version. However, all presentgg-schemes are not fully satisfying. Therefore,
the incorporation of upcoming new information is esseritiafuture refinements of the
LMM.

Various studies point out the importance of the atmospheumidity on the
longevity of adult vectors (e.gKkovats and Haines 1998/artens et al. 19950 ind-
say and Birley 1996Reiter 2001 Sachs and Malaney 200%an Lieshout et al. 2004
see Se@.6.]). Relative humidities above 60% seem to be preferred by mecbr
species. However, it is noted that the crucial factor for phgsiology of Anopheles
females might be the absolute saturation deficit rather taktive humidity YWerns-
dorfer and McGregor 1988 The usual dryness of the atmosphere in arid or semi-arid
areas such as the Sahel militates against longevity of nitosguand so against malaria
transmission (cpMacdonald 195). In Niger, for exampleAnophelepopulations seem
to drop steeply around October, when shifts in prevailingdsidrastically reduce hu-
midity. Favourable microclimates become gradually scaasethe Harmattan condi-
tions establish and the dry season progresses (A. Kiszewskyonal communication,
2006). In El Salvadoieidhaas et al(1974) calculated lower adult survival rates for
An. albimanuguring the dry than during the rainy season. Daily survivas\85-70%
and 73-91%, respectively. However, the authors note thairoence of breeding out-
side the study area might be in part responsible for the hagtyrseason survival. On
account of the possible influence of humidity on vector stahashift off of the dry sea-
son mosquito survival probabilifpq, ) is introduced in the LMM version. To simplify
matters, the dry season survival (i.e., the applicatiopJ is again steered ViRR_
(cp. Sec.1.7).
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5.1.6 Dry season survival of the mosquito population

Existing pg-schemes (Seb.1.95 would lead to an extinction of th&nophelegpopula-
tion in the LMM and thus to the eradication of malaria. Howewdservations showed
that even in the Sahelian zone a sizeable mosquito populstitvives through the dry
season (e.gTouré et al. 1998 Various processes allow mosquitoes to survive through
the long dry season. At several West African villages a reguedlonisation by few immi-
grants from dry season refugia was observiaylor et al. 1993Fontenille et al. 1997a
Lindsay et al. 1998 Breeding sites in arid regions are highly localised anpmerent
springs, open wells, along rivers, or at irrigation sitBmka et al. 1994 Julvez et al.
1997a Charlwood et al. 2000Coetzee 2004 In absence of suitable water for breed-
ing, mosquitoes can survive several months in a state ofrEnvehysiological activity
(Omer and Cloudsley-Thompson 1970r they go into hibernation/aestivatioBérrett-
Jones and Shidrawi 1968indsay et al. 1998Boyd 1949 Lindsay and Birley 1996

At rural sites in eastern Sudan vector numbers increasedlyaghortly after the onset
of rains Hamad et al. 2002probably due to a retardation of the ovarian cycsmer
and Cloudsley-Thompson 197/Boyd 1949. In some circumstances, eggs can survive
for weeks without waterBeier et al. 1990 Mosquitoes often also feed during the dry
season@mer and Cloudsley-Thompson 19Hamad et al. 2002Diuk-Wasser et al.
2005. In many cases, the presence of a complementary vectopisriemt. For exam-
ple, at the coast of Benin and NigeAa. melasandAn. mouchetmaintain transmission
during the dry season, when the density of the wet seasoanA&ietgambiae s.glrops
(Velema et al. 1991Awolola et al. 2002

In the LMM, such processes are represented in a simple waielnumerical set-
ting, the mosquito population and malaria infection sueviby a continuous influx of
new infected mosquitoes. Every ten days an infected indalidthat is the so-called
trickle of the number of added infectious mosquit(ies,), is added to the mosquito
population. This trickle therefore represents breedingnduthe dry season, the hiber-
nation/aestivation status, or the recolonisation of inmang individuals from elsewhere.
Note, that such a small infected mosquito population is ht# # sustain a considerable
level of malaria. Substantial malaria transmission is gragsible when there is suffi-
cient rain and when temperatures are favourable. Howevease oEIR, HBR as well
asns the trickle alone leads to comparatively high values intheddy dry regions. For
some areas these levels are as high as measurements inféoeasalaria transmission,
even if breeding is not taken into account (i.e., whéi # set to 0.0). In order to get
only ‘truly’ simulated figures, the LMM performs two runs eydime. Firstly, the model
is run by the standard setting of the LMMersion (cp. Takb.1). Subsequently, &, is
set to 0.0 and breeding due to rainfall is therefore supptessthe second run. Finally,
values ofEIR, HBR, andn; of the second run are subtracted from that of the standard
run. In this way, artificial bites and mosquito numbers, Whace introduced byri, are
fully eliminated and LMM simulations are comparable to fielaservations. It is hence
possible to divide between malaria and non-malaria aredsoatefine malaria seasons.
Due to the non-linearity of the malaria prevale®i@values cannot be corrected.
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5.1.7 Sporogonic cycle

The sporogonic cycle or extrinsic incubation denotes thesld@ment of the malaria
parasite within the mosquito vector. The cycle starts whanefocytes are ingested by
biting Anophelesand ends when sporozoites reach the salivary glands. Dewvelat

of sporozoites is temperature dependent (égtinova 1962 Snow et al. 1997 The
minimum temperature for development of malaria parasiteges experimentally and
also among mosquito specigddlineaux 1988, which is mainly due to the applied
line-fitting methods lkemoto and Takai 2090 For this reason, there is an uncertainty
about the value of theporogonic temperature threshd[és). Lindsay and Birley(1996
concluded that parasite development ceases below terapsdtetween 14.5 and X6
for P.vivaxand between 16 and 18 for P. falciparum On that account it is not sur-
prising thatTs data given in literature is inconsistent. Various publmas$ agree thats

is located within a certain range (e.§ovats and Haines 1998artens et al. 1995k;
Lindsay and Birley 1996Epstein et al. 1998 On the other hand an accurate tempera-
ture threshold of 18C is referred to in various publications (e.Bquma et al. 1994Patz
and Lindsay 1999Githeko et al. 2000Patz and Reisen 200Hoshen and Morse 20p4
whereas others quote a value of C6or even lower (e.gPRatz et al. 1996Charlwood

et al. 1997 Martens 1997Craig et al. 1999Martens 1999Martens et al. 19995now

et al. 1999aHay et al. 2000gkemoto and Takai 20Q@Reiter 2000 Sachs and Malaney
2002 Hay et al. 2004Kiszewski et al. 2004

The course of infection in the mosquito vector is again miedelia the degree-day
concept. Nikolaev (1935 showed that the degree-days required for the maturation of
sporozoites in akn. maculipennipopulation from Russia are 105 fBrvivax 111 for
P. falciparumand 144 forP. malariae Note that the duration of sporogony is dependent
fundamentally on enzyme kineticSarpe and DeMichele 19¥@nd thus it is widely
assumed to be relatively independent of vector speciesgprra et al. 2008 However,
due to an erroneous line-fitting method ($kemoto and Takai 20QGhe real value of
thedegree days of the sporogonic cy¢I®;) might significantly differ. Theduration of
the sporogonic cycléng) is computed as:

(5.10)

The setting of the threshold is particularly important winealaria is modelled in
areas with temperatures in the rangelgfe.g., in highlands of East Africa). For tem-
peratures well abové&; the length of the sporogonic cycle much less depends upon the
setting of the minimum temperature (cp. F5g2). Regarding the sporogonic cycle the
LMM o was set by a threshold of 18 (Hoshen and Morse 2094However, modelled
temperatures or data from weather station are unlikelydorceconditions in microhab-
itats where vectors spend most of their tirkiay et al. 1996Kovats et al. 2001 For ex-
ample, indoor temperatures in the Usambara mountaind@gest Tanzania) have found
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to be 2.6C higher than atmospheric temperatuBédker 2000 Balls et al. 2004 By
resting in more climatically stable and warmer houses,oreahay avoid cold tempera-
tures and thus restrictions concerning the progress o§pam@evelopment (e.ggpstein

et al. 1998 Reiter 2001 Koenraadt et al. 2006 Therefore, altitude effects might be
partly compensated when mosquitoes stay in heated hoMsdakioti et al. 1998 For
this reason, the use of 16 as a temperature threshold for parasite development is de-
cided for the LMM,. Based on this setting the duration of the sporogonic cyasés|
about 57, 12, and less than 10days at temperatures of 18n@38&C, respectively
(cp. Eg5.10and Fig5.2). This is comparable with field observations from Tanzania,
where the extrinsic period lasts 9-11 days at mean tempesatii 25-268C (Lines et al.
1991).

5.1.8 Human blood index &)

The rate of malaria transmission directly depends on theedegf the host-vector-
pathogen contactAnophelesnosquitoes with a high preference for human blood are
considered important vectors of malaria (eMuriu et al. 2008. This fact is expressed

in the so-calledhuman blood indefa) that is the proportion of blood meals of a mosquito
population obtained from man.

Assessment o is a difficult task as it depends on the feeding preferenceach e
species, accessibility of different potential hosts, ai a&on the mosquito sampling
technique. The calculation & is most often performed by captures of indoor rest-
ing mosquitoes gndophilicfemales) excludingexophilic mosquitoes feeding on hu-
mans Diatta et al. 1998 By contrasta is best estimated by applying the unweighted
mean of a part-sample collected from human dwellings andfmme other types of
resting-placeGarrett-Jones 1964Most studies reveal that the most importAnbphe-
les species aranthropophilicthat is they prefer to take blood meals on humans (e.g.,
for a review cp Garrett-Jones 196&Kiszewski et al. 2004Moffett et al. 2007. How-
ever, some species likkn. arabiensigend to be moreoophilicthan otherAnopheles
species. The preferred occurrencedof. arabiensisn drier areas such as the Sahel and
stronger abundance of cattle in such areas seems to leadgbea hoophilic behaviour
of An. arabiensis Anophelesare therefore adaptable to different environments and are
not likely to show the same behaviour throughout Afri€dafta et al. 1998 There
are, for example, significant differences between valuesaifAn. arabiensidetween
East and West Africa (ciKilleen et al. 200). These facts underline the importance of
the availability of alternative hosts and environmentalditons on the influence
(Martens 199Y.

Kiszewski et al.(2004 and Moffett et al. (2007 presented median and mean val-
ues ofa from four and ten AfricarAnophelewectors (cp. Talb.2, further data is pro-
vided in TabD.14), respectively. Major malaria vectors in Africa suchfas arabiensis
An. gambiae s.sand An. funestushow fairly high values of. Except for the mean
value ofa of An. arabiensisll median and mean values of these vectors are consistently
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Tab. 5.2: Review of values ofa from ten African Anophelesvectors as provided biiszewski et al.
(2009 (superscript: k) and/offett et al. (2007) (superscript: m). Columns: species: name of

the mosquito specie; med: mediana)f#gbs; number of observations; meana; o: standard

deviation ofa; #71:: number of references. Columns (ii)-(iii) are taken frétiszewski et al.

(2004 and columns (iv)-(vi) are extracted froktoffett et al.(2007).

species med%] #<. an[%] o™[%] #7,
An. arabiensis 87.1 32 52.6 241 21
An. coustani - - 15.7 1.9 2
An. funestus 98.0 30 84.4 19.1 12
An. gambiae s.s. 939 36 81.5 159 16
An. melas 69.0 6 57.6 26.9 3
An. merus - - 100.0 - 1
An. moucheti - - 93.1 8.0 3
An. nili - - 94.9 55 3
An. paludis - - - - 0
An. quadriannulatus - - 1.1 - 1

higher than 80% for these three vectors. For this reasori, i , value ofa of 50%
seems to be an underestimation. Due to the fact thaetidephilyof major African
vectors probably was overestimated (¥prcruysse et al. 198Diatta et al. 1998the
value for LMMj is approximated by 80%.

5.1.9 Mosquito-to-human transmission efficiencyly)

Not every biting infectious mosquito is able to pass malarfaction to humans. Un-
fortunately, themosquito-to-human transmission efficier{ty i.e., the proportion of
sporozoite-positive mosquito bites infecting susceptiidople; TatD.13) is a largely
undefined variableN4jera 1974 For this reason, this factor was commonly ignored in
most malaria models (ciNedelman 198§ However, the proportion of actually infec-
tive Anopheliness a crucial parameter in the epidemiology and simulatiomalaria.

One infectious bite is generally thought to infect abouff lmélimmunologically
naive people and this level seems to decrease with the |éwxdemicity and is age
dependentKilion et al. 200§. This transmission efficiency is a function of exposure
history, reflecting effects of immunityQu et al. 2003p The study ofRickman et al.
(21990 showed that three (two) out of five non-immune subjects ldgezl malaria par-
asitaemia after exposure to one (two) infected mosquitqteat mean$=33%). In
addition, a total of 44.1% of 68 experimentally infect&d. gambiaeand 49.2% of 63
infectiousAn. stephensiransmitted sporozoites in vitro into a sucrose solutiBai¢r
et al. 199). By contrast, entomological observations from infantseeded fairly lowb
values. For exampldull and Gral{1974) estimated the value df as between 1.5 and
2.6%. Indeed, such studies generally ignore superinfe¢Bec2.4.3 and the fact that
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adults are bitten more often than children or infants (Bed et al. 1980Sec.2.4.6.
Superinfection also explains the strong variatiorbah children in an urban area of
Senegal, where age-correctddBR values were used for the analysiskof\Vercruysse

et al. 1983. Low EIRvalues in March led to comparatively hi@phvalues of about 46%.
By contrast, stronger transmission in June resulted in@evalb of only about 8%. In
conclusion, the value df seems to be generally lower than 50% - the original value of
the LMM - for most African populations. For this reasdnis approximated as 30% in
the LMM,, version.

5.1.10 Human Infectious Age IA)

Transmission of the malaria parasite from humans to maosegsiiis made possible by
male and female gametocytes. The duration after infectitil mnature gametocytes
appear in blood is termed here as thieman Infectious AgéH1A). The period in days
after that a human becomes infectious starting from the mtsqite is longer than the
so-calledprepatent periodny; i.e., the time needed for the detection of asexual pasasite
in blood after infection of humans). This is due to three needed for gametocytogenesis
(Ngos I.€., the time needed for production of male and female gacyées), which is
also calledsequestration timécp. Sec2.4.1), as well as the finainaturation period of
gametocytenm; meaning thaHIA = ny+ Ngo+ Nm)-

Asexual parasites are usually detected by blood slides;hwdie examined under
microscopes. According to microscope detectigriasts one week or slightly longer
(e.g.,Collins and Jeffery 199%ight days).Schneider et al. 200&ompared the micro-
scope with theQuanTitative-Nucleic Acid Sequence-Based AmplificgtipirNASBA)
detection method. They found that microscope detectioelsygd by one to two days
(np: 8.3 versus 6.0-7.0days). This is in agreement with findafddurphy et al.(1989,
who cultured asexual parasites from blood taken 6.5-7.6 détgr exposure. By con-
trast,Rickman et al. 199@und a prolonged,, of 14.0-16.5 days from patients without
antimalarial immunity. Moreover, a study comparing thedaa, McLendon, and San-
tee Cooper strains ¢1. falciparumrevealed meany values of 10.3, 13.0 and 9.8 days,
respectively Jeffery et al. 1959

The duration for gametocytogenesis is derived in vitro onfithe delay in vivo be-
tween the onset of symptoms (e.g., fever) or detection ofuedg@arasites and detection
of male and female gametocytdsi¢hner et al. 20011 Values reported in literature gen-
erally (see cp. TalD.15) range between 7 and 15 daygh{ite and Maryon 195hbout
ten days for non-immune subjectdjller 1958 about twelve days for immune adults;
Hawking et al. 1971 nine to twelve daysPay et al. 1998 7-15 days).Diebner et al.
(2000 andEichner et al(2001) more recently estimated the sequestration time from
fitting a model to malaria therapy data. According to theirdgts the time needed for
transition of asexual blood stages Rffalciparumto mature gametocytes amounts to
four to twelve days (mean 7.4 days). It is also shown thatestgation time depends on
presence of the parasite strain (geometric mean: 4.9 da$afdee Cooper strain (South
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Carolina, 1946); 6.2 days for El Limon strain (Panama, 1988)days for McLendon
strain (South Carolina, 1940)Eichner et al(200]) concluded that in former literature
the time for sequestration was probably overestimateddyiitie needed to reach a cer-
tain level ofgametocytaemithat can be detected by microscopy. However, gametocytes
of P. falciparumdo not infect mosquitoes, when mature forms first appearaadl The

time needed fony, is about one to four days, when these forms of the malariaspgara
finally become capacitated (chlacdonald 1957Sinden 1983Nedelman 198p

In summary, due to the length af, (about six to ten dayshoz9 (four to twelve
days), andhy, (one to four daysHIA lasts altogether about 11-28 days. For this reason,
HIA is approximated as 20 days in the LMMersion, which is five days longer than the
LMM ¢ value of 15 days (cp. Tab.1).

5.1.11 Recovery raten)

A slow recovery rate(r) of malaria infection is a crucial factor for transmissioh o
malaria (cp. Se@.4.4. Recovery is affected by the genetic multiplicity of thelara
parasite (cp. Se@.4.3 and is a function of exposure history, reflecting effectsnof
munity (see Se@.4.2. Parasite clearance is therefore closely related to theodgn
individual as well as to transmission intensity. The forrfeat was found in longitudi-
nal data from 16 villages in the West African savannah (&dgljineaux and Gramiccia
1980 their Fig. 31). Daily recovery rates were 0.0045 in infgrtsyear), fell to a mini-
mum of 0.0016 in young children (1-4 years), and increasathag 0.0194 in the oldest
adult age groupX43years). Dependence pfon transmission intensity was found at
30sites along coastal Kenydu et al.(20030) showed that the daily parasite clear-
ance was lower than 0.005 dayat one or less infectious bites per year and higher at
intensities of ten or more.

The LMM structure does not account for an individual immutagiss. As a result,
r is independent from transmission intensity or age of arviddal in the model, only
one single setting of the recovery rate is possible (cp.%8c. For this reason, the
applied clearance rate represents an age or transmissensity average. Due to the
fact that the LMM, does not include superinfection (S2c¢4.3 parasite clearance is
related to the elimination of single parasite clones (deshen and Morse 2094 The
recovery rate was originally set to 0.0284 d&yenabling about 90% of the infected
population to clear their infection after 80 day4 ¢ r)® ~ 0.10). However, estimates
from simple infections of. falciparuminduced in immunologically naive patients for
malaria therapy revealed often longer persistence. Ratt#rrecrudescence survived
partly longer than 150 days (s€ellins and Jeffery 1999heir Fig. 3). In order to further
include superinfection, the parasite clearance is sigmflg decreased in the LMpMand
is now set to 0.005 day. In fact, the value of 0.005 day was previously assessed by
Macdonald and Gockgll964 and was also applied in various malaria models (e.g.,
Macdonald et al. 19685u et al. 2003)
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5.1.12 Gametocyte prevalencesPR

The presence of male and female gametocytes in the bloodnofinosts, that is the
so-calledsexual parasite ratigsPR i.e., gametocytaemia), is a necessary condition for
malaria transmission. Gametocytaemia is generally lohem®PR (Fig.5.6a). Only one
annual mean sexual Parasite Ra{gPR,) was found to be higher than 40%, which has
been detected by RT-PCR (see Talil). In most studies using microscopy less than
15% of the population were detected as gametocyte carriersontrast, the majority

of studies revealed parasite prevalence higher than 30%. amhual averaged ratio
between the asexual and sexual parasite prevalEaa&; i.e., the proportion of malaria
parasite positive humans that are gametocytaemic) manlyas between 10 and 35%
(Fig.5.60; Tab.D.11).

There is a problem of enumerating gametocytes patternseigaytes are prone to
be missed by standard microscopy examinatidedelman 1989Drakeley et al. 2006
Sec2.4.5. Forexample, RT-PCR revealed in comparison with micrpg@40% higher
sPR(Ali et al. 2006. Ouédraogo et a(2007) recently found that the QT-NASBA tech-
nique provided about 3.3fold higher estimatessBRthan microscopy. This clearly
demonstrates that studies based on the detection of gaytetdxy microscopy are rather
insensitive and inaccurate in the quantification of gamgescin blood smears.

adults children all ages

0
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
parasite ratio [%] sexual:asexual parasite ratio (SAR) [%]

Fig. 5.6: Parasitological observations with regardR&,; andsPR, (Tab.D.11). Frequency distribution
of (a) PR, andsPR, as well as (b)SAR. Particular observations have been grouped into 5%
intervals. Note thaPRvalues were calculated lBBR= giAE.

Sexual and asexual parasite ratios are generally higheniidren than in adults
(Tab.D.11). That is due to the fact that adults better control asexodlsgexual parasite
densities, and are therefore more likely to carry gameéscgt the borderline level of
detection Drakeley et al. 2006 Young children are least likely to be able to control
malaria infections, and likely more parasites turn into geoaytes. In KenyaBousema
et al.(2004 found a decrease in the mean duration of gametocyte camwéh increas-

ing age for asymptomatic children.

The fact that not all infected humans actually carry malefanthle gametocytes is
accounted for in the LMM version. Afraction of gametocyte carrier€GF) is intro-
duced into the model. This fraction stands for the proparabthe population that: (i)
is infected by the malaria parasite; (ii) has already pafisetength oHIA; and (iii) is
exhibiting a reasonable amount of gametocytes. These huarartherefore the infec-
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tors of the human population. Due to the problem of enumegajametocytes patterns,
GF is set in the LMM, to the comparatively high value of 0.5 (cp. F5g6).

5.1.13 Human-to-mosquito transmission efficiencydj

Not all Anopheledemales feeding on gametocyte-infected hosts get infectddst
malaria transmission models have not used direct field astsnof thehuman-to-
mosquito transmission efficien¢ye., the proportion of mosquito bites on infectious
humans, which infect susceptible mosquitoes) that is bsteined parameterin lit-
erature (e.g.Nedelman 198p Because of practical difficulties of obtaining parameter
¢ most studies rely on the assumption that infectiousnegsastly related to the preva-
lence of blood-stage parasites or gametocyK@tegen et al. 2006.

One factor reducing infectivity of gametocytes to mosgestes transmission block-
ing immunity that is a specific immunity acquired in humamsmune factors, ingested
with the blood meal, inhibit or block the development of fisexual stages: gamete,
zygote, and ookinete, which have common antigens with gaeytts Boudin et al.
2005.

The infectiousness of mosquitoes can be determined by Udouyl from game-
tocyte carriers. It is either measured by direct skin fegdin by membrane feeding
(Bonnet et al. 2002 However, the best method for estimating infectiousnéss -
man population is to feed laboratory-rear&dopheleson a representative population
sample without regard to the presence of gametocigesdin et al. 1991 Obviously,
not all Anophelinegeeding on gametocyte-infected hosts become infected. aftor
mosquito transmission efficiencies are generally lowen #@%, and for the majority
of trials infectiousness is higher than 20% (Tatl2). Muirhead-Thomsor(1954) ob-
served that the ‘best infectors’ infected only about 30% osquitoes feeding on them.
On the other hand cryptic gametocytaemia can result in mtusipfiections Ross et al.
2006. In the LMM, version,c is approximated as 20%, which is located amidst ob-
served measurements. This means, in combination with thee v GF, that in the
model a fraction of 10% of females feeding potentially mialanfectious hosts becomes
infected with the parasite.

5.1.14 Issues regarding the age-dependence of malaria

Entomological and parasitological studies clearly idesdi the age-dependence of
malaria in areas of year-round and seasonal malaria trasgmi The increase of func-
tional immunity from child- to adulthood leads to an age-elsgence oPR sPR r, b,
as well asc. Values are comparatively much higher in children than inltsd Children
therefore were found to be most likely to infect mosquitoeg.(Bonnet et al. 20083
There is a general decrease with age in the infectiousnégsvéun highly immune hosts
contribute to the infectious reservoR@ss et al. 2006 A large proportion of infections
results from feeding on adults since the host-vector comgaaigher in adults than in
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children Carnevale et al. 197&®ort et al. 198] That is due to their greater attractive-
ness (Se.4.6 and therefore most blood meals to vector mosquitoes angda by
this age groupKilleen et al. 2008.

Due to the lack of an age-dependence of the LMM it is assumaictHildren be-
tween 2-10yearggroupQ and therest of the populatiorfgroupR these are infants,
adolescents, and adults) equally contribute to the irdastreservoir of malaria. On
that condition an isolated simulation of the malaria traission based omroupC
groupR or that of the whole population always results in the sanfiection level of
the mosquito population and after age-adjustment alsceis@iméd BRandE IR values.
The LMM simulation is therefore henceforth orientatedgoupC For this reason,
the host-vector contact is lowered in the LMMersion by theadult-to-child conversion
rate (ca_c). Due to findings ofCarnevale et al(1978 andPort et al.(1980 c, . is
approximated as 0.5 (see S2al.6, which means thatiBR and EIR for children be-
tween 2-10 year6HBRcandEIRG respectively) is two times lower than that for adults
(HBRc=cs_c-HBR EIRC= cs_.c-EIR). This in turn implies that simulatedd BRand
EIRvalues have to be doubled when they are compared to fieldwatseTs.

In conclusion, most model variables are set by means of dkéntfrom literature.
However, some newly inserted (these &eJ,, #Ep, and py;) and one old variable
(i.e., CAP) of the LMM, could not be defined by the literature survey. These values
are calibrated by means of entomological and parasitaddata from West Africa and
Cameroon (cp. Se6). Due to the calibration of model parameters the aforernart
assumption relative to the contribution of different agetgps might not be of particular
relevance. The calibration finally enables the LI simulate realistic entomological
data, which will serve as input for the Garki model (cp. Seg).

5.2 Garki model

Probably the most widely known and accepted integrated mmadanalaria transmis-
sion dynamics and immunity to date are those of the Garkieptdpietz et al. 1974
Gemperli et al. 2006k; for a review cf.Nedelman 198yand variants of itilledelman
1985 Struchiner et al. 1989 The original version of this model was primarily develdpe
for endemic malaria transmission in the Nigerian Africamasaah (cfMolineaux and
Gramiccia 198D The Garki model was further modified for areas of unstaldéanea
transmission$truchiner et al. 1989 Various other studies utilised the Garki model and
its variants. For example, Struchiners’ version of the Ganddel was refined bZancré
et al. (2000 using a Bayesian calibration of longitudinal parasitidafjdata gathered
from Ndiop (Senegal; I31'N, 16°23'W). In addition,Gemperli et al(2006ab) ap-
plied the original Garki model for standardisation of hetgeous ageR data from
field observations.

The Garki model was developed Dyetz et al.(1974. This model is a complex
mass action model including the acquisition of immunity aslas the presence of su-
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perinfection (cp. Fig5.7). It is formulated in seven non-linear difference equagitmt
are iteratively solved by a computer (see &£4.]). In a first step, this model divides the
human population, which is set to one, into individuals treate parasites in their blood,
the so-calledpositives(y, Y2, andys), and humans not carrying the malaria pathogen,
the so-calledhegativegx; andx,). Those individuals with parasites in the liver are called
incubating &2 andxs). The duration of the incubation stage is sehtdays.

infectious immune
positive positive
¢
Vi © Y3
3y, non-infectious | &, .
hon-immune positive _ |mnt1)u?e
incubating recovering = Incubating
slowl =
S ’ i X
X5 oy Y, 4
% ! ‘ )
Bx, @ 5y2 X, @
4> non-immune immune \Q@
hegative negative
O X4 —> 3x, X3 —_ 35X,

Fig. 5.7: States and transitions of the Garki model (accordin@ietz et al. 1973 Included are also
model parameters (see text and &4.J).

Parasitological data from eight villages in the Kano Stdtathern Nigeria, revealed
that the gametocyte prevalence and density decreases apaigy/with age thafPRand
the density of trophozoites. For this reas@ietz et al.(1974 concluded that immu-
nity reduces infectivity of humans before recovery is ilased and/or detectability is
reduced. In the model it is assumed that individuals withrgage parasite load are not
able to infect mosquitoes to such an extent that their spiteszcan produce successful
infections in humans. On this account, positives are dividéo infectious ¥;) as well
as non-infectiousyp andys) individuals. The loss of infectivity is acquired first atate
o1, when humans reach categopy The status of immunity and increase in recovery
(theys category) might be later acquired at the rate

Longitudinal data from the Kano State showed that parasiearance of
P. falciparumdepends on age (e.dMolineaux and Gramiccia 198@heir Fig. 31). In
fact, immunity increased the rate of recovery from patemagigaemia by a factor of up
to ten Bekessy et al. 19796 For this reason, the Garki model further adopts that the
acquisition of immunity (individualss, x4, andys) is directly associated with quickly
recovering infection rates. Non-infectious positivesthrefore further separatedyp
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with low recovery ratesrf) andys with high clearance rates,) of individual malaria
clones.

Malaria parasites are usually detected by means of blood.fitlowever, the prob-
ability of detecting parasites depends on the density ghtoaoites. In adults, parasite
densities are usually comparatively low and are reducedimgroscopic levelsQué-
draogo et al. 2007 Hence, positive immune individualgs have the lowest probability
(g3) of being detected in the model. Other classes of positiuesr(dy,) are assigned to
detection probabilitieg; andqp, respectively (it is assumegl = ¢2). There is further-
more no loss of immunity with respect to the higher recovatg and lower detectability.
However, the whole population loses immunity since dyingwme individuals are re-
placed by non-immune newborn infants. The size of the hunogulation is constant
in the modelpirth and death rate§d) are equalised. Death rates are independent of age
so that the age-distribution of the human population is egpdtial.

The Garki model is driven by the observé, which depends only on entomolog-
ical variables. It follows directly from the definition &C that each mosquito bite on
an infectious individual will result iv C new inoculationsdays later (hera is the du-
ration of the sporogonic cycle). In faddjetz et al.(1974) assumed that these mosquito
bites happen on day Based on this assumption it is possible to comiiife by means
of EIR(t) = VC(t —n)yi(t —n) (cp. Gemperli et al. 2006a For this reason, a more
direct approach would be to run the Garki modelBAR instead ofVC data. In the
following, the model defines thi@oculation rate(h) as the rate at which negatives are
transferred to positives. The following relationship is@ased byDietz et al.(1974)
for the inoculation rateh(t) = Amax[1 —exp—EIR(t))]. The expression in the square
brackets is the probability, assuming a Poisson distoufior the number of contacts,
that at least one contact is made. The parametgk represents thenaximum rate of
acquiring infection$ (Dietz 198§.

The presence of superinfection (for details@fetz et al. 1973 and acquired im-
munity are considered by means of two recovery rdgsaOdR,). These two rates are
related to the inoculation raté)(and the recovery rate from single clone infections (
andry): R = ﬁ (i=1,2). Hence, non-immune individuals recover slowemtha

immune individualsR; < Ry).

The assumptions listed above lead to a set of differentizdions (Eq5.11), which
are written here for an iteration interval of 1 day. Note tthet model operates with a
time interval of five days. ThA symbol refers to the difference operator, for example,

INote that this parameter was originally denote®ietz et al.(1974 by the misleading term ‘suscepti-
bility ().
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Axq = X1 (t+1) —xq(t). The following equations omit the time variable except iog&

cases, where reference is made to a time different from

DXy = O+ Rl(h> Yo — [h-i— 5]X1

Axo = hxg — [1—8]Nh(t —N) x (t—N) — 8- %o

Ax3 = Ry(h) y3 — [+ 83

Axgq = hxg — [1—8Nh(t —N) x3(t —N) — 8- x4
Ay, = [l—é]Nh(t— N) Xl(t— N) — [cx1+6]y1

Ay, = a1y1 — [a2+ Ri(h) 4+ 9]y2

Ays = azys + [1—3|Nh(t —N) x3(t — N) — [Ra(h) + 3]y3

(5.11)

One drawback of the Garki model is the assumption that aiViddals are equally
exposed to vector feeding. It would be more adequate todechge-dependent factors to
accurately describe and predict dynamics of pathogenrrasgon Styler et al. 200Y.
The model also ignores the naturally acquired immunity rgigire-erythrocytic stages
of the parasite. However, the Garki model was not designeth®assessment of the
likely impact of malaria vaccination (ci@mith et al. 20060 Another handicap of the
Garki model is the constant duration of the sporogonic cydtefact, the length of
this cycle depends on temperature (26.1) meaning that this model version does not
properly work in highland areas.

Tab. 5.3: Parameters of the Garki model and their setting (cp. Die#t.et974). Columns: sym: symbol
of the model parameter; parameter: parameter name; vale vahit: unit.

sym parameter val unit
01 daily rate of losing infectivity 0.002 day
O daily rate of acquiring high recovery rate 0.00019 day
) birth and death rates of the human population 36.5 1bgear?
N incubation period in humans 15 day
n incubation period in vectors 10 day
r low daily recovery rate 0.0023 day
ro high daily recovery rate 0.023 day
Amax maximum rate of acquiring infections 0.097 (5 days)
h inoculation rate, i.eh(t) = Ama{1 —expg —EIR(1))] - day?!
Ri(h) recovery rate of non-immune individuals (function of - -
h)
Rz(h) recovery rate of immune individuals (function lof - -
X1 proportion of malaria negative, non-immune - -
individuals
X2 proportion of incubating, non-immune individuals - -
X3 proportion of malaria negative, immune individuals - -
X4 proportion of incubating, immune individuals - -

to be continued
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Tab. 5.3 — continued

sym parameter val unit
V1 proportion of malaria positive, infectious, non-immune - -
individuals

Yo proportion of malaria positive, non-infectious, slowly
recovering, non-immune individuals

V3 proportion of malaria positive, non-infectious, fast - -
recovering, immune individuals

o]} detectability ofy; 1 -
(o7} detectability ofy, 1 -
O3 detectability ofy; 0.7 -
y true malaria positive proportion, i.§.= y; +Y>+VY3 - -
I proportion of immune individuals, i.6. = X3+ X4+ Y3 - -
Z observed malaria positive proportion, i.e. - -

Z = guy1+Q2Y2 + O3Y3

Originally the Garki model assumes that the input data rsgeself year after year.
For this reason, the Garki model primarily does not accoaintfe interannual variabil-
ity of malaria transmission. However, the above descrile¢iiig) enables the simulation
of malaria transmission in a particular population for ataiertime period, although
no age-specific values are extractable. During model spifi-a., the period during
which equilibrium is reached) the different populationezgiries (see Fid.7) are ad-
justed to the seasonal distribution BfR(t) of the first year of the simulation period.
After reaching the state of equilibrium the model can beatriby EIR data from the
remaining period. During this period seasonal and intarahohanges of any output
variable can be studied. For example, the daily inoculataia (), the proportion of
infectious individualsys), the observed positive proportion €= q1y1 + G2y2 + 03Ys),
the true positive proportiory(y = y1 +Y2+Y3), or the proportion of immune individuals
(I = x3+ X4 +Y3). By contrast, age-specific data can only be simulated ucaiestant
entomological conditions that is whé&iR(t) is the same year after year. This assump-
tion might be valid for endemic malaria areas such as thatlfioch the Garki model was
developed. Age-specific values are produced when runnengntidel withx; initialised
as onep set to zero, ané&IR(t) only varies seasonally. The result of this model run is
the life history of a cohort of individuals born into the nanmune negative category
and in this case the modelled time is interpreted as the atfeeaohort.

In the present study the Garki model is drivenbiR instead ofvV C data. As men-
tioned before this is a more direct modelling approach soreintrinsic assumption is
omitted. Moreover, by usingIRit is possible to run the model in highland areas. This
is due to the fact that the sporogonic cycle is no more reldeathe simulation since in
the original version of the model onlylR is a function ofn. In addition, the interannual
variability of malaria has been taken in account. Similathi® procedure oMolineaux
et al.(1978, after the production of a steady state, the Garki modelrwagor a longer
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time period (e.g., 1961-2000) with varial#dR conditions. Note here th&IR values
are taken from LMM simulations. This model chain enablesdineulation of realis-
tic transmission rates between humans and mosquitoesh@ibaNMM) and provides a
reasonable pattern of malaria epidemiology (by means oBtr&i model).

5.3 MARA Seasonality Model (MSM)

One important aspect of malaria is its seasonality. A coaesessment of the effect of
changes in transmission patterns therefore also haveltalman analysis of changes in
the transmission period of malaria exposure. A prolongaasimission season might be
as important as a geographical expansion of the diseasadsppemser et al(2003 pre-
sented the so-called MARA Seasonality Model (MSM) that weduesively developed
for the simulation of the seasonality of malaria.

The basis of the MSM is mean long-term monthly precipitataom temperature
data. The MSM is using a Boolean logic approach, defining thathly occurrence of
malaria.Tanser et al(2003 defined different temperature and precipitation criténet
account for the suitability of this vector-borne diseage {@b5.4). The model uses two
monthly and three yearly variables. On a monthly basishree-month moving average
temperaturgTsy) and thethree-month moving average monthly precipitat{®Ryy) is
applied (e.g., for July, months May, June, and July are usédt is because a sporadic
month is not adequate for the occurrence of malaria. Yeatiables are thenonthly
minimum temperatur€minm), thestandard deviation of the monthly mean temperature
(o(Tm)), and existence of eatalyst month of precipitatio(RR:).

According to the model everyiminm must exceed & since mosquito populations
are reduced at very low temperaturdanser et al(2003 further assumed that vector
and parasite populations have to be fully regenerated rafi@tively cool periods. They
analysed stable and seasonal malaria profiles and showenh thiable malaria areas
monthly mean temperaturé$,) reveal only small variations during the course of the
year. In contrast]yy, is stronger fluctuating in seasonal malaria areas such aseem
higher latitudes and altitudes. It is additionally demaaigtd thafTs,, has only slightly
to exceed 19.5in stable malaria areas, whereas temperatures have deavtgeed this
threshold in seasonal transmission areas. On this acomatdyia transmission in the
model is only simulated whefgy, is higher than the total of 18 ando(Ty).

Rainfall also limits malaria transmission in the MSM. The M&ssumes that vector
breeding sites depend on preceding precipitation evedtthaha certain moisture status
has to be reached for an increase of the survival probabilitgosquitoes. For all these
reasons, also for the precipitation criteria a three-montlving average of 60 mm is
used.Tanser et al(2003 also called for a catalyst month of 80 mm in order to provide
adequate vector breeding and the ability for the regererafithe mosquito population.

A certain month is assigned transmission when the four adleseribed criteria are
fulfilled (see Tab5.4). However, it is further expected that, despite a predicied-
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month interruption, malaria transmission is maintaineklisTs justified by the strength
of the climatic suitability of bordering months and the p&ient parasite reservoir.

Tab. 5.4: Criteria of the MSM to calculate months suitable for mal&r@esmission in AfricaTanser et al.
2003. Columns: #: criteria number; sym: symbol of the applietapaeter; parameter: name
of the parameter; criteria: criteria used to calculate mesuitable.

# sym parameter criteria

1 Thinm monthly minimum temperature every monffyinm > 5°C

2 Tam three-month moving average Tsm > 19.5°C+ o(Tm)
temperature

3 RRsm three-month moving averaged monthly RRsm > 60 mm
precipitation

4 RR catalyst month of precipitation one monfRR, > 80 mm

5 - assigned transmission status criteria 1-4 (one month

interruption is allowed)

The MSM was spatiotemporally validated against parasiteeys of P. falciparum
malaria transmission in Africa between 1929 and 1994. THhielatgon of the model
showed a sensitivity (i.e., the ability to predict areagafismission to within a month) of
63% and a temporal sensitivity (i.e., the ability to accelapredict malaria occurrence
in any month) of 90%. Moreover, specificity within one-momémporal accuracy of
96% was obtainedlanser et al. 2003

The basis of the model is climatic and thus has some limitatioNon-climatic
factors are hence not considered by the MSM (cp. &6écd. Another disadvantage of
the model is the fact that it cannot account for the interahmariability of the malaria
season. Hence, epidemic-prone areas are not detectaltesuraodelling approach.



6 Calibration, validation, and sensitivity tests
of the LMM

6.1 LMM calibration and validation

The LMM entails the combination of many separate sub-mo@elsh with its own pa-
rameterisation. Numerous parameters could potentiadigtterlarger variations than the
weather driving force and indeed the output from this malarodel is largely dependent
on the choice of the models’ parameters ($€2). A prerequisite for malaria simula-
tions is ideally an optimal setting of the LMM. The developrhef such an ideal param-
eter setting is only possible by means of the validation @rgsub-model. So far the
validation of the LMM has focused on malaria prevalence dtagdancidence data. The
LMM o was validated for a comparatively small area in Botswath@shen and Morse
2004 Jones 200) The so far most-sophisticated validation procedure veafopmed
by Joneq2007). This study compared the simulated mosquito populatip@ as well
as the modelled incidence with a 20 year time series of stdis#al malaria anomalies.
However, the validation of transmission rates sucte&R or malaria seasonality are
missing. Because of the saturation of malaria prevalenb@attransmission rates the
modelling of realistic biting rates should be more challegghan the reproduction of
reasonable parasite ratios. The model validation for warimate conditions is also
absolutely essential. The LMM has to be verified againstgelaet of precipitation and
temperature conditions.

The present study aims to determine a LMM setting that coegpaell to field ob-
servations. Note that an ‘optimum’ LMM setting is hampergdHh®e huge degree of free-
dom in the setting of model parameters as well as uncemsiimi meteorological time
series and malaria observations. However, the model esllor produces numerous
adapted parameter settings. Various versions of the LMMeV@iced by temperature
and rainfall conditions of 34 synoptic stations in West Adriand Cameroon for 1973-
2006 (TabG.1). The model is hence subject to different climate condgififig.6.1).
The climate of this data set ranges from an arid hot desertrtipecal monsoon climate
(see Fig2.1a) and therefore evokes various malaria transmissiondetalirly dry con-
ditions in the Sahel, for example, resulted in no malariagnaission at Diomandou Dieri
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Fig. 6.1: Box-and-whisker plot of annual rainfalRR,; blue box plots & left scale) and annual mean
temperaturesTy; red box plots & right scale) between 1973 and 2006 relativB4 synoptic
stations of West Africa and Cameroon. Stations are groupethé& West Sahel, Central Sahel,
Guinean coast, and Cameroon as well as relative to the metiBtRR, values.

(Senegal; 1831'N; 14°39'W; Faye et al. 1998 In contrast, a continuous rainfall supply
caused year-round transmission in Cameroon at Eto#6(®; 11°29'E; Quakyi et al.
2000. However, temperatures of this data set lie usually welval?0C (cp. Fig.7.1a)
inhibiting the model validation for the lower malaria tematire limit (e.g., Fig5.2).

Numerous model simulations are validated against eleveergbd entomological
and parasitological variables (A@p). The validation primarily focuses on the perfor-
mance of the model with regard to entomological field measerdgs (i.e.HBR, and
EIR;). For every single LMM parameter settingséill score (SQx)) is assigned by
means of five criteria (Talk.1). The reader is referred to Aplg.1 for a detailed de-
scription of the validation procedure.

6.1.1 Calibration of the LMM

The majority of model parameters has already been fixed §SBc.Indeed, some pa-
rameters are not allocatable due to different specificatiofiterature or due to the lack
of data (these are5, Uy, #Ep, CAP, andpgy)). Note that some false estimation of prede-
fined parameters might be undertaken. However, the cabibraill largely compensate
such inaccurate assessments. A too high human biting irJexof example, can be
compensated by a lower value dg(Fig.6.7). In the same way it is found thaE and
CAPcompensate each other at more humid stations (e.g., in ©amefig.6.7a & b).
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Box-and-whisker plots of five different LMM settings withgard to 34 EIR, values between
1973 and 2006 relative to eight synoptic stations of (a) thieeS(north of 1430’N) and (b) the
Sudanian Zone, Guinean coast, and Cameroon (cpGldp. Different settings of (a) B, and
(b) CAP are represented by varying colours (brown to light blue bloxsp. Note, various sim-
ulated values outrange the scale of figures. LMM settingvaf.in Tab.5.1, but: (a) pg; =0%,
CAP=500fertile females, Ep=50, 75, 100, 125, and 150eggs; (pb);=0%, #p=75eggs,
CAP=250, 500, 750, 1000, and 2000 fertile females. Red dotstlapailableEIR; field mea-
surements (cp. Tab.3). In addition toEIR;, the statistic relative tRR; is illustrated for each
station (dark blue box plots; right scale).
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The LMM calibration includes two general steps. The iniggperiment enables a
rough estimate of realistic parameter values. The secandf seodel runs permits a
final adjustment of model settings. In order to simplify ttadilaration procedurepy
is initially set to zero. Altogether three different settnare tried out fokJ,. Ahu-
mada et al(2004) defined extreme rainfall as more than 255 mm of cumulativdath
throughout a period of three days. Their model markedly ceduhe mosquito popula-
tion under excessive rainfall. According to a 10-day petlud suggests bl; value of
about 500-1000 mm. In fadtl, is either set to 500, 750, or 1000 mm.

For the isolation of particular settings the remaining paaters § U,, #Ep, and
CAP) are varied simultaneously{s( 5-30 mm;U,: 500-1000 mm; £p: 50-150 mm;
CAP. 250-2000fertile females). The first 300 different LMM sedis are ranked with
regard to the skill score of all eleven malaria variabte§éll)) and in terms oHRB;,
andEIR, (see also Talf.1).

The ranking with regard t8 GHBR,, EIR;) shows thasS affects mainly the spread
of malaria in the northern part of the Sahel, for example aaious stations in Senegal
(Tab.E.2& Fig. E.1). In these dry areas the growth opportunity of the mosquiio-p
ulation is strongly suppressed by the fuzzy distributiondelovhenS is set to high
values (cp. Figs.3). Obviously,S has to be calibrated to relatively low values in order
to keep malaria going in the northern Sahelian zone. Howevetow Svalues seem to
be unrealistic since thgotential evaporatiorn tropical Africa usually exceeds several
millimetres per daySis finally fixed to 10 mm as this value still enables the simalat
of malaria in the northern part of the Sahel. This analyses\shthe clear need for the
validation of the model under different rainfall condit®rOnly stations in the northern
Sahel enable a proper estimatiorSof

exp variable area criteria result

Exp.1 pg =0 - - -

Exp.1.1 Se (5,30 northern SOHBRy,EIRy) = S:=10mm
Sahel

Exp.1.2 U, € [500 1000 West Africa SCall) = Uy :=500mm

Exp.1.3 #, € [50,150 Sahel SOHBRy,EIR,) = #Ep € [75,125

Exp.1.4 CAPc [250,2000 West Africa  SCall) = CAP¢€ [300,900

Exp.2 CAP< [300900 West Africa SOQHBR,,EIRy) = CAP:=400 fertile

#Ep € (70,130 females,
pq; € [0, 10 #E,, :=120 eggs,
Pa; :=-10%

Tab. 6.1: Overview in terms of the evaluation of performed calibratexperiments (Exp.). Columns:
exp: number of the experiment; variable: particular sgtinf model variables; area: area of
interest; criteria: applied criteria; result: result oétbxperiment.
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The evaluation of the 300 model settings also enables a #ti@hg ofU, since the
highest skill scores are exclusively generated by a val5®0inm (see Tabgk.2& E.3).
The lowest skill scores are attained by settings with highesofCAP, #E,, andU; as
well as low values of, which apparently evoke large mosquito populations (Ea®).

A closer analysis of data reveals that malaria transmissates in the Sahel are
fairly sensitive to the Ep setting (Figs6.2a & E.2a). The mediatd RB; value rises, for
example, at Linguére, Mopti, and Diourbel from less than ttOfeveral thousand bites
per year, when B, increases from 50 to 150 eggs (Fig2a). Unfortunately, only nine
field observations dfRB; andE IR, are available north of 80’N. This fact impedes a
proper determination or further confinement &#However, the LMM underestimates
(overestimated}IR,, when #, is set to 50 (150) eggs (cp. Fig2a).

After isolating #p (75-125 eggs) also the value@APcan be more precisely deter-
mined.CAPis only of importance for comparatively large annual rdirdenounts. CAP
markedly reduces the number of deposited eggs and henng baties under wet con-
ditions. In fact, the reduction is markedly pronounced i@ 8udanian zone, along the
Guinean coast, and in Cameroon for I6&Pvalues €750 fertile females). In contrast,
large values o€AP (> 1000) cause fairly high numbers of non-infectious and ibers
mosquito bites (cp. Figé.2b & E.2b). The ranking relative t&C(all) shows that LMM
settings come off badly wheDAPis set to 250 fertile females (not shown).

Basis of the second iteration of the LMM calibration are dosions from the initial
experiment. Only the setting @AP, #E, and py; remain undetermined. Bf values
are now varied between 70 and 130eggs @Ad is set between 300 and 900 fertile
mosquitoes. Five different values fpg, are in addition utilised (0.0, -2.5, -5.0, -7.5,
and -10.0%). The second set of model runs includes altogé8tadifferent model sets.

The highest skill score in terms of all eleven malaria vdaalobtain runs with
comparatively low (high) E, and high (low)CAPvalues (AppE, Tab.E.5). Particularly
notable is that various model settings exhibit comparbtikiegh skill scores. This fact
and the considerable inherent uncertainties in the usetl idgiede a final objective
fixation of remaining parameters. For simplicity, the modetting with the highest
skill score in terms oHBR, and EIR; is finally chosen (AppE, Tab.E.4). A total
of 78 points from 106 possible points (73.6%) is gained bytargpwith #E,=120 eggs,
CAP=400 fertile females, anpy; =-10% SCall ) = 279(440); numbers in brackets refer
to points that could be theoretically achieved). The valuE2® produced eggs is in the
middle of observations (Tab..7) and forces a reasonable level of malaria transmission
in the northern Sahel. Due to the higBgvalueCAPis fixed to the relatively low value
of 400 fertile females limiting the number of mosquito bitesnore humid areas such as
Cameroon. They, value of -10% enables the simulation of a realistic seasdn €he
application ofpy; allows a one to two months earlier end of transmission (op.6=8).
Correspondence with respect to modelled seasons from thHeAA#Koject is improved
by the earlier break in transmission (F&8c & d).
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Validation of LMM simulations in terms oE Seasn the area of 34 synoptic stations in West
Africa and Cameroon. The simulated data (filled rectangkespmpared to observed values
(inserted as a digit). The frequency distribution (in nunshevith regard to simulated 34 values
for 1973-2006 is given for each month. The frequency of yeatis no (‘no’) and year-round
(‘C’) transmission are also illustrated. In (a) results loé MM, simulation (g, =-10%) are
presented. (b) Same as (a) but fay;=0%. SCESea$ is denoted for every station as blue
digits. Stations are grouped for the West Sahel, Centra¢IS&uinean cast, and Cameroon as
well as relative to the median value BR,.
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Fig. 6.4: Validation of the LMM, simulation in terms oE IR, in the area of 34 synoptic stations of West
Africa and Cameroon. Simulated 34 annE&aR, values between 1973 and 2006 are illustrated
as grey box-and-whisker plots (maximum values outrandiedigure are inserted above). Field
observations oEIR, (green lines and box plots) are either displayed as a vetiita (two
available measurements), a vertical line with the mediareé or four values), or as a box-and-
whisker plot ¢ five data points). Each observation is furthermore inseateglred circle and the
number of observations is given above entered observafieddligits). SCEIR,) is denoted
for every station as blue digits. Stations are grouped feMtiest Sahel, Central Sahel, Guinean
coast, and Cameroon as well as relative to the median 8&RB4values.

6.1.2 Validation of the final LMM , setting

Simulations of the final model setting are comparable torathmological variables. The
new model setting leads to the simulation of about the sBif® values as observed
(Fig.6.4, SC(EIRy) = 41(54)). Low EIR; values are modelled under dry conditions in
the Sahel EIR; values are much higher for annual rainfall of about 1000 mthagain
decrease as observed when the model is subject to highealanamfall (cp. Fig6.1).
The LMM,, simulation encompasses observed values in various caggssofe sta-
tions with numerous observations even median values arpa@ble, for example, in
the vicinity of Bobo-Dioulasso (13 observations) or in tleaaof Kaolack (six observa-
tions). However, there are also some exceptions, for ex@npthe vicinity of Barkediji
the simulateE IR, is much lower than two observatioriss{ Masson et al. 1997 High
biting rates in this area are probably a result of specialleavironmental conditions.
Le Masson et al(1997 andMolez et al.(2006 conjectured that the presence of clay
hollows, which collect water as soon as the rains start,ethagong persistence of tem-
porary ponds and hence of malaria transmission. With reipaidBR, and consequently
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also forCSPR values about same statements are valid. There is a fairspameence
between the LMM simulations oHBR; as well asCSPR and observations from ento-
mological studies (FigE€.4a & E.4b; SCHBR,) = 37(52); SOQCSPR) = 33(55)).

Another result of the calibration is that the simulations able to capture the vari-
ability of malaria transmission. The interannual varidpibf EIR,, for example, is
fairly large. For most stations the number of infectious quot bites fluctuates be-
tween values of less than 100 and several hundred. Suchediffes are also typical
for field observationsBurkot et al. 1988for instance, found large variationsGSPR
andEIR; among villages in Papua New Guinea, despite their closergpbi proxim-
ity. EIR, values range from 68-526 infectious mosquito bites withragius of 20 km.
Malaria transmission not only varies in space but also frearyo year. Unfortunately,
long-term studies are rare and continuous observations fuwal sites are only avail-
able from Ndiop for four years (Senegal;“#3'N, 16°23'W). In this Sahelian village
malaria transmission varied in the middle of the 1990s betw&and 63 infective bites
(seeFontenille et al. 1997arab.D.3). For this area simulatel| R, values range from
almost zero to about 158 infectious bites. Note that the LMiusation refers to me-
teorological data from Kaolack, which is located about 55tkrthe northeast of Ndiop
(Figs.3.1& G.2).

The simulation of malaria seasonality by the LMNk fairly consistent with
field observations. The length of the season agrees withnadgens (FigE.3a;
SC(Seas = 31(42)). In general, the season length shortens with decreasingaan
rainfall (cp. Fig.6.1). Short malaria seasons and no malaria transmission argatad
for the Sahel and year-round transmission is found, forams, in Cameroon. Also
the length of the main transmission season often agreesobghbrvations (Fidz.30;
SCMSeas = 28(37)). Interestingly, the timing of maximum transmission is hezlp-
tured by the LMM, version (FigE.3d; SC(XSea$ = 23(41)). The simulated month
with maximum transmission often coincide with that of obs¢ions, especially in the
Sahel. However, model simulations seem to disagree fosamgh year-round trans-
mission. Naturally, the match probability decreases timgdo the season lasts. Both
the start as well as the end of the malaria season seem to listicatly reproduced
by the LMM; version (FigsE.3c & 6.3a; SO SSeag= 28(41); S ESea$ = 18(37)).
At various locations the maximum number of observations sintilations are found
in the same month or they either reveal most frequently neear-yound transmission.
Observations that fall outside of simulations hardly diffeore than one month. Also
note that the simulated malaria seasonality might not bectlyr comparable to field
measurements (cp. App.5). The comparison is strongly influenced by the definition
of the malaria season. The chosen threshold might be tod sncaimparison with field
studies. As previously noted orse et al(2005 andJoneg2007), it is therefore still
possible that the onset of the malaria season is a littleskhgg
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Fig. 6.5: Same as Fid5.4, but for PRyina.

The performance of the LMMwith regard to parasitological variables is some-
what mixed. The main reason for relatively low skill scores fairly heterogeneous
parasitological observations that cannot be reproducetidoy MM. Measurements of
PRmina, for example, exhibit a remarkable spread. Nine obsematieveal higher val-
ues than 50% whereas 23 values are lower than this threshbleke differences sug-
gest that some special factors are strongly affeddRyalues. As a consequence, the
LMM p reaches only eight from 27 possible points (Bigy SCPRnina)). However, the
LMM , performs somewhat better with regard to the other two pagiical variables
(Figs.E.4c & E.4d; SO(PR,)=16 (29);SC(PRnaxa)=16 (25)).

In summary, the collected entomological and parasitoklglata from various loca-
tions enabled the calibration of a realistic LMM version.eTtMM,, compares reason-
able well with entomological observations suchEdf,. Also, features of the malaria
season seem to be captured satisfactorily. The perfornvatiteegard to parasitological
values is somewhat weaker due to limitations of the LMM ad agthe heterogeneous
distribution of parasite observations.

6.2 LMM sensitivity tests

Numerous issues are still contestable either in the originan the new LMM version.
This is mainly due to the fact that most LMM parameters lacknalfdefinite setting.
Some sub-models are not created with full evidence. On tdusunt, a sensitivity anal-
ysis is needed for the LMMversion. Diversity of model behaviour over the parameter
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range will reflect levels of uncertainty in these paramedgid reveals areas that should
be measured more accurately. The sensitivity of LMid®l therefore analysed when
model parameters are varied within and around empiricgleaof literature.

The response of the LMM to various model settings and anealtdata input was
investigated for the original model versiodg¢shen and Morse 2003ones 200)( For
this reason, the present study focuses on the model setysitith regard to new inserted
and most newly set model parameters. Note bretdGF are not used since they exert
the same effects asandc, respectively.

Joneq2007) found that LMM simulations strongly depend on the settihgarious
model parameters. The model is most sensitive to changdsipgtscheme MMA,
ns, RR_, andRR,. In certain situations the modification of single parangetdranges
the malaria spread from epidemic to endemic or vice versgortimately, most results
focus on changes iRRas well as in the malaria incidence.
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Fig. 6.6: Probability of mosquitoes surviving to the infectious adg#ained by combining the daily
mosquito survival probability y) of the Martens! (red lines) and Martensll (green lines)
schemes with the sporogonic cycle lengtl)( Solid and dashed lines refer to a sporogonic
temperature thresholdd) of 16 and 18C, respectively. Note thgty andns both depend on
temperature conditions (see Sexd4..5& 5.1.7).

One important aspect of the model behaviour is the respand#férent tempera-
ture conditions. Varioupg-schemes (Figh.5) reveal a partially strong disparity of the
simulations. The comparatively high mortality abové@®f the Martens | scheme, for
example, results only in few mosquitoes surviving to theatibus stage. In contrast,
when the LMM is set by Martens Il more than 35% of vectors @atlhe sporogonic
cycle at about 30C (Fig.6.6). Running the LMM, version with a differenpg-scheme
makes little sense since various model settings are adjustéhe Martens |l scheme
(cp. Fig.6.7g).

Also the setting o5 largely impacts simulations of the LMM. Malaria transmssi
already starts at about 18 for aTs of 16°C, whereas it is shifted to about 2D for a
threshold of 18C. Fewer mosquitoes survive to the infectious stage dueetdotinger
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duration of the sporogonic cycle (cp. F&6& Eqg.5.10. These differences are most
important for highland areas such as that of East Africa.

The probably most important driver of malaria transmiss@amost parts of Africa
is rainfall. As previously discusse®R, mainly steers the generation of the mosquito
population in the LMM version. Changing the value BIR, therefore has a large effect
on the modelledPR Joneq2007 furthermore alludes to the influenceRR_, which is
used as a proxy for varying the degree-days and temperateshibld of the gonotrophic
cycle Og andTg). Anincrease irRR_ therefore generates longer gonotrophic cyatgs (
increases) as parameters for dry conditions are more oftkesed. As a result, under
certain conditions fewer mosquitoes are produced causwsigraficant lower malaria
prevalence.

The following analysis, examines the sensitivity of the LIMIMersion by means of
34 station time series (TaB.1) including various rainfall and temperature conditions
(Fig.6.1). As previously pointed out, the consideration of the loteenperature limit of
malaria transmission is again not possible.

Compared to the original model version various componemdgarameter settings
have been changed in the LMMDynamics of the mosquito population, for example,
are completely revised (Seg.1). The default setting for the following experiment is that
of the LMMj, (val, in Tab.5.1). A single parameter is then varied at a time to establish
the specific response of the model.

Various model settings markedly influence the simulatiomafaria transmission in
fairly dry areas such as the Sahel (F8g/). In areas with less than 500 mm of annual
rainfall the spread of malaria in the model is only enabledasproper setting of various
parameters. The strongest influence on the spread of medauah regions is found for
S r, MMA, ng-rrand #p,. A somewhat weaker effect is exhibited py,, ¢ (GF),
anda (b). For example, only lows and high #p values enable an ongoing malaria
transmission in the northern part of the Sahel.

Higher transmission rates are simulated whangrgr, #Ep, U2, CAP, ¢ (GF), and
a (b) are increased and when the settingki¥lA, S, HIA, r, as well aspy; values are
reduced. The weakest influencesBIR; is found forHIA andpy, . In particular,HIA
shows a comparatively small influence on the transmissiel [&ig.6.7). Of course,
low HIA values increase the number of mosquitoes becoming infeptgdeduces the
number of mosquitoes during the start of the rainy seasogh ldbsolutepy; values
therefore lead to a smaller size of the mosquito populatnmhraduced level of malaria
transmission (Figs.7h).

lvariables in brackets similar influences the LMM performanc
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Fig. 6.7: LMM, sensitivity tests between 1973 and 2006 relative to daten fBd synoptic stations
(Tab.G.1) in West Africa and Cameroon (continued on the next pagemugitedEIR, val-
ues are inserted in segments of variable size and are adaelg¢ive to annual rainfalRRy).
Different settings are indicated via horizontal grid lireexl refer to (a) the number of produced
eggs per female mosquitoE#), (b) the cap on the number of fertile mosquito8&p), param-
eters (c)Sand (d)U; of the fuzzy distribution model, (e) the mosquito mature g&A), (f)
the rainfall independent daily survival probability of inatare mosquitoes\g -rg), (9) five dif-
ferentpyg-schemes (cp. Fi%.5), (h) the shift off of the dry season mosquito survival prioibity
(Pdy), (i) the human infectious agéi(A), (j) the daily human recovery rate)( (k) the human-
to-mosquito transmission efficiencg)( as well as (I) the human blood index) ( Note that (g)
includes the Bayoh scheme with an offset of 12.5% that cpards well to the mediapy value
of 84.6% fromKiszewski et al(2004).
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Fig. 6.7: (continued)

The variation of the mosquito population is investigatedlemdifferent model
settings. The growth of the mosquito population basicalpehds on three factors:
mosquito survival g4), the length of the gonotrophic cycleg), as well as breeding
conditions. The first two factorpy andng have already been considered (see above).
The following analysis therefore focuses on effects of thg deposition as well as
aguatic stages on simulationsBfR,. Various model parameters determine mosquito
breeding (Sec&.1.2 5.1.3& 5.1.4, these are Bp, CAP, ng -rr, MMA, as well as the
fuzzy distribution model (expressed Vi, S, andUs).

The strongest impact on the simulation BfR, is exerted byMMA andng -rr
(Fig.6.7e &f). The performance of the LMIMversion is adjusted to theIMA value
of 12 days. The combination with thgy —rr value of 82.5% ensures that usually less
than 10% of immature mosquitoes survive to the adult stage.§SL.4. A smaller
MMA value therefore markedly increases the size of the vectpulption. Malaria
transmission is even interrupted for various years underitheonditions wherMMA
is set to values higher than 15 days. The reason for this Ilvag that a much smaller
number of immature mosquitoes reaches the adult mosquaite stherMMA is fixed
to such high values. Exactly the opposite holds for the imitesofny -rr. Malaria dies
out completely in the model whemy —rr is set under about 65%. On the other hand
values above about 85% lead to unrealistic high transnmssies.

Also various other malaria variables are sensitive to thengeof the LMM. For

example, the duration of the malaria season is stronglyanttad by the setting qfg,
(cp. Fig.6.3). A low absolute value opy; markedly increases the frequency of year-
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Fig. 6.8: Same as Fid5.7, but here for a different setting of (@}, and (b)r. llustrated are simulated
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round malaria transmission (Fig.83). py; furthermore determines the length of malaria
seasonality in the Sahel.

The value of the recovery rate of the malaria parasite smfly affects the simu-
lation of the malaria prevalence (F&80b). As expected low values lead to higiPR,
values. Under such settings the model simulates even fty thiy areas a holoendemic
malaria PR;>75%). For the lowest settings an abrupt rise PR, is found for annual
rainfall amounts of about 200 mm. This suggests that evgnsraall transmission rates
are able to sustain highR, levels. In such situations reductions of the malaria preva-
lence might not be possible. In contrast, fast recovensr@te 0.03) result in very low
PR, values. The strong impact ofreveals the importance of a correct determination of
r in terms of realistic simulations of the proportion of thegoptation that is carrier of the
malaria parasite.

The previous results furthermore show that the simulaticghe® LMM, is not only
sensitive to rainfall amounts but also strongly depends®saasonal distribution and
intensity. The simulations reveal that large precipitateonounts can lead to a fairly
low malaria transmission. Important is not only the amouttdiso the time period in
which precipitation falls. Moderate rainfall amounts sagpmosquito breeding in the
LMM p,, whereas excessive rainfall significantly reduce the nurob@nmatures. Re-
duced transmission due to high rainfall is, for instancantbfor Cotonou, Ziguinchor,
Kondja Foumban, and Douala (F&4).

Various effects of rainfall in the model can be nicely staidi Cotonou for 1993 and
2005 (Fig6.9). In 1993, the LMM, simulates very low transmissioR [R4=0.5 infective
bites) despites high rainfall amoun®8R,=1727.5 mm). By contrast, a highl R, value
(229.5 infective bites) is found for 200RRR,=1191.1 mm). Regarding 2005, the data
reveals favourable breeding conditions between the enctlfuary and May. During
this period moderate rainfall amoun®®Rs109<70 mm) lead to higmg values (80%)
and a strong increase in the number of female mosquitoes260 females in May).
Strong rainfall amounts at the start of JuRER{104>200 mm) subsequently foreg and
hencens to decreasen3<60%). The rainfall decline at the end of June produces again
favourable breeding conditions increasing the vector fagn until the start of the little



6.2 LMM SENSITIVITY TESTS 111
2) 30043 F .M ‘ ‘ S 0 N
250 ;zzi l.,'u. ’n\j\m
E 200 o ’
S 150 Jr\\
o 100
= SN
. S ey J G
0 270 300 330 360
b) 100 ‘ ‘ ‘
80 e
|
L 60 1
= l
= 10 |
20 {
|
0 _\ T T . T
0 270 300 330 360
) 300 ‘ ‘ ‘ 120
3 10
250 100
200 80
& 150 60%:
100 40
50 20
PR
0 = 0

270 300 330 360

- —

Julian day

Fig. 6.9: lllustration of daily values of (a) 10-day accumulated fpéation (RRe10q4), (b) the daily sur-
vival probabilities of immature mosquitoegd) and (c) the number of female mosquitoes per
human (¢) with regard to the LMM simulation of 1993 (blue lines) and 2005 (dashed green
lines). In (c) also the monthly entomological inoculatiates EIRy,) are inserted for 2005 (red
bars; right scale). Part (c) additionally indicates the therof the malaria season (lines in the
bottom part;EIR»>0.01 infective bites; cp. Seb.5) as well as the frequency of occurrence of
X Seador each month relative to 1973-2006 (one year shows norinasfon).

dry season in August. In contrast, breeding in 1993 is inddbby several dry spells at
the start of the rainy season in March and Apni§ decreases to zero). The subsequent
excessive rainfall between May and July further reduggand impedes malaria trans-
mission. Therefore, only a fairly small mosquito populatis established at the end of
June. Also note that in both years the second rainy seasoor@albautumn supports
development of a comparatively small vector population svémber/December. For
various other years the maximum of malaria transmissiomisilated for the second
rainy season. In eleven years out of the 34 y&eBeaslready occurs in July, bl Ry,
peaks in ten years not until November (F6g9)2. In summary, malaria transmission at
Cotonou is in the model frequently steered by the more amindény season in bo-
real spring. During this time, vector breeding is suppresieing dry spells and under
excessive rainfall conditions.

In 1993,Akogbéto(1995 conducted entomological measurements at Ganvié (Benin;
6.47N, 2.42E), which is about 40 km to the north of the weasitation. At this loca-
tion HBR already peaked in April one month before the rainfall peakay. The peak

Note that due to the duration of the development of gamegésdpthumans and due to the length of the
sporogonic cycle the& IR maximum lags the peak of the mosquito population.
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in April suggests that at Ganvié a larger mosquito popufatiatlived the dry season
(e.g., around the lagoon; see also Set.§. In such a situation the population growth is
faster in nature than in the model. During the following reEiden months between May
and July RR>250 mm)HBRdecreased from more than 25 bites in May to about seven
mosquito bites per human and per night in July (Fig. Akogbéto 1995 Similar fea-
tures were observed kogbéto(2000 in a traditional village and in a peri-urban area
near Cotonou (cp. TaB.3). Here, monthlyHBR values markedly increased between
April and May (comparable to the simulation of 2005), peakedune, and declined
subsequently (Fig. 7 idkogbéto 2000. In contrast, two less pronouncétBR peaks
were observed for June and October at the beach of CotonaheAtotonou city cen-
tre a primary (secondary) peak was detected for Octobey)(Jlihe observed variety
indicates that the LMMreproduces a realistic malaria appearance at Benin’'s.coast

To sum up, in addition to the original version also the LIMIM fairly sensitive to
its parameter settings. Various settings of model parasedsult in a markedly altered
performance of the model. The mosquito survival schemdang&tance, causes strongly
different human biting rates. The level of the parasite gi@vce is significantly steered
by the recovery rate of humans. It is also found that modelkitions are not only
sensitive to rainfall amounts but rather depend on its sedsbstribution and intensity.

6.3 LMM, versus LMM,

At this point, only the new version of the LMM is validated bytemological and para-
sitological data from West Africa as well as Cameroon. I3 gection, also the perfor-
mance of the LMM is analysed. The key feature of this evaluation is that tigraal
version of the model exhibits considerable deficiencieserms of entomological as
well as parasitological observations (see, e.g., @a). The LMM, represents there-
fore a significant step forward in the modelling of a weattheven malaria transmission
cycle. The most striking results of the LMJsimulations at station locations in West
Africa and Cameroon as well as from two-dimensional rungaesented.

The comparison of the LMIyldata with field observations reveals two general fea-
tures. Firstly, the LMM fails to simulate malaria transmission in various malasiou
semi-arid regions and this model version significantly esémates malaria transmis-
sion in humid areas. This feature is the result of the singalifinear relationship be-
tween rainfall and the deposition of eggs by female mosegsifop. Sed.1.2. In pre-
dominantly dry areas the model is unable to produce reasesates of the mosquito
population due to only few simulated deposited eggs. Tlsis klads to a fairly slow in-
crease in numbers of mosquitoes during the onset of the saagon. Additionally, the
mosquito survival of the Martens | scheme is comparativaly &t temperatures around
30°C (see Figh.5), which impedes malaria transmission. In contrast, a treloas
number of mosquitoes are generated in humid areas such asr@am The growth
of the mosquito population is almost exponential during ¢barse of the rainy sea-



6.3 LMMy VERSUSLMM ¢ 113

son. Another cause of the increase of the population is tla¢iviely high CAP value
(LMM , (LMM p): 10,000 (400) fertile females). Secondly, values of theapide preva-
lence are flawed in the original model version. Almost the hpmpulation clears the
malaria parasite during the dry season due to the high regoate ¢; LMM o (LMM ):
0.0284 (0.005) day!). Such a characteristic is, however, not found in parasifchl
surveys. The strong recovery from infection, moreover,anastimates the maximum
level of PR No more than about 75% of the population are able to be iafett the
LMM o, versiors.

set SQHBR:) SOCSPR) SQEIR)) SOSeas SOMSeas SQXSeay SQSSeas SQESeay SQPRi)  SOPRmaxa) SOPRmina) Sqall)

MM,  -43(52)  9(55)  -20(54) 27(42)  18(41)  22(37)  16(41) 22(37) 8(29) 12 (25) 4(27) 75
(440)
LMM,  37(52)  33(55) 41(54) 31(42)  23(41)  28(37)  28(41)  18(37) 16(29)  16(25) 8(27) 279
(440)

Tab. 6.2: Performance of LMM and LMM, relative to entomological and parasitological field stsdie
in West Africa and Cameroon. Numbers in brackets refer totgdahat could be theoretically
achieved. Columns: set: LMM settin§((x) denotes the skill score with regard to variakle

Both features are unveiled by the comparison of L#vnulations with entomolog-
ical and parasitological observations from West Africa @agneroon. The model com-
pletely fails to simulate malaria transmission at the foartimernmost locations in the
Sahel (Gao, Podor, Rosso, and Saint Louis; e.g. B=fig; see also Fig3.1). BothHBR,
andEIR, values are clearly lower than observed values in the SalglERa &b). In
contrast, abov&R, values of about 800 mm the number of mosquito bites increases
unrealistic high values. At Doual&BR, partly exceeds 2,000,000 bites per annum.
Even in areas with numerous mosquitoes such as irrigatatbtess, HBR; is usually
limited to values below 50,000 bites. Realistic transnoisgiates are only found for
some medial rainfall conditions between about 400 and 700 mhese facts clearly
demonstrate weaknesses of the linear approximationvelttidecadal rainfall of the
oviposition process.CSPR reveals in general lower values than 1%, likely result-
ing from the comparatively low mosquito survival of the Mars| scheme (cp. also
Fig.6.6). For this reason, the infectiousness of the mosquito @djoul is underrepre-
sented in the LMN. However, this fact is not able to produce realidfitR, values
at the more humid localities. BesidelBR, values also values d&IR; are markedly
overestimated by the model at more humid locations Eif). For example, even the
lower EIR, quartile is higher than 4000 infective bites at Yaoundé. dntast,EIR,
only rarely exceeds 1000 infective bites in entomologicadfistudies (see Tab. S2 in
Hay et al. 200%

3Due to the fact thatl — r)'° ~ 0.75 (see also the first footnote in S&2.1).
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Fig. 6.10: LMM , and LMM, simulated present-day (1960-2000) malaria distributiott season length
based on REMO(cor) precipitation and temperatures. Digplare (a & bEIR, (in infective
bites year?), (c &d) Seagin months), (e &f)PR,, and (g & h)PRnaxa.

In comparison to observations the malaria season is nodigtdyed in LMM, simu-
lations (Fig.E.6). The start of the season occurs about one to two monthsuatkr the
original than under the new LMM setting (cp. Fig.3a). In the West Sahel, for exam-
ple, transmission starts not until August, whereas trassiom begins for various years
already in July in the LMM runs. In contrast, the simulated end of malaria transnmssio
Is somewhat closer to reality. However, due to the large mibsgopulation at com-
paratively humid sites, transmission persists frequdotiger than observed during the
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dry season. The delayed start and somewhat later end ofianrsmission results in
a fairly realistic duration of the malaria season. NevdebgSeadss underestimated in
dry areas. The strong growth of the mosquito populationesghorter main transmis-
sion seasons in the LMMruns. MSeass frequently not as long as in the LMMuns
(cp. Fig.E.30). The late onset of the malaria season as well as the slowal igrowth
of the mosquito population in the LMMcauses a fairly late occurrence XfSeasn
the West Sahel. Also for other locatioRsSeass frequently found later than observed
(Fig.E.7a).

The LMM, simulated parasite prevalence is predominantly influerimed high
recovery rate of humans. For this reason, malaria infeasdrequently lower in the
LMM , runs than values from parasitological studies (seeEifp-d). This is particu-
larly true for thePRmina Value. During the course of the dry season, almost the whole
population clears the malaria parasite. In contrast, mbséwed dry seasdAR data
reveals values above 20%. As a direct consequence, alsesvaflPR; are generally
lower than observed. As noted above, the LMIi®lin contrast to the LMM not able to
reproduce the highest measuf&naxa values.

Also two-dimensional LMN simulations confirm the aforementioned statements
(Figs.6.10& 6.11). The LMM, simulates much higher transmission rates than ob-
served in endemic malaria areas of Africa. These terrgagihibit values higher than
1000 infective bites. The simulations furthermore show thalaria does not penetrate
far enough toward the Sahara. The malaria spread stops 2kBdarther to the south
as compared to the distribution of the LMMThese facts show that the simulation of
the LMM, is leading to an unrealistic spread of malaria transmission

The length of the malaria season under the Lp8/mulation is except for areas
of Central Africa mostly shorter than in the data of the LMNFig.6.10c &d). As
aforementioned, the parasite prevalence is comparablendive LMM, simulation.
The PRy value barely reaches 60% in Equatorial Africa d@@haxa does not exceed
about 75%.

Also results obtained from synoptic stations relative ® itialaria season are con-
firmed by two-dimensional ensemble runs (Bd.l). MSeasis somewhat shorter in
LMM ¢ simulations due to extraordinary high transmission ratestds the end of the
season. North of aboutB and 5S MSeasis one to two months shorter than under
LMM, runs. XSeasoccurs in general later than under LMMimulations. In West
Africa, XSeass frequently simulated for October than for September. dntiast, for
parts of the Guinean coas{,Seass already frequently simulated for July/August. In
this zone, the mosquito population is able to grow fastemduthe first more intense
rainy season than in LMW¥isimulations. Such a behaviour is not possible in LiyiMns
due to the decreasing pupal and larval survival under higifedhamounts (cp. Fig6.9).

As previously mentioneds SeasindE Seaccur in general later in LMMsimulations.
Most notable, however, is the strong retardation of the nateason in highland areas.
Strong differences are in particular found 8eassouth of the equator and along the
Horn of Africa.
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50°

Fig.6.11:LMM, and LMM, simulated malaria seasonality (in months) for 1960-2008etdaon
REMO(cor) precipitation and temperatures. lllustrated(ar& b)MSeas(c & d) X Seas(e &)
SSeasand (g & h)ESeas‘U’ signs areas of unfrequent malaria transmission; ‘Vhdees grid
boxes with either rare malaria occurrence or variable sedy;, ‘C’ identifies year-round
malaria transmission (for details see 32&).

In summary, the LMM shows a markedly too strong (weak) malaria transmission in
humid (dry) areas and leads to an unrealistic distributiomalaria. The seasonality is
predominantly shifted toward later months. Additionalhg reduced spread of malaria
in a couple of highland territories is caused by the compagigthigh Ts value of 18C.

Itis therefore concluded that the LM{Wersion represents a marked improvement of the
LMM . in terms of the simulation of entomological and parasitadabmalaria variables.
Due to the fact that the LM exhibits realistic transmission rates it is possible tespas
EIR data to the Garki model. The LMMhence enables more robust projections of the
present-day as well as future spread of malaria.



7 Malaria simulations for the present-day and
future climate

7.1 REMO climate projections for Africa

The following malaria projections are forced by changeshim bias-corrected REMO
temperature and precipitation data. The expected malhsaages therefore can only
be understood in connection with altered atmospheric ¢mmdi. Knowledge is hence
required in terms of future temperatures and rainfall paste The REMO ensemble
projections were forced by the A1B and B1 emission scengfes2.2) in combination
with LUC changes (Se8.10.2. The uncorrected REMO projections were in detail
described byPaeth et al(2009. They further quantified the relative contribution of
LUC changes to the total climate change signal. At this paivdrefore, only the most
important findings are briefly summarised.

Temperatures generally increase in the climate projestthin the model domain.
The strongest warming signal occurs for the A1B scenariemtlJC changes are con-
sidered. The warming is mostly pronounced at the end of thalation period and is the
strongest in tropical Africa, in particular along aboutMlQ(Fig.7.1c). This is contrary
to the multi-model ensemble of the IPCC-AR4, where the gfeshincrease is located
farther to the north in the western part of the Sahara (cp.2/)y Paeth et al(2009
explained this difference by means of introduced LUC changleich alter the bowen
ratio. Note that LUC changes were largely not included inAEsCMs of the IPCC-
AR4. The B1 scenario exhibits similar changes, althougtplandes are generally°C
lower than under A1B (FidZ.2). In contrastPaeth et al(2009 showed that the heating
rate is more homogeneous in space and lower when LUC change®ttaken into
account. Land degradation accounts for about 35% of the imgrsignal in tropical
Africa (Paeth et al. 2009heir Fig. 7).

Because REMO is not driven by observed SSTs, the model isth®t@reproduce
the observed drought tendency during the present-day ®i@860-2000). For A1B as
well as B1, REMO projects a prominent decrease in rainfathost parts of West and
Central Africa (Fig7.2). Annual rainfall decreases by about 100 mm in the southern
Sahel and up to 300 mm in the Congo Basin in certain parts megomore than 20% of
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Fig. 7.1: lllustration of the annual mean temperatufgif °C) of REMO(cor) for (a) 1960-2000 and for
(b-e) differences iy (AT,) relative to 1960-2000 for 2021-2030 and 2041-2050 of thB Afd
B1 scenarios. Note that all displayed grid boxes show $tlssignificant temperature changes
at the 5% level.

the present-day total. In contrast, a positive rainfalhdreccurs at the windward side of
the Guinean mountains as well as over the Horn of Africa (€ig.7.2c). A completely
different picture is provided by the A1B scenario withouturced LUC change$@eth
et al. 2009their Fig. 6). Here, the trend pattern is rather incoheregpace and reveals a
lower amplitude. In fact, this pattern is coherent with thej@cted precipitation trend of
the ECHAM5/MPI-OM.Paeth et al(2009 linked the role of LUC changes to reduced
local water recycling due to decreases in evapotranspiratExcept for West Africa,
where the GHG forcing contributes up to one-third of the wgyiLUC changes are
responsible for almost the entire drying signal. The redwaenual precipitation amount
leads to longer dry spells reducing water availability.

One result of the warming in tropical Africa is an intensifioa of the summer mon-
soon flow. This increases the moisture advection over shia#8a Africa and probably
causes the rainfall increase in the area of the Guinean ramsntHowever, in most parts
of West and Central Africa this growth is not able to balarfee drying trend induced
by the reduced local water recycling.
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Fig. 7.2: Same as Fig/.1, but for the annual precipitation amoufR, in mm). Values statistical signifi-
cant at the 5% level are marked by dots.

7.2 Present-day malaria distribution

7.2.1 LMMj runs based on IRD/ERA40 (1968-1990)

A realistic simulation of the present-day malaria disttibn in Africa is a prerequisite
for the projection of the future malaria spread. The skiltled LMM,, in terms of the
simulation of various entomological and parasitologicaiiables was shown for single
observed rainfall and temperature time series in West Afaigd Cameroon (Seg.l).
The following two-dimensional malaria runs provide funtfeidence that the LMM
version is able to reproduce a realistic malaria distrdouti

In order to reduce inherent uncertainties, the LMl first driven on a 1 latitude-
longitude grid by IRD rainfall observations and ERA40 temgteres (Sec8.6& 3.9).
These runs are restricted to West Africa for the period 19889 and might serve as a
reference for subsequent simulations driven by modell¢a fiam REMO.

Apart from the good performance at station locations (64%.the LMM,, also
provides realistic entomological data for the West Africaribcontinent (cp7.3). The
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Fig. 7.3: LMM , simulated present-day (1960-2000) malaria distributioth season length based on IRD
precipitation and ERA40 temperatures. Depicted areE(@, (in infective bites year'), (b)
o(EIRy) (in infective bites year'), (c) Seas(in months), (d)a(Sea$ (in months), (ePRa, ()
0(PRa), (9) PRmnaxa, and (h)o(PRmaxa)-

largestE IR, values and the longest malaria seasons are simulated feotitieern part of
the domain. As expected, transmission is most intense awisstine strongest year-to-
year variability along the Guinean coast, the Sudanian,zame in the southern part of
the Sahel. The longest malaria persistence is found for thegan coast (Fig..3a-d).
South of about 13N EIR, usually ranges between 100 and 500 infective bites. A sharp
decrease in malaria transmission and in the interannuelbibty is modelled north of
about 15N. These are areas where the annual rainfall supply falsAdD0 mm (av-
erage of 1968-1990). Only a marginal malaria transmissaimulated for the fringe
of the Sahara desert. Comparatively low are transmissies & the coast of Togo and
Benin. As previously noted, dry spells and excessive rdidfaing boreal spring as
well as the little dry season can significantly reduce the elled mosquito population
in this area (cp. Seé.2and Fig6.9). In comparison with transmission rates further to
the west, southern Chad shows relatively IBWR; values but reveals an extraordinary
year-to-year variability. This might be to a certain extexplained by somewhat lower
amounts of precipitation (cfRR, in Figs.4.1& 4.3a). Excessive rainfall in the frontier
border area of Guinea and Guinea-Bissau lead to low simtuEakB, values (see, e.g.
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August in Fig4.1). A substantial interannual variability &IR; is also simulated. At
certain grid pointsg(EIR,) reaches about half or more of tB¢R, value of 1968-1990
(Fig.7.30).

The length of the malaria season is closely related to theepiee of the monsoon.
Seasgradually decreases from about eleven months along thee@uoinoast toward
less than one month in northern Sahel (FFigc). At the coastal area, the season starts
around March/April and continues until November/DecembBere to the later monsoon
onsetSSeass retarded farther in the North. In the Sahel, the transomisis delayed
until June to September and the season already ends betwptantber and Novem-
ber (Fig.F.7e &g). In Benin, for example, the average valueS#asdecreases in the
south-north direction from about ten to six montidSeasusually adds up to one to
five months causing about half of the months of the transonsseason to exhibit low
transmission rates (Fi§.7a). North of about 9N the maximum transmission occurs in
general between September and October. However, soutis ¢dtitudeX Seass highly
variable along the Guinean coastal region. Various yeaeat@a maximunmonthly En-
tomological Inoculation RatéEIRy,) during boreal spring, whereas for other years the
highestE IRy, values occur in boreal autumn (see Fig3c & F.8c). During certain years
the presence of the little dry season causes an interruiptibie malaria season between
August and October/November for various grid points at tha@st This explains the
comparatively high value a¥(Sea$ (Fig.7.30).

In agreement with the simulated duration of the malaria@edsMM,, simulations
show a decrease PR, from the Guinean coast towards the Sahel (Fig). The high-
estPR; values of more than 70% are found in the Guinean coastalmegib various
grid points south of about 2#l the upper model limit o0PRyaxa is reached every year
(Fig.7.3g). As observedPR, andPRnaxa increase strongly in the Sahel from less than
10% to values above 50% (cp. FE4c)2. In this areaPRmaxa declines within about
three degrees of latitude from values above 90% to valueghes 10%. However, the
previous validation of the LMM already showed (Se6.1) that the simulation of para-
sitological variables is not as realistic as that of entmgmal variables (see Se&&for a
detailed discussion).

The low and variable transmission intensity and length eftialaria season leads to
a strong year-to-year variability fRin parts of the Sahel. The highestPRnaxa) val-
ues are simulated along a latitude band between about 146aNd \farious grid points
in the Sahel exhibit a standard deviation above 25%. For @hgesreasons?Rnaxa

1Due to the design of the LMMthe value ofPRnaxa is not able to exceed about 95.1%. Under high
transmission rates an equilibrium condition is reachetémbodel, when humans are either in the latent or
infectious stage. A fraction of these humans continuousigrs their infection. Due to the fixed recovery
rate ¢) of 0.005 the prepatent periody) of about 10 days is only passed by about 95.1{0 days

= (1-r)" = (1-0.005°~ 0.951).

2Note that due to the trickle of the number of added infectimesquitoestfi,) PRcannot fall to zero in
the model (see Sex1.6. A certain level ofPR (usually less than 3-4%) is reached by this constant influx
even in absence of ‘truly’ simulated transmission. Thiselag primarily determined by the recovery
rate ¢) but also depends on atmospheric conditions since mosguitaval in the LMM depends on
temperatures and rainfall.
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varies significantly at the border area of Guinea and GuBissau. For most other parts
of West Africa the computed standard deviation is fairly .low

7.2.2 Evaluation of LMM runs based on REMO (1960-2000)

Subsequent to the modelling of malaria in West Africa fortgdobserved data, the
LMM , was driven by REMO ensemble runs of the present-day climail®@0-2000
(see Sec3.10. In addition to the presentation of the data, the perforceanf the model
is evaluated using a variety of published malaria maps addiadal entomological and
parasitological surveys. The modelled spatial and sea&sltistabution of the malaria
transmission as well as the simulated epidemic risk is adidated.

Present-day malaria runs cover large parts of the Africalamaebelt (Fig.7.4). The
simulated malaria distribution is comparable to variouseotpublished malaria maps
(e.g., Fig2.8). The spread of malaria is restricted by both, desert areasgel as high-
land regions. The pattern of the simulated malaria vargaldeclosely related to runs
driven by IRD rainfall and ERA40 temperatures (cp. Fig8, 7.4, F.7& F.9). However,
malaria transmission reaches higher latitudes in REMQ(zased LMM, simulations.
This feature is probably related to higher rainfall amountthe Sahel in REMO(cor)
than in IRD (see Sed.1).

The seasonality of malaria in the new simulations also spoads well to former
runs. The largest differences are seen at the Guinean ¢oa&strtain parts, simulations
driven by REMO(cor) reveal small&easandMSeasvalues. The influence of the little
dry season seems to be more pronounced in runs driven by IRIEEBA40. In these
runs, malaria transmission is either the strongest betwésmnand July or exhibits a
maximum in October-December (Figs7c & F.8a). Such a progression is less frequent
in REMO(cor) forced simulations andSeass only found for September and October
(see FigsF.9c & F.10a). However, the year-to-year variability ¥Seass still the largest
for certain coastal territories. Large standard deviatiare found in particular for the
Mount Cameroon region as well as for the coastal zone betWenea Bissau and
Sierra Leone.

The actual runs lead to several new insights into the sprieadlaria of West Africa.
The additional grid points and the higher spatial resotusbow a marked influence of
mountainous areas. Compared to nearby plains, tempesdtetew or around 2@
in the Adamawa and the Jos Plateau (see Fig) lead to lower transmission, shorter
and delayed malaria seasons, as well as diminished paratte(cp. Figs/.4& F.9).

In contrast, the reduced transmission in the Guinean mmmtasults not from low
temperatures but from excessive rainfall. Annual averaggeratures in REMO(cor)
are above 2ZC; however, this region receives large amounts of rainfagl.(7.2a).

The highesEIR; values in the whole model domain are simulated for equdtoria
Africa and the southwest of Cameroon. These are areas wjthamnual rainfall but not
excessive precipitation like that of the Mount Cameroonnj€eoon; 413'N, 9°10’E)
area. For the Congo Basin, the LMMimulates year-round transmission and the highest



7.2 PRESENTFDAY MALARIA DISTRIBUTION 123

MSeasvalues, consistent with observations (Garnevale et al. 199Bonnet et al.
2002. Additionally, high transmission rates are simulatedgnd boxes of the Guinean
coast (in particular that of the Dahomey Gap), the southavedtank of the Ethiopian
Highlands, as well as the coast of Tanzania.
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Fig. 7.4: LMM , simulated present-day (1960-2000) malaria distributiod aeason length based on
REMO(cor) precipitation and temperatures. Displayed aJ& (R, (in infective bites year?),
(b) o(EIRy) (in infective bites year?), (c) Seag(in months), (d)o(Seas$ (in months), (ePR,,
(f) 0(PRa), (9) PRnaxa, and (h)o(PRmaxa)-

South of the equator, the onset of transmission is betwepte®®er and January
and malaria usually pauses between April and July, comglatell with MARA maps
(cp. Figs2.8c &d andF.% & g). In these territories, the malaria transmission mas@s
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in the model runs in March or April, which is exactly the oppesf X Sea®f September
or October for areas north of the equator.

The long and short rains in East Africa result in interruptedlaria transmis-
sion in certain areas. The LMjMtherefore frequently simulates two malaria seasons
(cp. FigsF.9& F.10. The first season usually starts in April or May and ends be-
tween June and August. The second, shorter malaria seasmralhostarts between
November and December with transmission ceasing in Deceorb&anuary (further
see AppD.5). The longest malaria season and in parts a year-roundnissi®n is
found for the Kenyan and northern Tanzanian coast.

In East Africa, the presence of highlands causes a compliérpaof the malaria
distribution. Parts of Ethiopia, Kenya, Tanzania, Rwamlaundi, Congo, Zambia, and
Angola are covered by highlands (F&y1b). Atmospheric temperatures (around@0
or lower; see Figr.1a) in these regions reduce or disrupt the malaria transomssid
dry conditions along the Horn of Africa even prohibit theesul of malaria in the model
(cp. Fig.7.2a).
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Fig. 7.5: Comparison of (a) the LMM simulation with (b) historical Kenyan and Tanzanian malari
maps in terms of the length of the malaria seas®aa@. The historical analysis of Kenya
and Tanzania was performed Wijlson (1956 andNelson(1959, respectively (se€raig et al.
1999 their Fig.3b). In (a) black crosses mark grid boxes at wisichulated malaria occurs
(EIR;>0.01 infective bites) in less than 5% of the years betwe&0Xhd 2000. In contrast,
white (black) dots refer a frequency of occurrence of 5-3B95)%.

Comparison with historical Kenyan and Tanzanian malari@srenables the veri-
fication of model simulations relative to East Africa (seg.Fi5). There is a striking
resemblance of the simulation with the historical anal{se® als®©mumbo et al. 2005
their Fig. 3b). Naturally, some regional details are notteegal by the 0.5latitude-
longitude grid. High transmission and parasite rates ath bionulated and observed
for the northern vicinity of Lake Victoria. In opposition the model ofOmumbo et al.
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(2005, the LMM,, simulates a reasonable parasite prevalence and seasatm $eogh
of Lake Victoria. Also, the aforementioned transmissioongl the coast of Tanzania
and southeastern Kenya is included in the historical malaaps. However, the model
seems to overestimate the malaria spread at the coastabk#@aya, in particular in
the north-eastward direction. The LMMexhibits the historically recorded malarious
region southeast of Mount Kenya (Keny&d9@®5, 3718’E), which is largely disregarded
in the MARA maps (see Fig. 3a i@raig et al. 1999 Here,PR, ranges between 10 and
40% (Fig.7.4e) andSeasadds up to 1-5months in LMMruns. There is a close corre-
spondence between modelled and historically recordedriadiae or epidemic-prone
areas (see crosses and dots in Fifg). As a result of low annual rainfall or low tem-
peratures, the model and historical maps (frequently) taekmalaria transmission in
the vicinity of Lake Turkana, in northeastern Kenya, and iest&rn Kenyan highlands.
Also, transmission gaps in the Eastern Arc Mountains ofreéffanzania are reflected
in the model. However, the LMMIis, as expected, not able to simulate accurately the
malaria spread in the Tana and Pangani river valleys.
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Fig. 7.6: Risk assessment of malaria epidemics with regard to L,MWhs of the present-day climate
(1960-2000) based on REMO(cor). lllustrated is the coeffitiof variation ¢,) of PRnaxa
indicating epidemic risk. Black crosses mark grid boxes laictvthe simulated malaria occurs
(EIRz>0.01 infective bites) in less than 5% of the years betwees0Xthd 2000. In contrast,
white (black) dots refer to a frequency of occurrence of F5B95)%.

Assessment of epidemic malaria risk

The year-to-year variability of the malaria prevalenceg(Fi4f & h) is to a certain extent
determined by the number of bites humans receive duringtaiogeriod. However,
once transmission exceeds a certain level no further isergdPRis expected. In fact,
the prevalence has been shown to correspond to the logasftEimiR, (Beier et al. 1999
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Hay et al. 2005 The approximate saturation level is reached at aboutf@6time bites
per annum $mith et al. 1998 On this accountSmith et al.(1993 observed in Kenya
no differences in the malaria prevalence despite a tenfatéition inEIR;. Another
factor that determines disease prevalence is its seagohanger transmission seasons
likely result in a higher value dPRs.

Malaria epidemics might be simply defined as an increase 9aadie prevalence
beyond that normally experienceldcdonald 1957Connor et al. 1999 Epidemics
occur either in usual malaria-free areas or are a result agrafisant change in the
normally experienced intraseasonal variation of the disgaevalence (cfKiszewski
and Teklehaimanot 2004Such events are forced by unusual high seasonal trariemiss
levels and lead to a sharp increasePR during short time periods. In either case,
epidemics lead to a marked increaseéPiRnaxa and are likely to cause a high year-to-
year variability ofPRnaxa. Endemic malaria areas with largdR, values, however, can
also reveal high values of(PRnaxa). In fact, the interannual variability ¢¥Rmnaxa must
be understood in the context of its average value. ddefficient of variatior(cy)3 of
PRmaxa is therefore better suited for the risk assessment of naadguidemics (Fig?.6).

High values ofcy(PRmnaxa) and o(PRnaxa) are found along a strip within the Sa-
helian zone between 13 and°M8(Fig.7.6), a region well-known for instable malaria
transmission. Malaria epidemics have been regularly tegan the arid and semi-arid
regions of Senegal, Mauritania, Mali, Niger, Chad, and 8u@aszewski and Tekle-
haimanot 2004 The band of higlt,(PRnaxa) values (e.g., >50%) is located about one
to two degrees farther to the north than the strig@Rnaxa). Note that transmission
rates within thecy(PRmnaxa) Strip are fairly low. During several years the malaria trans
mission is absent in LMM simulations in the northern part of this zone (see the black
and white dots in Fig/.6). The unstable malaria zone of the LMNé about one degree
displaced to the south of epidemic malaria areas defineddglitimate-suitability of the
MDM (cp. Fig. 3 inSnow et al. 1999a

Various grid points in the Jos Plateau and Adamawa mounginibit large coeffi-
cients of variation and therefore reveal a potential epidersk. However, the malaria
transmission seems to be endemic throughout Nigeria, evibie iarea of the Jos Plateau
(e.g.,Uneke et al. 2006 Recently,Atangana et al(2009 performed across-sectional
surveyin the Western Cameroon highlands in the area of Mangoum é@amm; 528'N,
10°33’E) at analtitude (2) of about 1100 m with average temperatures of aboti€C22
This surveillance showed that the Western Cameroon higklane characterised by a
high malaria transmission intensity (R,=101 infectious bites). Als@anji et al.(2003
found a highEIR, of 161 infective bites in the Mount Cameroon region. Howewer
single mosquito was collected and therefore no malarisstnégsion was observed at

3The coefficient of variation is defined as the ratio of the dtad deviationd) to the meanyf): ¢, = 2.

This statistical variable relates the standard deviatidth® data to its mean value. The usefulness,of

is limited when the mean is near zero. In this cagés sensitive to small changes in the mean value.
However, due to the structure of the LMMhe parasite prevalence in sub-Saharan Africa does not fall
below 1%.
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Vasingi (Cameroon; 4.7’'N, 9°15’E) at an altitude of 1200 m. The authors explained
the absence of mosquitoes by low temperatures (usually&x1&nd by the lack of ap-
propriate breeding sites due to fast-flowing streams. Thdirig confirms the unstable
or absent malaria transmission in the present-day malans Due to the orography of
REMO (zreaches in parts >1400 m; cp. F&l) various grid points of the REMO(cor)
data exhibit temperatures below’ZD(Fig.7.1a).

Fig. 7.7: Comparison of (ayv(PRnaxa) @s simulated by the LMIMwith (b) epidemic localities and pre-
dicted epidemic risk in East African highland areas abov@0If. The map in (b) has been
extracted from Fig. 8.2 i€ox et al.(1999. Crosses and dots in (a) render the same information
asin Fig.7.6.

Also, the southwestern coast of West Africa shows a strorg-teyear variabil-
ity of the parasite prevalence. These areas might be clesiserd as epidemic since
they also show large values @f(PRmaxa) (>80%). Unfortunately, no malaria data was
published for the coast of Guinea-Bissau, Guinea, and &iegpone (sedday et al.
2005 their Tab.S2). Data exists only for the area of Bo in the Beut Province
of Sierra Leone (cp. Fig5.2). An average prevalence of 61% was foundBgrnish
et al.(1993 for eight villages in 1990 (LMM: 50%< PRnaxa<60%). During the same
time Bockarie et al(1994 conducted an entomological studylR; ranged from 21.5-
36.5infective bites (LMM: 10< EIR;<100). Additionally, measures of the seasonal
variation of indoor-resting\nophelesemales are provided (their Fig. 1). High monthly
rainfall from July to SeptembeRR, ~500 mm) is remarkable and the concurrent rapid
decline in catches of female mosquitoes. These measureroaoé again suggest a
marked influence of excessive precipitation on the vectputaiion size. It is interest-
ing to note that for this area LM}simulations exhibit a secondary maximumx$eas
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for July/August (cp. Figs.9c & F.1(). Other field studies in the same region detected
much higher transmission rateBqgckarie et al. 19931995 Magbity et al. 199). The
highestE IR, value of 1,235 infective bites was found in the village of Baa (Sierra
Leone; 800’N, 11°77°E). However, such values are not simulated by the LiMMthis
region.

The distribution of potential epidemic risk in the Greatearhl of Africa is complex

and warrants further investigation. For the present-dewatke various areas at high al-
titudes are unsuitable for the simulated malaria distrdvu¢see Figs2.1b, 7.4& 7.17).
A high orography in REMO is found along the East African Rifalaria-free areas
are simulated for the Eastern Rift Valley comprising theigtian Highlands as well
as the Western Kenyan highlands. Malaria is also absenteinMastern Rift Valley
in the area of southwestern Uganda, Rwanda, and Burundi.mBEharia spread is fre-
quently limited along the Udzungwa Mountains to the norsthed Lake Malawi. Also
no malaria is modelled for the northern part of Somalia tesyfrom arid climate con-
ditions (cp. Figs2.1b & 7.4).

Marginal malaria areas are either found in arid climatesrerlacated in regions
exhibiting temperatures only slightly above the sporogaemperature threshold. The
typology of these areas therefore varies according to vendiie transmission is permit-
ted due to exceptional rainfall or whether small tempertocreases enable parasite
development$now et al. 1999a East African highlands are well known for malaria
epidemics. As previously described (S2@®), various locations in East African high-
lands experienced a rise in frequencies of epidemics ddne@@O0th century. Unstable
highland malaria transmission is concentrated in largesmdrEthiopia, western Kenya,
southwestern Uganda, much of Rwanda and Burundi, as wéleasarthern part of the
Eastern Arc Mountains and the Kagera district in Tanzanig {&/b).

The LMM, identifies large parts of East Africa as epidemic-prone saredhe
LMM , simulates a considerable parasite prevalence up to and&tdf about 1900 m
(cp. Fig.7.17), close to the generally considered upper limit of transmors of approx-
imately 2000 m Kiszewski and Teklehaimanot 2004The model accurately represents
the epidemic risk of various known epidemic highland terrés (see FigZ.7). How-
ever, the results suffer from the horizontal resolutionhef inodel runs. The grid points
are not able to represent the variable altitudes at higllaités. Epidemic risk is under-
estimated for Western Kenyan highlafd®nly few grid points reveal high,(PRmnaxa)
values. Epidemic-risk in the Eastern Arc Mountains of Tamaaannot only be ex-
plained by altitude. Temperature is not always the sigmti¢actor of transmission in
this region, which is often limited by the availability ofd®ding sites for malaria vectors.

4Malakooti et al (1998, for example, described the study site of the tea estateiitKo (Kenya; 622’S,
35°17’E) in Western Kenyan highlands. The altitude of this asrayes from 1,780-2,225m. By contrast,
the REMO background orography abruptly jumps withfridhgitude from Lake VictoriaZ~1150m)

to altitudes above about 2000m. As a result, simulated temtyes in Western Kenyan highlands do
not fully reproduce the observed temperature range andehrenltice the likelihood of epidemics in the
model. The simulated transmission abruptly decreasestiighE IR, values at the shore of Lake Victoria
to almost zero at high altitudes.
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This fact likely causes the comparatively low altitude ob%4n of Tanzania at which
epidemic localities were recorde@d@x et al. 1999 Additionally, localised malaria epi-
demics were monitored at Angola and Zamt{ésgewski and Teklehaimanot 200dnd
the LMM,, simulates a considerable potential epidemic risk for tlvesmtries.

Unstable malaria transmission is also found at the Horn aoicAf The MARA
projectidentified arid deserts at the juncture of Kenyaidftia, and Somalia as epidemic-
prone areas (se&now et al. 1999aheir Fig. 3) and the LMNM identified potential epi-
demic localities for most parts of these territories (Figa). Unstable malaria transmis-
sion areas are both discovered by MARA and the LMt the arid and semi-arid plain
areas of Kenya, southeastern Ethiopia, as well as parteohfdr depression. This is
different for almost the whole country of Somalia, which iggect to epidemic risk in
the MARA map, whereas only about half of Somalia shows utstadalaria transmis-
sion in LMM, runs (Fig.7.6). Only a small risk is indicated by the LMMor northern
Somalia and the southern coast of South Central Somalia.
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Fig. 7.8: Comparison of parasite prevalen&,) for Somalia between (a) the LMMsimulation and (b)
predicted values fromloor et al.(20083. Crosses and dots in (a) render the same information
asin Fig.7.6.

Noor et al.(20083 recently analysed parasitological surveillances frorm&ica.
According to data from 2005-2007 the parasite prevalendewsn the north (2.8%)
and somewhat larger in the south. It is interesting thabwarobservations in northern
Somalia reveal no malaria parasites (see Fig.@uerra et al. 2008 Noor et al.(20083
additionally performed a spatial predictionRfor the entire country (Fig(.8). This
map shows the largest prevalence (at certain sites >40%grta pf South Central So-
malia with reduced infection rates at coastal regions. &dlme area northwest of
Mogadishu,Noor et al.(20080 dissected thé. falciparuminfection from four cross-
sectional surveys in 2007. The prevalence was significamher in bed net users and
exceeded 20% only in pastoralist communities and in childiged 5-14 years. In the
late 1980’'s,Warsame et al(1989 additionally found an infection prevalence of 18%
among children aged 1-9 years.
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Values of the simulated and estimated infection rates irtt5@entral Somalia are
comparable to modelleBR, values (Fig7.8). However, the highest prevalence in the
model runs is shifted toward the coast underestimating pideenic risk of this zone.
SimulatedPR values are hence too low farther inland, which conversedulte in an
overestimated variability of the malaria transmissiomy(Fi6). The LMM, furthermore
underestimates the malaria spread in northern Somaliaoritrast to various surveys
between 2005 and 2007, almost no transmission is found irehrads for the present-
day climate (see crosses in Frg8a).

In summary, the LMM demonstrates a fairly realistic simulation of the malaria
spread in Africa. The model correctly reproduces the epidgratential at fringes of
endemic malaria areas. Epidemic-prone areas are found aldrand in the northern
Sahel, for various highland areas, as well as in arid and-gseishzones of East Africa.
Significant discrepancies are mainly a result of the crudizbotal resolution and likely
originate from specific environmental conditions.
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7.2.3 Garki model simulations based on LMM, runs (1960-2000)

The analysis of the present-day malaria situation is sup@hted with simulations from
the Garki model. This model is driven by 5-day accumuld®R values taken from
the LMM, ensemble runs. Unlike the LMM, the Garki model considersoves malaria
key features such as immunity (see &2). The application of the Garki model allows
an assessment of the age dependence of parasite prevaiehee astimation of the
proportion of infectious and immune hosts. The model tleeepermits an analysis
of changes in the population structure of malaria underéutlimate conditions. The
Garki model furthermore facilitates an assessment of tHemeance of the LMM with
regard to simulated parasite prevalence.

The infectious individuals in the Garki model are in the pathges of disease. For
this reason, this population group is probably sufferirgrfrmalaria outbreaks. This
group of the human population is therefore likely to be resae for the largest con-
tribution to morbidity and mortality numbers. The largeshaal mean proportions
of infectious individuals ¥ 5) are, for example, found for short seasonal and intense
malaria transmission occurring in the Sudanian or soutBatmelian zone (Fig..%9a).
These regions are characterised by a comparatively slamatént of immunity in the
model. More than one fifth of the human population is infagtion these territories.
In fact, these are also areas with a comparatively low ptapoof immune individuals
(Fig.7.99). By contrast, year-round and high transmission rateBeénongo Basin re-
sultin fairly lowy; values due to a rapid immunisation of the population (cp. F@d).
Naturally, infectivity is fairly low at fringe malaria arsaln these regions, however, the
interannual variability ofy, 4 is large (Fig.7.9). Thus certain atmospheric conditions
during particular years lead to a marked increase in infisggtiThere is a close corre-
spondence between the standard deviatioyy gfand that ofPRnaxa from the LMM,
(see Fig7.4n). Of courseo(yya) values are much lower than that@fPRyaxa) due to
the higher level 0PRnaxa.

The Garki model simulates a fairly uniform parasite prematein endemic malaria
areas. In such regions, the annual mean and maximum malasidvp proportion
(Ya & Ymaxa) Usually ranges between 50-70% and 60-80%, respectivedy {foc & e).
They, values are more uniform and lower than corresponding LIMNR, values (cp.
Fig.7.4e). Clearly, the considered immunity decreases diseasealpree in the Garki
model. Such a condition is found for the Congo Basin leading $econdary minimum
of Ymaxa (Fig.7.9e). Due to the design of the model such a feature cannot bdateuau
by the LMM,.

It should be noted that malaria transmission in the LMi8l adjusted to children
(see Sed.1.19. For this reason, it is not surprising that the modelledalence differs
between the two models. The comparison might be more rebomaterms of child
parasite ratios. According to the Garki model, child premak in most malaria areas
are higher than 70% except for fringe transmission areas {Fi%). Theannual mean
parasite ratio of children aged 2-10yeafPR>_10) is larger and again more uniform
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than the corresponding LMMPR, value (Fig.7.9e). In endemic malaria ared3R,_19
ranges between about 70 and 90% whefagsvalues of the LMM, fluctuate between
about 50 and 90%. This behaviour is not startling since theviqM:xhibits an about
twice as large recovery rate (LMiMr = 0.005 day '; Garki model:r = 0.0023 day*
for non-immune individuals; cp. Sek). Due to highy, values the transition to non-
malaria areas is more abrupt in Garki model simulations. Gagki model also shows
strong influences of highlands on malaria prevalence irdoémil.
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Fig. 7.9: Garki model simulated present-day (1960-2000) malariéalsées based ok IR, values from
the LMM;. Displayed are (a) the annual mean proportion of infectiod#/iduals §/1.a), (b)
0(Y1.a), (c) the annual mean proportion of malaria positive indinalt$ /), (d) o(ya), (e) the
annual maximum proportion of malaria positive individugigaxa), (f) 0(Ymaxa), (9) the annual
mean proportion of immune individualk), and (h)a(l3). Dots in (d) mark areas in which
Ymaxa Never falls below 10%.
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One expected result are congruent malaria areas betwe&atkemodel and LMM
(cp. Figs7.6& 7.%°). However, this is more or less obvious since the Garki milel
driven byEIR data from the LMM,. More interesting is the fact that both models iden-
tify about the same areas with a strong year-to-year vait\abf the malaria prevalence
(Fig.7.%,d &f). Nevertheless, values of standard deviations agarty smaller than
the ones of the LMM (Fig.7.%&h). The reason for this behaviour is likely the fast
recovery of infected immune individuals prohibiting a hegimumber of infections.

The proportion of immune hosts is as expected the largekeirquatorial tropics in
the area of year-round malaria transmission (Fifg). In the Congo Basin, thennual
mean proportion of immune individualky) amounts to about 60-70%. This value is
somewhat lower for endemic malaria areas with seasonartrisgision |, ranges usually
from 40-60%. The Garki model simulates a shirplecrease for the northern part of
the Sahel as well as for other fringe malaria territorieshsag highlands. This feature
is realistic since unstable malaria transmission doesupgiat development of an ade-
guate immune protection. Note also thaonly varies from year-to-year in these fringe
malaria areas (Fig..9n).

The pattern of patent malaria positives reveals the exggmtak in children below
an age of about five yeargy(in Fig.7.20. The transmission level determines whether
this peak is attained at an earlier or later age of each clitdzery high transmission
rates such as in the Congo Basin yhenaximum is already found at the second year of
age (Fig.7.2ad). In epidemic-prone areas no such maximum is found (cp.7R2@n).
The age at which the peak occurs seems not to vary as much vatlransmission
intensity as is observed in field studies. Additionally, tleeline with age in prevalence
is not as pronounced as in many field data sets (e.g., Figs. Bi8olineaux et al.
1978.

One characteristic of the model for a given overall forcerdéction is a steeper
decline in prevalence with age when transmission is seasloaa when it is not (not
shown). Parasite prevalence is reduced when inoculatrendedivered seasonally, than
when they are evenly distributed throughout the year. Thodehfeature is a result of
the way in which superinfections are treated in the modelw Néections make less
contribution to the prevalence when the host already haskeofiinfection. In fact, at
certain transmission levels the risk of being infected dusgaise anymore.

The simulated age pattern of infectivity seems to corredpeasonably well to ga-
metocyte prevalence data (e.g., Fig. 1Dietz et al. 1974 The infectious proportion
is again the highest for young childreyy ¢ in Fig.7.20. At low transmission levels
infectivity declines much slower than at high transmisgiates. However, direct feed-
ing or membrane feeding experiments did not revealed dsrgjrage dependencies as
is seen in patent gametocytaemMuirhead-Thomsori1957), for example, found that
adolescents and adults constitute at least 30% of the ggalvoir of malaria infection

5The coefficient of variation foymaxa Was not calculated since various valueyiya are near to zero.
Note also that the model design does not support a computatithe interannual variability of child
parasite ratios (cp. S€&.2).
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in Liberia. The very steep decline in the Congo Basin henaghtrbe overemphasised
in the model.

Another expected result is the rise in the number of immud®iduals with agelg
in Fig.7.20. Note that hosts do not loose their immunity status in theial version
of the Garki model. The increase of the fraction of immuneasédlows in principle a
more or less steep saturation curve depending on the trasigmievel. In the equatorial
tropics, already more than 50% of all 15 years olds are immuowe transmission levels
in the northern Sahel and in East African highlands are ampi@for an almost linear
increase with only about 20% of the population are immune age of 75 years.

To sum up, the Garki model reproduces fairly realistic fesguof malaria preva-
lence. The highest infectivity and prevalence is usualiynfibwithin the first five years
of life due to their low immune status. Children therefore kkely to suffer most from
disease outbreaks. A short seasonal and intense malarsatission causes the largest
infectious proportions. The highest immune proportiors faund in the oldest age
groups. The most rapid immunisation is simulated in areageaf-round and intense
malaria transmission.

7.2.4 Malaria seasonality from the MSM (1960-2000)

The malaria seasonality is additionally analysed by MSM#ations (Sec5.3). Present-
day REMO ensemble runs for 1960-2000 (see 34€) were used for calculation of
the present-day climate conditions of required two montnyg three yearly climate
variables.

The distribution of rainfall and temperatures in space ame determine the simu-
lated malaria seasonality of the MSM. Only a small area irhtt of the African con-
tinent exhibits no malaria constraints. For other grid Isottee MSM criteria (Talb.4)
are not satisfied at least during parts of the year (see Fit8& F.34). The regions
north and south of the equator are affected by low precipitaamounts during boreal
winter and summer, respectively. Farther north and sogthamospheric temperatures
are a crucial factor. During boreal winter (summer) tempeess fall to such low values
that the malaria transmission would break north (southpoli&a 15N (10°S) under the
presence of the parasite. Temperatures further limit theasjof malaria in East African
highlands. At few grid points in Ethiopia even the frosteribn impedes malaria trans-
mission in the model.

In Africa, precipitation limits the spread of malaria in i@rs areas. No transmission
Is hence predicted for regions with low annual precipitaaoounts, for example, in the
Sahara desert, along the Horn of Africa, and in the vicinitiyake Turkana (Fig7.11a).
The catalyst month and the monthly moving precipitatiotecia are leading to a vari-
able malaria season length in the simulations. In agreemghtthe RR, distribution
and LMM;, runs, the MSM reveals a decrease in season length from EeplaAdrica
towards the Sahel. Malaria transmission is year-roundaretjuatorial tropics in the area
of the largest precipitation amounts in southern Camer&goatorial Guinea, Gabon,
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large parts of Congo, and Uganda, as well as in certain pangestern Kenya and
northern Tanzania. Noticeable is the comparatively shafiarma transmission in the
Eastern Arc Mountains of Tanzania. This feature is agaiatedl to low temperatures
and rainfall.

Fig. 7.10: Constraints of malaria transmission for the present-dagate (1960-2000) with regard to
MSM criteria (cp. Tatb.4). Included are criteria that at least once impede malaaizsinission
during the course of the year. ConstraintsTdy; P: RRsm or RR;; T+P: Tam & (RRsm or RR);
T+F: Tam & Tminm; A: Tminm & Tam & (RRsm Or RR:); and N: no constraint.

The MSM also correctly reproduces the gap in the malariaaspne East African
highlands. The MSM simulates malaria-free areas along tleat@Rift Valley, for ex-
ample, in the Ethiopian Highlands. Also the Fouta DjalloiGininea, as well as the Jos
and Adamawa Plateau in Nigeria and Cameroon markedly retheceeason length or
even cause no malaria transmission in the MSM.

Results of MSM simulations compare well with maps provided MARA
(Fig.2.80) as well as to results of the LMMsee FigsF.7& F.9). However, differences
relative to MARA maps occur in parts of West Africa as well aghe Greater Horn of
Africa. MSM simulations driven by REMO(cor) exhibit a sherttransmission season
along the Guinean coast and in the northern Sahel. The MARAme&als various non-
malaria areas in southeastern Ethiopia, the centre of Kemghin western Somalia that
are not malaria-free in the present MSM simulations. Déferes are also found south
of the equator in Zambia and Angola. Note that these disaggats are often related to
different orographies and an unequal resolution of da& set

In West Africa, the start of malaria transmission is simedashort after the onset
of the rainy season. Comparable to LNMMimulations the malaria season sets in be-
tween March and April and finally ends in November or Decenalbéne Guinean coast
(Fig.7.11b &c). Also the MSM reproduces delayed malaria seasonaliiatd the Sa-
hara. The MSM furthermore depicts two distinct malaria eaasn various parts of East
Africa. Two seasons of several grid boxes of the AdamawaeRlagare a result of low
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monthly temperatures during boreal summer. It is intemgsto note that the LMM
lacks this feature for most years between 1960 and 2000 {gpF-.EO).
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Fig. 7.11: MSM simulations of (a) the length of the malaria seas®egsin months), (b) the star§Seak
and (c) the end montteSea¥of the malaria transmission (C: year-round transmissionthe

present-day climate (1960-2000). RegardBfeasndE Seador areas with two seasons only
the first malaria season is shown.

For most regions south of the equatorial tropics, malagagmission is simulated
between boreal autumn and early boreal summer. Howevetodoa temperatures at
some grid points in Angola and Zambia seasonality is rasttibetween November and
January. For other parts of this area the malaria seasokbbedween February and
March, which is also detectable in MARA maps (R2gdb & ¢). The LMM,, simulates,
however, a somewhat reversed pattern (seeH3y. These differences likely result from
a different response to comparatively low temperaturehisfarea (cp. Figi.2a).

In summary, in various African areas precipitation limit tspread of malaria in
the MSM. For the equatorial tropics temperature constsant only found in highland
areas. Only a small area in the heart of the African contirahibits no limitations
for malaria transmission. Simulations of the MSM are coraple to MARA maps and
reveal only small differences to the LM\Mredicted seasonality.
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7.3 Malaria projections for 2001-2050

7.3.1 LMM, projections based on REMO

Subsequent to the detailed analysis of the present-dayimédlatribution the projected
future spread of the disease is presented. The analysisnoladed malaria changes
focuses on the 2020s and 2040s. These decades are locdtedniddle and at the end
of the future period (2001-2050), respectively. The finrstiperiod allows identification
of risk areas for improved public health planning in the nieswre. In contrast, the
second decade enables an evaluation of the impact of clichaigge on malaria in the
long run. As previously described (S&cl), future climate projections foresee in both
scenarios a prominent surface warming and a significanttexiuof rainfall over several
parts of tropical Africa. As a consequence, the simulateeapof malaria and epidemic
risk is markedly altered under these future atmospheriditions.

The Sahel

In the northern part of sub-Saharan Africa, the preciptatiecline forces a signifi-
cant decrease of malaria transmission in the Sahel TH@g,. see Figsk.15F.18 for
the projected absolute values). In both scenaBd®&, decreases north of about°\8
(Fig.7.12a & b). The transmission decline is most pronounced in thé&won part of the
Sahel, that is south of about I$. The EIR; decrease is projected to be the strongest
in the northern part of Burkina Faso. In this territory, theglated transmission ap-
proximately halves in comparison to present-day valuebeaend of the future period
(cp. Fig.7.140). Also the transmission season markedly shortens in tharmacenar-
ios. At various grid boxes north of about’M) Seaslecreases by more than 0.5 months
(Figs.7.1Z,d &7.14e). The reduced transmission further translates into alseal
crease in the average prevalence (Fig2e &f). However, south of about I8l the
maximum seasonal parasite prevalence remains on the letred present-day climate
(Fig. 7.1 & h) sinceE IR, ranks still above the aforementioned saturation level otiab
30 infective bites (cp. Se€.2.2. The slight decrease AR, is therefore primarily a re-
sult of the shortened malaria season.

In other parts of the Sahel, that is north of aboutNL5the spread of malaria within
the human population either fully vanishes (e.g., Fig6e) or is reduced under the
modified future climate. Around of about g, the malaria season is shortened by more
than one month (Fig.1Z &d). In the 2040s, the malaria transmission is lacking for
various grid boxes north of this latitude (see Figd6ec, e &7.14). By contrast, south
of this latitude transmission is still present but is redlibelow the saturation level. This
in turn causes the strongly reduced annual maximulPRbetween about 14 and 18
(Fig. 7.1y & h). For example, at about 1N certain grid boxes reveal a redud@Bmaxa
from above 80% to values of about 40%.
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Fig. 7.12:LMM , projected changes i IR, (a & b; in infective bites year'), Seaqc &d), PR, (e &),
and PRmaxa (9 &h) relative to the present-day climate (1960-2000)usitated values refer
to the A1B scenario (see Fig.13for scenario B1) as well as to 2021-2030 (a, ¢, e &g) and
2041-2050 (b, d, f&h). Values statistically significantla¢ 5% level are marked by dots.

Besides the withdrawal of the malaria transmission aloregg $ahara fringe the
change in the year-to-year variability of parasite prevedeis of primary impor-
tance. Between about 1518 the frequency of the malaria occurrence is reduced (see
Fig.7.16. In comparison to 1960-2000 high(PRmnaxa) values are shifted toward the
south by about 1<2under future climate conditions. North of aboufNethe transmis-
sion decline results in lower standard deviation®&; and PRyaxa (Fig.7.1-f). In
this zone, malaria epidemics are hence projected to becessadikely.



7.3 MALARIA PROJECTIONS FOR2001-2050 139
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Fig. 7.13:LMM ,, projected changes in the standard deviatioE tR, (a & b; in infective bites year'),
PRa (c &d), PRnaxa (e &), as well as foic,(PRnaxa) (9 & h) relative to the present-day climate
(1960-2000). lllustrated values refer to the A1B scenage(FigF.14for scenario B1) as well
ast02021-2030(a, ¢, e &g) and 2041-2050 (b, d, f & h). Framedsain (c) depict the northern
and southern Sahel as well as the region of East African &igld.

There is an increase in the interannual variability&f andPRyaxa South of about
16°N. The frequency of epidemics therefore is expected to aszen actually denser
populated territories. The populous area along the Atasdast of Senegal, for exam-
ple, is projected to become epidemic-prone. More densegbylpted areas in Mauri-
tania, Mali, Niger, Chad, and Sudan are furthermore pregetd extend into a zone of
increased epidemic risk (Fig.16. However, the intensity of the year-to-year variability
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decreases in general due to the reduced transmission llewdhli, for example, values
of the cy(PRnaxa) Strip decrease by about 50%. Some large cities like Agadige(N
seem to loose their epidemic status. Under the A1B scerarimot for B1, parts of the
dense populated region north of the Sénégal show a markediliced epidemic risk in
particular in the 2040s.
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Fig. 7.14:LMM , simulated time series of entomological and parasitoldgizdaria variables regarding
1960-2050 for the northern Sahel (16.52M8 10°W-5°E; a, d & g; see Figr.1X), southern
Sahel (14.5-18N, 10°W-5°E; b, e & h), and highlands of East Africa (areglb00 m; c, f &i).
Displayed are yearly anomalies of the ensemble mean (grsy kmative to 1960-2000 and in
terms ofEIR, (a-c; in infective bites yeart), Seaqd-f), andPRmaxa (g-i). Further illustrated
are 11-year running mean anomalies of three ensemble reddigh lines) and the ensemble
mean (black line). The data for 2001-2050 refers to the Ahado (see Fid-.24for scenario
B1).

Further parts of West Africa

Farther to the south of West Africa, the decline in preciptaand increase in tempera-
ture is beneficial for the growth of the mosquito populationder these modified atmo-
spheric conditions the flushing of breeding habitats is cedwand the gonotrophic cycle
is shortened in the model. Both factors result in a larger bemof female mosquitoes
under the climate scenarios resulting in a significant mseeinEIR, and its standard
deviation (Figs7.12a,b &7.13, b). For certain parts of the Guinean coastal &g,
increases by more than 200 infective bites.

The start of the malaria season is retarded and the trariemissases earlier un-
der the malaria projections except for areas between lat@rd Ghana (see Fidgs19
F.22). The slightly shortened malaria season is caused by lovemiptation amounts
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at the start and end of the rainy season (see Fig& F.6). The shorter transmission
period and higher biting rates hence lead to an intensifieldnmaaseason. Addition-

ally, maximum transmission occurs somewhat earlier in #&ez.yThe longer simulated
malaria season for areas around the Ivory Coast is causatdarker transmission start
in March instead of April resulting from more abundant ralhin January and Febru-
ary. Higher precipitation amounts reduce biting rates |éingth of the malaria season,
as well as parasite prevalence at southwestern Sierra Leone

AlB 2021-2030 2041-2050
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Fig. 7.15: Disappeared and new malaria areas relative to (a) 2021-2@30b) 2030-2040 (see Fig26
for scenario B1) projected by LMM lllustrated are areas that either reveal a malaria occur-
rence of less than 5% for the present-day climate (1960-R60€@uring the depicted future
decades (cp. Fig.6). Downward arrows indicate a decline in the malaria ocawreefrom
above the specified digit to a value below 5%. In contrast,argvarrows show an increase in
the malaria presence from values of less than 5%.

The strongest prevalence increases in West Africa are atedifor the Adamawa
and Jos Plateau (see FrglZe-h) resulting from the marked temperature increase in
parts beyond 20 (see Fig7.1). Certain grid boxes in the Adamawa reveal more
than 60% highePRnaxa Values in the 2040s than between 1960-2000. The compar-
atively low lying eastern part of the Adamawa is particyaaffected. In this terri-
tory, the malaria occurrence stabilises due to a sinkirgramnual variability 0PRnaxa
(Fig.7.13-h). A different situation is detected for parts of the \WestCameroon high-
lands. Formerly malaria-free areas disappear (Fith) ando(PRmnaxa) Strongly rises
at some grid boxes causing a high epidemic potential (cp.7Fi§). Also mountainous
areas of Guinea show a relatively strong increadeRn

Greater Horn of Africa

The most pronounced changes in Africa are found in East &fyarticularly at highland
areas. Significantly higher temperatures and slightly éighinfall lead to a small or
moderate increase in malaria transmission (rarely exngéesld infective bites per an-
num; cp. Fig7.12a&b). However, such an increase in transmission rates leads
substantial increase in parasite prevalence in formerigespic-prone areas. As a re-
sult, the spread of malaria is markedly increased in vanpauts of East Africa. In cer-
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tain partsPR, andPRnaxa €xhibit 30 and 60% higher values in the 2040s, respectively
(Fig.7.1X&h).

As previously found in other studies (e.gindsay and Martens 1998he strongest
prevalence increase is simulated for highland areas f@gy7.14). Higher temperatures
especially affect large parts of the Great Rift Valley (Fd.2e-h). Strongly modified is
the spread of malaria transmission at Ethiopian HighlatigsEastern Arc Mountains,
and parts of the Western Rift Valley. In Ethiopia, for examplighland malaria is sig-
nificantly increased especially westward of the main ridigthe Great Rift Valley. Even
some grid boxes of the Western Kenyan highlands are newdgtaifi, despite the fact
that these territories are higher than 2000 m in REMO (cp.®kf. Also most parts
of the Eastern Arc Mountains reveal higher disease freqaen€hanges in this terri-
tory not only originate from elevated temperatures but hksdy arise from 50-100 mm
higher annual rainfall (FigZ.2). Atmospheric changes come along with a notable pro-
longation of the malaria transmission and an earlier (Jart (end) of the season. For
example, in certain parts of the Eastern Arc Mount@&easlready begins in Decem-
ber instead of January/February (Figd.Z-e &F.19F.22.

In East Africa, also the interannual variability of disegsevalence is markedly
modified under the future climate (Fig.13. Whereas the year-to-year variability of
EIR, rises uniformly, there is an irregular changeaPRs) and 6(PRmaxa). Areas
where the malaria transmission is becoming more stablestalite are often side by side.
Such a feature is also valid for changes in the epidemic patdifrig.7.16). Various
areas show decreasing valuescpfPRnaxa), whereas some other grid boxes exhibit
a higher coefficient of variation. Highland areas formerhsuitable for malaria are
becoming suitable under the warmer future climate. The Isitimns clearly indicate
changes in the epidemic risk.

The large difference in changes of the year-to-year vdiiglaf PRnaxa in high-
lands is a result of elevation. Analysis of disease transimmsagainst height levels il-
lustrates this fact (cp. Fig.17). As expected, the rise in temperatures increases malaria
transmission and disease prevalence at all altitudes. iBttig rates as well as the dura-
tion of the malaria season increase below 2500 m. This irdfiects parasite prevalence
throughout all levels. However, this does not necessaryaace the epidemic poten-
tial. Quite the contrary, at most grid boxes malaria trarssion stabilises below about
1900 m, for example, in most parts of the Eastern Arc Moustai these altitudes the
regular transmission likely improves the partial immuratyhe population reducing the
mortality of malaria. In contrast, malaria climbs to forriyemalaria-free zones above
about 2000 m enforcing the probability of malaria epidemiéscomparable situation
already took place in Burundi at the end of the 1990s whennmaalas first introduced
above 1450 mBonora et al. 20011 Under both scenarios, various grid boxes in Western
Kenyan highlands as well as in the region around the Udzumdeantains, for example,
are projected to turn into epidemic-prone areas (see/Fg). The infrequent disease
occurrence likely results in higher mortalities above at&900 m.
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Fig. 7.16: Same as Figl.6, but for malaria projections af,(PRnaxa) for (a) 2021-2030 and (b) 2041-
2050 relative to the A1B scenario (see Fd23for scenario B1).

Changes in malaria transmission are not only restrictedgbldnd territories but
are also valid for arid and semi-arid epidemic-prone aré#seoHorn of Africa. In such
regions, the slightly higher though not significantly railhincrease results in a small
increase iNEIR, values. The malaria transmission in southeastern Ethigpiathern
Somalia, and northeastern Kenya seems to be most prevaiemg ¢the 2020s under the
A1B scenario (see Fig.16. Changes in the duration of the malaria transmission are
the strongest in northern Kenya lengthening by one to twoth®ofFig.7.12-d). Some
grid boxes in Ethiopia and Somalia reveal a complete rejocaif the malaria season
from boreal spring to late boreal autumn (cp. FH@1f). Coastal areas of Kenya and
that of southern Somalia reveal lower annual precipital@ading to a decline in the
transmission and parasite prevalence. Also the Afar dsjareexhibits a lower malaria
transmission and proportion of infections despite higlaémfall. This modification is
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probably a result of temperatures exceedingCG3&round June (see Fids3& F.4). At
such temperatures the mosquito survival probability oiMtagtens Il scheme is slightly
reduced (cp. Figh.5).
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Fig. 7.17:Effect of altitude on LMM, simulated values oBeas(a&b), PRnaxa (c&d), as well as

Cv(PRmaxa) (e &f) in the Ethiopian Highlands (cp. the framed area noftAdN in Fig.7.13;

a, c&e) and EEA (105-#N, 27-38E; see Fig7.13; b, d &f) relative to the past period and
the A1B scenario (see Fig.25for scenario B1). Data from various grid points between heig
levels of 1000 and 2600 m is grouped within 100 m altitude sagm Box-and-whisker plots
represent ensemble average values of included grid paifative to 1960-2000 (green box
plots), 2021-2030 (light blue box plots), and 2041-2050@ (pex plots). Blue numbers above
(e) and (f) indicate the number of grid points from which tkegistic is computed.

Central Africa, Angola, Zambia, and Malawi

The strongest increase in biting rates for the whole modeiado is projected for Equa-
torial Africa. The precipitation decline leads to a pronoed rise in absolute values and
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the standard deviation &IR; (Figs.7.12& 7.13. At the end of the future period in the
Congo Basin the modelleIR; clearly exceeds 1000 infective bites (FigL5F.18).
However, despite this fact disease prevalence is nearlganged. Due to already ex-
tremely high transmission levels for the present-day diéenmearly no change in parasite
prevalence is simulated. Besides a reduction in the lengtieamain transmission sea-
son (cp. FigsF.19F.22°%, the seasonality is not markedly altered during future desa

In the southern part of the model domain higher temperatanesunchanged or
higher precipitation amounts cause a stronger malarigmnnasion and an increase in
parasite prevalence (Fig.12. Particularly struck are again highland territories like
that of the Bié Plateau in Angola, the Muchinga Mountain ewof Zambia, as well
as elevated locations in southern Congo and west of Lakewilall these regions,
particularly in Angola’s central highlands, the transnussperiod is extended by two
to four months in the 2040s. At the Bié Plateau and in highdamfdsouthern Congo,
SSeadrequently already occurs in November/December insteadaofiary/February
(Figs.F.15F.18. Disease transmission begins about one month earliemnadg in-
stead of February at the Muchinga Mountains. For variousgoints E Seass retarded
from April to May. Again some mixed changes are projectedtlfi@ epidemic poten-
tial (Fig.7.16. The malaria transmission stabilises considerably abuargrid boxes,
but the epidemic-potential is enhanced for some areas. tHawat the end of the fu-
ture period the malaria spread becomes regular in all oethaghland territories since
transmission takes place every year.

In summary, according to LMNprojections the risk of malaria epidemics is becom-
ing lower in the northern Sahelian zone and by contrast aghigbk is projected for the
more densely populated areas of the southern Sahelian Zbeemnalaria transmission
in general intensifies along the Greater Horn of Africa. Unithe warmer future cli-
mate formerly unsuitable highlands turn into epidemicragrareas. At somewhat lower
altitude levels disease transmission stabilises and padgly improve their partial im-
munity against malaria.

5There seems to be an abrupt modificatioiX&easn the northern part of Congo. In fact,Seagumps
from boreal spring to boreal autumn or vice versa. Howewethése cases the analysis procedure misses
the secondary maximum (cp. Adp.5). About the same is true for coastal areas of Guinea, Sieroat,
Liberia, Ghana, Nigeria, and Cameroon. The identified puoced changes are therefore not always
statistical significant.
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7.3.2 Garki model projections based on LMM,

So far it has only been speculated that the modified maldtiatgan induces changes in
the immunisation of the human population. The Garki modplieitly enables the anal-
ysis of such altered malaria conditions. Additionally, Garki model provides valuable
data in terms of changes in the infectiousness of human .h@sis application of the
Garki model is furthermore a way to reduce the uncertaintthefmalaria risk assess-
ment. A second set of malaria scenarios is supplied by thki Gardel. However, this
data set is not fully independent since these projectioss ba simulated transmission
rates from the LMM and hence also refer to REMO climate scenarios.

The Garki model provides about the same general pictureeofuture malaria sit-
uation as the LMM. Garki model projections indicate fairly similar differem pattern
for patent positives (cp. Fif-28 with Figs.7.12& 7.13), albeit the corresponding am-
plitude is somewhat lower than that of the LMMMParasite prevalence decreases in the
Sahel and is increasing in numerous parts of East AfricaoMargrid boxes in endemic
areas even reveal a slight declineyijnandymaxa, a feature which is not included in the
LMM , data. Despite the higher transmission both prevalence bhasvig are slightly
reduced in certain areas such as the Congo Basin. This islpisolesult of the proce-
dure in which superinfection is modelled (cp. SB2.3. There is a small disagreement
between the data from the Garki model and LMMins around Lake Turkana (in the
2020s), for parts of the Afar depression, as well as coastalseof Kenya and southern
Somalia. For various grid boxes at Guinea, the Garki modedipts decreases in the
parasite prevalence, which are not simulated by the L{MM

Comparisons of the projected year-to-year variabilityrfithe Garki model with that
simulated by the LMM provide approximately the same change patterns. The mtera
nual variability ofy, andymaxa decreases (increases) in the northern (southern) Sahel
and a somewhat mixed picture is found in East Africa. Howesestronger signal is
found for some highland territories such as the Ethiopiaghiinds and parts of the
Adamawa Plateau. These areas therefore reveal a highemapidisk in the simula-
tions of the Garki model. By contrast, other areas such asidhnthern Sahel show a
weaker decline in the standard deviation. This is likelysuteof the lower base levels
of parasite prevalence.

LMM ,, simulations enable no statements relative to the propodianfectious and
immune individuals. Runs of the Garki model therefore catgthe picture of the fu-
ture spread of malaria (see Figl8. The transmission decline in the Sahel considerably
reduces the proportion of infectious and immunes in the ISahe&ontrast, intensifica-
tion of disease transmission leads to a significantly risg yandl, for most aforemen-
tioned highland areas. Different changes are found formicimalaria areas. Regions
with an increasing immunisation lead to a decline of infegtiand vice versa. That
is because immune individuals are not infectious in the Gaddel. For example, the
extended malaria season (FIglZ & d) in the southwestern part of West Africa causes
higherl, and lowery, 5 values. About the same is true for large parts of the southern
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part of the model domain. In contrast, the reduced lengthe@ftalaria season leads to
a rise in infectivity and a lower immunisation of the popidateast of the Ivory Coast
as well as for the coastal zone of Tanzania and Kenya.
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Fig. 7.18: Garki model projected changes yaa (a&b), o(yra) (C&d), la (e&f), anda(la) (g&h)
relative to the present-day climate (1960-2000). lllustavalues refer to the A1B scenario
(see FigF.27for scenario B1) as well as to 2021-2030 (a, ¢, e & g) and 20280Z%b, d, f & h).
Mean changes statistically significant at the 5% level arekethby dots.

Modification of the interannual variability of; 4 andl; exhibits again the already
noted patterns (Fig..18. The standard deviation decreases (increases) in genéhna!
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northern (southern) part of the Sahel. Mixed changes arm algdected for highland
territories. However, it is interesting to note for the Sahat the changes far(l,) are
the strongest in the 2020s (Fi§18y) and are particularly pronounced for scenario B1
(Fig.F.279). This is a result of still comparatively high values in the 2020s and under
scenario B1 (not shown).
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Fig. 7.19: Garki model simulated prevalence in children 2-10 ye®®R:(10; in %) for (a) the present-
day climate (1960-2000) as well as for projected changegf&rc) the A1B and (d&e) B1
scenario. Changed parasite ratios are presented for (b 821)-2030 and (c & e) 2041-2050.

Also the projected change in child prevalence reveals theeafentioned pattern
(Fig.7.19. However, the amplitude of change is considerably strotigen that of the
whole population. This is clear since the proportion of atiens is usually much higher
in children than in adults due to the attainment of immuneqmtion during the course
of life. Climate change hence affects mostly the spread d&naain children.



7.3 MALARIA PROJECTIONS FOR2001-2050 149

AlB Northern Sahel Southern Sahel
100
90
80
70
60
50
40
30
20
10

proportion [%]

0 5 1015202530354045505560657075 0 5 1015202530354045505560657075

East African hlghlands Congo Basm
100

proportion [%]

T
0 5 1015202530354045505560657075 0 5 1015202530354045505560657075

age [years] age [years]
1960-2000 _— -
2021-2030 _— S |
2041-2050 — — Y1ia  TITITC a

Fig. 7.20: Garki model simulated age distribution wf (thick solid lines),y1 a (thin solid lines), anda
(thin dashed lines) for the present-day climate (1960-26€en lines) as well as 2021-2030
(blue lines) and 2041-2050 (red lines) of the A1B scenaee (Sig F.30for scenario B1). The
data shows averaged age dependencies for (a) the northeeh($6.5-18N, 10°W-5°E), (b)
the southern Sahel (14.5-1%, 10°W-5°E), (c) highlands of East Africa (area8500m), and
(d) the Congo Basin (55-5°N; 15-28°E; note, the change of present-day values is fairly small).
Utilised areas are inserted in Fig13c.

The projected decline for patent positives in the Sahel eorscall age groups
(Fig.7.20. At the end of the future period less than 1% of the popufasie infected
in the northern Sahel. About the same is true for the immuaeistof the population.
The number of immune hosts is significantly reduced evenHeraldest age groups.
In this situation a malaria epidemic would not only be res#d to young children and
death would occur at every age. The malaria infection andntineune protection also
markedly fall in the southern part of the Sahel. Valueypéndy, 5 halve for young
children. Only small differences are found for adults. Heerein the 2040s the im-
munisation of adults is reduced by more than 20%. Exact tip@site is true for the
East African highlands, where more people are infectedarfuture scenarios. In these
territories proportions of the infected, infectious, aminune human hosts increase in
all age groups. The value gf, for example, rises from less than 20% to more than 40%
for young children. The proportion of the immune populatcubles approximately.
No markedly change in age-prevalence curves are expeatéuef@€ongo Basin.
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Fig. 7.21: Same as FidZ.17, but for the effect of altitude on Garki model simulated \edwfy; 5 (a & b)
andl, (c&d). See FigF.31for scenario B1.

An immune status increase has already been detected fdahdyareas. Neverthe-
less, changes strongly depend on altitude in these teestoFor this reason, the past
and future impact of altitude on the infectiousness and imigus further analysed for
the Ethiopian Highlands as well as elevated locations in HE#&ween levels of about
1300 and 2500 m the infectiousness is generally higher ifutiuee than during the past
period. As previously speculated, the higher transmissites in fact result in a greater
immune status of the population below heights of about 2000lost pronounced is the
increase of, above about 1700 m. In highlands of EEA this level is locatetimower
at about 1400 m. However, particularly vulnerable futurpydations are still found. The
epidemic risk is significantly raised between approximai€00 and 2500 m. These are
height levels which are at least in parts malaria-free utigempresent-day climate. In
this zone, the pattern for patent positives increases buarked immune response is
lacking in the Garki model.

In summary, the Garki model simulates about the same gepatigrns of malaria
changes than the LMM The Garki model additionally indicates that children vpilbb-
ably be the most affected population group. As expected #msinission decline in the
Sahel will cause a reduction in the immune status of all alyesontrast, highland ter-
ritories will show an increase in the immunisation of the plagion. However, changes
will strongly depend on altitude.
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7.3.3 MSM projection of the malaria seasonality

The impact of climate change on the malaria seasonalityadlfiadditionally analysed
by data from the MSM. MSM simulations base on the projectetbapheric conditions
of five decades between 2001 and 2050 (cp. App). MSM projections are further-
more compared with the simulated seasonality of the LMM
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Fig. 7.22: MSM projected changes Beaga & b), SSeas¢c & d), andE Seage & f) relative to the present-
day climate (1960-2000). lllustrated values refer to th&Atenario (see Fidr.35for scenario
B1) as well as to 2021-2030 (a, c &e) and 2041-2050 (b, d & f)g&RdingSSeagndE Seas
for areas with two seasons only differences for the first nmelseason are shown. Note that
monthly categories prevent an uniform decrease in the heofghe malaria season. Due to the
predominantly zonal distribution, changes in the malagiassn are usually ordered in small
broken strips. Changes therefore only occur at fringes nékzbands.

Reduced precipitation amounts in REMO climate projectiaresleading to a de-
crease in the length of the malaria season in most partsmtaiAfrica (Fig.7.22a & b;
see also Fig-.32for projected absolute values). In contrast, higher teaipees cause
an extended transmission period in East Africa as well afiensbuthern part of the
model domain. The comparison with the projected LiM&&asonality demonstrates a



152 7 MALARIA SIMULATIONS FOR THE PRESENTFDAY AND FUTURE CLIMATE

simpler change pattern (cp. Figl2. For most parts north of about 16 a malaria
retreat is detected, which is consistent with LMMesults. MSM and LMM sim-
ulations also largely agree in the later onset and earlidr&mmalaria transmission
(cp. Figs.7.2Z-f, F.19& F.21). At central Burkina Faso and along the coast of Benin,
for example, the start of transmission is retarded from flukugust and from April to
May, respectively. In contrast, malaria transmission es@about one month earlier.

An extended period of malaria transmission is also fountiénMSM for the Fouta
Djallon as well as the Adamawa and Jos Plateau. At the AdarRéataau, for example,
for certain grid boxes a five months longer transmissionustb(Fig.7.22a & b) due to
the temperature rise of abot@ (Fig.7.1c & e).

Higher temperatures and nearly unchanged precipitatiauats likewise cause an
increase in the season length for the Greater Horn of Africevell as for Angola and
Zambia. Also in MSM runs the presence of highlands causeslg é@mplex change
pattern. The MSM projects a reduction of unsuitable malar&gas. The onset (end) of
the malaria transmission is projected to be earlier (lamecpmparison with the present-
day climate. Outstanding is the strong increase in the sdasgth of up to six months
at about 12S, in the Ethiopian Highlands, along the Western Rift Valléye Western
Kenyan highlands, in the Eastern Arc Mountains, on the Baiedu, and along the
Muchinga Mountains.

To sum up, also in MSM projections the decline in precipitattauses a decrease
in season lengths in most parts of tropical Africa. Highenperatures in highland ar-
eas significantly expand the transmission season. Projsctiom the MSM are fairly
consistent with that of the LMIM

7.3.4 Al1B versus B1

Results regarding runs for scenarios A1B and Bl are sinulaath other. However, as
expected changes are generally stronger in scenario AXBritigl and the amplitude of
change is most pronounced at the end of the simulation perithé 2040s. Comparison
of change signals with regard to individual decades reuvtbalisscenario B1 lags A1B
partly by one to two decades. The reduction or enhancemetiteofisk of malaria
epidemics under the B1 scenario is therefore for most amraswhat lower. The reader
is referred to supplementary figures in Apgdor a detailed analysis of projected malaria
changes under scenario B1.



8 Summary, discussion, and future prospects

8.1 Summary

Malaria is one of the most serious health problems in thedvdrhe projected climate
change will probably alter the range and transmission pisteof malaria in Africa.
In this study, potential changes in the malaria transmisgiere assessed by forcing
three malaria models with data from ensemble scenario rfimstate-of-the-art regional
climate model.

TheLiverpool Malaria Model(LMM) from the Geography Department of the Uni-
versity of Liverpool was utilised. The LMM simulates the spd of malaria at a daily
resolution using daily mean temperature and 10-day acatediprecipitation. Effects
of climatic changes on the malaria season were additionatified by theMARA Sea-
sonality Model(MSM). The Garki model finally enabled the completion of thalania
picture in terms of the immune status and the infectiousoéstifferent population
groups, as well as relative to the age-dependent prevastnaure.

An extensive literature survey with regard to entomologmad parasitological
malaria variables provided valuable information for a neawvgmeter setting of the
LMM. The simulation of some key processes was changed inrdadeeflect a more
physical relationship. For example, the egg deposition@bas the survival of imma-
ture mosquitoes was steered by a fuzzy distribution modethis sub model mosquito
breeding was hampered by dry conditions as well as excessiviall. In terms of adult
mosquito survival a different survival scheme was applesiitting in a higher malaria
risk at temperatures above aboutf 30 The recovery rate of humans was furthermore
significantly reduced to capture observed values and supetion.

Calibration of the LMM was performed in West Africa and Caowar at different
atmospheric conditions. Realistic temperature and pitatipn time series were recon-
structed from various synoptic weather stations. The coispawith observations from
eleven entomological and parasitological variables findéifined the new setting of the
LMM. Validation of the new model version in the same area aé&@ that the simulations
and defined malaria seasonality compared well with entogicéd field observations.
However, due to limitations of the model and heterogeneoasgtence observations the
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performance of the LMM was somewhat weaker with regard to parasitological vari-
ables. Simulations furthermore captured the spatial amgppoeal variability of malaria
transmission. The LMM also demonstrated a fairly realistic two-dimensional simu
lation of the malaria spread in Africa. The model correcttpnoduced the epidemic
potential at fringes of endemic malaria areas.

Various sensitivity experiments revealed that the LMiSIfairly sensitive to values
of its internal parameters. For examid R, values strongly depended on the mosquito
survival scheme. The recovery rate of humans significanflyenced the size of par-
asite prevalence. Comparison of LMMesults with the performance of the original
model version exhibited marked improvements. For instaifeedistribution of malaria
in dry zones as well as transmission rates in humid areas maoh more realistic in
LMM j runs.

In every case, three ensemble runs were performed oragfice The LMM was
driven for the present-day climate (1960-2000) by biagemied data from thREgional
MOdel (REMO), with land use and land cover according to Ho®d and Agriculture
Organization(FAO). Malaria projections were carried out for 2001-20%8@&ding to
climate scenarios A1B and B1 as well as FAO land use and laver @hanges. Garki
model runs were subsequently forced byEmtomological Inoculation Rat@E IR) from
the LMM. Finally, additional results relative to the makageason were produced by the
MSM.

Comparison of REMO data with gridded rainfall observatidesnperature reanal-
yses, and station time series exhibited considerable deéigs of the model runs. For
example, rainfall was too low at the Sahel and was overrepted along the Guinean
coast. REMO showed a comparatively high frequency of snmall excessive rainfall
amounts. Also, the amplitude of the seasonal temperataie @as in general overesti-
mated. REMO temperatures were too low (high) during boreader (summer). These
deficiencies were markedly reduced by the bias correctidheoflata set.

For the present climate (1960-2000), the highest bitingsratere simulated for
Equatorial Africa. The year-round and high transmissidegan the Congo Basin re-
sulted in fairly low infectious proportions due to a rapidimnisation of the population.
Malaria simulations showed a decrease in the spread of imm&lam Central Africa to-
wards the Sahel. The largest proportions of infectiousviddials were found for the
short seasonal and intense malaria transmission. Themmsagere furthermore char-
acterised by a comparatively slow attainment of immunitire Tength of the malaria
season was closely related to the presence of the monsamut, fzddf of the months of
the transmission season exhibited low transmission rate$,maximum transmission
was frequently simulated toward the end of the rainy seasdre spread of malaria
was limited by extreme dry areas of the Sahara desert and #terHorn of Africa, as
well as by low temperatures in highland territories. Modgls showed a marked influ-
ence of mountainous areas causing a complex pattern of teadspf malaria in East
Africa. Temperatures below or around°Dled to lower transmission rates, a shorter
and delayed malaria season, as well as diminished paragte The pattern of malaria
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positives revealed the expected peak in children below arnagbout five years. The
infectious and immune proportion was the highest for youmigicen and for the oldest
age groups, respectively.

Regions of epidemic malaria occurrence, as defined by thi#éicest of variation
of the annual prevalence maximum, were found along a barteeinarthern Sahel. Far-
ther south, malaria occurred more regularly and was thexefoaracterised as endemic.
Epidemic-prone areas were additionally identified at wasibighland territories, as well
as in arid and semi-arid zones of the Greater Horn of African ddequate immune
protection of the population was found for these areas.

Largely due to land surface degradation, REMO simulatedamprent surface
warming and significant reduction in the annual rainfall amtoover most of tropical
Africa in either scenario. Assuming no future human imposexstraints on malaria
transmission, changes in temperature and precipitatitiralier the future geographic
distribution of malaria. In the northern part of sub-Sahaidrica, the precipitation de-
cline will force a significant decrease of malaria transmis# the Sahel. In addition to
the withdrawal of malaria transmission along the Sahargéithe frequency of malaria
occurrence will be reduced for various grid boxes of the Sakea result, epidemics in
these more densely populated areas will become more likgbgrticular as adults lose
their immunity against malaria. Except for highlands of Wasisica the level of malaria
prevalence farther south will remain stable. However, the sf the malaria season will
be delayed and the transmission is expected to cease eartier malaria projections
except for areas between Liberia and Ghana.

The most pronounced changes in Africa were found in both asces for East
Africa. Significantly higher temperatures and slightlytneg rainfall will lead to a small
or moderate increase in malaria transmission. Howeveh andncrease in transmis-
sion rates will cause a substantial increase in the seasgthleand parasite prevalence
in formerly epidemic-prone areas. As a result, the spreadaiaria will be markedly
increased in various parts of East Africa. Highland areaséoly unsuitable for malaria
will become suitable under the warmer future climate. Theusations clearly indi-
cated changes in the highland epidemic risk. At most gridebaxralaria transmission
will stabilise below about 2000 m, for example, in most paftthe Eastern Arc Moun-
tains. At these altitudes the more regular transmissiohimprove the immune status
of the population reducing malaria mortality. In contrasglaria will climb to formerly
malaria-free zones above these levels, enhancing thelphtypaf malaria epidemics.

8.2 Discussion and future prospects

The main aim of the present study was to assess the risk ofimalaAfrica under the
influence of the present and a modified future climate. Iglealinultidisciplinary re-
search program is required for this task. A more completerstdnding of the complex
ecology of malaria will require integration of researcloef$ across diverse ared3q(-
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well and Patz 1998 At least three basic disciplines (i.e., meteorology, itieé, and
entomology) are included in this analysis. Only the comtiameof meteorological data
with the knowledge gathered by entomological and parasjio&l field research enables
the simulation of malaria transmission. A model chain fartallowed estimation of dif-
ferent aspects of malaria distribution such as biting ratethe immune status of the
population. Despite the known causal links between clinaaig malaria transmission
dynamics, there is still much uncertainty about the poatitipact of climate change on
malaria Confalonieri et al. 200)7 This study was naturally not able to account for all
processes involved in the spread of malaria. Some of thesar$amight be included in
a future extension of the LMM. This section provides a dethdliscussion with regard
to various aspects of the present study. The used atmospteta sets and the model
calibration are evaluated, as well as the present-daypeaioce and malaria projections
of three malaria models are discussed relative to resuftsmier studies.

8.2.1 Calibration and sensitivity of the LMM

The data basis for the LMM calibration is far from being omim There is a mis-
match between scales at which a disease vector respondsradyic variability and
scales at which hydrological variability is actually obsst. Systems must be developed
that monitor hydrologic variability at scales correspamylio disease system ecologies
(Shaman and Day 2097 More than that, meteorological data from synoptic stedio
reveals large data gaps in temperature and precipitatjporte However, by means
of additional monthly data sets the generation of realistie series finally succeeded
(see Fig3.5& Sec.4.3). In fact, for certain stations and during various time pdsi the
resulting time series represent realistic atmospheriditions but do not constitute of
real observations. However, the generation of realist@ther conditions was of greater
importance since malaria field studies were not conductextity at the weather sta-
tions. These sites therefore in any case exhibit a diffasmporal variability of rainfall
and temperatures. This might be one reason, amongst otterdaguch as environmen-
tal conditions, why year-to-year comparisons betweenrmwbsen and simulation were
weakly correlated at single validation locations (not shipw

The required historical entomological and parasitoldgdzta is rarely available
with sufficient coverage. Most locations show only one, terogven no field measure-
ments. It is therefore likely that a larger set of observaioould have a strong impact
on the result of the model calibration. Ideally, model siatians and malaria observa-
tions should be compared from year-to-year. However, tluslevrequire the simulta-
neous monitoring of long-term malaria data and meteorckigneasurements. Such
long time series are available for the area of Ndiop (S. Loyp&rsonal communication,
2007), but these data sets are at present not publicly biaila

The close ranking of diverse model runs as well as the lackiifitgnt validation
data further restricted an objective formal fitting of thedabto field data. In fact, var-
ious steps of the calibration procedure were subjectivee Dicomputational demands
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it was furthermore not possible to fit all remaining modelgmaeters simultaneously.
However, because various settings compensate each othkkely that the final model
formulation conforms as much as possible to reality @mith et al. 2006)

Calibration and validation of the model should also be ilygabt only restricted to
West Africa and Cameroon. However, such an extension togXample, East Africa
would be a time consuming undertaking. The Malaria Atlagdetantends to provide
access to various malaria studi€ugrra et al. 2007 This might provide an efficient
access to malaria data beyond that of West Africa. Due to tbequnced projected
changes such an extension would ideally include East Afritghlands and an estima-
tion of the sporogonic temperature threshold. However,tdube effect of altitude on
malaria it might not be an easy task to find proper malaria aetdanological data.

The diversity of sensitivity tests over the range of adjoktgarameter values re-
flects high levels of uncertainty in the formulation of a finadel setting. Those model
parameters with a significant impact on simulations are teasaof the model that need
to be refined as knowledge of the underlying processes inegr@ones 200)/ Until
such achievements, a range of model settings could be usedndst thorough way to
investigate the considerable uncertainty in the formakatf the model is to run a mas-
sive ensemble experiment in which each relevant parametebioation is investigated.
This might end up in a set of models that could be used for s@hsmsemble forecasts
of malaria (cpMorse et al. 2005Hagedorn et al. 2008 homson et al. 2006 Due to
the computational demand, it was not possible to use diffen@del formulations of the
LMM ,, in the present study.

8.2.2 Performance of the malaria models

The simulated spread of malaria, the transmission level,tha seasonality seem to
be realistically reproduced by the LMM Validation in West Africa and Cameroon
clearly showed that modelled features from the new modeaioercompare well with
entomological observations. Field studies, for exampte eontain the strong decline
in EIR, in the Sahelian zone. Various other published malariaidigion maps (e.g.,
Figs.2.8& 2.9) also correspond well with the simulated spread of malaridnb LMM,.
However, in certain parts the simulated intensity of maléransmission differs consid-
erably. Rogers et al(2002, for example, predicted bands of low annual biting rates
in West Africa. Such feature are not identifiableEhR, values of the LMM,. The
LMM ,, in general seems to predict higher transmission rates tieasadtellite-derived
predictions ofE IR, of Rogers et al(2002 (cp. Figs2.9& 7.4a). Maps of transmission
intensity provided byGemperli et al(2006h are fairly spotted. In their analysis the
highest transmission intensities in West Africa are foumdlfie southern part of the Sa-
hel. In fact, their prediction likely significantly suffefeom the neglected interannual
variability of malaria (see also S&.7.2. Based on availabl&IR; observations it is
difficult to judge which estimates are closer to reality. Hwer, validation of the LMM
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under different climatic conditions provides evidencet tie present study generated
realistic biting rates.

The simulated seasonality corresponds well with obsemat{cp. Figs6.3& E.3)
and with seasonality maps from the MSM (F2g8b-d). In particular, the patterns of
SSeasre almost the same for MSM and LMMNimulations. LMM, runs exhibit about
a half month lateE Seaghan modelled by the MSM (cp. Fi§.32. However, it must
be pointed out that MARA results refer to average climatedaoons whereas values of
the LMM;, are based on single years.

There are many factors that modify transmission that areaocbunted for by the
used malaria models (see S82.5. The simulation of parasitological malaria variables
by the LMM, is a simplification of real processes. Validation of the LIMM means of
PRa, PRmaxa, andPRmina measurements in West Africa and Cameroon already revealed
major shortcomings of the model (Sécl). The lowest skill scores were achieved by
these parasitological variables.

In addition to the lack of immunity, the LMMis not able to account for other
malaria factors such as chemoprophylaxis and human aet\(itee Se@.6.2. Ob-
servations suggest a stronger variability in parasiteglesce. At Bobo-Dioulasso, for
example, ten observd®R, values range between 29.1 and 77.5%. In contrast, 34 annual
values of the LMM, only span between 50 and 70% (Fig4c). Unfortunately, for West
Africa there seems to be available only one location with satbsequenPR, observa-
tions from different yearsCarnevale et a1988 provided parasite ratios from a trial
of impregnated bed nets at Karangasso (Burkina Fasd 31N, 4°39'W). In the un-
treated control area (Koko suburB, in children (1-14 years) decreased from 54.1%
in 1985/86 to 39.6% in the second year. This also hints towastfonger year-to-year
variability.

Due to the lack of long-term observatioideinschmidt et al(2001) andGemperli
et al.(2006H were forced to neglect the interannual variabilityRiR This fact might
again partly be responsible for the irreguRRR pattern in West Africa (cp. Fi@.10.
Their maps also show a sharp decreasBR{f north of about 19N (see also Fig5.4).
However, in contrast to LMM and Garki model simulation®R;, is frequently lower
than 50% south of I'N. Only few regions exhibit highdPR, values than 70% as such
from the LMM;, and Garki model (Fig..4e & 7.1%). With regard td®Ryaxa the LMM,
simulated values are often higher than observed. Salyatinelli et al(1986 published
a value comparable to the upper limit BRnaxa. In 1984 at Koubri (Burkina Faso;
12°09'N, 1°23'W), children between two and five years exhibite@Rwvalue of 94.9%
at the peak of the transmission season in August-Septenimrever, as previously
mentioned (Se.4.5 individuals often return a false negative microscopy reptnen
parasite densities fall below sub-microscopic levels.

Different simulated parasite prevalence of the LIM&hd Garki model result in parts
from different used recovery rateg.( The value of for the non-immune population is
lower than that used by the LMM(r: 0.0023 vs. 0.005day). In fact, the Garki
model was only calibrated for one single area in northerreN& Note thaGu et al.
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(20033 found in Kenya a dependenceradn transmission intensity (see S&4d.11. For
this reason, it would be more suitable to use recovery ragpsmtling on the exposure
history of individuals. However, this would require a dréfat structure of models since
individuals must be tracked. Due to the uncertain setting thie two different used
values can better estimate the uncertainty of the malaoj@gtion. In fact, both models
exhibited about the same projected prevalence changesflinence of different used
values is hence comparatively small.

8.2.3 Uncertainty of the applied climate projections

The atmospheric basis of malaria projections covers ontydifferent climate scenarios
from one single regional climate model. Importance of usageral climate scenarios
to illustrate the range of possible future geographicalamaldistributions was, for ex-
ample, found byHartman et al(2002. Ideally, assessment of the malaria risk should
therefore be based on projections from different climatele® The applied model
chain could be driven by data from the 21 AOGCMs of the IPCC4ARowever, these
data sets suffer from their coarse resolution. Regionadatie projections provide a more
detailed picture of atmospheric conditions. Unfortunatier the present study only re-
gional climate projections for large parts of Africa weradable from REMO. In the
near future, various other regional climate projectionslvé allocated for the Fifth As-
sessment Report of the IPCC and will also allow malaria ptajas beyond 2050. This
data basis will enable more robust malaria projections @amdprovide the basis for a
detailed uncertainty analysis of the future spread of nealar

Of particular interest is, for example, an estimation ofcation changes in the
Sahel. REMO projects a marked reduction of rainfall overtpasts of tropical Africa,
which are mainly induced by LUC changes. However, as afontimeed (Sec2.3.2), it
is difficult to identify robust signals in precipitation petns for West Africa. AOGCMs
of the IPCC showed diverse evolutions of the hydrologicaleyin fact,Cook and Vizy
(2006 found only four different models exhibiting realistic fages of the West African
monsoon. Among the six models not reproducing a realistidath pattern was also
the ECHAMS5/MPI-OM, in which REMO was nested. This might hpaatially caused
systematic errors of the REMO precipitation. Only the lasection of rainfall finally
enabled the generation of a realistic distribution of gygation amounts.

The key feature of the REMO scenarios is the induced LUC aba8gch changes
are at present largely not included in state-of-the-art 8M3. REMO simulations
strongly indicate that such changes are of particular asleg. In addition to global
changes of atmospheric patterns, regional factors likerdsfation are also of particular
importance for the hydrological cycle. Nevertheless, otfienate models have to verify
this large impact of land degradation. Results fieaeth et al(2009 must be confirmed
in the light of various other model physics. Inclusion of LidRanges is only a next step
towards incorporation of a dynamic vegetation model (gicher 2008 Addition-
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ally, other physical components of the climate system ssdhe effect of atmospheric
aerosols on the hydrological cycle must be consideredRapth and Feichter 20D6

A different situation is found for East Africa. In this areihe great majority of
AOGCMs agree in the positive sign of the precipitation slgi@a increase in the trop-
ics is a plausible hydrological response to a warmer tropesg However, atmospheric
features such as ENSO or IOD might exert a greater influendatare rainfall con-
ditions than presently expected. The IPCC-AR4 found onlylehalependent changes
in the interannual variability of ENSO but no indication aécernible changes. In this
context, it should be noted that difficulties still remaintire simulation of ENSO and
associated tropical precipitation. Additionally, cliraatnd regional climate models are
also not able to simulate all complex features of observetateé dynamics and variabil-
ity of the Greater Horn of Africa (see S&t1.2 due to their coarse horizontal resolution.

8.2.4 Evaluation of the malaria projections

In case that humans do not significantly alter malaria trassion, a modified future
climate will change the geographic distribution of malariBhe general expectations
of the climate change impact on the spread of malaria arerooedi by the present
study. The IPCC-AR4 already concluded that climate chandjeber associated with
both geographical expansions and with contracti€@@enfalonieri et al. 200)/ Areas
particular vulnerable to future changes were identifiedegsons of fringe transmission
(e.g.,McMichael and Haines 1997Lindsay and Birley(1996 pointed out that usually
malaria-free areas and those with an unstable malaria@roe will be touched. These
statements fully apply for projected malaria changes afdiialysis. Areas most proba-
bly affected are those bordering malaria endemic regiool as parts of the Sahel, the
Horn of Africa, or various highland territories. Malarieeas are predicted to disappear
in the Sahel and the disease distribution will expand in laigths (Figs7.15& F.26).
Jetten et al(1996 andReiter(2001) further argued that climate change will have only
minor effects on the malaria distribution in endemic ar@dmss fact is also confirmed by
actual malaria runs. Fringe endemic territories are agfiteind for other endemic areas
only changes in the seasonality are expected.

Projected transmission changes in the Sahel are fairlyrtaicalue to the fact that
these mainly depend on changes in rainfall. A pronouncedigitation decline is only
one of the plausible scenarios for the Sahdhartens(1999, for example, predicted a
spread of malaria beyond current limits due to a wetter SaNelerthelessThomas
et al.(20049) also projected a reduction in malaria transmission, algho due to higher
daily maximum temperatures. It is interesting to note tabk and Vizy(2006 con-
cluded that the MRI model provides the most reasonable siceofiSahelian precipi-
tation throughout the 21st century. This model projecteadabting of the number of
anomalously dry years by the end of the century causing a shodgng in the Sahel.

As previously mentioned, LUC changes are largely not inetlith AOGCMs. Dif-
ferent REMO scenarios showed that such changes likely ¢artber drying conditions.
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For these reasons, itis concluded that the reduction oditnéssion in scenarios A1B and
B1 is one plausible picture of the future spread of malarigaéSahel. A¥Kovats et al.
(2007 already argued, these decreasing rainfall amounts hawefibrl effects by re-
ducing malaria in the northern part of the Sahel. Althoughthfer to the south endemic
zones are projected to turn into epidemic-prone areas wdliiceeasing immune status
of the population. As a result, epidemics in these more densmulated areas will
become more likely. However, people are compelled to restuere water is available
and therefore might be forced to migrate toward south.

In contrast, that climate change may facilitate the spréawataria further up some
highland areas in Africa is incontestable. Previoukindsay and Birley(1996 con-
cluded that climate change probably increases the epideskiin highland territories.
Lindsay and Martengl998 andEbi et al.(2005, for example, projected an increase in
malaria suitability of Zimbabwe highlands. Aldepgers and Randolg2000 predicted
an increase in malaria suitability of East African highlariy 2050. Solely, the timing
of changes is somewhat uncertaifihomas et al(2004 computed, for instance, only
small changes for highland territories in the next 30-40rge#n their scenario, high-
lands become highly suitable not before 2080. This factss ahown by the A1B and
B1 scenarios of the present study. Changes in scenario AgBrieral lead that of B1
by one to two decades. One key result of the actual study iditteeent response of the
population at different height levels under both scenarasindicated byGitheko et al.
(2000, malaria is projected to become stable below certain gtavéevels. In contrast,
formerly unsuitable heights lack an immunisation and tato epidemic-prone areas.

Less certain than the temperature increase in highlandeisxpected small rise
in annual precipitation. Although, most AOGCMs as well asVRE project somewhat
higher rainfall amounts, the influence of ENSO or IOD mighgbeater than projected.
Malaria projections for rather dry areas such as parts oEtistern Arc Mountains or
areas of the Horn of Africa therefore might not be as certaimdicated.

The horizontal resolution of model runs of 0.5 degrees &rriimits the useful-
ness of malaria projections, in particular, in East Afridaghlands. The used model
orography is not everywhere representative for partidokeaitions. For this reason, the
effect of altitude was illustrated (Figs.17& 7.21). However, such an analysis naturally
misses diverse temperature and rainfall conditions atl&nghterritories. Because of
dry conditions the Eastern Arc Mountains, for example, shaower parasite prevalence
than corresponding height levels of the Ethiopian Hightardevertheless, the provided
data might render helpful information for decision makerseirms of malaria control of
highland territories.

Projections of the malaria seasonality were provided by &1, and MSM. Both
models revealed about the same scenarios of malaria séisoillaie to decreasing
precipitation amounts the length of the malaria seasordisaed in most parts of trop-
ical Africa (cp.Martens et al. 1999 In contrast, the temperature increase in highlands
causes a marked extension of the malaria seasorMariin and Lefebvre 1995 As
Kovats et al.(200]) stated, small changes in the seasonality in the Sahel bifamgd
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areas cause strong changes in parasite prevalence. Teatmesults differ from that of
Tanser et al(2003, who predicted an increase in the length of the transmissgason.

The largest temperature rise and a moderate rainfall restuander A1F| caused the
highest increase in person-months of exposure by 2100.

8.2.5 Neglected factors and future extensions of the LMM

The actual study did not account for various malaria facops Sec2.6.2. Statements
from the present analysis are only related to future clionatid land use and land cover
scenarios. It should be pointed out here, that climate &ydhe only important driver
of malaria. Numerous other studies showed (&pstein 1998van Lieshout et al. 2004
Hay et al. 2005Kelly-Hope and McKenzie 2009hat in particular human activities are
crucial for the transmission and prevention of malaria se@frica. For example, modi-
fication of the landscape by irrigation (e.Briét 20032, forest clearing (e.gMunga et al.
2006, or urbanisation (e.gKeiser et al. 200¥4can significantly alter malaria transmis-
sion. Due to the lack of time and data, the present study sesgesly the malaria risk
for rural areas without the influence of permanent breediaggs. Usefulness of this
analysis is therefore limited when permanent streams @ruckntres are present.

The collected entomological and parasitological data ptswides information for
irrigated areas and locations with permanent streams, bhssvarban territories. Cal-
ibration of the LMM, therefore could also be performed for such areas. However, t
undertaking might be hampered by the lower number of availabservations. A sys-
tematic, time-consuming screening of literature mightvpte additional data. In case
of permanent streams (e.gRobert et al. 2008or seasonal irrigation (e.gBriét 2002,
the LMMy, could be further driven by artificial rainfall amounts regeating additional
breeding opportunities. Urban areas would rather requildf@arent model setting in
order to achieve reduced transmission intensities. Ircgie, risk assessment is hence
also possible for other areas than rural sites.

Species composition of mosquitoes is another neglectédrfatmalaria transmis-
sion. An. funestuss, for example, specialised for the extension of the malseason at
the end of the rainy season and at the beginning of the faligwiry season (cgKelly-
Hope and McKenzie 2009Also the degree of the host-vector-pathogen contactraepe
on the involved vector species. Here, information in terrinarahropophily as well as
the presence of animals such as cattle would be needed.tjriifad.MM simply uses
only one single setting of the human blood ind@x (Such factors require a precise
knowledge of the distribution of mosquito species as weihdsrms of their behaviour.
Kiszewski et al (2004 as well asMoffett et al.(2007) used such information and con-
structed risk maps for various mosquito species. Condideraf different mosquito
species is, however, beyond the scope of this study and wesldt in an extensive
change of the LMM structure.

The simulation of the development of immature mosquitoessignificantly altered
in the LMM,,. Application of a hydrological model might be more apprageithan the
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fuzzification of this process. However, hydrological madeted detailed information in
terms of ground conditions. Such knowledge might only belate for limited areas.
Shaman et al2002, for example, used a dynamic hydrology model to predictouds
abundances in flood and swamp water in New Jersey (USé&baux and Bicouf008
also applied hydrological features for the impact of rdinda mosquito production in
the Sahel.

The fuzzy distribution model was also applied with regardhtonature larvae sur-
vival. However, the mosquito mature agdNIA) was fixed to 12 days. A necessity
for future improvement of the LMM concerns dependence of ature development on
water temperatures (s&ayoh and Lindsay 2003 This would require incorporation
of new meteorological variables such as potential evajmoratioud cover, or sunshine
duration (cp.Depinay et al. 2004

One basic feature of malaria projections is the increadel R, for large parts of
tropical Africa, despite a decreasing rainfall supply. sThhenomenon is clearly as-
sociated with the fuzzy distribution model of egg depositand immature mosquito
survival. It is difficult to judge whether these predictednobes are realistic. In order to
answer this question further case studies as such Raaijymans et a(2007) should be
performed under different rainfall conditions.

A further possible future extension of the LMM includes fastsuch as immunity,
superinfection, and the simulation of age- and transmisdependent malaria factors.
Such factors are essential for state-of-the-art malaridaiso The Garki model was used
in this study for consideration of superinfection, immynés well as the age-structure
of parasite prevalence. A suitable approach would be iddadtbased stochastic malaria
modelling. McKenzie et al(1998 1999 2001, 2002 developed discrete-event models
of malaria transmission dynamics. In these models, mateaizsmission is heteroge-
neous and characteristic states of humans as well as ads¢uitoes are tracked indi-
vidually. McKenzie and Bossel2005 used this discrete-event model and simulated
pathogen dynamics within individual hosts and those withiaracting host and vector
populations. AlsKilleen et al.(2000 introduced a malaria model based on life histo-
ries of individual mosquitoesGu et al.(20033 considered in addition the life history
of human hosts and adult female mosquitoes individuallyth&ir model, immunity is
simulated as a function of exposure history representiregglaged susceptibility and an
increased recovery rate. Such modelling procedure would hdditional benefits for
the LMM such as the loss of discretisation effects and wolltwhafor a probabilistic
approach in terms of temperature and rainfall thresholds.

The present study also not considers any socio-economtioréacHowever, eco-
nomic development of a community is of great importancetierdpread of malaria (e.g.,
Epstein 1998 Villages with irrigation, for example, are sometimesasated with less
malaria (jumba et al. 200® probably due to improvement of their living standardseTh
health impacts will be greatest in low-income countrieso3éhat greater risk include
the urban poor, the elderly and children, traditional siese farmers, and coastal pop-
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ulations Confalonieri et al. 200)7 Socio-economic factors might be integrated into an
extended model such as that frdoml and Dowlatabad{2003).

Studies such as that froRobert and Carneval@d 991 demonstrated that malaria
control can significantly reduce malaria transmission. eAfisage of deltamethrin-
treated bed net8 IR, was reduced by about 94% in an irrigated zone of Burkina Faso.
The inclusion of such a factor into the LMMvould only require a simple reduction of
the human blood indexf, the mosquito-to-humaib) as well as the human-to-mosquito
transmission efficiencycf. Productivity of breeding habitats under larval contratls as
environment-friendly biopesticides (e.qg., via negladdirachta indicaextracts) might
also be included in a future extension of the LMM (€ianotti et al. 2008 Such model
experiments could illustrate effects of control measureteun present-day and future cli-
mate conditions.

8.2.6 Final remarks

The present study provides several plausible pictures efuture spread of malaria
under the influence of a modified climate. Due to similar atphesic features of climate

scenarios the A1B and B1 malaria scenarios of three diftenexlels point into the same
direction. Incontestable seem to be expected changeshiahigjzones. Less uncertain
is the change of the malaria situation in the Sahel. Admiitiélde presented scenario is
only one realistic picture of the future spread of malarighi@ Sahel. However, health
planners must be prepared for any possible change.

This study might provide helpful information for decisiorakers in terms of al-
location of resources for malaria control. A clear estimatis provided for policy
makers relative to possible consequences of climate chamgige disease distribution.
Malaria scenarios identified risk areas and may lead to imgar@ublic health planning
to combat changing malaria riskgtem and Hay 2004 Findings of this study might
be suitable for strategic planning for malaria control oghtiform a platform to help
target planning tools for long-term control measures. Tifigrmation can allow inter-
national priority setting of malaria control. Disease peogs should not only continue
their current focus, but should also consider where and vih@mplement additional
surveillance to identify and prevent epidemics if mosgestehange their geographical
range Confalonieri et al. 200)7 High priority should be assigned to improving the pub-
lic health infrastructure and developing and implemenéfigctive adaptation measures
(McCarthy et al. 2001

This work has further furnished data from various entomigiaigand parasitological
field studies. In AppD, the reader has full access to numerous published data hlat m
serve for individual research purposes. Provided refe®intight assist in identifying
relevant articles. Note also that all information is aValéain a digital format in the
information systenMalaRis(‘The impact of climate change on Malaria Risk in Africa’;
see http://www.impetus.uni-koeln.de/malaris) which waseloped for IMPETUS (In-
tegrated Approach to the Efficient Management of Scarce MR#sources in West
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Africa; German: ,Integratives Management Projekt fir eingfahigen Umgang mit
SuRwasser").

For the risk assessment of possible future malaria ocoterdifferent malaria mod-
els were forced by two plausible regional climate projetsio This approach focused
solely on temperatures and precipitation data and hencenagssno future human im-
posed constraints on the disease. Under this assumptioatelichange will cause both
increases and decreases in areas suitable for this vemtoe-ldisease. The strongest
changes are projected for unstable malaria areas at frofggslemic disease transmis-
sion. However, many other factors such as environmentalggeor standards of living
will determine vulnerability of individuals in the futur&trategies should be developed
to combat projected changes of malaria distribution. \egiavailable resources are
urgently required to control malaria under the modified fattiimate.






Appendices

C Data processing

C.1 Configuration of GSOD time series

The application of temperatures and rainfall from GSOD s pered by two main prob-

lems. Firstly, various entries exhibit erroneous valuesquality check of the data is

therefore needed. Secondly, precipitation reports paxéylap requiring a special data
processing.

Regarding data quality, the original data undergoes autxhguality controls. By
means of this control random errors are sorted out from ti& id@ut. However, the
comparison with, for example, monthly values (cp. $5). showed that errors remain
in the summary of day data. Due to remaining errors a timewoisy data check was
carried out for the period of 1960-2006. Exceptionally hagHow temperature values
were eliminated (e.g., a temperature drop of more than 10K fone day to the next).

Due to the more or less random distribution of precipitatiotime the correction of
precipitation data was complicated:

Precipitation values were principally compared to segdyatported monthly pre-
cipitation amounts (cp. Se8.5). Regarding months with precipitation, the data is cor-
rected when the monthly GSOD sum exceeds reported montbtygatation by at least
10 mm. In such cases, precipitation values are eliminatgd, (@realistic high 24 hour
precipitation) that come up to or exceed the difference betwGSOD and reported
monthly precipitation. The last case makes sense sinch r@terecipitation reports
are available. For months without any precipitation (adotg to monthly reports) all
precipitation events were deleted. Sometimes even thea@n of transposed digits
was possible (e.g., as a result of errors of the SYNOP cod@stance, 31.8 mm were
coded as ‘318’ instead of ‘032’ or mixed digits such as ‘09%tead of ‘997’, which
results in 97 mm instead of 0.7 mm). It is also possible thatritonthly precipitation
data is incorrect (Se8.5). For this reason, the data is not adjusted when severaorr
tions would have been necessary and when there were iralisaif precipitation (with
regard to present and past weather observations). Wherhipgnécipitation data was
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not available the monthly GSOD precipitation was compaogdREC/L (cp. Se@.7).
Here, only unusual high precipitation amounts (e.g., mbent200 mm) were elimi-
nated in the GSOD data since gridded monthly precipitasamoit directly comparable
to station observations.

day 1 day 2
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result day 1: 0 mm day 2: 5 mm day 3: 15 mm
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GS0oD day 1: 20 mm day 2: 8 mm day 3: 15 mm
result day 1: 12 mm day 2: 8 mm day 3: 15 mm

Fig. C.1: Examples in terms of processing of GSOD precipitation d&&ie, green, and red colours
indicate 6-, 12-, and 24-hour precipitation, respectivBlgts mark times of SYNOP messages
at main synoptic hours. The ‘X’ characters represent misggports and ‘/’ symbols stand for
messages with no observed precipitation.

The correction of precipitation is exacerbated by the faat GSOD precipitation
does not always refer to 24 hours between 06 UTC of the preday (day 1) to 06 UTC
of the actual day (day 2). Included are also multiple repoftsix and twelve-hour
periods of precipitation (Fig-.1). Note that West African weather stations usually report
six-hour precipitation at 00 and 12 UTC, twelve-hour préeijjon messages are left at
18 UTC, and 24-hour precipitation reports are transmitt@baTC. There is a problem,
when 24-hour precipitation is not indicated at day 1. Thesolrtion periods of GSOD
might partially or completely overlap with the 24-hour pptation of day 2. This is,
for example, true (see Fi@.1a), when GSOD data indicates 5 mm of precipitation at
day 1 (e.g., from the report on 18 UTC) and again 5 mm of rain6d OC day 2 (24-
hour rainfall). Except for the six-hour precipitation repat 00 UTC of day 1 all six-
and twelve-hour precipitation reports of day 1 are assigoett-hour rainfall of day 2
(06 UTC day 1to 06 UTC day 2). For this reason, incompleteipitation data of day 1
(i.e., when no 24-hour report is left in GSOD) was transfétaeday 2. Of course, only
when no 24-hour precipitation report exists for day 2 (cg. €ilb). However, in such
cases some precipitation amounts of day 1 can be omittecglgahat of the 00 UTC
day 1 report. For this reason, it was checked if the predipitavalue from day 1 was
higher than 24-hour precipitation of day 2. In this case,dlierence between these
two amounts must belong to 24-hour rainfall of day 1 and iselftge added to day 1
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precipitation (FigC.1c). However, it is obviously still possible that some préeipon
is lost (see, e.g., Fig.1d).

For some parts of the particular time series the redisiobuif the data might lead
to a wrong timing of precipitation (one day too late). Theqppéation shift causes
another problem, when the monthly precipitation sum is camag to monthly reports.
Precipitation amounts from a particular month might aragaesl to the subsequent
month. In this case, the comparison with reported monthégipitation was performed
manually. As a consequence the particular rainfall amows sometimes set back to
the previous day. Note, some doubtful GSOD data after 20@0additionally checked
by SYNOP messages that were archived at the Institute foplBesics and Meteorology
(University of Cologne).

The correction of GSOD precipitation is inevitable since tMM is fairly sensitive
to the data input of precipitation. The raw GSOD precipitatilata often includes unre-
alistically high precipitation values (e.g., Dakar/Yo#f06.9 mm (04.08.1998) versus an
August rainfall of 191 mm). Without this subjective qualitiieck meaningful malaria
model runs would have not been possible.

Finally, note that daily mean temperatures from GSOD arg askd when they
were calculated by at least four observations. That is dileetdact that some synoptic
stations only report four observations per day.

C.2 Generation of time series at synoptic stations

The LMM enables the simulation of the spread of malaria onthwomplete daily tem-
perature and precipitation time series. As previously diesd, African weather station
data suffers from numerous gaps (see S2@« 3.3, cp. Fig.3.2). The challenge there-
fore was the reproduction of realistic meteorological tisegies for 1973-2006. The
implemented procedure combines different sources of damperature and precipita-
tion time series. Incomplete monthly data sets were, intemdiadjusted by means of
monthly and climatic values. The detailed procedure isiipdas follows:

Firstly, a complete temperature time series is construdtetblly, daily mean tem-
peratures are computed from three- or six-hourly SYNOP agessand the number of
available hourly reports is noted for a particular day. Paiean temperatures from
SYNOP and GSOD messages are combined to one and a more eotimpkeseries. In
case of coexistent SYNOP and GSOD data, the value with theshigumber of hourly
measurements is chosen (in case of equal numbers SYNOP=#&reqd). Data gaps or
daily mean temperatures based on less than four hourly gessae filled using three
iterations. (i) Temperature values are calculated by at ege daily mean temperatures
of surrounding days (stepwise iteration from 5-15 days teeémd after). (ii) If there are
not enough values available, monthly mean temperaturstsad inserted from GHCN.
(iii) If there is no GHCN value available, the averaged terapgre of that day of the year
is used (i.e., the mean of at least five original temperatahees regarding 1973-2006).
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As a consequence, the complete reconstructed temperah@series are according to
(average) weather conditions of the given space of time.

Secondly, daily precipitation time series are adjusted tntimly precipitation
amounts. Initially, various data sources are combined aacosen in the following
order (relative to their assessed reliability): (i) DMN giatation (Sec3.1), (ii) supple-
mentary data source (A. Niang, personal communication828ec23.1), (iii) SYNOP
precipitation reports (Se8.2), and (iv) GSOD data (Se8.3).

In spite of different data sources partially large gaps fenrathe data. For the
final construction of a realistic daily precipitation timerges the available rainfall from
SYNOPs are accumulated to monthly precipitation amourties& values are compared
with monthly precipitation provided by the GHCN (S&c5). When reported values are
lower than GHCN monthly rainfall (at least 10 mm), artificialn events are introduced
at days when no or incomplete precipitation reports arelava. When there is no
GHCN value available monthly precipitation is comparedhe gridded PREC/L data
set (Sec3.7). Artificial precipitation values are by chance firstly fdtento days with
missing reports and finally into days with incomplete meesag

The number of introduced monthly precipitation events oomf with themonthly
number of days with at least 1 mm precipitati@fiRR-1m). Principally, #/RR-1 m is re-
ported in CLIMATE messages. However, CLIMATE messages &éienaot available
for West African weather stations. For these reasons, whbsailple /RR-1 , is deter-
mined by CLINO data (Se8.4). Unfortunately, such values are not allocated for a lot
of stations by the WMO or other sources. In these case®-#m is determined by
average values ofRR.1 m with regard to 1973-2006.RR-1 m is itself derived from re-
ported data. However, only those months are used when a88&%sof 24-hour rainfall
messages are available or when the amounts of the precipitaessages almost sum
up to the GHCN value (maximum difference: 10 mm). After deteation of f/RR-1 m
missed monthly precipitation is equally distributed ondded rainfall days (e.g.: 40 mm
are missing; RR-1m=12; eight rainy days are available in the time series cogios
four artificial precipitation events of 10 mm are hence idtroed).

As noted above (SeB8.1) a complete daily precipitation data set was allocated by
the DMN. The precipitation time series of six Benin weathi@tiens hence represent
real observations. For all the other stations the impleatent of artificial precipita-
tion events produces realistic time series. For a particutanth when no precipitation
messages are available the distribution of precipitasaamndom and each precipitation
event receives the same rainfall. Unknown monthly pregifith amounts (no GHCN
data) further introduce uncertainties.

C.3 Bias-correction of REMO precipitation

The simulated REMO precipitation reveals discrepanciksgive to IRD (cp. Sed.1).
The REMO precipitation therefore was bias-corrected bydetRP and R. Girmes (per-
sonal communication, 2006). Because the correction pwoeeaas not published and
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even no document exists in the grey literature, the biagcban is briefly described at
this place:

In order to minimise the REMO model bias with regard to préatpn the rainfall
data is corrected relative to CRU (CRU TS 1.1) precipitatigm Sec3.8). The adjust-
ment is performed relative to the period 1960-1998 reptasgthe maximal intersec-
tion between REMO and CRUTS1.1. Since CRU is only availabiddnd areas the
bias correction is only available for REMO land grid points.

Monthly precipitation amounts of REMO and CRU are averageta@ampared with
each other. In case that averaged REMO precipitation of ahmerower than corre-
sponding CRU values, monthly precipitation is adjusted angs by the monthly clima-
tological difference. For each concerned month betweel® H96l 2000 the particular
climatological difference is equally distributed on simtgld precipitation events. For
this reason, a correction of the precipitation amount ofriqdar month is not possible
when no precipitation event is simulated by REMO. In facg, ithtroduction of artificial
rainfall events is not intended. Furthermore, the coroectif only few simulated preci-
pitation events might lead to unusual high precipitatioroants. In order to keep rain
events realistic, extreme events in the dry season arecattifilimited to 50 mm. Also
note that the equal distribution of precipitation is notlistec. However, for the malaria
simulation it apparently does not play an important rolesithe LMM and MSM use
10-day accumulated and monthly rainfall, respectivelg @eo Fig4.2).

In case of higher averaged monthly REMO precipitation in parson with CRU
precipitation, the use of the climatological differenced possible. This is because the
difference might be higher than simulated REMO precimtatf an individual month.
An analogue correction as in the first case would therefae te undesirable negative
precipitation values. As a consequence, a quotignis(applied and is defined by the
ratio of averaged CRU and REMO precipitation. However, duéhe fact that some
rainfall amounts are still missing for the monsoon onsetsih#le usage of results in
too low annual precipitation amounts in the Sahel. On actotihis, g was artificially
limited to values above or equal to 0.2 (therefore2 € q < 1). As a result, some too
high precipitation amounts are retained after the biasection during the monsoon
retreat, which is somewhat delayed and reveals higheralhinfthe uncorrected data
(cp. Sec4.l).

The described correction procedure was applied to 1960-20@ to the whole
REMO land area. The same climatological differences andiepis were used for the
precipitation bias correction of REMO climate scenaridss kssumed that the model
bias of REMO or rather differences between simulations aadtity is still the same un-
der the modified future climate. However, this assumptioghtinot be valid under a
strongly changed precipitation regime, for example, atuitsl decrease or increase of
annual precipitation due to a changed climate.
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C.4 Bias-correction of REMO temperatures

The REMO ensemble experiments overestimate the seasamaétature cycle. REMO
temperatures are too low (high) during the dry (rainy) segqSecs4.4& 4.5). A bias
correction of REMO temperatures is hence needed. Due tdtthelanal dependence of
temperature and different background orographies CRUatdeused for the rectifica-
tion of the REMO bias. The bias correction is instead pertatrny ERA40 (Se@.9).
The procedure is the following:

Due to a different horizontal resolution the REMO and ERA4@del are based on
different orographies. Since temperatures in generaledser with height, REMO and
ERA40 temperatures will differ at locations where theredifierences in orographies.
Modelled screen level temperatures therefore differ atmteinous areas such as the
East African highlands. In order to cope this problem, pb&ential temperaturgd) is
computed for a reference level by the modelled surface presnd the temperature at
a height of 2m. REMO and ERA40 temperatures are taken drypatically to 850 hPa
and are compared at this particular level. Note, this proeed purely a mathematical
proceeding and does not mirror a real atmospheric layering.

For comparison of the two data sets the ERA40 data was irlsggabto the REMO
grid (see AppC.7). The REMO temperature data is compared to ERA40 tempestur
by means o at 850 hPa(Bss50). B350 values are computed by the Poisson equation
requiring 2 m temperatures and surface pressure as inpables. The correction of
REMO temperatures uses thgsg difference between REMO and ERA®B®gs50) with
regard to the average of 1960-2000. In order to avoid urstg@jumps in the correc-
tion from one day to the other, ti¥gs5o data is smoothed by means of the eleven-day
running mean. Firstly, the correction with smoothé}sg is performed on a daily time
step and new REM@gsp values are computed. Secondly, the corrected 2m REMO
temperatures are again calculated by the Poisson equaiiogthe newdgsg values and
the unchanged surface pressure. The result is a REMO tetapethat is adjusted to
ERA40. With regard to future scenarios it is assumed thaetiimperature bias of REMO
is the same under the changed future climate.

C.5 The ensemble mean

The REMO data consists of twentieth-century simulatio®6Qt2000) and two climate

scenarios (2001-2050). Each period and scenario is repszsBy three ensemble mem-
bers in order to obtain a measure of uncertainty. The arsabfslata is therefore usually
performed by the ensemble mean of a particular variable. eflsemble mean of an-
nual precipitation of the present-day climate (1960-20@f))instance, is computed by
means of 123 annual values of three particular simulatibmeé times 41 annual values).
In fact, the ensemble mean of a decade is therefore alwayvénage of 30 values. The
standard deviation is also calculated by the correspondgihges of three ensemble runs.
Daily or monthly values of the seasonal cycle are computeddomparable way. How-
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ever, for certain time series values from every ensembleararseparately presented.
That is because the ensemble average of, for instancegesiagts would considerably
reduce the year-to-year variability of time series.

C.6 The 360-day year

The model structure of the LMM is based on a simplification t868-day year, con-
sisting of 12 months of 30 days each. The model ‘reality’isg$ a reduced calendar in
order to simplify simulations and the data analysis. Thelirgata comprising calendar
days must therefore be converted into 30-day months:

A simple method is used for the transformation of data. Ireazfdeap years and
non-leap years, five and six days are omitted, respectiieig to the variable weather
conditions during the year the omission of days is quite Bvdistributed throughout
the year. The 31-day months are simply reduced to 30-dayhmwid the omission of
the last day. Since calendar years consist of six 31-daylmontcase of non-leap years
the 31st March is retained. Overall the slightly modified @eeblogical conditions, for
example, the omission of some rainfall amounts, should balyea small effect on the
results.

C.7 Grid transformation

Various meteorological data sets exhibit different haniab resolutions. For example,
REMO operates on a O.%atitude/longitude grid, whereas IRD precipitation is yonl
available for I grid boxes. The comparison of such data sets requires the&fdranation
of one of the data sets.

Due to the fragmentary IRD grid (Fi§.4) the REMO data was transformed to the
1° latitude/longitude IRD grid. Only IRD grid boxes with contious observations be-
tween 1968 and 1990 were utilised. The interpolation froenGlb to the 1grid boxes
ideally only requires four REMO grid boxes. However, the REMnd IRD grids are
displaced to each other. For this reason, eight values frenREMO grid are needed
for the calculation of values of the IRD grid. The rainfalllfi@vas hence smoothed and
the number of rainy days is increased. Note also that only ¢gitl boxes were used for
the interpolation.

CRU and REMO exhibit the same horizontal resolution butelasa sets are dis-
placed to each other by 0.25For this reason, CRU values were interpolated to the
REMO grid. When possible the four surrounding land grid lsos& CRU were aver-
aged. As a consequence, CRU values were smoothed.

The varying resolution of REMO and ERA40 represents an issuée bias correc-
tion of REMO temperatures. The resolution of REMO is’ad ERA40 temperatures
at screen level are archived on a N80 full Gaussian grid yadgnt to a 1.125grid).
ERA40 temperatures and surface pressures were henceolategpto the REMO grid
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(0.5°x0.5°) using a distance-weighted average of the four neareshbetig values on
the Gaussian grid. Another problem arises from the factERa#40 sea grid points were
utilised for the interpolation of the REMO land grid pointtdaThe initial masking out
of ERA40 sea grid points largely prevents this problem.

REMO and ERA40 were compared with data from synoptic statioiWest Africa
and Cameroon (Sed4.5. Values of observation sites were interpolated from ti&8 O.
REMO/ERA40 grid using bilinear interpolation. At this steply land grid points were
included. Due to the altitudinal dependence of temperatlse the difference between
altitude of the observation site and that of ERA40 orographg calculated. Sites were
not used for composites whose heights differ by more tham860m the ERA40 orog-
raphy (cp.Simmons et al. 2004

C.8 The Wilcoxon-Mann-Whitney rank-sum test

In this study a test of significance is performed by \Wiéoxon-Mann-Whitheg MW)
rank-sum test (also called Mann-Whitney U test, Wilcoxonkraum test, etc.). The
WMW rank-sum test is a non-parametric test for assessinghehéwo independent
samples of observations come from the same distributions fBst was initially pro-
posed byWilcoxon (1945, for equal sample sizes, and was later extended to anpitrar
sample sizes bivann and Whitney1947). It is constructed for changes of obtaining
greater values in one sample versus the other. The WMW ramktgst only requires
the two samples to be independent. In fact, no assumptiensade about how the data
is distributed in either group. They may be normal, logndrmgponential, or any other
distribution. In contrast, the student t-test can only bgliad under special conditions.
The data within each group has to be normally distributedthedlifference between the
groups must be additive. This test strongly depends on thawgstion that the mean is

a good measure of central tendency for skewed data. These mferlooked problems
make the t-test less applicable for general use than thgpammetric rank-sum test
(cp. Helsel and Hirsch 2002 However, the student t-test is more powerful at detecting
differences between two populations through their meamisthie loss of power of the
WMW rank-sum test is usually quite small (e.@ild and Seber 2000

The null hypothesisHg) of the rank-sum test is that the two samples are drawn from
a single population, and therefore that their probabilgydistributions are equal. The
alternative hypothesis distinguishds$;( H,, andH3) between one-side and two-sided
tests and states that one sample is stochastically greater.

Ho : Probjx >y] = 0.5

Hi:Probx>y] #0.5 (two-sided test x might be larger or smaller thay)
Hz : Probx >y| > 0.5 (one-sided testx is expected to be larger than
Hs: Probx >y| < 0.5 (one-sided testx is expected to be smaller thgh
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Computation of the exact test

The test involves calculation of a statistic, usually dhltbetest statistiqU), whose
distribution under the null hypothesis is known. In casernél samples, the distribu-
tion is tabulated, but for larger sample sizes the testssiatpproximates the normal
distribution. The exact form of the WMW rank-sum test is timdyovay appropriate to
compare groups with small sample sizes (ten or lower). |e taat the sample sizes are
greater than ten the large-sample approximation (see hekmvbe utilised.

The WMW rank-sum test is based solely on the order in whichsample groups
fall. Sample A and B contain andmvalues &, i =1,...,n; yj, j = 1,...,m), respec-
tively. The null hypothesis tests if the distribution in gamA is the same as that in
sample B Hp: A=B). The alternatives are that sample A is shifted eitlethe right or
left of sample B. The WMW rank-sum test initially ranks+ m) values of the com-
bined sample. Theest statistiqW) is the sum of ranks for the group having the smaller
sample size The corresponding random variable is designated/a&aussian sum
formula= W e [A0H (MEm(Bemil)  ni)y The exact test includes the following
steps:

1. Thejoint ranks(Rx; R« = 1,..., (n+ m)) of single ranked series are computed. All
values are ranked without regard to which sample they belangedian value is
used in case of ties.

2. The test statisticW) is computed for the group having the smaller sample size
(e.9.,.W = S}_, R). Either group is used when the sizes are equal (n=m).

3. Critical test statistic value€y for the rank-sum test are specified and sigmnifi-
cance leve(a, e.g., 1%, 5%, or 10%) is chosey . andC% n.m are determined
251l ol

from a table of critical values ai/2.
4. Hp is rejected, if:
Hi:W < Cf%?n?m or W=Cg nm

Ho :W > Cy nm
Ha:W < Céun,m

Lvariants of the rank-sum test, for example, that proposeMagn and Whitney(1947), use a different
test statisticy). Note thatU is somewhat more clear and accessitde= W — "(”—2“)). In this case,
for eachx;, they;’s are counted that are smaller than(a half is counted i = y;). The total of these
counts represents. The minimum value ob is zero (all values of sample A are smaller than those of
sample B). Here, the correspondidgvalue for sample B is the product of sample siZdgdx = nm).
Tables for the WMW rank-sum test therefore also differ inutabed critical values of the test statistic.
Either data fotJ orW is provided.

2C* andC are critical values for the lower and upper tail of the disition of the random variable of the
test statistiaV/, respectively.
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Large Sample Approximation

The large sample approximation of the WMW rank-sum test vpgdied in the present
study. The distribution of the test statist/) of the rank-sum test is closely approx-
imating a normal distribution when the sample size for eactupg is ten or more (see
Helsel and Hirsch 20Q2heir Fig. 5.3). The large sample approximation again ams
imply that the data sets are normally distributed. It iseatiased on the near normality
of the test statistic at large sample sizes. WHigris true and if there are no ties, the
average of the test statist{py) and thestandard deviation of the test statis{my) can
be computed by (ih < m, otherwise exchangeandmin the iy equation):

~ n(n+m+-1)
N 2
nmin+m-+1)
ow = 12

The ow value must be reduced in the presence of tied ra@ksiover(2006 pro-
vides such a formulaj(R; refers to the sum of squares of all (n+m) ranks or median
ranks actually used in both samples):

nm nm nm(n+m-+1)2
ow = \/(n+m)(n+m—1) k;Rﬁ_ 4n+m-1)

Thetest statistic for the large sample approximati@) is computed by standard-
ising the test statistic of the exact test. Due to the fact tiva random variabl&V is
discrete a further continuity correction must be applietie probability of occurrence
is adjusted to the normal curve by either adding or subtrg@i5 (cp. Fig. 5.3 ifHelsel
and Hirsch 200} as the test statistic changes by units of ches calculated as follows:

W05y
Z={0 if W= pw
W-05-py
o i W >

The significance o is checked in a table of the standard normal distribution for
the final evaluation of the test results. For exampl&, alue of -1.96 results in @-
value of about 2.5% for the lower tail of the distribution. rEbe two-sided rank-sum
test (o = 2-0.025) the null hypothesis is hence rejected at the 10% and §étfisance
level (@), but not at a level of 1%.

In the present study, the two-sided WMW rank-sum test ifiestareas with sig-
nificant differences at a 5% significance level. Sample Audek 123 annual values
(n=3-41= 123) of three ensemble runs of the present-day climate (2960). Val-
ues for projected future conditions of a decade (e.g., ZBRE0O) are represented under
sample Bfn=3-10= 30).
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D Entomological and parasitological malaria variables

All across Africa the studies dflay et al.(2000h 2005 as well as that oKeiser et al.
(2009 already compiled information regarding entomological @arasitological stud-
ies undertaken in Africa from 1980 onwards. These artictesgnted results from vari-
ous malaria field studies that revealed information regaydifferent malaria variables.
However, not all desirable data is given by review article$lay et al.(2000h 2005
andKeiser et al(2004), for example, some data with regard to the malaria seaswot is
provided. For this reason and for extension of data, a tioreseming literature research
was carried out.

The analysis included references from the three aboveiomsu review articles as
well as some more recent publications. Due to the avaitgtml meteorological data
as well as limitation of time the analysis was restrictednt® area of West Africa and
Cameroon (cp. Tals.1). Moreover, only malaria information from malaria studrggh
nearby meteorological data (cp. S8d-3.5) was used in the present study (cp. Bd).

Transmission of malaria depends on environmental comditi@®.g.,Hay et al.
2000h. For this reason, it is necessary to divide between rurdlwaban sites. Ad-
ditionally, it was checked if permanent streams (e.g.rgler irrigation (e.g., rice cul-
tivation) played an important role (see also S6.2. This is of importance since the
used malaria models do not include the modelling of, for gXenrivers or lakes. How-
ever, it was found that most field sites in Cameroon are infledrby the presence of
permanent rivers, which is mainly caused by the high anraiafall amount. More-
over, no significant difference was found in terms of entaygalal and parasitological
data between rural sites and such locations. On this accalsotsites with permanent
streams were included in the validation procedure of the L{##c 6). Please also note
that it could not be avoided that these analyses rely on siNgedefinitions by authors
of original studies (cpHay et al. 200p as well as the subjective categorisation of the
present analysis.

The location of study sites was geo-referenced by four iiffemethods. When
possible the geographical position was taken from the qdati reference. Oth-
erwise the position was extracted frohtlay et al. (2000h 2005. The remain-
ing positions were deduced from the Heavens-Above web pattye/(www.heavens-
above.com/countries.aspx). When the identification walsirsipossible the position
was graphically derived from published maps. However, fone study sites the deter-
mination of the geographical position was not possibleoAlste that the exact position
was not needed. Only information in terms of the rough distdmetween the particu-
lar location and the next meteorological station was regli(e.g., 50 km northwest of
Ouagadougou).

A differentiation between the four species of the malarieapiées is not intended
by the applied malaria models. As a consequence and agalestsiudies (e.gHay
et al. 2009 the data collection does not divide between transmisdidifferent malaria
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parasites, for exampl®, falciparum However, the bulk of malaria transmission is due
to P. falciparum

In the following, information is provided for some malarianables:

D.1 Human biting ratio (HBR)

The human bait catch represents a direct sample of humig-bitosquitoeslie Goff
et al. 1997. This involves one or several adults waiting at a given tioca mostly
indoors or outdoors during night time, and collecting matags that try to feed on ex-
posed humans. Other sampling techniques are also usedsspgreghrum spray collec-
tions (cp.Service 1977pas well as light (e.gl.indsay et al. 1993cand exit traps (e.g.,
Lindsay et al. 198p However, these methods depend on the behaviour of mosguit
and are less directly associated with feeding on humans @egvice 197% The sam-
pling bias between mainly used human bait catches and ligps tvas analysedlihes
etal. 1991 Faye et al. 1993Vibogo et al. 1993Davis et al. 1995Smith 1995. There is
also a variation in the attractiveness of individuals to quitbes Lindsay et al. 1993a
Due to the difference in body size adults are more attratbiverophelineshan children
(e.g.,Muirhead-Thomson 195%Port et al. 198D Some field studies used bait catches
performed by children. As proposed blay et al.(2000b, in such cases the childBR
values were converted to adtiBR values via multiplication of 3.57Rort et al. 198)

D.2 Circumsporozoite protein rate CSPR

Only female mosquitoes with sporozoites in their salivdgngs are able to infect hu-
mans. For this reason, the traditio@®PRmethod is the dissection of salivary glands
of caught mosquitoes by microscope. Usually malaria fieldist dissect all or at least
a representative part of collected mosquitoes. A newer odetbpresents the enzyme-
linked immunosorbent assay (ELISA) technique (eBurkot et al. 1984aHabluetzel

et al. 1989 Goldsby et al. 200 detecting circumsporozoite antigens from mosquito
head and/or thorax sampld4dy et al. 2000 Burkot et al.(1984h showed that ELISA
has a greater sensitivity and species specificity than seoqme observations. However,
the reliability of microscopy and ELISA varies between sésdHay et al. 2000p For
this reason, ELISA derived measuresG$SPRwere not adjusted to observations per-
formed by microscopy.

D.3 Entomological inoculation rate EIR)

EIRis a comprehensive indicator and direct measure of the radgtansmission level
of a given location Awolola et al. 2002 This variable is an estimation of the passage
of malaria parasites from infectious mosquitoes to humBRabért et al. 2008 EIR is

a measurable direct determinant of malaria prevalencaspardensity, incidence, and
mortality and therefore represents a testable variablenfaria modelsShililu et al.
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2003. EIR cannot be measured directly but it can be easily calculagethe above-
mentioned standard measuresHBR andCSPR(EIR = HBR:- CSPR cp. Macdonald
1957. However, uncertainty exists whdhlR is estimated in areas of low mosquito
densitiesay 200Q. In such regions, malaria transmission might fall belowltmit of
detection. Please notE]Ris not an exact measure of transmission since not every bite
from infectiousAnophelinesesults in a human infectiorRpbert et al. 2008 Above-
mentioned diverse entomological methods complicate thgpaoability ofEIR values.

D.4 Asexual parasite ratio PR)

The malaria prevalence or asexual parasite ratio is theoptiop of the survey popu-
lation confirmed positive for the malaria parasite. Due @ d$low parasite recovery in
humans the measure BRis a less suitable indicator of the duration and level of miala
transmission thak IR (Reiter et al. 2004Hay and Snow 2006 As EIRrisesPRrapidly
becomes saturate&iczewski et al. 2004 However,PRis much more easy to access
thanEIR and is therefore a widely available measure of malaria enzignge.g., Smith

et al. 2003.

In seasonal malaria transmission ard2R,values vary considerably (e.gjssoko
et al. 2004 since they are usually high (low) at the end (start) of taagmission season
(e.g.,Gazin et al. 1988 For this reason, when possible minimum and maximum values
of PRwere extracted from literature. However, this is only pbksivhen a sufficient
number of surveys were taken place. When monthly data isvaotahle the allocation
of data from the temporary survey depends on the relatedrtrizsion level (e.gPR
taken during the end of the low (high) transmission seasae assigned to minimum
(maximum)PRvalues). Due to the age dependenc®Bfwherever applicable onlyR
from children (usually< 15 years) was extracted.

D.5 Malaria seasonality

Climate change is expected to affect the distribution arad@eality of malaria (e.g.,
Epstein et al. 1998N/HO 2003 Confalonieri et al. 200)7 The detection of the modifi-
cation of the malaria season is therefore of great impoet#@iavats et al. 200l The
malaria transmission in West Africa is usually seasonalreaadhes a maximum between
the middle of the rainy season and the beginning of the drgmseée.g.Robert et al.
1985.

The analysis of malaria seasonality changes is only passilblen the applied
malaria models are simulating realistic transmission@easA quality check of models
in terms of the start, end, and length of the malaria seadoerise required by observed
data. The definition of the malaria season is usually bas¢lddemonthly Entomological
Inoculation Rat§E1Ryy,), which is observed by field studies.

The introduction of the malaria disease into the LMM is asduyy a constant influx
of new infected mosquitoes. As previously discussed, @#lfinfectious mosquito bites
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are excluded by means of two LMM runs (cp. S&d..6. The malaria season starts
by definition in the first month with a& IR, value of at least 0.01 infectious bites per
human. According to the model structure a value of 0.01 mé#aatduring the 30-day
month at least one out of the 100 humans is bitten by an imleetmosquito. Conse-
quently, the last month during the transmission period dsfthe end of the malaria sea-
son. Various years also reveal year-round or even no mdtanamission. The length
of the malaria season is therefore the number of months i, reaching at least
0.01 infectious bites. For each site or grid box additiontike length of the main trans-
mission season{Sea} is defined as the number of months in which 75%EdR; is
transmitted (cpHay et al. 2000)P. Moreover, when possible the month with maximum
malaria transmissiorX(Seasis identified as the month with the highé&stR, value.

The above chosen threshold ensures attainment of a redsdratsmission level.
However, the definition of the malaria season in the modehimgt be directly compa-
rable to field studies since observations are subject totaioatetection limit. That is
due to the fact that field experiments do not continuouslysueabiting rates (at best,
e.g., two times a week) and that these studies do not accouetéry human of the
population.

Analysis J FM A M J J A S O N D
Number of eventsfr(m) 24 0 0 O 3 10 26 14 1 1 2 72
CriteriaA: frim—21)+fr(m) 96 24 0 O O 13 36 40 15 2 3 74
CriteriaB: fr(m)+ fr(m+1) 24 0 0 O 13 36 40 15 2 3 74 96
Threshold 25 25 25 25 25 25 25 25 25 25 25 25
Fulfilled criteria (A or B) 1 o0 o O o 1 1 1 0o O 1 1

Tab. D.1: Artificial example relative to the determination of the smastart for a period of 100 years.
Within the time frame 153 season starts are identifiable.te@ai A and B require at least
26 events for the considered month and the preceding as weallilasequent month, respec-
tively. In this example, obviously two malaria seasons aesent. The first season begins
between July and August and the second season starts nmsefity in December, but also
takes place in January. The periods June-August as well esmimer-January are selected by
the aforementioned procedure (indicated by ‘1’). The ayeraf the first season is hence 7.1
and that for the second season is 12.2.

The definition of the malaria season relative to a long timmesa@s more complex,
especially in case of two distinct malaria seasons. Théstanalaria transmission usu-
ally takes place within a certain period of time. In the Satrehsmission typically sets
in between June and August. However, variable atmospheniditons might cause un-
usual transmission seasons. Such events complicate #renileation of typical charac-
teristics of the malaria season. In areas of two malariaosesasis, for instance, possible
that the two monthly maxima are not separated. For this reasdy typical periods of

3Note that the computation dSeasncludes only months of the malaria season.
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the year are considered. The definition of the start of thanaseason is explained in
the following. The determination & Seasas well asX Seass fully analogue:

In a first step, thérequency(fr) of the season start within a certain month is com-
puted. A month if) is only considered when it either shows or when the pregedin
or subsequent month reveal a frequent start of the malagsisose The frequency of
such events must exceed 25% (criterionfA(m) + fr(m+ 1) > 0.25ny; criterion B:
fr(m—1) + fr(m) > 0.25ny; ny: number of years of the period). For the calculation
of the mean or standard deviation of the season start ongethmnths are retained that
fulfil either criterion A or B (see also the example in TBbl). Note that several periods
during the year might have to be considered. These timesspansimply separated
by months that do not accomplish criteria A and B. Due to theseh procedure it is
possible that a different number of periods are found3I8eask SeasandX Seas For
example, for some grid boxes in East Africa two malaria seesoe merged or only one
season start (end) is found despite most frequently twamsearsds (starts). Numerous
cases exist when transmission occurs infrequertljr(m) < 0.25ny; denoted as ‘U’
in the figures). In other cas&Seask Seasor X Seass simulated more often but are
not sufficiently clustered. Such a situation might be charésed as a variable malaria
season (denoted as ‘V’). Also r&SeasndE Seasvalues are found when transmission
is often year-round (denoted as ‘C’).

D.6 Data table convention

Tab. D.2: Summary of abbreviations and indices that are generally is€absD.3- D.15.

abbreviation explanation

country country where the study was undertaken

place location of the study site

long longitude of the study site (-999.00: position is eitheknown or was not
seeked out)

lat latitude of the study site (-99.00: position is eithekoown or was not
seeked out)

M1 month, when the study started

YYY1 year of the start of the study

M2 month, when the study ended

YYY2 year of the end of the study

specie involved mosquito specie(s)

note notes

ref reference

Ua land use classification aftéfay et al.(2005: PU=peri-urban (population

densities of 250-1,000 persons per@nR1=rural 1 (population densities of
100-250 persons per Ky R2=rural 2 (population densities of <100 persons
per knt), U=urban (population densities of >1,000 persons pef)km

to be continued
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Tab. D.2 — continued

abbreviation explanation

Up as U, but as defined biday et al.(20000: R=rural, I=irrigated rice, U=
urban area

Up as U, but as taken from the particular reference: R=rural area,
I=irrigation/permanent stream or river, U=urban area @dse SecD)

z altitude of the study site (in m)

-8 special value: data was not available in literature

-9 special value: data has not been checked due to limitessactn such cases
some data was taken froHay et al.(20008.

a The position of the study site was taken frétay et al. 2005

b The position of the study site was extracted frbliawy et al. 2000b

¢ This value was calculated by using the relationdbl = HBR-CSPR

d This value either was already considered or was observedd&973.

€ time to adult emergence

e CSPRwas determined by the dissection of salivary glands of caugh
mosquitoes by microscope.

f CSPRwas determined by the enzyme-linked immunosorbent asdd$ {8
technique.

9 HBRwas measured by human bait catches.

h HBRwas measured by pyrethrum spray collections.

i HBRwas measured by using light traps.

i The position of the study site was taken from
http://www.heavens-above.com/countries.aspx.

i HBRwas measured by using exit traps.

K This value was converted by using a multiplication factoB&7 (cp.Port
et al. 1980.

m The position of the study site was derived from a publishe@d.ma

n In addition, no malaria transmission was observed duringest one malaria
season.

P time to pupation

' The position of the study site was found in the reference.

f This value is probably not representative (not all fieldsstteuld be
considered).

s This value is similar to another value from a different refese regarding the
same field site and for about the same period.

y In addition, a year-round malaria transmission was obskeaveing at least
one malaria season.

* children (the following numbers indicate age classes ing)ea

* adults (the following numbers indicate age classes in years

¢ all ages (the following numbers indicate age classes irsyear




D.7 Entomological and parasitological data

Tab. D.3: Data with regard to entomological and parasitological deien malaria field studies. Column&SPR: annual mean circumsporozoite protein rate;
HBR.: annual human biting rateEIRy: annual entomological inoculation raté®R,: annual mean asexual parasite rat®mina: annual minimum
asexual parasite rati®Rnaxa: @annual maximum asexual parasite raBeas length of the malaria season (in monthg)Seas length of the main malaria
season (in months), that is the number of months in which 76Bd B, is recordedX Seasmonth of maximum transmissio,Seasstart month of the
malaria seasorE Seasend month of the malaria season; WMO#: WMO station numbkicindicates the associated weather station (seeGlalnd

Sec6; -9999: no WMO station was allocated to the data); for furthiormation see Tal.2.

country place long lat M1  YYY1 M2 YYY2 CSPR HBRa EIRa PRy PRnina PRnaxa Seas MSeas XSeas SSeas ESEgs Uz Up note ref WMO#
[°E] [°N]
Benin Cotonou- 243 6.35 -8 -8 -8 -8 0.27f 450N 12.10 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 -8 -8 R rural area in vicirofya lagoon Akogbéto 2000 65344
Agabalilame,
Djegbadii,
Kétonou
Benin Cotonou- 243 6.38 -8 -8 -8 -8 1.05 2768 29.06 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 -8 U U becomes swampy dutieg t Akogbéto 2000 65344
Centre rainy season
Benin Cotonou- 2.43 63 8 -8 -8 -8 0.48"  1064" 510  -80 -8.0 -8.0 -8 -8 -8 -8 8 -8 8 U at the Atlantic coast Akogbéto 2000 65344
Fiyégnon
Donaten
Benin Cotonou, 2.45 6.38 1 1987 12 1987 2.80 1179¢ 33.00 -8.0 -8.0 -8.0 2 1 11 11 12 U U U in the heart of Cotonou Akogbéto et al. 1992 65344
Gbégamé
quarter
Benin Cotonou-Ladii, 2.35 6.45 -8 -8 -8 -8 0.86 587¢h 47.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 -8 8 R peri-urban area imnifg of a Akogbéto 2000 65344
Abomey- lagoon
Calavi
Benin Cotonou, Ladji 243 6.38 1 1987 12 1987 1.60  3628° 58.00 -8.0 -8.0 -8.0 8 4 10 06 13 R U R in the north of Cotonou guar Akogbéto et al. 1992 65344
quarter with lagoons
Benin Cotonou, 2.42 6.3P 1 1987 12 1987 1.4 33578 47.00 -8.0 -8.0 -8.0 6 3 08 07 13 R U R - Akogbéto et al. 1992 65344
Sainte-Rita
Norde quarter
Benin Ganvié 2.42 6.47 1 1993 12 1993 0.8 2558 11.00 -8.0 -8.0 -8.0 6 -8 -8 03 08 R PU R built on a salt lake Akogbéto 1995 65344
Akogbéto and Nahum
1996
Benin Ganvié, near 2.42 6.4% 1 1994 12 1994 0.6 2656 10.60 -8.0 -8.0 -8.0 7 -8 -8 -8 -8 R U R built on a salt lake; restlic Akogbéto and Nahum 65344
lake Nokoué EIRafter bed net usage 1996
Benin Ganvié, near 2.42 6.4% 1 1995 12 1995 0.43 3540 11.70 -8.0 -8.0 -8.0 7 -8 -8 -8 -8 R U R Ganvié is built on a sddela Akogbéto and Nahum 65344
lake Nokoué malaria transmission is reduced 1996
in the area with treated
mosquito nets
Burkina Bama -4.42 11.38 1 1981 12 1981 -9.00 175.20 -9.0 -9.0 -9.0 -9 -9 R2 R - Carnevale and Robert 65510
Faso 1987
Burkina Baré -4.10 11.08 1 1981 12 1981 -9.00 91.24 -9.0 -9.0 -9.0 -9 -9 R1 R Carnevale and Robert 65510
Faso 1987
Burkina Baré -4.10 11.08 -8 -8 -8 -8 -8.00 -8 -8.00 775 -8.0 -8.0 -8 -8 -8 -8 -8 -8 8 R PR *(5-14) Boudin et al. 1993 65510
Faso
Burkina Barkoumbilen -1.23 12.6% 3 1995 10 1995 -8.d0 8" >41.00 70.0 56.0 85.0 -8 3 09 -8 -8 R R2 R PR *(0-20); graphically Modiano et al. 1996 65503
Faso and derived
Barkoundouba

to be continued
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Tab. D.3 — continued

country

place

PRmina PRmaxa Seas

MSeas XSeas SSeas

note

ref

WMO#

Burkina
Faso

Burkina
Faso

Burkina
Faso
Burkina
Faso

Burkina
Faso

Burkina
Faso

Burkina
Faso

Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso
Burkina
Faso

Barkoumbilen
and
Barkoundouba
Bella and Peul
Djelgobé
camps
Bobo-
Dioulasso
Bobo-
Dioulasso,
Colma-Nord
quarter
Bobo-
Dioulasso,
Diaradougou
quarter
Bobo-
Dioulasso,
Dioulassoba
quarter
Bobo-
Dioulasso,
Sarfalao
quarter
Bouloy

Dandé
Dandé

Dandé and
Tago
Déou

Desso

Gounghin
Nord
Karangasso

Karangasso
Karangasso

Karangasso,
Koko suburb
Karangasso,
Koko suburb
Karangasso,
Koko suburb
Karangasso,
Massasso
suburb

-8.0 86.0 -8

37.7 715 -8

18.0 47.6 2

4.6 10.3 1

5.4 13.9 1

-8.0 -8.0
-8.0 -8.0
-8.0 -8.0 -8
16.9 455 -8
-9.0 -9.0 -9

35.4 82.5 6

47.0 75.0 3

533 78.9 6

45.0 75.0 7

-8.0 -8.0 5
-8.0 -8.0 7
45.¢ 750 7

PR x(0-20); graphically
derived

PR #(0.5-15)

PR *(0-15)

PR *(0-15)

PR +(0-15)

PR #(0.5-15)

PR (6-15)

PR %(2-5)
PR %(0-4)
PR (6-9)
PR x(10-14)

PR *; graphically derived

PR graphically derived

Modiano et al. 1996

Gazin et al. 1988b

Lochouarn and Gazin
1993

Robert et al. 19861989

Gazin et al. 1987

Robert et al. 19861989

Gazin et al. 1987

Robert et al. 19861989

Gazin etal. 1987

Gazin et al. 1996

Gazin et al. 1988b
Robert et al. 1985
Robert et al. 1985
Robert et al. 1985
Gazin et al. 1988b

Carnevale and Robert
1987
Rossi et al. 1986
Sabatinelli et al. 1986
Boudin et al. 1991p
1992
Boudin et al. 1991p
1992
Boudin et al. 1991p
1992
Robert et al. 1988
Boudin et al. 1991a
Carnevale et al. 1988

Carnevale et al. 1988

Robert et al. 1988
Boudin et al. 1991a

65503

65501

65510

65510

65510

65510

65510

65501

65510

65510

65510

65501

65510

65503

65510

65510

65510

65510

65510

65510

65510

to be continued
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Tab. D.3 — continued

country place long lat M1 YYY1 M2 YYY2 CSPR HBRa ElIRa PRy PRnina PRmaxa Seas MSeas XSeas SSeas ESEgs Ua note ref WMO#
[°E] [°N]

Burkina Karangasso, -4.64 11.2% 5 1985 4 1986 5.7  7018MS 40333 54.01 -8.0 -8.0 8 38 10° 05° 14 R R2 reduced IR after impregnated Carnevale etal. 1988 65510
Faso Massasso bed net usage

suburb
Burkina Kolel -0.43 1455 6 1985 3 1986 O.64 -89 800 507 37 718 -8 -8 -8 -8 8 -8 8 PR %(0.5-15) Gazin etal. 1988b 65501
Faso
Burkina Kongodjan -4.45 1188 1 1983 12 1983  -8.00 -8 -800 599 405 69.2 d7 3 o088 o068 162 R R2 PR «(0.5-15); area: clay Gazin et al. 1988a 65510
Faso hollows/permanent pond
Burkina Kongodjan -4.45 11.58 1 1983 12 1983 -8.00 -8 -8.00 -8.0 -8.0 -8.0 7 3 08 06 12 R R2 : al@ahollows/permanent Robert et al. 1985 65510
Faso pond
Burkina Kongodjan -4.45 11.88 1 1983 12 1984 1.7 7480 133.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 R R2 area: clay hollowsrament Robert et al. 1985 65510
Faso pond
Burkina Kongodjan -4.45 11.88 1 1984 12 1984 -8.00 -8 -8.00 -8.0 -8.0 -8.0 7 5 10 06 12 R R2 : al@ahollows/permanent Robert et al. 1985 65510
Faso
Burkina Kongodjan -4.45 1188 1 1984 12 1984  -8.00 -8 -8.00 -8.0 9.1 80 d7 s 108 06 12 R R2 PR «(0.5-15); area: clay Gazin et al. 1988a 65510
Faso hollows/permanent pond
Burkina Koro -4.20 11.18 1 1981 12 1981 -9.00 -9 171.60 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 R R1 - Carnevale and Robert 65510
Faso 1987
Burkina Koubri -1.38 12.18 7 1984 12 1984 7.0 6082 431.83 -8.0 -8.0 94.9 -8 3 08 -8 -8 R R2 PR (2-5) Rossi et al. 1986 65503
Faso Sabatinelli et al. 1986
Burkina Ouagadougou, -1.54 12.3§ 3 1984 12 1984 147 1359¢ 19.98 -8.0 -8.0 22.1 6 3 10 05 10 U U PR x(2-5) Rossi et al. 1986 65503
Faso Kologh Naba Sabatinelli et al. 1986

suburb
Burkina Ouagadougou, -1.51 12.48 3 1984 12 1984 0.83 92d 7.64 -8.0 -8.0 315 5 3 10 05 12 U U PR (2-5) Rossi et al. 1986 65503
Faso Nongremassm Sabatinelli et al. 1986

suburb
Burkina Ouagadougou, -1.52 12.38 3 1984 12 1984 1.%4 39dc 5.58 -8.0 -8.0 19.7 2 1 08 08 10 U U PR (2-5) Rossi et al. 1986 65503
Faso Saint Camille Sabatinelli et al. 1986

suburb
Burkina Ouagadougou, -1.52 12.3% 6 1984 12 1984 0.60 E: 0.00 -8.0 -8.0 2.9 0 0 -5 -5 -5 U U PR x(2-5) Rossi et al. 1986 65503
Faso Saint Léon Sabatinelli et al. 1986

suburb
Burkina Ouagadougou, -1.53 12.40" 8 1984 9 1984 -8.00 -8 -8.00 -8.0 -8.0 23.6 -8 -8 -8 -8 -8 -8 -8 PR (2-5) Sabatinelli et al. 1986 65503
Faso Tanghin

suburb
Burkina Oursi -0.45 1468 6 1985 3 1986 0.64 -89 800 266 169 454 -8 -8 -8 -8 8 -8 -8 PR «(6-15) Gazin et al. 1988b 65501
Faso
Burkina Pabré -1.58 12.80 7 1984 12 1984 6.67 16731 101.58 -8.0 -8.0 79.6 -8 3 10 -8 -8 R PU PR (2-5) Rossi et al. 1986 65503
Faso Sabatinelli et al. 1986
Burkina six villages, -999.00 -99.00 4 2003 10 2003 -8.00 -8 -8.00 -8.0 -8.0 -8.0 -8 8 - -8 04 -8 -8 -8 PR (1-14) Ouédraogo et al. 2008 65503
Faso 30km N/NW

of
Ouagadougou
Burkina six villages, -999.00 -99.00 6 2002 11 2002 -8.00 -8 -8.00 73.4 63.5 85.0 39 006 11 -8 -8 PR *(1-14) Ouédraogo et al. 2008 65503
Faso 30km N/NW
of
Ouagadougou

Burkina Soumosso -4.05 11.82 1 1981 12 1981 -9.00 -9 200.75 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 R R2 - Carnevale and Robert 65510
Faso 1987
Burkina Tago -4.38 11.67 1 1983 12 1983 -8.00 -8 -8.00 -8.0 -8.0 -8.0 6 3 dos 06 10 R R2 - Robert et al. 1985 65510
Faso
Burkina Tago -4.38 11.67 1 1983 12 1983 -8.00 -89 8200  50.7 30.4 7121 % 3 08 o 100 R R2 PR %(0.5-15) Gazin et al. 1988a 65510
Faso

to be continued
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Tab. D.3 — continued

country place long lat M1 YYY1L M2 YYY2 CSPR HBRa EIRa PRy PRnina PRnaxa Seas MSeas XSeas SSeas ESEgs Ua Up note ref WMO#
[°E] [°N]
Burkina Tago -4.38 11.67 1 1984 12 1984 -8.00 -8 -8.00 47.6 14.3 776 6 3 08 06 10 R R2 R PR %(0.5-15) Gazin et al. 1988a 65510
Faso
Burkina Tin Edjar -0.68 14.69 6 1985 3 1986  0.64 -89 -8.00 33.2 15.0 50.0 -8 -8 -8 -8 -8 -8 -8 R PR %(0.5-15) Gazin et al. 1988b 65501
Faso
Burkina Toukoro -4.25 11.43 1 1981 12 1981 -9.00 -9 76.65 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 R R2 R - Carnevale and Robert 65510
Faso 1987
Burkina VK1 -4.41 11.38 1 1981 12 1981 -9.00 -9 0.00 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 | R2 | - Carnevale and Robert 65510
Faso 1987
Burkina VK2 -4.41 11.3P 1 1981 12 1981 -9.00 -9 21.90 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 | R2 | - Carnevale and Robert 65510
Faso 1987
Burkina VK3 -4.41 11.38 1 1981 12 1981 -9.00 -9 62.10 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 | R2 | - Carnevale and Robert 65510
Faso 1987
Burkina VK4 -4.42 11.3P 1 1981 12 1981 -9.00 -9 20.10 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 | R2 | - Carnevale and Robert 65510
Faso 1987
Burkina VK4 -4.42 11.3P 1 1985 2 1986 -8.00 -8 -8.00 27.4 16.0 357 d6 4 11 og! 14 R2 | PR «(0-4) Boudin et al. 1991b 65510
Faso 1992
Burkina VK4 -4.42 1137 1 1985 2 1986  -8.00 -8 800 337 239 461 96 49 119 o5 1A R2 1 PR %(10-14) Boudin et al. 1991p 65510
Faso 1992
Burkina VK4 -4.42 1137 1 1985 2 1986  -8.00 -8 800 411 29.4 580 96 49 119 o5 1d R2 | PR (5-9) Boudinetal. 1991p 65510
Faso 1992
Burkina VK4 -4.42 11.3P 2 1984 12 1984 0.39 14000 50.00 34.0 25.0 45.0 6 4 10 06 11 | R2 | PR «, graphically derived Robert et al. 1985 65510
Faso Boudin et al. 1991a
Burkina VK4 -4.42 11.3P 5 1985 4 1986 0.2 25490 54.90 -8.0 -8.0 -8.0 6 -8 -8 05 12 | R2 | redudeétR after bed netusage  Robertand Carnevale 65510
Faso 1991
Burkina VK5 -4.43 11.38 1 1981 12 1981 -9.00 -9 36.50 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 | R2 | - Carnevale and Robert 65510
Faso 1987
Burkina VK6 -4.44 11.3P 1 1981 12 1981 -9.00 -9 54.80 -9.0 -9.0 -9.0 -9 3 -9 -9 -9 | R2 | - Carnevale and Robert 65510
Faso 1987
Burkina VK6 -4.44 11.3P 1 1983 12 1983 -8.00 -8 -8.00 -8.0 -8.0 -8.0 4 3 06 06 09 | R2 | - Robert et al. 1985 65510
Faso
Burkina VK6 -4.44 11.3P 1 1983 12 1984  0.4% 1390¢ 60.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 | R2 | - Robert et al. 1985 65510
Faso
Burkina VK6 -4.44 11.3P 1 1984 12 1984 -8.00 -8 -8.00 -8.0 -8.0 -8.0 7 2 07 05 11 | R2 | - Robert et al. 1985 65510
Faso
Burkina Zagtouli -1.63 12.38 7 1984 12 1984 8. %4 1009 82.11 -8.0 -8.0 57.6 -8 2 08 -8 -8 R/ U R PR *(2-5) Rossi et al. 1986 65503
Faso Sabatinelli et al. 1986
Cameroon Bondi 12.19 3.86 -8 1998 -8 2000 -8.00 -8 -8.00 50.0 49.3 50.7 -8 -8 -8 -8 -8 -8 -8 R area: degraded fore®RR Bonnet et al. 2003 64950
4 (0.8-77); position from
Meunier et al. 1999
Cameroon Ebogo 11.47 30 4 1991 3 1992 0.84 38189 355.00 -8.0 -8.0 -8.0 12 8 03 -1 -1 R R2 R/S area: water drainage Njan Nloga etal. 1993 64950
Cameroon Ebolakounou 12.13 393 6 1997 5 1998 4.85 408 17.70 61.8 -8.0 -8.0 2 2 05 05 06 -8 R2 R area: forested; Seesnipel Meunier et al. 1999 64950
transmission, but partly below Bonnet et al. 2002
the detection limitPR *(0-15)
Cameroon Edea, Bilalang  10.13 3.88 1 1990 12 1990 1.%0 3179¢ 3.80 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 U R2 R Seas: few mosquito ech Robert et al. 1993 64910
suburb
Cameroon Edea, Pongo 10.13 3.80 1 1990 12 1990 8.4 3689 30.20 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 V) R2 R area: river presehtgi Robert et al. 1993 64910
suburb large spatial differences; Seas: Manga et al. 1993a
few mosquito catches
Cameroon Etoa 11.48 357 2 1996 5 1996 4.1 11578 474.50 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 R R2 RIS  area: river iriigattoo short Manga et al. 1997b 64950

study

to be continued
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Tab. D.3 — continued

country place long lat M1  YYY1 M2 YYY2 CSPR HBRay EIRy PRy PRmina PRmaxa Seas MSeas XSeas SSeas ESkis Ua Up note ref WMO#
[°E] [°N]
Cameroon Etoa 11.48 37 9 1994 2 1995 400 1277%° 511.00 54.7 -8.0 -8.0 12 -8 -8 -1 -1 R R2 R/S  area: river iriagatrainforest Quakyi et al. 2000 64950
belt; too short studyPR
*(1-15)
Cameroon Koundou 12.12 330 6 1997 5 1998 3.6 4636 176.10 69.5 -8.0 -8.0 6 3 05 03 08 -8 R2 R area: degraded f@east: Meunier et al. 1999 64950
perennial transmission, but Bonnet et al. 2002
partly the below detection limit;
PR «(0-15)
Cameroon Mbalmayo 11.43 350 2 2000 6 2001 360 3588hc  129.00 -8.0 -8.0 -8.0 12 -8 -8 -1 -1 -8 -8 U area: river presence Antonio-Nkondjio et al. 64950
2005
Cameroon Mbébé 11.00 485 4 1989 3 1990 1.94  1033¢ 200.00 72.0 -8.0 -8.0 12 4 02 -1 -1 R R2 RIS area: river breedetyced Le Goff et al. 1992 64950
EIRafter impregnated bed net
usage
Cameroon Mbébé 11.00 485 4 1989 12 1989  1.£3 >S04lgs  >6200s  _gg -8.0 -8.0 -8 -8 -8 -8 8 R R2 RIS area: river breeding Le Goff et al. 1992 64950
Cameroon Mengang 12.05 3igs -8 1998 -8 2000 -8.00 -8 -8.00 70.0 51.2 81.8 -8 -8 -8 -8 -8 -8 -8 R area: degraded fore®RR Bonnet et al. 2003 64950
4(0.8-77)
Cameroon Mutengene, 9.30 4.08 06/11 1998/ 09/02 1998/ 6.97F 2310 161.00 71.4 -8.0 -8.0 -8 -8 -8 -8 -8 -8 R1 R area: Mount CamerBé&a: Waniji et al. 2003 64910
Molyko, 1999 2000 up to 11,000 mm; no
Likoko, transmission at 1200 m
Vasingi
Cameroon Nditam 11.26 5.6 5 1995 3 1996 9.4 87¢% 82.34 -8.0 -8.0 -8.0 12 2 09 -1 -1 R R2 R area: in secondary forest/inea  Manga et al. 1997a 64893
savannah
Cameroon Ngoumé 11.40 5148 5 1995 3 1996  -8.0b o] 0.00 -8.0 -8.0 -8.0 0 0 -5 -5 -5 -8 -8 R area: in ancient forest Manga et al. 1997a 64893
Cameroon Nsimalen, 12.12 3.8% 4 1991 3 1992 1.1% 8724 106.00 -8.0 -8.0 -8.0 11 6 15 07 17 R R2 RIS area: river breediefgrested Manga et al. 1995 64950
Ekoko due to airport construction
Cameroon Nsimalen, 11.57 3.78 4 1991 3 1992 2.3 292¢¢ 68.00 -8.0 -8.0 -8.0 8 6 13 08 15 R R2 RIS area: river breedorgst Manga et al. 1995 64950
Nkol Mefou
Cameroon Olama 11.30 340 2 2000 6 2001 2.8 14778 322.00 -8.0 -8.0 -8.0 12 -8 -8 -1 -1 -8 -8 RIS area: river presen Antonio-Nkondjioetal. 64950
2005
Cameroon Sanaga river 11.00 418 4 1989 3 1990 186  1030F 182.10 -8.0 -8.0 -8.0 12 6 03 -1 -1 R -8 R/S area: forested; breeding Carnevale et al. 1992 64950
villages (December-June)
Cameroon Simbock 11.48 382 2 1999 4 1999  4.88 -8 -8.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 -8 -8 RIS area: forested Fontenille et al. 2001 64950
Cameroon Simbock, 11.50 3.88 10 1998 9 1999 271 10214° 276.80 -8.0 -8.0 -8.0 12 6 01 -1 -1 -8 R1 R/S area: permanemhgwa Antonio-Nkondjio et al. 64950
block 6 2002
Cameroon Simbock, 11.50 3.88 10 1999 9 2000 2.7 13576°  367.90 -8.0 -8.0 -8.0 12 7 05 -1 -1 -8 R1 R/S area: permanemhgwa Antonio-Nkondjio et al. 64950
block 6 2002
Cameroon Simbok 11.47 382 9 1994 2 1995 2.9 19349 565.75 60.6 -8.0 -8.0 12 -8 -8 -1 -1 -8 R1 R/S area: irrigatdddigainforest; Quakyi et al. 2000 64950
too short studyPR *(1-15)
Cameroon Yaoundé, 11.52 3.87 1 2000 12 2000 280  1360° 34.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 -8 -8 U area: breeding alaveyr van der Kolk et al. 2003 64950
Dakar quarter
Cameroon Yaoundé, 11.52 3.87 7 1999 5 2000 -8.00 -8 -8.00 34.0 25.0 40.0 -8 -8 -8 -8 -8 -8 -8 U eaabreeding along river van der Kolk et al. 2003 64950
Dakar quarter
Cameroon Yaoundé, 11.00 3.08 6 1989 2 1990 -8.00 -8 -8.00 375 14.3 50.5 -8 -8 -8 -8 -8 -9 -9 U  eaanear marshy shallows; Manga et al. 1993b 64950
Essos PR *(0-15)
Cameroon Yaoundé, 11.00 3.08 3 1989 2 1990 20.3f 649 13.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 -8 u R2 U area: marsh breediBiR Manga et al. 1993a 64950
Essos suburb value in the text is different to
» that given in Tab. 1
Cameroon Yaoundé, 11.52 3.87 10 1990 1 1993 -8.00 -8 -8.00 37.1 -8.0 -8.0 8 -8 -8 -8 -8 -8 -8 U - Tchuinkam etal. 1993 64950
Messa quarter
Cameroon  Yaoundé, Nkol  11.52 389 3 1989 2 1990 5.00 285 14.24 -8.0 -8.0 -8.0 1 1 05 05 05 U -8 U few mosquito catches Fondjo et al. 1992 64950
Bikok quarter
Cameroon Yaoundé, Nkol 11.52 3.87 3 1989 2 1990 6.7¢ 4848 32.80 -8.0 -8.0 -8.0 -8 -8 01 -8 -8 -8 -8 R/S area: lake breed#BRin Manga et al. 1993a 64950
Bisson text differs from Tab. 1

to be continued
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Tab. D.3 — continued

country place long lat M1 YYY1L M2 YYY2 CSPR HBRa EIRa PRy PRnina PRnaxa Seas MSeas XSeas SSeas ESEgs Ua Up note ref WMO#
[°E] [°N]
Cameroon  Yaoundé, Nkol  11.52 3.87 3 1989 3 1990 1.67 1814 30.30 -8.0 -8.0 -8.0 4 3 -8 01/06 02/08 R -8 R/S area: near pewelmosquito Fondjo et al. 1992 64950
Bisson catches
Cameroon  Yaoundé, Obili ~ 11.52 387 10 1989 7 1990 -8.00 -8 -8.00 27.8 21.1 45.5 -8 -8 -8 -8 -8 -8 U U eaafish breeding pondBR Manga et al. 1993b 64950
district *(0-15)
Cameroon Yaoundé, Obili 11.52 3.87 -9 -9 -9 -9 -9.00 -9 3.00 -9.0 -9.0 -9.0 -9 -9 -9 -9 -9 -8 U U - Manga et al. 1992 64950
district
Congo Linzolo 15.11 a.p 10 1981 1 1984 2.5 11204¢  246.10 -8.0 -8.0 -8.0 12 -8 -8 -1 -1 R R1 R - Trape and Zoulani 1987  -9999
Congo Linzolo 15.11 4P 11 1981 5 1985 -8.00 -8 -8.00 79.1 78.8 80.9 -8 -8 -8 -8 -8 R R1 R - Trape 1987 -9999
Cote Alloukoukro -5.08 7.8 1 1991 12 1991 3.f5  8469cC 266.50 -8.0 -8.0 -8.0 12 5 09 -1 -1 R PU S - Dossou-Yovo et al. 1995 65555
d’lvoire
Cote Alloukoukro -5.08 7.8 1 1992 12 1992 380 5618¢ 196.50 -8.0 -8.0 -8.0 12 5 09 -1 -1 R PU S - Dossou-Yovo et al. 1995 65555
d’lvoire
Cote Bouaké, -5.03 7.68 1 1991 12 1991 090 488gc 44.00 -8.0 -8.0 -8.0 7 5 05 04 11 -8 -8 | no transmission in Atigus ~ Dossou-Yovo et al. 1998 65555
d’lvoire Dar-és-Salam »
Cote Bouaké, -5.03 7.68 1 1992 12 1992 1.8 4728¢ 52.00 -8.0 -8.0 -8.0 8 4 05 04 13 -8 -8 | no transmission in Atignsl Dossou-Yovo et al. 1998 65555
d’lvoire Dar-és-Salam » November
Cote Bouaké, -5.03 7.68 1 1991 12 1991 2.00 67008° 134.00 -8.0 -8.0 -8.0 8 4 07 03 11 -8 -8 R - Dossou-Yovo et al. 1998 65555
d’lvoire Kennedy
Cote Bouaké, -5.03 7.68 1 1992 12 1992 1.80 5878° 105.80 -8.0 -8.0 -8.0 7 5 09 04 11 -8 -8 R - Dossou-Yovo et al. 1998 65555
d’lvoire Kennedy
Cote Bouaké, -5.03 7.68 1 1992 12 1992 2.7 4380 88.00 -8.0 -8.0 -8.0 8 -8 -8 04 11 R -8 R - Dossou-Yovo et al. 1994 65555
d’Ivoire market garden
districts
Cote Bouaké, rice -5.03 7.68 1 1992 12 1992 090 1946® 126.00 -8.0 -8.0 -8.0 9 -8 -8 04 12 | -8 | - Dossou-Yovo et al. 1994 65555
d’lvoire field district
Cote Bouaké, -5.03 7.68 1 1991 12 1991 1.80 3739° 67.30 -8.0 -8.0 -8.0 8 3 05 03 10 -8 -8 R - Dossou-Yovo et al. 1998 65555
d’lvoire Sokoura
Cote Bouaké, -5.03 7.68 1 1992 12 1992 240 3708° 89.00 -8.0 -8.0 -8.0 8 5 09 04 11 -8 -8 R - Dossou-Yovo et al. 1998 65555
d’lvoire Sokoura »
Cote Bouaké, Tolak- -5.03 7.68 1 1991 12 1991 0.0  13000°¢  104.00 -8.0 -8.0 -8.0 11 5 08 03 13 -8 -8 | no transmission ineBrezer Dossou-Yovo et al. 1998 65555
d’lvoire ouadiokro
Cote Bouaké, Tolak- -5.03 7.68 1 1992 12 1992 0.7 22143° 155.00 -8.0 -8.0 -8.0 -8 8 08 02 -8 -8 -8 | - Dossou-Yovo et al. 1998 65555
d’lvoire ouadiokro
Cote Bouaké, Zone -5.03 7.68 1 1991 12 1991 1.0 9364° 103.00 -8.0 -8.0 -8.0 11 5 10 03 13 -8 -8 | no transmission ineBreper Dossou-Yovo et al. 1998 65555
d’lvoire
Cote Bouaké, Zone -5.03 7.68 1 1992 12 1992 090  70008¢ 63.00 -8.0 -8.0 -8.0 8 5 08 04 11 -8 -8 | - Dossou-Yovo et al. 1998 65555
d’lvoire
Cote Katiola -999.00 -99.00 3 1997 1 1998 -8.00 -8 -8.00 87.0 83.0 90.0 8 5 0504 11 -8 -8 R PR «(0-9); villages are Henry et al. 2003 65555
d’Ivoire district, Angolokaha, Doussoulokaha,
8villages (no Folofonkaha, Kabolo,
rice Ounadiékaha, Petionara,
cultivation) Sérigobokaha, and Timorokaha
Cote Korhogo -999.00 -99.00 3 1997 1 1998 -8.00 -8 -8.00 79.0 75.0 81.0 7 -85 0 06 12 -8 -8 PR %(0-9); villages are Henry et al. 2003 65536
d’lvoire district, Gbahaouakaha, Kohotieri,
8villages (rice Koumbolikaha, Lamékaha,
cultivation Nambékaha, Nombolo,
during the dry Nongotchénékaha, and
season) Zémongokaha

to be continued
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Tab. D.3 — continued

country place long lat M1  YYY1 M2 YYY2 CSPR HBRay EIRy PRy PRmina PRmaxa Seas MSeas XSeas SSeas ESkis Ua Up note ref WMO#
[°E] [°N]
Cote Korhogo 999.00  -99.00 3 1997 1 1998  -8.00 8 800 840 80.0 86.0 88 0 04 1 8 8 R PR «(0-9); villages are Henry et al. 2003 65536
d’lvoire district, Binguebougou, Fapaha,
8villages (rice Kombolokoura, Kaforo,
cultivation Karakpo, Kassoumbarga,
during the Katiorkpo, and Tioro
rainy season)
Cote Tiémélékro -4.17 650 2 2002 8 2002 375 7668¢  249.00 -8.0 -8.0 -8.0 -8 -8 07 04 8 8 -8 R - Koudou et al. 2005 65562
d’Ivoire
Cote Tiémélékro -4.17 650 2 2003 8 2003 736 6264°  461.00 -8.0 -8.0 -8.0 -8 -8 08 04 8 8 -8 R - Koudou et al. 2005 65562
d’Ivoire
Cote Zatta -5.39 6.88 2 2002 8 2002 488 1722#° 789.00 8.0 8.0 -8.0 12 -8 02 -1 1 8 -8 I - Koudou et al. 2005 65562
d’lvoire
Cote Zatta -5.39 6.88 2 2003 8 2003 149  3453c 48.00 -8.0 -8.0 -8.0 -8 -8 07 06 -8 -8 -8 R interruption of rioggation in Koudou et al. 2005 65562
d’lvoire 2003
Dominican  Calle Duarte, ~ -999.00  -99.00 7 1987 10 1988 0.03 5731 1.72 8.0 8.0 8.0 88 - -8 -8 8 8 -8 -8 - Mekuria et al. 1991 -9999
Republic Colonia
Japonesa, La
Bomba
Gambia, 5villages -16.57 13.4%7 4 2003 5 2003  -8.d0 -8 -8.00 -8.0 19.9 -8.0 -8 -8 -8 -8 -8 -8 -8 R 950 subjects fronbs- Nwakanma et al. 2008 61701
The around
Farafenni
Gambia, Bakau -16.68 1348 6 1988 5 1989 098  104hc 1.0 2.0 -8.0 8.0 -8 -8 -8 -8 84 U U U PR %(0-9) Lindsay et al. 1990 61701
The
Gambia, Barokanda -15.32 1385 8 1988 11 1988 299 3701 11000  -8.0 -8.0 80 & 8 o o8 12 R R2 R reduce&lRafterimpregnated  Lindsay et al. 1993b 61701
The B bed net usage
Gambia, Biran Giddo -999.00  -99.00 6 1986 12 1986 480 412 16.8F -8.0 -8.0 8.0 4 2 09 08 1 8 -8 R - Lindsay et al. 1989 61701
The Ya
Gambia, Bwiam -16.09 1328 7 1991 1 1992 247 371 092 395 -8.0 -8.0 -8 -8 -8 -8 8 R R2 R PR x(1-4) Thomsonetal. 1994 61701
The ) 1995
Gambia, Dasilami -15.23 1348 8 1988 11 1988 1.59 1160 15.00 -8.0 -8.0 80 & 8 oF o088 12 R R2 R reducedIRafter impregnated  Lindsay et al. 1993b 61701
The _ bed net usage
Gambia, Dasilami -14.27 134 7 1991 1 1992 273 540 121 57.8 -8.0 -8.0 -8 -8 -8 -8 84 R R2 R PR x(1-4) Thomson etal. 1994 61687
The
Gambia, Dongoro Ba -15.28 1338 8 1988 11 1988 17.8% 448 80.00 -8.0 -8.0 80 & 8 oF o088 12 R R2 R reducedIRafter impregnated  Lindsay et al. 1993b 61701
The bed net usage
Gambia,  4villageswest  -999.00  -99.00 5 2001 6 2001 -8.00 -8 800  -8.0 54.3 -8.0 8 8 09 1 8 -8 R PR (0.5-15) Dunyo et al. 2006 61701
The of Farafenni »
Gambia, Jahally -14.97 1385 7 1991 1 1992 095 443U 417 348 8.0 -8.0 -8 -8 -8 -8 84 R R2 R PR %(1-4) Thomsonetal. 1994  -9999
The ) 1995
Gambia, Jalangbereh -15.40 1338 8 1988 11 1988 9.1 769 7000  -8.0 8.0 80 & 8 of 08¢ 182 R R2 R reduced|Rafter impregnated  Lindsay et al. 1993b 61701
The B bed net usage
Gambia, Jessadi -15.30 1383 8 1988 11 1988  2.68 2380 64.00 -8.0 -8.0 -8.0 5 -8 09 08 12 R R2 R redu€d® after impregnated Lindsay et al. 1993b 61701
The B bed net usage
Gambia, Katamina -15.28 1385 8 1988 11 1988 0.7 1076 400  -80 -8.0 80 % 8 o o088 12 R R2 R reduceE&lRafterimpregnated  Lindsay etal. 1993b 61701
The bed net usage
Gambia, Kerewan -16.09 134 6 1992 11 1992 0.36 287 0.78 8.0 -8.0 -8.0 -8 -8 -8 -8 84 R RL R - Thomson etal. 1995 61701
The
Gambia, Kerewan -16.09 134 7 1991 1 1992 0723 21N 0.44 281 -8.0 -8.0 -8 -8 -8 -8 84 R RL R PR x(1-4) Thomsonetal. 1994 61701
The 1995
Gambia, Kulari -14.08 1348 7 1991 1 1992 7.5 102 775 712 -8.0 -8.0 -8 -8 -8 -8 8 R RL R PR x(1-4) Thomsonetal. 1994 61687
The 1995

to be continued
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Tab. D.3 — continued

country place long lat M1 YYY1L M2 YYY2 CSPR HBRa EIRa PRy PRmina PRmaxa Seas MSeas XSeas SSeas ESEgs Ua Up note ref WMO#
[°E] [°N]
Gambia, Madina -15.25 1382 8 1988 11 1988 7.4% 2376  177.00  -8.0 8.0 80 & 8 oF o089 12 R R2 R reduced IR after impregnated  Lindsay et al. 1993b 61701
The B bed net usage
Gambia, Male Kunda -15.30 1345 8 1988 11 1988 260 2697 7000  -8.0 8.0 80 & 8 of 08¢ 182 R R2 R reduced|Rafter impregnated  Lindsay et al. 1993b 61701
The B bed net usage
Gambia,  Niawodurulung ~ -15.22 134 8 1988 11 1988 0.00 1481 0.00  -80 8.0 80  $ 8 of 08¢ 122 R R2 R reduced|Rafter impregnated  Lindsay et al. 1993b 61701
The B bed net usage
Gambia, Nyrimba Koyo -999.00 -99.00 6 1986 12 1986 1%1 155 2.4 -8.0 -8.0 -8.0 4 2 09 08 11 -8 -8 R untreated bed net usage Lindsay et al. 1989 -9999
The Ya
Gambia, Pakali Ba -15.25 1380 8 1988 11 1988 3.8 3253 99.00  -8.0 8.0 80 & 8 of 08¢ 18 R R2 R reduced|Rafter impregnated  Lindsay et al. 1993b 61701
The » bed net usage
Gambia, Salikene -15.97 1348 7 1991 1 1992 085 360" 194 287 8.0 8.0 -8 -8 -8 -8 8 R R2 PR «(1-4) Thomson etal. 1994 61701
The 1995
Gambia, Sare Alpha -13.98 1387 6 1992 11 1992 435 -ghi -8.00 -8.0 -8.0 -8.0 -8 -8 -8 -8 8 R R1 - Thomson etal. 1995 61687
The
Gambia, Sare Alpha -13.98 1387 7 1991 1 1992 607 187 1115 718 -8.0 -8.0 -8 -8 -8 -8 84 R RL R PR x(1-4) Thomsonetal. 1994 61687
The 1995
Gambia, Saruja -14.90 138 6 1992 11 1992 073  3glc 279  -80 -8.0 -8.0 -8 -8 -8 -8 8 | R2 R - Thomson etal. 1995  -9999
The
Gambia, Saruja -14.90 1385 7 1991 1 1992 217 231 500 342 8.0 8.0 -8 -8 -8 -8 8 | R2 PR «(1-4) Thomson etal. 1994  -9999
The 1995
Gambia, Sibanor -16.20 132 7 1991 1 1992 288 113 324 394 -8.0 -8.0 -8 -8 -8 -8 84 R R2 R PR x(1-4) Thomsonetal. 1994 61701
The ) 1995
Gambia, Sitahuma -15.40 1343 8 1988 11 1988 2.78 3366 75.00 -8.0 -8.0 80 & 8 oF o088 12 R R2 R reducedIRafter impregnated  Lindsay et al. 1993b 61701
The _ bed net usage
Gambia, Sutukoba -14.02 135 7 1991 1 1992 294 34N 099 573 -8.0 -8.0 -8 -8 -8 -8 8 R R2 PR *(1-4) Thomson etal. 1994 61687
The ) 1995
Gambia, Tally Ya -15.72 13.58 6 1986 12 1986 2.3 682 15.7% -8.0 -8.0 -8.0 5 3 09 o7 11 -8 -8 R untreated bed net usage Lindsay et al. 1989 -9999
The
Gambia, Turan -15.72 1398 6 1986 12 1986 2.7 890  24.0¢  -80 -8.0 -8.0 5 3 09 07 1 -8 -8 - Lindsay et al. 1989 61701
The
Gambia,  Wellingara Ba -15.26 1341 8 1988 11 1988 2.1 1553 3400  -8.0 -8.0 80 & 8 of o088 122 R R2 R reduced|Rafter impregnated  Lindsay et al. 1993b 61701
The bed net usage
Ghana Kassena -1.44 1076 5 2001 11 2001  -8.00 -8 800 592 436 76.4 -8 -8 -8 -8 8 -8 R2 PR #(0.5-15) Koram et al. 2003 65518
Nankana
district
Ghana Kassena -1.44 1076 6 2001 5 2002 470 13404° 63000  -8.0 -8.0 -8.0 8 3 09 06 13 -8 R2 - Appawu et al. 2004 65518
Nankana
district
(irrigated)
Ghana Kassena -1.44 1076 6 2001 5 2002 19.00 189¥°¢  360.00  -8.0 -8.0 -8.0 5 2 09 07 1 -8 R2 - Appawu et al. 2004 65518
Nankana
district
(lowland)
Ghana Kassena -1.44 1076 10 1990 9 1991  -8.00 -8 800 742 53.3 84.5 -8 8 -8 R2 PR +(0t0 7) Binka et al. 1994 65518
Nankana
district
(morbidity
study)

to be continued
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Tab. D.3 — continued

country place long lat M1 YYY1 M2 YYY2 CSPR HBRa ElIRa PRy PRmina PRmaxa Seas ESegs Ua note ref WMO#
[°E] [°N]
Ghana Kassena -1.44 10.76 10 1990 9 1991 -8.00 -8 -8.00 87.1 76.5 94.2 R2 | PR x(0to 7) Binka et al. 1994 65518
Nankana
district
(mortality
study)
Ghana Kassena -1.44 10.76 6 2001 5 2002 10.60 2158°¢ 228.00 -8.0 -8.0 -8.0 R2 R - Appawu et al. 2004 65518
Nankana
district (rocky
highland)
Kenya Mumias 0.18 344 5 1995 3 1996 6.79 700 47.50 52.3 43.8 60.4 PU R PR * Shililu et al. 1998 -9999
Liberia Yekepa -8.53 7.8 11 -8 11 -8 -8.00 -8 -8.00 -8.0 -8.0 13.0 R2 R PR x(2-9) Bjorkman et al. 1985 61849
Liberia Yekepa, close -8.55 7.56 11 -8 11 -8 -8.00 -8 -8.00 -8.0 -8.0 22.0 R2 R PR %(2-9); vector control & Bjorkman et al. 1985 61849
(<8km) drug usage
Liberia Yekepa, -8.63 7.58 11 -8 11 -8 -8.00 -8 -8.00 -8.0 -8.0 68.0 R2 R PR %(2-9); vector control & Bjorkman et al. 1985 61849
middle sporadic treatment
(5-15km) »
Liberia Yekepa, far -8.54 7.58 11 -8 11 -8 -8.00 -8 -8.00 -8.0 -8.0 92.0 R2 R PR %(2-9); vector control & Bjorkman et al. 1985 61849
(>15km) drug usage
Mali Bamako, -7.93 12.68 6 1998 12 1998  -8.00 -89 3.49 -8.0 -8.0 -8.0 R2 R - Sagara et al. 2002 61291
Sotuba suburb
Mali Dokobougou -6.13 1447 8 1995 3 1998 0.99 -goh -8.00 48.0 18.0 77.0 -8 R PR *(1-4), partially Dolo et al. 2004 61265
graphically derived Sissoko et al. 2004
Mali Kalanampala -6.87 14.1% 8 1995 3 1998 1.49 -gah -8.00 46.0 32.0 57.0 -8 R PR +(1-4), partially Dolo et al. 2004 61265
graphically derived Sissoko et al. 2004
Mali Niessoumana -5.97 14.31 8 1995 3 1998 0.78 -gah -8.00 511 24.0 78.0 -8 | PR +(1-4), partially Dolo et al. 2004 61265
graphically derived Sissoko et al. 2004
Mali Ténégué -5.95 1433 8 1995 3 1998 0.15 -goh -8.00 327 18.0 49.0 -8 | PR *(1-4), partially Dolo et al. 2004 61265
graphically derived Sissoko et al. 2004
Mali Tissana -5.92 14.38 8 1995 3 1998 0.%9 -goh -8.00 36.7 12.0 52.0 -8 | PR *(1-4), partially Dolo et al. 2004 61265
graphically derived Sissoko et al. 2004
Mali Toumakoro -6.18 14.07 8 1995 3 1998 0.69 -gah -8.00 52.3 31.0 71.0 -8 R PR +(1-4), partially Dolo et al. 2004 61265
graphically derived Sissoko et al. 2004
Nigeria Garki district, -999.00 -99.00 2 1971 5 1972 -8.00 -8 -8.00 49.0 59.0 42.0 graphically derivecy Molineaux et al. 1980 -9999
16 villages
Nigeria Lagos, Lemu 3.37 6.47 1 2000 12 2000 284  18910hc 48.00 -8.0 -8.0 -8.0 U U Anopheles melaand Awolola et al. 2002 65344
suburb Anopheles mouchetiaintain
transmission in dry season
Sao and Principe 7.42 1.53 5 1999 8 1999 -8.00 -8 -8.00 19.8 -8.0 -8.0 -8 R PR ¢ Hagmannetal. 2003 61934
Tomé
and
Principe
Senegal Aéré Lao 1430 1620 5 1982 8 1983 0.3 1600 640 -80 128 170 R2 R PR unknown age classes; Vercruysse 1985b 61612
presence of Senegal river
Senegal Affiniam -16.37 12.65 1 1985 11 1985 003 6666%° 20.00 -8.0 -8.0 -8.0 R2 | - Faye etal. 1994 61695
Senegal Affiniam -16.37 1265 1 1986 11 1986 030 13000 39.00 -8.0 -8.0 -8.0 R2 - Faye et al. 1994 61695
Senegal Barkedji -14.88 1528 6 1994 12 1994 249 58700c 12855 -8.0 -8.0 -8.0 R2 R clay hollowshighHBRy & Le Masson etal. 1997 61627
EIRy
Senegal Barkedji -14.88 1528 7 1995 3 1996 152  6684Mc  101.60 -8.0 -8.0 -8.0 R2 R clay hollowshighHBRs & Le Masson etal. 1997 61627
EIRy
Senegal Boké Diallobé -14.00 1670 5 1982 8 1983 1R 200 0.80 -8.0 12.0 17.0 R2 R PR unknown age classes Vercruysse 1985b 61612
Senegal Boundoum -16.47 1678 7 1994 11 1994 -8.00 -8 -8.00 0.0 0.0 0.0 -8 | PR «(0-9) Faye et al. 1995d 61489
Senegal Dakar, district -17.44 14.78 3 1996 2 1997 0.0d 110" 0.00 1.4 0.4 1.9 U U PR +(0-14)¢ Diallo et al. 2000 61641

Centre

to be continued
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Tab. D.3 — continued

country place long lat M1 YYY1L M2 YYY2 CSPR HBRa EIRa PRy PRnina PRnaxa Seas MSeas XSeas SSeas ESEgs Ua Up note ref WMO#
[°E] [°N]
Senegal Dakar, Grande  -17.42 1475 5 1987 9 1988 055 29 0.12 37 3.4 4.0 -8 -8 -8 -8 8 8 U U PR ¢ Trape et al. 1992 61641
Niaye Mrash
Senegal Dakar, Grande ~ -17.42 1475 6 1987 6 1988  -8.00 -8 -8.00 5.6 3.6 75 -8 -8 -8 -8 8 8 U U PR * Trape et al. 1993 61641
Niaye Mrash
Senegal Diagobel -16.33 12i70 1 1985 11 1985  0.00 -89 0.00  -80 -8.0 -8.0 0 0 5 5 5 R R2 | - Faye etal. 1994 61695
Senegal Diagobel -16.33 12170 1 1986 11 1986 030 41000° 12300  -8.0 8.0 -8.0 4 3 @6 o088 19 R R2 | - Faye etal. 1994 61695
Senegal Diakhanor -16.77 13198 6 1995 12 1997 -8.00 -8 -8.00 85 1.9 153 2 -8 09 08 09 -8 -8 R PR unknown age classes Diop et al. 2002 61679
Senegal Diakhanor -16.77 1398 6 1996 11 1996  -8.00 -8 -8.00 6.5 0.0 14.4 -8 -8 -8 -8 8 8 -8 R PR %(0-9) Diop et al. 2006 61679
Senegal Diamballo -16.95 15002 -8 1967 -8 1968  -8.00 -8 800 80 3%0 500 gd -8 8 o 168 R -8 R - Faye et al. 1995¢ 61641
Senegal Dielmo -16.42 132 1 1990 12 1990  -8.00 -8 800  85.0 -8.0 -8.0 -8 -8 -8 -8 8 R R2 S PR %(2-9) Rogier and Trape 1995 61679
Senegal Dielmo -16.42 13%2 4 1990 3 1991 174 953F° 11800 -8.0 -8.0 -8.0 12 5 07 -1 41 R R2 S - Konaté et al. 1994 61679
Senegal Dielmo -16.42 13%2 4 1991 3 1992 159 18463° 29400  -8.0 -8.0 -8.0 12 5 07 -1 41 R R2 S - Konaté et al. 1994 61679
Senegal Dielmo -16.42 13%2 4 1992 3 1993 277 8588Nc 23780  -8.0 8.0 -8.0 12 6 07 -1 1 R R2 S - Fontenille etal. 1997b 61679
Senegal Dielmo -16.42 13%2 4 1993 3 1994 0d1 979¥"c 8870  -8.0 -8.0 -8.0 11 4 10 -1 1 R R2 S - Fontenille etal. 1997b 61679
Senegal Dielmo -16.42 13%2 4 1994 3 1995 o047 17328"¢ 15010  -8.0 -8.0 -8.0 10 4 14 06 8 R R2 S - Fontenille etal. 1997b 61679
Senegal Dielmo -16.42 132 6 1990 5 1991 1.0 12500° 130.00  89.3 -8.0 8.0 12 4 07 -1 1 R R2 S PR %(0-14) Trape et al. 1994 61679
Senegal Dielmo -16.42 132 6 1991 5 1992 157 22299¢ 35010  -8.0 8.0 -8.0 12 6 09 -1 1 R R2 S - Trape et al. 1994 61679
Senegal Diohine -16.52 1480 1 1995 12 1995 195 e8¥" 1326 5674 41 g2 5 -8 09 07 11 R Rl R PR %(0-9) Robert et al. 1998 61666
Senegal Diomandou  -14.65 1652 6 1990 11 1991 0060 3139 0.00  -80 -8.0 -8.0 0 0 5 5 5 -8 -8 | - Faye etal. 1993 61612
Dieri
Senegal Diomandou  -14.71 1658 6 1990 11 1991 0.0 438 0.00 -80 -8.0 -8.0 0 0 5 5 5 8 -8 R - Faye etal. 1993 61612
Toulde Galle
Senegal Diomandou  -14.62 1658 6 1990 11 1991 0.05  748% 1.00 -80 -8.0 8.0 1 1 08 08 08 -8 -8 I - Faye etal. 1993 61612
Walo
Senegal Djifere -16.77 13.93 6 1995 12 1997 2.8  789phc 16.40 8.5 19 15.3 5 -8 11 11 15 -8 -8 S PR unknown age classes Diop et al. 2002 61679
Senegal Djifere -16.77 1353 6 1996 11 1996  -8.00 -8 -8.00 4.9 0.0 14.4 -8 -8 -8 -8 8 8 -8 S PR %(0-9) Diop et al. 2006 61679
Senegal Dijilor -16.33 14.67 6 1995 12 1997 0d9 261hc 10.20 12.9 1.1 314 6 -8 07 o7 12 -8 -8 R PR unknown age classes Diop et al. 2002 61679
Senegal Kassack-Nord -16.03 1640 9 1992 11 1994  o0.do -89 0.00 0.2 0.0 0.4 0 0 5 5 5 R R2 | PR %(0-9) Faye et al. 1995d 61489
Senegal Kotiokh -16.58 1488 1 1995 12 1995 175 1558" 2650  56.7 41.0 82.0 8 -8 09 06 13 R Rl R PR «(0-9); near permanent Robert et al. 1998 61666
breeding
Senegal Maka-Diama -16.40 1620 9 1992 11 1994 0.0 -89 0.00 05 0.0 1.0 0 0 5 5 5 R R2 S PR %(0-9) Faye et al. 1995d 61600
Senegal Ndiop -16.42 13h5 1 1993 12 1993 447 1418°¢ 63.00  -8.0 -8.0 8.0 4 2 09 07 100 R R2 R - Fontenille et al. 1997a 61679
Senegal Ndiop -16.42 13h5 1 1993 12 1993  -8.00 -8 800 180 -8.0 -8.0 -8 -8 -8 -8 84 R R2 R PR %(2-9) Rogier and Trape 1995 61679
Senegal Ndiop -16.42 1395 1 1994 12 1994 361  4719¢ 17.00  -8.0 -8.0 -8.0 3 2 09 08 10 R R2 R - Fontenille et al. 1997a 61679
Senegal Ndiop -16.42 1395 1 1995 12 1995 405  914¢ 3700  -8.0 -8.0 -8.0 3 2 09 08 10 R R2 R - Fontenille et al. 1997a 61679
Senegal Ndiop -16.42 13h5 1 1996 12 1996 471 149° 7.00  -80 -8.0 -8.0 1 1 09 09 09 R R2 R - Fontenille et al. 1997a 61679
Senegal Ngadiaga -16.95 152 3 1991 11 1991  -8.00 -8 -8.00 6.2 2.0 10.6 -8 -8 -8 -8 8 R -8 R PR %(0-10) Faye et al. 1995¢ 61641
Senegal Ngadiaga -16.95 152 8 1993 8 1993  -8.00 -8 800  -80 0.0 8.0 -8 -8 -8 -8 84 R -8 R PR %(0-10) Faye et al. 1995¢ 61641
Senegal Ngayokhéme -16.43 14053 1 1995 12 1995 1d0 5140 8o 564 410 82 5 -8 09 07 11 R Rl R PR %(0-9) Robert et al. 1998 61666
Senegal Niakhar -16.40 1447 2 1995 11 1995  -8.00 -8 800 570 41.¢0 83 -8 -8 -8 -8 8 8 -8 R PR %(0-9) Ndiaye et al. 2001 61666
Senegal Ousseuk -16.18 1284 1 1985 11 1985 036 3611° 1300  -8.0 -8.0 8.0 4 3 @6 o 10 -8 R2 | - Faye etal. 1994 61695
Senegal Ousseuk -16.18 124 1 1986 11 1986  0.46  3487° 1600  -8.0 8.0 8.0 3 2 6 o 10 -8 R2 | - Faye etal. 1994 61695
Senegal Pikine -17.40 1455 11 1979 1 1981  -8.00 -8 800 &8 22 134 -8 -8 -8 -8 84 U -8 U - Vercruysse etal. 1983 61641
Senegal Pikine -17.40 1485 12 1979 12 1980 055 91459 5030k  -8.0 -8.0 -8.0 12 4 10 -1 14 U 8 U - Vercruysse etal. 1983 61641
Senegal Pikine -17.40 1485 12 1979 12 1980 055 7818¢ 43.00 8.8 2.2 135 -9 4 -9 -9 -9 U -8 U - Vercruysse and Jancloes 61641
1981
Senegal Simal -16.65 1415 6 1995 12 1997 2J0 5969 1310 129 119 314 7 -8 10 od 124 8 -8 R PR unknown age classes Diop et al. 2002 61679
Senegal Takéme -16.20 12!82 1 1985 11 1985 035  3056° 11.00  -8.0 8.0 8.0 4 3 09 07 10 8 R2 | - Faye etal. 1994 61695
Senegal Takéme -16.20 12182 1 1986 11 1986 0.46 478F° 2200  -80 8.0 8.0 3 2 09 08 10 8 R2 | - Faye etal. 1994 61695
Senegal Tendimane -16.30 1277 1 1985 11 1985 0.0 -89 0.00 -80 -8.0 -8.0 0 0 5 5 5 R R2 | - Faye etal. 1994 61695
Senegal Tendimane -16.30 1277 1 1986 11 1986 0.30 1166 3500  -8.0 -8.0 -8.0 4 3 09 08 1 R R2 | - Faye etal. 1994 61695

to be continued
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Tab. D.3 — continued

country

place

long
[°E]

lat
[°N]

PRa PRmnina PRmaxa Seas

ref

Senegal
Senegal

Senegal
Senegal

Senegal
Senegal
Sierra
Leone
Sierra
Leone
Sierra
Leone
Sierra
Leone
Sierra
Leone
Sudan
Uganda

Thiaye
Thiaye

Thiaye
Thiaye

Thies
Wassdou
8villages near
Bo
Mendewa

Nengbema

Njala-
Komboya
Nyandeyama

Asar
Kampala
Mulago Il
parish

-16.96

-16.96

-16.96
-17.07

-16.93
-13.33

-999.00

-11.48

-11.68

-11.54

-11.66

13.75
32.58

1499
1499

1499
14192

1480
1335
-99.00
8.16
8.83
8.28

8.2

35.95
0.32

12

YYY1l M2
1992 12
1991 12
1993 8
1992 10
-8 -8
1992 11
1990
1990 4
1990 4
1990 4
1990 4
1998 8
2004 4

-8.0 3.2 -8.0
-8.0 2.9 5.7
-8.0 0.0 -8.0
-8.0 -8.0 -8.0
175 -8.0 -8.0
-8.0 -8.0 -8.0
61.0 -8.0 -8.0
-8.0 -8.0 -8.0
-8.0 -8.0 -8.0
-8.0 -8.0 -8.0
-8.0 -8.0 -8.0
26.5 18 53.2
19.0 -8.0 -8.0

ESegs Ua Up note
-8 R PR x(0-10); wet depressions
— highHBRy
-8 R PR %(0-10); wet depressions
— highHBRy
-8 R PR %(0-10)
-8 R PR x(0-10); wet depressions
— highHBRy
-8 R PR %(0-14)
-8 R -
-8 R PR x(0-7); data exits for single
villages
R2 R -
R2 R -
R2 R -
R2 R -
R2 R -
8 U PR (1-10)

Faye et al. 1995¢
Faye et al. 1995¢

Faye et al. 1995¢
Faye et al. 1995b

Boudin et al. 2005
Faye et al. 1995h
Barnish et al. 1993
Bockarie et al. 1994
Bockarie et al. 1994

Bockarie et al. 1994

Bockarie et al. 1994

Abdel-Wahab et al. 2002

Davis et al. 2006
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D.8 Parasitological data assigned to synoptic stations

Tab. D.4: Parasitological data since 1979 assigned to synoptiog&tiColumns: WMO#: WMO station number; num: number of ideldi study sites; YYYYs:
concerned years. Various meanings of other column titlestee same as that of Tdb.3. Leading 'I' and 'u’ characters indicate thewer andupper

range of observed values, respectively. Numbers in brackptesent the number of available observations. Forduntfiormation see Tal.2.

country place WMO# long lat z Up num YYYYs IPRy UPRay IPRmina UPRmina IPRmaxa IPRmaxa
[°E] [°N]
Mali Mopti Barbe 61265 406'W  14°31N 272 R 3 1995-1998 46.0(3) 52.3 18.0(3) 32.0 57.0(3) 77.0
Mali Mopti Barbe 61265  406'W  14°31'N 272 I 3 1995-1998 32.7(3) 51.1 12.0(3) 24.0 49.0(3) 78.0
Senegal R0sS0 61489 I®'W 16°30N 6 | 2 1992-1994 0.0(2) 0.2 0.0(2) 0.0 0.0(2) 0.4
Senegal Saint Louis 61600 IB'W 16°03N 4 s 1 1992-1994 0.5(1) 05 0.0(1) 0.0 1.0(1) 1.0
Senegal Podor 61612 188'W 16°39N 7 R 1 1982-1983 -8.0(-8) -8.0 12.0(1) 12.0 17.0(1) 17.0
Senegal Dakar Yoff 61641  1BOW 14°44N 24 U 3 1979-1981 1987-1988 1996-1997 1.4(4) 8.8 0.4(4) 6 3 1.9(4) 135
Senegal Dakar Yoff 61641  1BOW 14°44'N 24 R 1 1991-1993 6.2(2) 175 0.0(5) 3.2 5.7(2) 10.6
Senegal Diourbel 61666  164'W 14°39N 9 R 4 1995 56.7(1) 56.7 41.0(1) 41.0 82.0(1) 82.0
Senegal Kaolack 61679  164'W 14°08N 7 R 3 1993 1995-1997 6.5(4) 18.0 0.0(3) 1.9 14.4(3) 31.4
Senegal Kaolack 61679  164'W  14°08'N 7 S 2 1990-1991 1995-1997 4.9(4) 89.3 70) 19 14.4(2) 15.3
Senegal Tambacounda 61687 °4¥W 1F46'N 50 R 5 1991-1992 57.3(2) 71.2 -8.0(-8) -8.0 -8.0(-8) 0-8.
Gambia, The Banjul Yundum Intl 61701 48'W 13°21'N 33 U 1 1988-1989 2.0(1) 2.0 -8.0(-8) -8.0 -8.0(-8) -8.0
Gambia, The Banjul Yundum Intl 61701 I48'W 13°21'N 33 R 7 1991-1992 2001 2003 28.7(2) 395 19.9(2) 54.3 (-8)0 8.0
Liberia N'Zerekore Konia 61849 BOW  7°44N 470 R 4 -8 -8.0(-8) -8.0 -8.0(-8) -8.0 13.0(4) 92.0
Cameroon Douala 64910 °84E 400N 9 R 1 1998-1999 71.4(1) 714 -8.0(-8) -8.0 -8.0(-8) -8.0
Cameroon Yaounde 64950 BI'E  ¥50N 760 RIS 17 1989-1990 1994-1995 1997-2000 50.0(6) 720 93@) 51.7 50.7(2) 81.8
Cameroon Yaounde 64950 AI'E 50N 760 U 4 1989-1993 1999-2000 27.8(4) 375 14.3(3) 25.0 0@) 50.5
Burkina Faso Dori 65501 W2'W  14°02'N 277 R 6 1985-1986 26.6(3) 50.7 15.0(3) 37.7 45.5(3) 715
Burkina Faso Ouagadougou 65503 °31'W  12°21'N 306 R 5 1984 1994-1995 2002-2003 70.0(2) 73.4 56.0(2) 563  57.6(6) 94.9
Burkina Faso Ouagadougou 65503 °31'W  12°21'N 306 U 6 1984 -8.0(-8) -8.0 -8.0(-8) -8.0 2.9(6) 315
Burkina Faso Bobo-Dioulasso 65510 °M'W  11°10N 460 R 6 1983-1987 29.1(10) 775 14.3(7) 53.3 47.6(7) 582.
Burkina Faso Bobo-Dioulasso 65510 °M'W  11°10N 460 I 2 1983-1986 33.7(5) 59.9 9.1(6) 40.5 35.7(5) 69.2
Burkina Faso Bobo-Dioulasso 65510 °M'W  11°10N 460 U 4 1985 1991-1993 6.8(2) 10.9 46(2) 5.4 10.3(2) 913.
Burkina Faso Po 65518 °09W  11°09'N 322 I 1 1991 2001 59.2(3) 87.1 43.6(3) 76.5 76.4(3) 94.2
Céte d'lvoire Korhogo 65536 B7'W 925N 381 R 1 1997-1998 84.0(1) 84.0 80.0(2) 80.0 86.0(1) 86.0
Céte d'Ivoire Korhogo 65536 B7'W  9°25'N 381 I 1 1997-1998 79.0(1) 79.0 75.0(1) 75.0 81.0(1) 81.0
Cote d'Ivoire Bouaké 65555 °BAW  7°44N 376 R 1 1997-1998 87.0(1) 87.0 83.0(1) 83.0 90.0(1) 90.0
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D.9 Entomological data assigned to synoptic stations

Tab. D.5: Entomological data since 1979 assigned to synoptic s&tiGolumns: WMO#: WMO station number; num: number of inclideudy sites; YYYYs:
years that are concerned. Various meanings of other colitles are the same as that of TBh3. Leading 'I' and 'u’ characters indicate thewer and
upper range of the observed values, respectively. Numbdmsairkets represent the number of available observatioote tat with regard to the start
and end of the malaria season a transmission break of onéhrizoaliowed; values greater than 12 stand for months in thevitng year (e.g., 13:
January); -5: no malaria transmission, -1: year around maai@nsmission. For further information see Tal®.

country place WMO# Up num YYYYs IRSPR uRSPR IHBRa UHBRy IEIRa UEIRy ISeas uSeas IMSeas uMSeas IXSeas uXSeas ISSeas uSSeas s |E@E8eas
Mali Mopti Barbe 61265 R 3 1995-1998 0.59(3) 1.49 -8(-8) -8 .0@&-8) -8.00 -8(-8) -8 -8(-8) 8 -8(-8) 8 -8(-8) 8 -8(-8) 8-
Mali Mopti Barbe 61265 | 3 1995-1998 0.15(3) 0.29 -8(-8) -8 .0%-8) -8.00 -8(-8) 8 -8(-8) -8 -8(-8) -8 -8(-8) -8 -8(-8) 8-
Mali Bamako Senou 61291 R 1 1998 -8.00(-8) -8.00 -8(-8) -8 9@} 3.49 7(2) 7 3(1) 3 10(1) 10 06(1) 06 12(1) 12
Senegal ROss0 61489 | 1 1992-1994 0.00(2) 0.00 -8(-8) -8 (00  0.00 0(2) 0 0(2) 0 -5(2) -5 -5(2) -5 -5(2) 5
Senegal Saint Louis 61600 S 1 1992-1994 0.00(1) 0.00 -8(-8) 8 0.00(1) 0.00 0(1) 0 0(1) 0 -5(1) -5 -5(1) -5 -5(1) -5
Senegal Podor 61612 R 3 1982-1983 0.00(3) 1.20 200(3) 1600 0.00(3) 6.40 0(3) 4 0(3) 2 "® 11 09'(3) 09 117 (3) 120
1990-1991
Senegal Podor 61612 | 1 1982-1983 0.00(2) 0.05 3139(2) 7483 0.00(2) 1.00 0(2) 1 0(2) 1 -5(2) 08  5(2f 08 -5(2) 08
1990-1991
Senegal Linguere 61627 R 2 1994-1996 1.52(2) 2.19 5870(2) 8466 101.60(2) 12855 4(2) 6 2(2) 2 09(2) 10 08(2) 09 12(2) 1
Senegal Dakar Yoff 61641 u 3 1979-1981 0.00(2) 0.55 22(3) 7818 0.00(3) 43.00 0(2) 12 0(2) 4 -5(2) 10  5(2 -1 -5(2) -1
1987-1988
1996-1997
Senegal Dakar Yoff 61641 R 3 1991-1993 0.00(3) 0.48 1241(3) 5404  0.00(3) 11.00 0(3) 2 0(3) 2 -5(3) 10 -5(3) 09 -5(3) 10
Senegal Diourbel 61666 R 3 1995 1.75(3) 1.95 512(3) 1558 (896  26.50 5(3) 8 -8(-8) -8 09(3) 09 06(3) 07 11(3) 13
Senegal Kaolack 61679 R 3 1993-1997 0.39(6) 471 149(6) 2615 7.00(6) 63.00 1(7) 7 1(4) 2 07(7) 10 06(7) 09 09(7) 12
Senegal Kaolack 61679 S 2 1990-1997 0.87(8) 2.77 8581(8) 9®22 16.40(8)  350.10 5(8) 12 A7) 6 07(8) 14 Y08) 1 15(7) -1
Senegal Tambacounda 61687 R 5 1991-1993 2.23(6) 7.65 34(5)884 7  0.99(5)  220.00 7(2) 7 3(1) 3 09(1) 09 07(1) 07 13(1) 1
Senegal Ziguinchor 61695 | 5 1985-1986 0.00(10) 046  30H6(1 66667 0.00(10)  123.00 0(10) 5 0(10) 3 -5(7) 09 "@®) og 107(6) 1
Gambia, The Banjul Yundum 61701 U 1 1988-1989 0.98(1) 0.98 104(1) 104 1.02(1) 1.02 8)8(- -8 -8(-8) -8 -8(-8) 8 -8(-8) -8 -8(-8) -8
Intl
Gambia, The Banjul Yundum 61701 R 21 1986 1988-1989  0.23(19)  17.86 37(19) 3701 0.00(19)  177.00 3(4) 5 2(2) 3 P93 09 07(4) 09 11(4) 12
Intl 1991-1992 2001
2003
Cameroon Koundja 64893 R 2 1995-1996 9.40(1) 9.40 0(2) 876 0.00(2) 82.34 02 2 1 002 2 -5(2) 09 -5(2) -1 -5(2) -1
Foumban
Cameroon Douala 64910 R 3 1990 1998-1999 1.20(3) 8.24 317(32310 3.80(3)  161.00 -8(-8) -8 -8(-8) -8 -8(-8) -8 -8(-8) -8 (-B -8
Cameroon Yaounde 64950 R/S 15 1989-1992  0.84(16) 6.78 402(15) 38189  17.70(15)  565.75 2(13) 12 2(10) 8 01(10) 05  0%(13) 08  06/(13) 17
1994-2001
Cameroon Yaounde 64950 u 5 1989-1990 250(3) 2031 64(3) 3588 3.00(4)  129.00 1(1) 12 T 1 05(1) 05 052) -1 5(2) -1
2000-2001
Benin Cotonou 65344 R 6 1987 1993-1995 0.33(6) 1.60 2555(6) 5870 10.60(6) 8.005 6(5) 8 3(2) 4 08(2) 10 03(3) 07 08(3) 13
Cadjehoun
Benin Cotonou 65344 U 4 1987 2000 0.48(4) 2.80 1064(4) 2768 5.10(4) 4800 2)2( 12 11(1) 11 fi(1) 1 11(2) -1 12(2) -1
Cadjehoun
Burkina Faso Dori 65501 R 6 1985-1986 0.64(1) 0.64 -8(-8) -8 8.00(-8) -8.00 -8(-8) -8 -8(-8) -8 -8(-8) -8 -8(-8) -8 -8(-8) -8
Burkina Faso Ouagadougou 65503 R 5 1984 1994-1995 6.07(3) 8.14 1009(3) 6082 82.11(3)  431.83 6(1) 6 2(6) 3 08(6) 10 04(2) 06 11(1) 11
2002-2003
Burkina Faso Ouagadougou 65503 u 6 1984 0.00(5) 1.47 399(3) 3591  0.00(5) 19.98 0(5) 6 0(5) 3 ) 10 08'(5) og 10°(5) 10
Burkina Faso Bobo-Dioulasso 65510 R 11 1981 1983-1987 6)19( 5.75 1380(6) 7123 4.60(13)  370.00 2(9) 7 2(15) 5 08(9) 10 (906 09 10(9) 12

to be continued
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Tab. D.5 — continued
country place WMO# Up num YYYYs IRSPR URSPR IHBRa UHBRy IEIRa UEIRy ISeas uSeas IMSeas uMSeas IXSeas uXSeas ISSeas uSSeas s |IE@ES8eas
Burkina Faso Bobo-Dioulasso 65510 | 7 1981 1983-1986 0)22(4 1.78 7480(4) 25490 0.00(10) 133.00 4(6) 7 2(12) 5 06(4) 11 (65 06 09(6) 12
Burkina Faso Bobo-Dioulasso 65510 u 5 1985 1991-1993 0)11(3 0.46 74(4) 2150 0.14(4) 4.00 1(2) 1 1(2) 1 09(2) 09 09(2) 09 (2p9 09
Burkina Faso Po 65518 R 2 2001-2002 10.60(2) 19.00 1895(2) 5121 228.00(2) 360.00 4(2) 5 2(2) 3 08(2) 09 07(2) 07 10(2) 1
Burkina Faso Po 65518 1 1 2001-2002 4.70(1) 470  13404(1) 0434 630.00(1)  630.00 8(1) 8 3(1) 3 09(1) 09 06(1) 06 13(1) 1
Cote d'lvoire Korhogo 65536 R 1 1997-1998 -8.00(-8) -8.00 (-88 -8 -8.00(-8) -8.00 8(2) 8 -8(-8) -8 08(1) 08 04(1) 04 ma 11
Cote d'lvoire Korhogo 65536 | 1 1997-1998 -8.00(-8) -8.00 (-83 -8 -8.00(-8) -8.00 7(2) 7 -8(-8) -8 05(1) 05 06(1) 06 pa 12
Cote d'lvoire Bouaké 65555 R 4 1991-1992 1.80(5) 2.70 3708(5) 6700 67.30(5) 134.00 7(6) 8 3(5) 5 05(5) 09 03(6) 04 10(6) 11
1997-1998

Cote d'lvoire Bouakeé 65555 IS 5 1991-1992 0.70(9) 3.50 749p 22143 44.00(9) 266.50 7(8) 12 4(8) 8 05(6) 10 Y@ o4 12/(8) 13
Cote d'lvoire Dimbokro 65562 R 2 2002-2003 1.39(3) 7.36 3853 7662 48.00(3)  461.00 -8(-8) -8 -8(-8) -8 07(3) 08 04(3) 06 -8(-8) -8
Cote d'lvoire Dimbokro 65562 | 1 2002-2003 4.58(1) 4.58 17@9 17227  789.00(1) 789.00 12(1) 12 -8(-8) -8 02(1) 02 -1(1) -1 -1(1) -1

D.10 Duration of the gonotrophic cycle (i)

Tab. D.6: Information with regard to the duration of the gonotrophycle that is the egg development within female mosquitoes. flrther information see

Tab.D.2.
country place long lat M1 YYY1 M2 YYY2 ng [days] specie note ref
[°E] [°N]
Ceylon Peliyagoda -999.00 -99.00 -8 1962 -8 1964 3.0-4.0 Culex pipiens fatigans MRR experiments Samarawickrema 1967
Dominican Republic Calle Duarte, Colonia -999.00 -99.00 07 1987 10 1988 2.6 An. albimanus - Mekuria et al. 1991
Japonesa, La Bomba
Dominican Republic Calle Duarte, Colonia  -999.00 -99.00 o7 1987 10 1988 3.2 An. vestitipennis - Mekuria et al. 1991
Japonesa, La Bomba
Egypt Faiyum -999.00 -99.00 10 1983 -8 -8 2.3-11.8 An. sergentii laboratory:T: 17-34 C; data for 1st, 2nd, and 3rd cycles Beier et al. 1987
Egypt Tersa -999.00 -99.00 -8 -8 -8 -8 6.1 An. pharoensis first cycle; observation in laboratory Kenawy 1991
Egypt Tersa -999.00 -99.00 -8 -8 -8 -8 7.4 An. multicolor first cycle; observation in laboratory Kenawy 1991
Iran Zeineddini -999.00 -99.00 05 1991 05 1991 2.0-3.0 An.culicifacies, An. pulcherrimus direct observations Zaim et al. 1993
Mexico Cosalapa -92.28 1483 06 1993 07 1993 2.0-3.0 An. vestitipennis autocorrelation time-series analysis Arredondo-Jimenez et al. 1998
Mexico Benemérito -90.65 16.81 08 1993 09 1993 2.0 An. vestitipennis autocorrelation time-series analysis Arredondo-Jimenez et al. 1998
Mexico Tapachula -999.00 -99.00 11 1992 12 1992 3.8 An. vestipennis cage observations Arredondo-Jimenez et al. 1998
Mexico Tapachula foothills -999.00 -99.00 04 1991 01 1991 0 3. An. pseudopunctopennis wild-caught females; MRR experiments Fernandez-Salas et al. 1994
Mexico Tapachula foothills -999.00 -99.00 04 1991 04 1991 0 4. An. pseudopunctopennis insectary-reared females; MRR experiments Fernandez-Salas et al. 1994
Senegal Barked;ji -999.00 -99.00 -8 -8 -8 -8 2.2-32 Aedes vexans arabiensis derived from formulas Kenawy 1991
Sierra Leone Bayama -999.00 -99.00 11 1990 10 1991 3.0 An.gambiaes.s. technique fronBirley and Rajagopalan 1981 Bockarie et al. 1995
Tanzania Namawala 36.40 -8f5 -8 -8 -8 -8 2.7 An.gambiae s.JAn. funestus unpublished data Charlwood et al. 1995
An. gambiagAn. arabiensis
Tanzania Muheza -999.00 -99.00 -8 -8 -8 -8 3.0 An. funestus different behaviour between cool and hot seasons Gillies and Wilkes 1963
Tanzania Muheza -999.00 -99.00 -8 1963 -8 1964 3.0-5.0 An. gambiae first cycle; MRR experiments Gillies and Wilkes 1965
Tanzania Muheza -999.00 -99.00 -8 1963 -8 1964 3.0 An.gambiae second and subsequent cycles; MRR experiments Gillies and Wilkes 1965
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D.11 Produced eggs per female mosquitete)

Tab. D.7: Data with regard to the number of produced eggsAmophelegemale. Columns: B, ave average number of produced eggs per female mosqui
#Epmin: Minimum observed number of produced egdsy #ax as #pmin, but for the maximum; further information see T&b2. The '# stands for
'number’. y denotes the number of produced eggs astands for the wing length (in mm). Minimum and maximum valuefer to individual analysed
mosquito females.

country place long lat M1 YYY1l M2 YYY2 #Ep ave H#Ep,min #Ep max specie note ref
[°E] [°N]
Egypt Faiyum -999.00 -99.00 10 1983 -8 -8 -8.0 11.0 141.0 An.sergentii laboratory Beier et al. 1987
Egypt Tersa -999.00 -99.00 10 1990 11 1990 73.3 -8.0 -8.0 An. pharoensis laboratory; # of eggs per female; constant temperatures Kenawy 1991
(25+2°C);y =733+169
Egypt Tersa -999.00 -99.00 10 1990 11 1990 209.2 -8.0 -8.0 An. pharoensis laboratory; # of eggs per female; cycling temperatures; Kenawy 1991
y=2092+368
Egypt Tersa -999.00 -99.00 10 1990 11 1990 75.0 -8.0 -8.0 An. multicolor laboratory; # of eggs per female; constant temperatures Kenawy 1991
(25+2°C);y =750+158
Egypt Tersa -999.00 -99.00 10 1990 11 1990 164.8 -8.0 -8.0 An. multicolor laboratory; # of eggs per female; cycling temperatures; Kenawy 1991
y=1648+615
El Salvador around Lake -999.00 -99.00 06 1971 09 1972 120.0 -8.0 -8.0 An.albimanus - Weidhaas et al. 1974
Apastepeque
Gambia, The Kaba Kamma -999.00 -99.00 07 1993 08 1993 -8 20.0 80.01 An.gambiaes.s. laboratory; # of laid and retained eggs; indoor resting Hogg et al. 1996
femalesy = 46.67x— 56.7,x range: 2.5-3.3mm
Gambia, The Kaba Kamma -999.00 -99.00 07 1993 08 1993 -8 5.0 0.016 An.arabiensis laboratory; # of laid and retained eggs; indoor resting Hogg et al. 1996
femalesy = 66.72x— 125.68;x range:. 2.7-3.3mm
Tanzania Kilimanjaro region -999.00 -99.00 -8 -8 -8 -8 12.6 8.0- -8.0 An.gambiaes.s. laboratory; # of mature oocytes; small females; blood meal Takken et al. 1998b
size: 1.Qul
Tanzania Kilimanjaro region -999.00 -99.00 -8 -8 -8 -8 108.6 -8.0 -8.0 An.gambiaes.s. laboratory; # of mature oocytes; large females; blood meal: Takken et al. 1998b
rat once
Tanzania Michenga 36.63 8n7 -8 1991 -8 1991 150.0 66.0 290.0 An.gambiaes.l. laboratory; # of laid and retained eggs; indoor resting Lyimo and Takken
femalesy = 13393x— 187.00 (note: the value of the 1993
y-intercept disagrees with the inserted line in Fig. 3 in the
reference)x range: 2.5-3.3 mm
Tanzania Michenga 36.63 8n7 -8 1991 -8 1991 111.0 48.0 178.0 An.gambiaes.l. laboratory; # of laid and retained eggs; newly emerged Lyimo and Takken

femalesy = 89.13x— 15296 1993
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D.12 Development of immature mosquitoes

Life tables of developing immature mosquitoes are constrliasing either horizontal or vertical methods. Horizblifiatable methods
are appropriate for distinct cohorts following through eiife.g., in laboratories). By contrast, vertical life tablethods are commonly
applied for populations with overlapping generations agd distributions remaining stationary during sampling.tHis case, larval
sampling is usually done in the field using standard dippeuipniques. Collected larvae per dip are counted and scooedding to
their life stage Mwangangi et al. 2006

Tab. D.8: Information of immature mosquitoes taken from horizonital fables as derived under controlled conditions. Colunpiuaave: averaged immature
survival probability from egg to adult emergence, that is iioportion of immature mosquitoes reaching MMg\ima min: @S PMma ave, but for the
miNimum; PMmAmax 8SPMMA ave, DUt for the maximumMMA,e average Mosquito Mature Ag¥IMAmin: minimum Mosquito Mature AgeVIMAnax:
maximum Mosquito Mature Agenqcave: average daily immature mosquito survival probability iotected habitatsdemin: 8SNdcave but for the
MiNiMuM; Ndemax aSNdcave but for the maximum; further information see T&L2. Note that minimum and maximum values refer to average salu
obtained by different experimental settings @ifferent temperatureg; different larval densities; DI: different day lengths; With additional nutrients;
-N: without added nutrients). Particular applied experitaksettings are specified under the 'note’ column.

country place long lat M1 YYYl M2 YYY2 PMMA ave PMMAmin PMMAmax  MMAave MMAmin MMAmax Ndcave Ndemin Ndemax specie note ref
[°E] [°N]
Egypt Faiyum -999.00 -99.00 10 1983 -8 -8 -8.0 55.8e 72.3e 0 -8. 14.2 33.2 -8.0 97.7 98.2 An. sergentii laboratory;T: Beier et al. 1987
17/(22)127C;
mud slurry, lower
survival in
tab/distilled
water

Egypt Tersa -999.00 -99.00 10 1990 11 1990 13.0 -8.0 -8.0 Pumz® -8.0 -8.0 89.6 -8.0 -8.0  An.pharoensis laboratory Kenawy 1991
Egypt Tersa -999.00 -99.00 10 1990 11 1990 22.0 -8.0 -8.0 Pomiaf -8.0 -8.0 93.0 -8.0 -8.0 An. multicolor laboratory Kenawy 1991
Kenya Western Kenyan  -999.00 -99.00 09 2003 09 2003 -8.0 24.0 48.0 -8.0 Q1.2 16.5 -8.0 91.7 94.9  An.gambiaes.l. farmland;p —N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan  -999.00 -99.00 09 2003 09 2003 0.0 0.0 0.0 -8.0 -8.0 -8.0 -8.0 8.0 - -8.0 An. gambiaes.|. forest;p —N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan  -999.00 -99.00 09 2003 09 2003 0.0 0.0 0.0 -8.0 -8.0 -8.0 -8.0 8.0 - -8.0 An. gambiaes.|. swamp;p —N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan ~ -999.00 -99.00 06 2004 06 2004 -8.0 49.0 65.0 -8.0 82,0 16.7 -8.0 95.3 96.5  An.gambiaes.l. farmland;p —N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan ~ -999.00 -99.00 06 2004 06 2004 -8.0 0.0 2.0 -8.0 20.1 27.6 -8.0 82.3 86.8  An.gambiaes.|. forest;p —N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan ~ -999.00 -99.00 06 2004 06 2004 -8.0 6.0 33.0 -8.0 20.1 27.6 -8.0 88.7 945  An.gambiaes.l. swamp;p —N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan  -999.00 -99.00 06 2004 06 2004 -8.0 61.0 70.0 -8.0 €90 12.1° -8.0 95.8 96.1  An.gambiaes.l. farmland;p N; Munga et al.

highland area z=1420-1580 2006
Kenya Western Kenyan ~ -999.00 -99.00 06 2004 06 2004 -8.0 10.0 23.0 -8.0 88.4 24.2 -8.0 90.8 93.0  An.gambiaes.l. forest;p N; Munga et al.

highland area z=1420-1580 2006

to be continued
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Tab. D.8 — continued

country place long lat M1 YYYl M2 YYY2 PMMA ave PMMAmin PMMAmax  MMAave MMAmin MMAmax Ndcave Ndemin - Ndcmax specie note ref
[°E] [°N]
Kenya Western Kenyan ~ -999.00 -99.00 06 2004 06 2004 -8.0 24.0 43.0 -8.0 89.3 23.7 -8.0 94.2 96.2  An.gambiaes.|. swamp;p N; Munga et al.
highland area z=1420-1580 2006
Kenya near Kisumu -999.00 -99.00 -8 -8 -8 -8 -8.0 53.5 60.6 0-8. 8% 9.9 -8.0 93.9 94.3 An. gambiae p-K; Gimnig et al.
2002
Kenya near Kisumu -999.00 -99.00 -8 -8 -8 -8 -8.0 49.4 60.0 0-8. 87 10.9 -8.0 91.6 95.2 An. gambiae pK; Gimnig et al.
2002
Kenya Fort Ternan 35.35 -0.20 06 2001 08 2001 0.4 -8.0 -8.0 185 -8.0 -8.0 71.6 -8.0 -8.0 An.gambiaes.s. z=1550-1650 Koenraadt et al.
An. arabiensis 2006
Liberia Sua -999.00 -99.00 -8 -8 -8 -8 -8.0 55.0 80.0 -8.0 R0.6 11.6° -8.0 945 98.1  An.gambiaes.s. laboratory;p Schneider et al.
2000
Liberia - -999.00 -99.00 -8 -8 -8 -8 83.4 72.0 99.0 bg 8.0 13.0 98.2 95.8 99.9 An.gambiaes.s. laboratory;T p Lyimo et al. 1992
Nigeria Lagos -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 -8.0 .0-8 -80 -8.0 88.9 98.9 An.gambiaes.s. laboratory.T; no Bayoh and
maturation at Lindsay 2004
T <18 Cand
T>32C
Mali Banambani -8.05 1280 07 2000 08 2000 68.5 -8.0 -8.0 1%.8 -8.0 -8.0 96.8 -8.0 -8.0  An.gambiaes.|. laboratory Edillo et al. 2004
Zimbabwe Zambezi valley -999.00 -99.00 -8 -8 -8 -8 -8.0 37.0 5.06 -8.0 9.9 104 -8.0 90.4 96.0 An. arabiensis laboratory;p Schneider et al.
2000
- - -999.00 -99.00 -8 -8 -8 -8 -8.0 35.0 85.0 -8.0 %4 30.C° -8.0 94.8 98.9 Culex pipiens laboratory;T DI Mogi 1992
complex

Tab. D.9: Information of immature mosquitoes taken from vertica liibles as derived under field conditions. Colunpaaia ave: averaged survival probability of
immature mosquitoes from egg to adult emergence, that jgréportion of eggs reachinfgMA; pvma min: 8SPMma ave, but for the minimumpmma max:
as puma.ave but for the maximumMMA: Mosquito Mature Age, that is the duration between egg lgyand adult emergencgy ave average daily
survival probability of immature mosquitoesg ave: asnNd,min, but for the minimum;ngmax asnd.ave but for the maximum; further information see

Tab.D.2.
country place long lat M1 YYY1l M2 YYY2 PMMA,ave PMMA min PMMA maxMMA Ndave  Ndmin  Nd,max specie note ref
[°E] [°N] [%] (%] [%]  [days] (%] [%] [%]
El Salvador Lake Apastepeque -999.00 -99.00 06 1971 09 1972 8 4 20 15.0 -8.0 -8.0 -8.0 -8.0  An.albimanus - Weidhaas et al. 1974
Kenya Chiga -999.00 -99.00 -8 -8 -8 -8 -8.0 3.8 4.8 12.5 -80 .077 784 An.gambiae marsh and pool collections Service 1971
Kenya Ahero, Rabour, Nduru 34.75 8.1 o7 1974 07 1974 -8.0 6.6 7.4 11.8 -8.0 79.4 80.2 An.gambiae rice field, pond, and pool Service 1977b
collections;z= 1000
Kenya Ahero 34.75 -0PL 07 1974 08 1974 16.5 -8.0 -8.0 11.8 85.8 -8.0 -8.0 An.gambiae sprayed rice field collections; Service 1977b
z=1000
Kenya Chiga, Rabour, -999.00 -99.00 11 1971 12 1971 -8.0 29 34 11.8 -8.0 74.0 75.0 An.gambiae pond collectionsz= 1150 Service 1973
Kanyamedha,
Warthorego
Kenya Chiga -999.00 -99.00 11 1971 12 1971 0.0 -8.0 -8.0 11.8 8.0 - -8.0 -8.0 An.gambiae ditch collectionsz = 1150 Service 1973
Kenya Mwea -999.00 -99.00 08 2005 04 2006 1.7 0.1 34 11.9 69.452.7 75.2 An. arabiensis rice field collections; different Mwangangi et al. 2006
rice stages (land preparation,
transplanting, and tillering)
Mali Banambani -8.05 12.80 07 2000 08 2000 17.6 8.0 28.5 11.8 86.3 80.7 89.9 An.gambiaes.|. rock pool, swamp, and puddle Edillo et al. 2004
collections
Kenya Baringo -999.00 -99.00 -9 -9 -9 -9 -9.0 -9.0 -9.0 -9.0 991 9.0 -9.0 An.gambiae - Aniedu et al. 1993
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D.13 Daily survival probability of adult mosquitoes (pg)

Tab. D.10: Data with regard to the daily survival probability of adulbsguitoes §fq) as derived from entomological field studies. Columpsave average value
of pd; Pd,min: MiNimum of py; Pg.max Maximum ofpy; way: determination way afy (C: calculated/estimation, see corresponding paper; &pikg in
cages/laboratory; A: age-grading (¢pillies 1958; P: parous rate; S: immediate and delayed sporozoite (@taper and Davidson 1953 : ampulla
measurements; M: mark-release-recapture method; I: ppanldecline during the dry perio€harlwood et al. 1995wea: weather conditions during
the experiment (R: rainy season; D: dry season; T: trams@ig@son between either dry and rainy or rainy and dry se&sainy and rainy season). For
further information see TaB.2. Minimum and maximum values refer to annual variations.

NAIXXX

country place long lat M1 YYY1 M2  YYY2 pgae  Pdmin Pdmax  way species wea note ref
[°E] [°N]

Brasil Pariquera-Agu county -47.83 -24.50 01 2000 02 2000 .061 -8.0 -8.0 M An. albitarsis R - Dos Santos et al. 2004

Burkina Faso Bobo-Dioulasso -999.00 -99.00 06 1959 12 1960838 -8.0 -8.0 P An. gambiae - - Garrett-Jones and Grab
1964

Burkina Faso Bobo-Dioulasso -999.00 -99.00 06 1959 12 19600.79  -8.0 -8.0 P An. funestus - - Garrett-Jones and Grab
1964

Burkina Faso Bobo-Dioulasso -999.00 -99.00 06 1959 12 19604.28  -8.0 -8.0 P An. nili - - Garrett-Jones and Grab
1964

Burkina Faso Bobo-Dioulasso -999.00 -99.00 06 1959 12 19608.98  -8.0 -8.0 P An. coustani - - Garrett-Jones and Grab
1964

Burkina Faso Bobo-Dioulasso, urban -999.00 -99.00 01 1982 11985 71.0 -8.0 -8.0 P An. gambiae R - Robert et al. 1989

Burkina Faso Bobo-Dioulasso, rural -999.00 -99.00 -8 -8 -8 8 - 910 -8.0 -8.0 P An. gambiae R - Robert et al. 1989

Burkina Faso Goundri -1.33 1250 09 1991 09 1991 73.6 -8.0 -8.0 M mixture of R other estimates provide higher values Costantini et al. 1996

Anopheles

Burkina Faso Goundri -1.33 1250 09 1992 09 1992 74.3 -8.0 -8.0 M An.gambiaes.|. R other estimates provide higher values Costantini et al. 1996

Cameroon Gounougou -999.00 -99.00 07 1990 09 1990 68.0 -8080 - P An.gambiaes.|. R - Robert et al. 1992

Cameroon Gounougou -999.00 -99.00 07 1990 09 1990 79.0 -8080 - P An. funestus R - Robert et al. 1992

Cameroon Gounougou -999.00 -99.00 07 1990 09 1990 62.0 -8080 - P An. pharoensis R - Robert et al. 1992

Céote d'lvoire Alloukoukro -5.08 780 o1 1991 12 1991 87.0 80.0 97.0 P An.gambiaes.|. E - Dossou-Yovo et al. 1995

Cote d'lvoire Alloukoukro -5.08 780 o1 1992 12 1992 89.0 82.0 95.0 P An.gambiaes.|. E - Dossou-Yovo et al. 1995

Cote d'lvoire Alloukoukro -5.08 780 o1 1992 12 1992 90.0 84.0 100.0 P An. funestus E - Dossou-Yovo et al. 1995

Cote d'lvoire Alloukoukro -5.08 780 o1 1992 12 1992 91.0 87.0 100.0 P An. funestus E - Dossou-Yovo et al. 1995

Dominican Republic Calle Duarte, Colonia  -999.00 -99.00 07 1987 10 1988 68.4 -8.0 -8.0 P An. albimanus - - Mekuria et al. 1991

Japonesa, La Bomba
Dominican Republic Calle Duarte, Colonia  -999.00 -99.00 07 1987 10 1988 61.1 -8.0 -8.0 P An. vestitipennis - - Mekuria et al. 1991
Japonesa, La Bomba

Egypt Faiyum -999.00 -99.00 -9 -9 -9 -9 95.0 -8.0 -8.0 K An. pharoensis - - Kenawy 1991

Egypt Faiyum -999.00 -99.00 -9 -9 -9 -9 93.0 -8.0 -8.0 K An. multicolor - - Kenawy 1991

Egypt Faiyum -999.00 -99.00 -9 -9 -9 -9 89.0 -8.0 -8.0 P An. pharoensis - - Kenawy 1991

Egypt Faiyum -999.00 -99.00 -9 -9 -9 -9 80.0 -8.0 -8.0 P An. multicolor - - Kenawy 1991

Egypt Faiyum -999.00 -99.00 10 1983 -8 -8 95.0 -8.0 -8.0 K An. sergentii - laboratory;T: 27+2°C Beier et al. 1987

El Salvador around Lake -999.00 -99.00 01 1972 04 1972 67.5 65.0 70.0 M An. albimanus D MRR/release of sterile females Weidhaas et al. 1974

Apastepeque

to be continued
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Tab. D.10 — continued

country place long lat M1 YYY1 M2  YYY2 pgae  Pd.min Pdmax  way species wea note ref
[°E] [°N]
El Salvador around Lake -999.00 -99.00 06 1971 08 1972 82.4 73.0 91.0 M An. albimanus R MRR/release of sterile females; data for Weidhaas et al. 1974
Apastepeque May-September
El Salvador around Lake -999.00 -99.00 06 1971 08 1972 777 65.0 91.0 M An. albimanus R/D MRR/release of sterile females Weidhaas et al. 1974
Apastepeque
Iran Arso -999.00 -99.00 -8 -8 -8 -8 855 -8.0 -8.0 P An. koliensis - reduced under DDT Garrett-Jones and Grab
1964
Iran Arso -999.00 -99.00 -8 -8 -8 -8 89.5 -8.0 -8.0 P An. farauti - reduced under DDT Garrett-Jones and Grab
1964
Iran Arso -999.00 -99.00 -8 -8 -8 -8 845 -8.0 -8.0 P An. punctulatus - - Garrett-Jones and Grab
1964
Iran Baluchistan -999.00 -99.00 05 1991 10 1991 -8.0 840 089. -9 An. culicifaciess.l. - pq is lower in sprayed villages Zaim et al. 1993
Iran Baluchistan -999.00 -99.00 05 1991 10 1991 -8.0 80.0 083 -9 An. pulcherrimus - pq is lower in sprayed villages Zaim et al. 1993
Kenya Mgandini -999.00 -99.00 10 1972 11 1972 89.0 -8.0 -8.0 M Aedes aegypti R - McDonald 1977
Kenya Msihu 39.28 -483 03 1984 04 1984 80.9 -8.0 -8.0 C An.gambiaes.|. D - Mutero and Birley 1987
Kenya Msihu 39.28 -483 05 1982 06 1982 71.4 -8.0 -8.0 C An.gambiaes.|. R - Mutero and Birley 1987
Kenya Jimbo 39.23 -467 11 1982 12 1982 74.1 -8.0 -8.0 C An. merus R - Mutero and Birley 1987
Kenya Mwea -999.00 -99.00 08 1983 09 1983 81.0 -8.0 -8.0 C An. arabiensis R - Mutero and Birley 1987
Korea Paju -999.00 -99.00 06 2000 08 2000 78.7 70.6 87.2 P An. sinensis - - Lee etal. 2001
Korea Kyonggi-do, malarious ~ -999.00 -99.00 06 2000 08 2000 86.4 80.4 90.0 P An. sinensis - - Ree and Hwang 2000
area
Korea Kyonggi-do, -999.00 -99.00 06 2000 08 2000 83.3 80.7 86.6 P An. sinensis - - Ree and Hwang 2000
non-malarious area
Korea Gyonggi-do -999.00 -99.00 06 1999 10 1999 89.0 843 292. P An. sinensis - large variation Ree et al. 2001
Korea Gyeonggi Province 126.83 3793 04 1999 10 1999 85.9 80.4 89.5 P An. sinensis - - Shin et al. 2005
Mexico Chiapas, coastal plain -999.00 -99.00 -9 -9 -9 -9 -9.0 45.0 58.0 -9 An. vestitipennis - - Arredondo-Jimenez et al.
1998
Mexico Chiapas, Lacandon -999.00 -99.00 -9 -9 -9 -9 68.0 -9.0 -9.0 -9 - An. vestitipennis Arredondo-Jimenez et al.
Forest 1998
Mexico Tapachula foothills -999.00 -99.00 -9 -9 -9 -9 -9.0 B7 884 P An. pseudopunctipennis D - Fernandez-Salas et al. 1994
Nigeria Kankiya 7.83 12.55 06 1967 10 1967 93.8 -8.0 -8.0 P An. gambiae R reduced under DDT Garrett-Jones and Shidrawi
species B 1969
Nigeria Kaduna area -999.00 -99.00 05 1963 08 1963 90.0 -8.0 8.0 - S An. gambiae R - Service 1965
Nigeria Kaduna area -999.00 -99.00 05 1963 08 1963 89.0 -8.0 8.0 - S An. funestus R - Service 1965
Pakistan 12 villages around -999.00 -99.00 07 1966 06 1967 90.0 -8.0 -8.0 P An. minimus - - Khan and Talibi 1972
Khagrachberi
Pakistan 12 villages around -999.00 -99.00 07 1966 06 1967 86.0 -8.0 -8.0 P An.vagus - - Khan and Talibi 1972
Khagrachberi
Pakistan 12 villages around -999.00 -99.00 07 1966 06 1967 81.0 -8.0 -8.0 P An. jeyporiensis - - Khan and Talibi 1972
Khagrachberi
Pakistan 12 villages around -999.00 -99.00 07 1966 06 1967 72.0 -8.0 -8.0 P An.philippinensis - - Khan and Talibi 1972
Khagrachberi
Pakistan Sattoki -999.00 -99.00 05 1977 05 1977 80.8 -80 0-8 M An. stephensi R - Reisen and Aslamkhan
1979
Papua New Guinea Butelgut -999.00 -99.00 -8 -8 -8 -8 86.0 -8.0 -8.0 -9 An. punctulatus - calculated via a method fro@raves et al. 1990 Killeen et al. 2000
Senegal Aéré Lao -14.30 1620 09 1982 12 1982 -8.0 93.0 97.0 P An.gambiaes.|. - - Vercruysse 1985b
Senegal Barkediji -14.87 1528 -8 1993 -8 1993 86.8 -8.0 -8.0 C Aedes vexans R - Ndiaye et al. 2006
arabiensis
Senegal Boké Diallobé -14.00 1600 09 1982 11 1983 -8.0 90.0 94.0 P An.gambiaes.|. - - Vercruysse 1985b
Senegal Pikine -17.40 1495 12 1979 12 1980 82.2 73.8 90.5 P An. arabiensis - pq (rainy season) 3y (dry season) Vercruysse et al. 1983
Senegal Pikine -17.40 1455 10 1979 12 1980 85.8 -8.0 -8.0 C - - Vercruysse 1985a
Senegal Pikine -17.40 1485 12 1981 12 1982 82.0 77.0 84.0 C An. arabiensis - pq (rainy season) 3y (dry season) Vercruysse 1985a
Sierra Leone Bayama -11.77 800 -9 -9 -9 -9 85.0 -9.0 -9.0 -9 An. gambiae - - Bockarie et al. 1995
Sri Lanka - -999.00 -99.00 06 1983 05 1984 93.8 -8.0 -8.0 K An. culicifacies - - De Zoysa et al. 1988

to be continued
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Tab. D.10 — continued

country place long lat M1 YYY1 M2  YYY2 pgae  Pdmin Pdmax  way species wea note ref
[°E] [°N]
Sudan Ed dekeinat -999.00 -99.00 10 1995 12 1996 -8.0 707 9 84. P An. arabiensis RIT - El Sayed et al. 2000
Sudan Elmanshial -999.00 -99.00 10 1995 12 1996 -8.0 69.3 6 80. P An. arabiensis RIT - El Sayed et al. 2000
Sudan Ed dekeinat -999.00 -99.00 10 1995 12 1996 57.4 -80 0 -8. P An. arabiensis D - El Sayed et al. 2000
Sudan Elmanshial -999.00 -99.00 10 1995 12 1996 61.6 -80 0 -8 P An. arabiensis D - El Sayed et al. 2000
Tanzania Muheza -999.00 -99.00 02 1963 12 1963 87.6 85.8 90.6 P An. gambiae - - Gillies and Wilkes 1965
species A Garrett-Jones and Shidrawi
1969
Tanzania Muheza -999.00 -99.00 05 1963 08 1963 85.1 825 89.4 P An. gambiae - - Gillies and Wilkes 1965
species A Garrett-Jones and Shidrawi
1969
Tanzania Muheza -999.00 -99.00 01 1963 12 1963 86.1 83.9 88.2 P An. gambiae - - Gillies and Wilkes 1965
species A Garrett-Jones and Shidrawi
1969
Tanzania Muheza -999.00 -99.00 11 1962 12 1963 89.4 85.0 920P An. funestus - - Gillies and Wilkes 1965
Garrett-Jones and Shidrawi
1969
Tanzania Gonja -999.00 -99.00 12 1962 01 1964 82.6 779 87.3 P An.gambiaes.l. - - Gillies and Wilkes 1965
Garrett-Jones and Shidrawi
1969
Tanzania - -999.00 -99.00 -8 1952 -8 1952 91.0 -8.0 -8.0 P An. gambiae - - Davidson 1954
Tanzania - -999.00 -99.00 -8 1952 -8 1952 93.0 -8.0 -8.0 S An. gambiae - - Davidson 1954
Tanzania - -999.00 -99.00 -8 1952 -8 1952 94.0 -8.0 -8.0 L An. gambiae - - Davidson 1954
Tanzania - -999.00 -99.00 -8 1953 -8 1953 91.0 -8.0 -8.0 P An. gambiae - - Davidson 1954
Tanzania - -999.00 -99.00 -8 1953 -8 1953 90.0 -8.0 -8.0 L An. gambiae - - Davidson 1954
Tanzania Namawala 36.40 -8M5 02 1991 03 1991 82.7 -8.0 -8.0 | An. arabiensis D - Charlwood et al. 1995
Tanzania Namawala 36.40 -8M5 -8 -8 -8 -8 81.3 -8.0 -8.0 M An.gambiaes.|. R - Charlwood et al. 1997
Tanzania Namawala 36.40 -85 04 1991 05 1991 83.9 -8.0 -8.0 P An.gambiaes.|. R - Charlwood et al. 1997
Tanzania Namawala 36.40 -8M5 -8 -8 -8 -8 -8.0 64.5 73.0 M An.gambiaes.|. R - Charlwood et al. 1997
Tanzania Namawala 36.40 -8M15 -8 1990 -8 1992 81.3 -8.0 -8.0 P An.gambiaes.|. R - Charlwood et al. 1997
Tanzania Michenga 36.65 -812 -8 1989 -8 1991 77.0 -8.0 -8.0 P An.gambiaes.|. R - Charlwood et al. 1997
Tanzania foothills of the Eastern ~ -999.00 -99.00 03 1956 06 1959 84.1 -8.0 -8.0 M An. gambiae - - Gillies 1961
Usambara Mountains
Tanzania Muheza -999.00 -99.00 11 1962 01 1964 85.4 -8.0 -8.0M An. gambiae - - Gillies and Wilkes 1965
Tanzania Muheza -999.00 -99.00 11 1962 01 1964 85.0 -8.0 -8.0M An. funestus - - Gillies and Wilkes 1965
Tanzania Gonja -999.00 -99.00 11 1962 01 1964 79.1 -8.0 -8.0 M An. gambiae - - Gillies and Wilkes 1965
Tanzania Ifakara -999.00 -99.00 -9 -9 -9 -9 78.0 -9.0 -9.0 M An. gambiae - - Takken et al. 1998a
Tanzania 40 miles west of Tanga -999.00 -99.00 09 1952 12 19528.0 88.0 93.0 S An. funestus R - Davidson and Draper 1953
Tanzania 40 miles west of Tanga -999.00 -99.00 09 1952 12 19528.0 89.0 93.0 S An. gambiae R - Davidson and Draper 1953
Tanzania 40 miles west of Tanga -999.00 -99.00 09 1952 12 195923.7 83.0 98.5 K An. funestus R keptin cages Davidson and Draper 1953
Tanzania 40 miles west of Tanga -999.00 -99.00 09 1952 12 19596.3 92.0 99.1 K An. gambiae R keptin cages Davidson and Draper 1953
Tanzania coastal region -999.00 -99.00 -8 -8 -8 -8 -8.0 920 3.09 A An. gambiae - - Gillies 1958
Tanzania South Pare district -999.00 -99.00 -8 -8 -8 -8 -8.0 508 87.0 A An. gambiae - - Gillies 1958
Tanzania Muheza area, 5 villages -999.00 -99.00 -8 -8 -8 -8 981 -80 -8.0 A An. gambiae - - Lines et al. 1991
Thailand Ban Phluang -999.00 -99.00 06 1983 05 1984 89.0 -8.0 -8.0 P An. dirus D - Rosenberg et al. 1990b
Thailand Ban Phluang -999.00 -99.00 06 1984 05 1985 83.0 -8.0 -8.0 P An.dirus D - Rosenberg et al. 1990b
Thailand Ban Phluang -999.00 -99.00 06 1984 05 1985 -8.0 59.084.0 P An. dirus RIT - Rosenberg et al. 1990b
Uganda - -999.00 -99.00 -8 -8 -8 -8 93.0 -8.0 -8.0 P An. gambiae - - Davidson 1954
Uganda - -999.00 -99.00 -8 -8 -8 -8 95.0 -8.0 -8.0 L An. gambiae - - Davidson 1954
Uganda - -999.00 -99.00 -8 -8 -8 -8 97.0 -8.0 -8.0 S An. gambiae - - Davidson 1954
Uganda Lira -999.00 -99.00 09 1953 12 1953 95.0 -8.0 -8.0 P An. gambiae R - Davidson 1955
Uganda Lira -999.00 -99.00 09 1953 12 1953 94.0 -8.0 -8.0 P An. funestus R - Davidson 1955
Uganda Lira -999.00 -99.00 09 1953 12 1953 94.5 -8.0 -8.0 K An. gambiae R - Davidson 1955
Uganda Lira -999.00 -99.00 09 1953 12 1953 94.6 -8.0 -8.0 K An. funestus R - Davidson 1955

to be continued
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Tab. D.10 — continued

country place long lat M1 YYY1 M2  YYY2 pgae  Pd.min Pdmax  way species wea note ref

[°E] [°N]
Uganda Lira -999.00 -99.00 09 1953 12 1953 97.0 94.0 99.0 S An. gambiae R - Davidson 1955
Uganda Lira -999.00 -99.00 09 1953 12 1953 93.0 88.0 94.0 S An. gambiae R - Davidson 1955
USA Sheridan -999.00 -99.00 08 1984 09 1984 72.0 -9.0 -9.0 -9 An. freeborni - unfed McHugh 1989
USA Sheridan -999.00 -99.00 08 1984 09 1984 74.0 -9.0 -9.0 -9 An. freeborni - blood-fed McHugh 1989
USA Sheridan -999.00 -99.00 08 1984 09 1984 75.0 -9.0 -9.0 K An. freeborni - - McHugh 1989

D.14 Sexual Parasite RatiogPR

Tab. D.11: Data with regard to the sexual Parasite Radi®R), that is the percentage of humans with gametocytes in Ibheiid as well as the Ratio between Sexu
and Asexual parasite prevalen&AR, which is the proportion of malaria parasite positive husithat are gametocytaemic. Note that particular valu
Columns:sPR;: annual measPR SPRyina: annual minimunsPR sPRyaxa: annual

of the asexual Parasite Rati®R) can be calculated vieR=

sPR

SAR

maximumsPR SAR:: annual meai®AR SARnina: annual minimunBSAR SARnaxa: annual maximun8AR For further information see Tab.2.

country place long lat M1 YYY1 M2 YYY2 SPRi  SPRnina SPRnaxa SARL  SARnina SARnaxa Up Ua Up note ref
[°E] [°N]
Burkina Faso Bobo-Dioulasso, -4.30 11.2% 01 1985 12 1985 10.5 5.6 211 36.1 26.7 44.3 UR R1 *(0-15) Gazin et al. 1987
Colma-Nord quarter
Burkina Faso Bobo-Dioulasso, -4.29 11.18 01 1985 12 1985 23 0.6 4.7 333 125 455 U R1 *(0-15) Gazin et al. 1987
Diaradougou quarter
Burkina Faso Bobo-Dioulasso, -4.30 11.18 01 1985 12 1985 3.1 2.6 34 28.0 19.0 57.1 U R1 *(0-15) Gazin et al. 1987
Dioulassoba quarter
Burkina Faso Bouloy, Kolel, Bella and Peul -999.00 -99.00 06 1985 03 1986 1.7 0.0 5.0 12.9 0.0 16.7 -8 -8 * Gazin et al. 1988b
Djelgobé camps
Burkina Faso Bouloy, Kolel, Bella and Peul -999.00 -99.00 06 1985 03 1986 8.6 7.5 9.1 17.0 12.0 24.1 -8 -8 *(0.5-15) Gazin et al. 1988b
Djelgobé camps
Burkina Faso Karangasso -4.63 1P22 02 1985 02 1986 21.3 45 30.0 38.3 6.0 52.7 R R2 *(5-9) Boudin et al. 1991p
1992
Burkina Faso Karangasso -4.63 1022 02 1985 02 1986 255 9.2 373 40.8 24.2 63.9 R R2 *(0-4) Boudin et al. 1991b
1992
Burkina Faso Karangasso -4.63 1022 02 1985 02 1986 29.4 8.5 39.7 47.8 11.8 65.1 R R2 *(10-14) Boudin et al. 1991b
1992
Burkina Faso near Bobo-Dioulasso -999.00 -99.00 -8 1985 -89871 10.9 -8.0 -8.0 -8.0 -8.0 -8.0 R R2 Boudin et al. 1991a
Burkina Faso Ouagadougou -999.00 -99.00 08 1984 09 1984 -8.0-8.0 7.6 25.9 -8.0 -8.0 -8 -8 U *(0-5); more detailed information is Sabatinelli et al. 1986
available
Burkina Faso Oursi and Déou -999.00 -99.00 06 1985 03 1986 4.4 0.0 15.2 16.5 0.0 333 -8 -8 R %(0.5-15) Gazin et al. 1988b
Burkina Faso 6 villages north of -999.00 -99.00 12 2003 12 2003 -8.0 21.4 -8.0 -8.0 28.5 -8.0 -88 R 4 microscope detection Ouédraogo et al. 2007
Ouagadougou
Burkina Faso 6 villages north of -999.00 -99.00 12 2003 12 2003 -8.0 70.1 -8.0 -8.0 73.6 -8.0 -88 R 4, QT-NASBA detection Ouédraogo et al. 2007
Ouagadougou
Burkina Faso Tin Edjar -0.68 1489 06 1985 03 1986 0.0 0.0 0.0 0.0 0.0 0.0 -8 -8 * Gazin et al. 1988b
Burkina Faso Tin Edjar -0.68 1489 06 1985 03 1986 4.2 26 54 125 8.0 26.7 -8 -8 +(0.5-15) Gazin et al. 1988b

to be continued
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Tab. D.11 — continued

country place long lat M1  YYY1 M2 YYY2 sPR SPRnina SPRnaxa SAR  SARnina SARnaxa Up Ua Up note ref
[°E] [°N]
Burkina Faso VK4 -4.42 11.%7 o1 1985 02 1986 12.0 3.2 16.2 37.2 18.0 56.7 | R2 | *(0-4) Boudin et al. 1992
Burkina Faso VK4 -4.42 11.37 o1 1985 02 1986 13.9 7.2 23.8 32.2 22.6 48.4 | R2 | *(5-9) Boudin et al. 1992
Burkina Faso VK4 -4.42 11.37 o1 1985 02 1986 6.2 0.0 19.1 17.0 0.0 56.2 | R2 | *(10-14) Boudin et al. 1992
Cameroon Bondi 12.19 38 -8 1998 -8 2000 11.8 8.7 15.0 23.7 17.2 30.3 -8 -8 R #(0.8-77); area: degraded forest; position Bonnet et al. 2003
derived fromMeunier et al. 1999
Cameroon Ebolakounou 12.13 3%93 05 1996 05 1998 4.7 -8.0 -8.0 13.7 -8.0 -8.0 -8 R2 R % (>15); forest area Bonnet et al. 2002
Cameroon Ebolakounou 12.13 393 05 1996 05 1998 9.1 -8.0 -8.0 14.7 -8.0 -8.0 -8 R2 R *(0-15); forest area Bonnet et al. 2002
Cameroon Koundou 12.12 3% 05 1996 05 1998 10.3 -8.0 -8.0 14.8 -8.0 -8.0 -8 R2 R *(0-15); degraded forest Bonnet et al. 2002
Cameroon Koundou 12.12 3% 05 1996 05 1998 3.8 -8.0 -8.0 9.6 -8.0 -8.0 -8 R2 R % (>15); degraded forest Bonnet et al. 2002
Cameroon Mengang 12.05 3ig8 -8 1998 -8 2000 236 12.9 34.3 337 221 42.0 -8 -8 R 4 (0.8-77); area: degraded forest Bonnet et al. 2003
Cameroon Mengang and Yaounde -999.00 -99.00 -8 -8 -8 -8 104 80 - -8.0 15.6 -8.0 -8.0 -8 -8 R&U +(0-14) Boudin et al. 2005
Cameroon Mengang and Yaounde -999.00 -99.00 -8 -8 -8 -8 48 0 -8 -8.0 115 -8.0 -8.0 -8 -8 R&U *(>14) Boudin et al. 2005
Cameroon Mengang district, 2 villages -999.00 -99.00 -8 -88 - -8 15.7 -8.0 -8.0 27.7 -8.0 -8.0 -8 -8 R - Paul et al. 2007
Cameroon Yaoundé, Messa quarter -999.00 -99.00 10 1990 0193 1954 -8.0 -8.0 146 -8.0 -8.0 -8 -8 U 4 (4-60) Tchuinkam et al. 1993
Cameroon Yaoundé and Mengang -999.00 -99.00 -8 -8 -8 -8 19.1 80 - -8.0 40.2 -8.0 -8.0 -8 -8 -8 detected by quantitativeyoaffat tests; Mulder et al. 1998
patients presenting clinical malaria and
*(3-15)
Cameroon Yaoundé and Mengang -999.00 -99.00 -8 -8 -8 -8 20.0 80 - -8.0 39.8 -8.0 -8.0 -8 -8 -8 detected by thick blood filmd an Mulder et al. 1998
quantitative buffy coat tests; patients
presenting clinical malaria ang3-15)
Cameroon Yaoundé and Mengang -999.00 -99.00 -8 -8 -8 -8 46 .0 -8 -8.0 10.1 -8.0 -8.0 -8 -8 -8 detected by thick blood filmgigras Mulder et al. 1998
presenting clinical malaria ang3-15)
Cameroon Yaoundé, Dakar quarter 11.52 3.87 07 1999 05 2000 4.3 0.0 7.0 12.6 0.0 21.9 -8 -8 U 4 microscope; drug influenced van der Kolk et al. 2003
Cameroon Yaoundé, Essos 11.00 800 06 1989 02 1990 3.2 2.4 7.4 8.5 0.0 16.7 -8 -8 U *(0-15) Manga et al. 1993b
Cameroon Yaoundé, Obili district 11.52 387 10 1989 07 1990 11 0.0 3.0 4.0 0.0 7.7 -8 U U *(0-15) Manga et al. 1993b
Cote d'lvoire Katiola district, 8 villages (no  -999.00 -99.00 03 1997 01 1998 13.0 11.0 14.0 14.9 13.3 15.6 -88 R *(0-9); villages are Angolokaha, Henry et al. 2003
rice cultivation) Doussoulokaha, Folofonkaha, Kabolo,
Ounadiékaha, Petionara, Sérigobokaha,
and Timorokaha
Cote d'lvoire Katiola district, 8 villages (no  -999.00 -99.00 03 1997 01 1998 4.0 3.0 5.0 6.5 54 7.6 -8 -8 R +PRLO); see above Henry et al. 2003
rice cultivation)
Cote d'lvoire Korhogo district, 8 villages -999.00 -99.00 03 1997 01 1998 11.0 10.0 11.0 13.9 13.3 13.6 -88 | *(0-9); villages are Gbahaouakaha, Henry et al. 2003
(rice cultivation during the Kohotieri, Koumbolikaha, Lamékaha,
dry season) Nambékaha, Nombolo, Nongotchénékaha,
and Zémongokaha
Cote d'lvoire Korhogo district, 8 villages -999.00 -99.00 03 1997 01 1998 4.0 4.0 5.0 9.2 10.0 10.3 -8 -8 | ubjests £10); see above Henry et al. 2003
(rice cultivation during the
dry season)
Cote d'lvoire Korhogo district, 8 villages ~ -999.00 -99.00 03 1997 01 1998 12.0 12.0 12.0 143 14.0 15.0 -88 R *(0-9); villages are Binguebougou, Henry et al. 2003
(rice cultivation during the Fapaha, Kombolokoura, Kaforo, Karakpo,
rainy season) Kassoumbarga, Katiorkpo, and Tioro
Cote d'lvoire Korhogo district, 8 villages -999.00 -99.00 03 1997 01 1998 4.0 3.0 5.0 6.1 4.9 7.2 -8 -8 R +(>10); see above Henry et al. 2003
(rice cultivation during the
rainy season)
Congo Linzolo 15.11 4P 11 1981 05 1985 225 21.8 27.7 28.5 27.6 34.2 R R1 R *(0-14); microscope Trape 1987
Congo 6 villages near Brazzaville -999.00 -99.00 11 1981 059851 28.4 -8.0 -8.0 34.0 -8.0 -8.0 -8 -8 R +(5-15) (from school); microscope Trape 1987
Gambia 4villages west of Farafenni -999.00 -99.00 05 2001 0&001 -8.0 135 -8.0 -8.0 24.9 -8.0 -8 -8 R %(0.5-15) Dunyo et al. 2006
Gambia, The 5villages around Farafenni -16.57 13.47 04 2003 05 2003 -8.0 -8.0 3.1 -8.0 -8.0 15.3 -8 -8 R 4 (5-45); detected by microscopy Nwakanma et al. 2008
Gambia, The 5villages around Farafenni -16.57 13.47 04 2003 05 2003 -8.0 -8.0 3.1 -8.0 -8.0 15.3 -8 -8 R 4 (5-45); detected by microscopy Nwakanma et al. 2008
Gambia, The 5villages around Farafenni -16.57 13.47 05 2003 10 2003 242 -8.0 -8.0 44.9 -8.0 -8.0 -8 -8 R 4 (5-45); detected by microscopy Nwakanma et al. 2008
Gambia, The 5villages around Farafenni -16.57 13.47 05 2003 10 2003 516 -8.0 -8.0 62.7 -8.0 -8.0 -8 -8 R 4 (5-45); PCR/RT-PCR detection Nwakanma et al. 2008
Gambia, The near Farafenni, north bank  -999.00 -99.00 06/11 1990 06/11 1990 12.3 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 *(1-19) Drakeley et al. 2000

villages

1991

1991

to be continued
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Tab. D.11 — continued

country place long lat M1  YYY1 M2 YYY2 sPR SPRnina SPRnaxa SAR  SARnina SARnaxa Up Ua Up note ref
[°E] [°N]
Gambia, The near Farafenni, north bank  -999.00 -99.00 06/11 1990 06/11 1990 6.1 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 * (>20) Drakeley et al. 2000
villages 1991 1991
Gambia, The near Farafenni, north bank  -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 -8.0 11.7 31.0 -8 -8 -8 % (>14); graphically derived Drakeley et al. 2006
villages
Gambia, The near Farafenni, north bank  -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 -8.0 18.8 435 -8 -8 -8 *(0-14); graphically derived Drakeley et al. 2006
villages
Gambia, The near Farafenni, south bank -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 -8.0 15.3 26.0 -8 -8 -8 % (>14); graphically derived Drakeley et al. 2006
villages
Gambia, The near Farafenni, south bank -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 -8.0 16.5 27.0 -8 -8 -8 *(0-14); graphically derived Drakeley et al. 2006
villages
Ghana -9 -999.00 -99.00 01 1952 10 1952 20.0 -9.0 -9.0 90 0 -9. -90 -8 -8 -9 *(0-14) Muirhead-Thomson
1954
Ghana -9 -999.00 -99.00 01 1952 10 1952 6.0 -9.0 -9.0 -9.0 -9.0 -9.0 -8 -8 -9 *(>14) Muirhead-Thomson
1954
Ghana Weija -999.00 -99.00 01 1952 10 1952 20.0 -8.0 -8.0 229 -8.0 -8.0 -8 -8 R %(0.8-10) Muirhead-Thomson
1954
Kenya Ahero -999.00 -99.00 -8 1935 -8 1936 51.6 -8.0 -8.0 61.5 -8.0 -8.0 -8 -8 -8 *(0-4); microscope detection Garnham 1949
Kenya Chonyi -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 17.3 0-8. -80 -8 -8 -8 *(0-14); graphically derived Drakeley et al. 2006
Kenya Chonyi -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 37 -8.0 -8.0 -8 -8 -8 % (>14); graphically derived Drakeley et al. 2006
Kenya Kanyamedha -999.00 -99.00 -8 1935 -8 1936 242 -80 0 -8.29.1 -8.0 -8.0 -8 -8 -8 *(0-4); microscope detection Garnham 1949
Kenya Kasagam -999.00 -99.00 -8 1935 -8 1936 9.3 -8.0 -8.0 7 10. -8.0 -8.0 -8 -8 -8 *(0-4); microscope detection Garnham 1949
Kenya Kisumu -999.00 -99.00 -8 1935 -8 1936 179 -8.0 -8.0 225. -80 -8.0 -8 -8 -8 *(0-4); microscope detection Garnham 1949
Kenya Ngerenya -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 238 8.0- -8.0 -8 -8 -8 *(0-14); graphically derived Drakeley et al. 2006
Kenya Ngerenya -999.00 -99.00 -8 -8 -8 -8 -8.0 -8.0 -8.0 73 0-8 -80 -8 -8 -8 % (>14); graphically derived Drakeley et al. 2006
Kenya Nyakatch -999.00 -99.00 -8 1935 -8 1936 37.7 -8.0 -8.0 9.14 -8.0 -8.0 -8 -8 -8 *(0-4); microscope detection Garnham 1949
Liberia -9 -999.00 -99.00 -9 -9 -9 -9 15.6 -9.0 -9.0 -9.0 -9.0 9.0- -8 -8 -9 *(0-14) Muirhead-Thomson
1957
Liberia -9 -999.00 -99.00 -9 -9 -9 -9 5.5 -9.0 -9.0 -9.0 -9.0 .09 -8 -8 -9 *(>14) Muirhead-Thomson
1957
Liberia Marshall Territory -999.00 -99.00 01 195? 12 195? 06. -8.0 -8.0 31.4 -8.0 -8.0 -8 -8 -8 - Miller 1958
Nigeria Garki, village 154 -999.00 -99.00 -9 -9 -9 -9 36.5 0-8. -80 -8.0 -8.0 -8.0 -8 -8 -9 *(1-8) Nedelman 1989
Nigeria Garki, village 154 -999.00 -99.00 -9 -9 -9 -9 9.8 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -9 ¢(>9) Nedelman 1989
Nigeria Garki, village 202 -999.00 -99.00 -9 -9 -9 -9 27.0 0-8. -80 -8.0 -8.0 -8.0 -8 -8 -8 *(1-8) Nedelman 1989
Nigeria Garki, village 202 -999.00 -99.00 -9 -9 -9 -9 55 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 *(>9) Nedelman 1989
Nigeria Garki, village 218 -999.00 -99.00 -9 -9 -9 -9 30.0 0-8. -80 -8.0 -8.0 -8.0 -8 -8 -8 *(1-8) Nedelman 1989
Nigeria Garki, village 218 -999.00 -99.00 -9 -9 -9 -9 7.8 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 ¢(>9) Nedelman 1989
Nigeria Garki, village 304 -999.00 -99.00 -9 -9 -9 -9 225 0-8. -80 -8.0 -8.0 -8.0 -8 -8 -8 *(1-8) Nedelman 1989
Nigeria Garki, village 304 -999.00 -99.00 -9 -9 -9 -9 7.3 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 *(>9) Nedelman 1989
Nigeria Garki, village 408 -999.00 -99.00 -9 -9 -9 -9 30.5 0-8. -80 -8.0 -8.0 -8.0 -8 -8 -8 *(1-8) Nedelman 1989
Nigeria Garki, village 408 -999.00 -99.00 -9 -9 -9 -9 6.3 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 *(>9) Nedelman 1989
Nigeria Garki, village 553 -999.00 -99.00 -9 -9 -9 -9 26.0 0-8. -80 -8.0 -8.0 -8.0 -8 -8 -8 *(1-8) Nedelman 1989
Nigeria Garki, village 553 -999.00 -99.00 -9 -9 -9 -9 4.5 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 ¢(>9) Nedelman 1989
Nigeria Garki, village 55 -999.00 -99.00 -9 -9 -9 -9 29.5 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 ¢(>9) Nedelman 1989
Nigeria Garki, village 55 -999.00 -99.00 -9 -9 -9 -9 8.8 -8.0 8.0 -8.0 -8.0 -8.0 -8 -8 -8 ¢(>9) Nedelman 1989
Nigeria Garki, village 802 -999.00 -99.00 -9 -9 -9 -9 275 0-8. -8.0 -8.0 -8.0 -8.0 -8 -8 -8 *(1-8) Nedelman 1989
Nigeria Garki, village 802 -999.00 -99.00 -9 -9 -9 -9 8.3 -8.0 -8.0 -8.0 -8.0 -8.0 -8 -8 -8 ¢(>9) Nedelman 1989
Nigeria Kaduna area -999.00 -99.00 05 1963 08 1963 26.5 -8.0 80 - -8.0 -8.0 8.0 -8 -8 R - Service 1965
Nigeria Lagos 3.40 6.45 -8 1949 -8 1949 118 -8.0 -8.0 44.8 -8.0 -8.0 -8 -8 V] *(0-1) Bruce-Chwatt 1951
Nigeria Lagos 3.40 6.45 -8 -8 -8 -8 30.2 -8.0 -8.0 38.8 -8.0 -8.0 -8 -8 U *(1-2) Bruce-Chwatt 1951
Nigeria village in Yoruba country -999.00 -99.00 11 1951 12 951 -8.0 -8.0 9.8 -8.0 -8.0 14.3 -8 -8 R *(0-15); microscope detection Draper 1953
Papua New Guinea 72villages around Madang -999.00 -99.00 07981 01 1983 6.3 55 7.0 15.3 14.6 16.0 -8 -8 R *(0-14) Cattani et al. 1986
Papua New Guinea Butelgut 145.75 -3.15 06 1983 09 1985 14.7 -8.0 -8.0 233 -8.0 -8.0 -8 -8 R *(0-20) Graves et al. 1988
Papua New Guinea Mebat 145.78 -5.083 06 1983 09 1985 143 -8.0-8.0 25.6 -8.0 -8.0 -8 -8 R *(0-20) Graves et al. 1988

to be continued
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Tab. D.11 — continued

country

place

long
[°E]

lat
[°N]

SPRnina SPRnaxa SAR

SARnina SARnaxa Up

note

ref

Papua New Guinea

Senegal
Senegal
Senegal
Senegal

Senegal

Senegal
Senegal

Sierra Leone

Sudan
Sudan
Sudan
Sudan
Tanzania

Tanzania
Tanzania
Tanzania
Tanzania
Thailand
Thailand
Uganda

Mebat

Aéré Lao and Boké Diallobé
Dakar, Grande Niaye Mrash

Diohine
Diohine, Kotiokh and
Ngayokheme
Diohine, Kotiokh and
Ngayokhéeme
Thies
Thies
8villages near Bo
Asar
Asar
Asar
Asar
40 miles west of Tanga

Kisegese
Kisegese
Northeastern Tanzania
Northeastern Tanzania
Ban Phluang
Ban Phluang
Lira

145.78
-14.30
-17.42
-16.51
-999.00

-999.00

-16.93

5.083
18.40 05
14.75 05

1428
-99.00

-99.00

1480
14180

-99.00

35.95
35.25

-99.00
-99.00
-99.00

-99.00
-99.00

7.9 -8080 - 159
0.0 4.8
-8.0 -8.0
-8.0 -8.0
15.0 45.0
3.0 20.0
-8.0 -8.0
-8.0 -8.0
-8.0 -8.0
12.2 52.3
0.0 6.2
-8.0 -8.0 -8.0
-8.0 -8.0 -8.0
-8.0 -8.0
116 -80 .0
7.0 -80 0 -8.
-8.0 -8.0
7 3. -80 -8.0 11.2
4.6 11 7 7
6.4 32 4 9.-80
16.9 -8.0 -8.0

-8.0
0.0
-8.0
-8.0
36.6

18.2

-8.0
-8.0
-8.0
-8.0
0.0
8.0 -
.0 -8
-8.0

-8.0

-8.0
-8.0
-8.0

-8.0
-8.0

+(0-20)
¢
% (19-66)
%(0-9)

*

*(>14)
*(0-14)
%(0.3-7)
4 ; RT-PCR detection
4 microscope detection
4 (6-50); RT-PCR detection
4 (6-50); detection by microscopy
¢

*(1-19)
*(>19)
*(0-14); graphically derived
% (>14); graphically derived
*(>13)
*(1-14)
4 East African plateau

Graves et al. 1988
Vercruysse 1985b
Trape et al. 1992

Sokhna et al. 2001
Robert et al. 1998

Robert et al. 1998

Boudin et al. 2005
Boudin et al. 2005
Barnish et al. 1993
Abdel-Wahab et al. 2002
Abdel-Wahab et al. 2002
Ali et al. 2006
Ali et al. 2006
Davidson and Draper
1953
Drakeley et al. 2000
Drakeley et al. 2000
Drakeley et al. 2006
Drakeley et al. 2006
Rosenberg et al. 1990b
Rosenberg et al. 1990b
Davidson 1955
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D.15 Human-to-mosquito transmission efficiencyd)

Tab. D.12: Data with regard to the human-to-mosquito transmissiomieffty €) that is the proportion of mosquito bites on infectious husavhich infect
susceptible mosquitoes. For further information see Dab.

country place long lat M1 YYY1l M2 YYY2 c Uyp Ua Up note ref
[°E] [°N]
Burkina Faso near Bobo-Dioulasso -999.00 -99.00 -8 1985 -8 9871 37.2 R R2 R 4, experimental feeding on heavy carriers of gametocytes Boudin et al. 1991a
Cameroon Bondi 12.19 3.86 -8 1998 -8 2000 11.8 -8 -8 R % (>14); area: degraded forest Bonnet et al. 2003
Cameroon Bondi 12.19 3.86 -8 1998 -8 2000 36.9 -8 -8 R *(0-14); area: degraded forest Bonnet et al. 2003
Cameroon district of Mengang -999.00 -99.00 -8 -8 -8 -8 1218 - -8 R 4 (>5); membrane feeding Bonnet et al. 2002
Cameroon district of Mengang -999.00 -99.00 -8 -8 -8 -8 1948 - -8 R 4 (>5); direct skin feeding Bonnet et al. 2002
Cameroon Mengang 12.05 3lss -8 1998 -8 2000 155 -8 -8 R *(0-14); area: degraded forest Bonnet et al. 2003
Cameroon Mengang 12.05 3igg8 -8 1998 -8 2000 7.7 -8 -8 R % (>14); area: degraded forest Bonnet et al. 2003
Cameroon Mengang district -999.00 -99.00 -8 -8 -8 -8 33.0 88 - R *(>4) Boudin et al. 2005
Cameroon Yaoundé, Messa quarter -999.00 -99.00 10 1990 01 93 19 186 -8 -8 U 4 (4-60) Tchuinkam et al. 1993
Cameroon Yaoundé, Messa quarter -999.00 -99.00 -8 -8 -8 -8 8 12 -8 -8 u membrane feeding with blood from 65 gametocyteiessy Mulder et al. 1994
4(6-36)
Cameroon Yaoundé, Messa quarter -999.00 -99.00 -8 -8 -8 -8 8 12 -8 -8 u membrane feeding with blood from 65 gametocyteiessy Mulder et al. 1994
4(6-36)
Cameroon Yaounde, urban district -999.00 -99.00 -8 -8 -8 -8 002 -8 -8 U *(>4) Boudin et al. 2005
Gambia, The 5villages around Farafenni -16.57 13.47 05 2003 10 2003 43.0 -8 -8 R membrane feedings on blood fallgwiug treatment Nwakanma et al. 2008
Gambia, The 5villages around Farafenni -16.57 13.47 05 2003 10 2003 6.4 -8 -8 R 47 trials of membrane feeding on gzuyke carriers# (5-45) Nwakanma et al. 2008
Gambia, The near Farafenni, north bank villages -999.00 .0®9 -8 -8 -8 -8 56.5 -8 -8 -8 *(1-19) Drakeley et al. 2000
Gambia, The near Farafenni, north bank villages -999.00 .0®9 -8 -8 -8 -8 80.0 -8 -8 -8 *(>19) Drakeley et al. 2000
Ghana -9 -999.00 -99.00 01 1952 10 1952 0.0 -8 -8 -9 % (>14) (two) Muirhead-Thomson 1954
Ghana -9 -999.00 -99.00 01 1952 10 1952 30.0 -8 -8 -9 *(0-14) (40) Muirhead-Thomson 1954
Ghana Accra -999.00 -99.00 -8 -8 -8 -8 50.9 -8 -8 U ¢ Draper 1953
Ghana Weija -999.00 -99.00 01 1952 10 1952 26.6 -8 -8 R +(0.8-10) Muirhead-Thomson 1954
Liberia -9 -999.00 -99.00 -9 -9 -9 -9 20.1 -8 -8 -9 *(>14) Muirhead-Thomson 1957
Liberia -9 -999.00 -99.00 -9 -9 -9 -9 21.6 -8 -8 -9 *(0-14) Muirhead-Thomson 1957
Liberia village -999.00 -99.00 12 1955 11 1956 19.1 -8 -8 R +(0-4) Muirhead-Thomson 1957
Liberia village -999.00 -99.00 12 1955 11 1956 20.1 -8 -8 R *(>14) Muirhead-Thomson 1957
Liberia village -999.00 -99.00 12 1955 11 1956 233 -8 -8 R *(5-14) Muirhead-Thomson 1957
Nigeria Kaduna area -999.00 -99.00 05 1963 08 1963 20.0 -8 -8 R low gametocyte density Service 1965
Nigeria Kaduna area -999.00 -99.00 05 1963 08 1963 50.0 -8 -8 R high gametocyte density Service 1965
Nigeria Lagos -999.00 -99.00 -8 -8 -8 -8 46.6 -8 -8 U * Draper 1953
Nigeria village in Yoruba country -999.00 -99.00 11 1951 12 951 9.0 -8 -8 R +(0-10) Draper 1953
Papua New Guinea Buksak -999.00 -99.00 02 1986 12 1986 48.1 -88 R - Burkot et al. 1990
Papua New Guinea Butelgut, Mebat, Sah, Buksak -999.00 099.0 -8 1985 -8 1985 379 -8 -8 R * Graves et al. 1988
Senegal Thies -16.93 1480 -8 -8 -8 -8 25.0 -8 -8 R *(>4) Boudin et al. 2005
Tanzania Kisegese -999.00 -99.00 -8 -8 -8 -8 26.7 -8 -8 -8 *(>19) Drakeley et al. 2000
Tanzania Kisegese -999.00 -99.00 -8 -8 -8 -8 44.1 -8 -8 -8 *(1-19) Drakeley et al. 2000
Thailand Phra Phutthabat 100.8 14.72 06 1965 10 1967 232 -8 -8 -8 4 (12-60); rainy season Rutledge et al. 1969
Thailand Phra Phutthabat 100.8 14.72 06 1965 10 1967 37.9 -8 -8 -8 4(12-60); cool season Rutledge et al. 1969
Thailand Phra Phutthabat 100.8 1472 06 1965 10 1967 9.7 -8 -8 -8 4 (12-60); hot season Rutledge et al. 1969
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D.16 Mosquito-to-human transmission efficiencylf)

Tab. D.13: Data regarding the mosquito-to-human transmission efffigi¢b). Columns:baye average mosquito-to-human transmission efficiebgy;: asbaye,
but for the minimum;bmax asbayve but for the maximum; further information see TBh2. Note that minimum and maximum values lofefer to

monthly data.

country place long lat M1 YYY1l M2 YYY2 bave [%] bmin [%] bmax [%] specie note ref
[°E] [°N]

- - -999.00 -99.00 -8 -8 -8 -8 44.1 -8.0 -8.0 An.gambiae in vitro transmitted sporozoites Beier et al. 1991

- - -999.00 -99.00 -8 -8 -8 -8 49.2 -8.0 -8.0 An. stephensi in vitro transmitted sporozoites Beier et al. 1991

Kenya Nyanza Province -999.00 -99.00 08 1972 07 1973 15-2.6 -8.0 -8.0 An.gambiae infants; neglected HBR age-dependence; ignored Pull and Grab 1974
An. funestus superinfection

Kenya Nyanza Province -999.00 -99.00 08 1972 07 1973 5.4-9.3 -8.0 -8.0 An.gambiae infants; ignored superinfection Port et al. 1980
An. funestus

- - -999.00 -99.00 -8 -8 -8 -8 33.0 -8.0 -8.0 An. stephensi % (25-39); without antimalarial immunity Rickman et al. 1990

Kenya Saradidi -999.00 -99.00 02 1986 10 1987 7.5 1.0 28.0  An.gambiae +(0.5-6); neglected HBR age-dependence; ignored Beier et al. 1994

An. arabiensis superinfection

An. funestus

Uganda Lira -999.00 -99.00 -8 -8 -8 -8 5.0 -8.0 -8.0 An. gambiag infants; neglected HBR age-dependence; ignored Macdonald 19551956
An. funestus superinfection

Tanzania Mngeza -999.00 -99.00 -8 -8 -8 -8 1.0 -8.0 -8.0 An. gambiag infants; neglected HBR age-dependence; ignored Macdonald 19551956
An. funestus superinfection

Ethiopia Gambela -999.00 -99.00 12 1967 02 1969 -8.0 6.6 27.3  An.arabiensis *(<15); neglected HBR age-dependence; ignored Krafsur and Armstrong 1978

An. funestusAn. nili superinfection; assumption:= 0.005
Ethiopia Gambela -999.00 -99.00 12 1967 02 1969 -8.0 4.8 13.3  An.arabiensis % (>15); neglected HBR age-dependence; ignored Krafsur and Armstrong 1978
An. funestugsAn. nili superinfection; assumption:= 0.005
Senegal Pikine -17.40 1455 01 1980 01 1981 -8.0 8.0 46.1 An. arabiensis *(0.5-6); ignored superinfection Vercruysse et al. 1983
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D ENTOMOLOGICAL AND PARASITOLOGICAL MALARIA VARIABLES XLIN

D.17 Human Blood Index @)

Tab. D.14: Data with regard to the human blood inde.(For further information see Tab.2.

country place long lat M1 YYY1l M2 YYY2 a [%] specie ref
[°E] [°N]
Burkina Faso Karangasso -4.65 1P22 02 1985 02 1986 99.5 An.gambiae Robert et al. 1988
Burkina Faso Karangasso -4.65 1022 02 1985 02 1986 98.5 An. funestus Robert et al. 1988
Burkina Faso Karangasso -4.65 1022 02 1985 02 1986 0.0 An. rufipes Robert et al. 1988
Dominican Republic Calle Duarte, -999.00 -99.00 07 1987 10 1988 8.0 An.albimanus Mekuria et al. 1991
Colonia
Japonesa,
LaBomba
Dominican Republic Calle Duarte, -999.00 -99.00 07 1987 10 1988 12.0 An.albimanus Mekuria et al. 1991
Colonia
Japonesa,
LaBomba
Gambia, The 12villages -999.00 -99.00 -9 -9 -9 -9 38.3 An.gambiaes.|. Killeen et al. 2001
Kenya 4villages in -999.00 1995 1996 95.9 An.gambiaes.|. Shililu et al. 1998
Mumias An. funestus
Kenya Nyanza Province -999.00 1972 1973 95.0 An.gambiae Pull and Grab 1974
Kenya Nyanza Province -999.00 1972 1973 99.0 An.funestus Pull and Grab 1974
Korea Baekyeon-riand  -999.00 2000 2000 0.8 An. sininsis Lee etal. 2001
Paju
Nigeria Jirima, village -999.00 1972 1972 100.0 An.gambiaes.s. Garrett-Jones et al. 1980
Nigeria Jirima, camp -999.00 1972 1972 78.6 An.gambiaes.s. Garrett-Jones et al. 1980
Nigeria Jirima, village -999.00 1972 1972 82.9 An.arabiensis Garrett-Jones et al. 1980
Nigeria Jirima, camp -999.00 1972 1972 30.4 An.arabiensis Garrett-Jones et al. 1980
Nigeria Lagos, Lemu 3.37 2000 2000 77.6  An.gambiaes.s. Awolola et al. 2002
suburb
Nigeria Kankiya, sprayed  -999.00 1963 1964 63.0  An.gambiae Garrett-Jones and Shidrawi
area 1969
Nigeria Kankiya, -999.00 1963 1964 75.0  An.gambiae Garrett-Jones and Shidrawi
unsprayed area 1969
Sierra Leone Njala-Komboya -11.54 1990 1991 100.0 An.gambiaes.s. Bockarie et al. 1994
Sierra Leone Nyandeyama -11.66 1990 1991 99.0 An.gambiaes.s. Bockarie et al. 1994
Sierra Leone Mendewa -11.48 1990 1991 97.0 An.gambiaes.s. Bockarie et al. 1994
Sierra Leone Nengbema -11.68 1990 1991 100.0 An.gambiaes.s. Bockarie et al. 1994
Senegal Dielmo -16.42 1997 1997 29.6  An.arabiensis Diatta et al. 1998
Senegal Dielmo -16.42 1997 1997 30.3 An.gambiae Diatta et al. 1998
Senegal Pikine -17.40 1979 1980 90.0 An. arabiensis Vercruysse et al. 1983
Tanzania Segera -999.00 -8 -8 38.3 An.arabiensis Killeen et al. 2001
Tanzania Segera -999.00 -8 -8 99.0 An.funestus Killeen et al. 2001
Tanzania Segera -999.00 -8 -8 97.9 An.gambiaes.s. Killeen et al. 2001
Tanzania southern slopes  -999.00 1952 1952 100.0  An.funestus Davidson and Draper 1953
of Eastern
Usambara
Mountains
Tanzania southern slopes  -999.00 1952 1952 100.0  An.gambiae Davidson and Draper 1953
of Eastern
Usambara
Mountains
Tanzania southern slopes  -999.00 1952 1952 93.3  An.marshalli Davidson and Draper 1953
of Eastern
Usambara

Mountains
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D.18 Human Infectious Age HIA)

Tab. D.15: Data with regard to the Human Infectious Ade¢lA). Columns: PMA: asexual malaria par-
asite mature age; Pmethod: method of asexual malaria fradetection; GMA: gametocyte
mature age, that is the duration of gametocytogenesis; @deimethod of gametocyte de-
tection; further information see Tab.2.

PMA [days] Pmethod GMA [days] Gmethod note ref
8 (median) microscope -8.0 -8 malaria therapy patients Collins and Jeffery
1999
-9 -9 10.0-14.0 microscope - Day et al. 1998
-9 -9 11.0 microscope GMA: duration between first day of Garnham 1949
symptoms and gametocyte appearance
9.8/10.3/13.0 -9 11.5 (large microscope PMA: Jeffery et al. 1959
majority: 10-13) Santee-Cooper/Panama/McLendon strain
of P. falciparum GMA: duration
between the first occurrence of asexual
parasites and gametocyte appearance
-9 -9 11.7 (range: microscope GMA: duration between first day of Miller 1958
6.0-30.0) symptoms and gametocyte appearance
9.0-11.0 QBC tube and -9 -9 PMA: days after infection when tests Rickman et al. 1989
microscope showed positive results
6.5-7.0 presence established in -9 -9 vaccinated and non-vaccinated Murphy et al. 1989
culture volunteers
14.0-16.5 microscope -9 -9 patients without antimalarrahiunity Rickman et al. 1990
6.0-7.0 QT-NASBA -9 -9 experimental infection Schneider et al. 2005
8.3 microscope -9 -9 experimental infection Schneider et al. 2005
-9 -9 10.0 microscope GMA: duration between first day of fever ~ Shute and Maryon

and gametocyte appearance

1951
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E LMM validation and settings

E.1 Definition of the validation

The LMM is validated under weather conditions of meteoralafstations in West
Africa and Cameroon (Taks.1). Malaria simulations are checked against observations
of eleven different entomological and parasitologicaliafales. A skill score with re-
gard to every variable as well as to their ensemBIgX) andSCall ), respectively) is
assigned to every parameter setting of the model.

These comprise the following entomological variables: Khenan biting ratio
(HBRy), the annual average circumsporozoite protein r@®RKR), the annual ento-
mological inoculation rateHIR,), and five variables of the malaria seas8%éassea-
son startE Seas end month;Seas duration of the malaria seasoitSeas number of
months in which 75% OEIR; is transmittedX Seasmonth of maximum transmission;
see AppD.5for the definition of the simulated malaria seasonalitys@hree parasito-
logical variables are included: the annual meBRy), the annual minimum~RRnina),
as well as the annual maximuriRRnaxa) Of the asexual parasite ratio.

The evaluation of single model runs is only performed atictat featuring data
from malaria field studies. Each simulation at a particutatien produces 34 annual
values for every considered variable (eElRy). On the other hand, entomological data
are never measured continuously because of the amount &frequired in practice
(Chalvet-Monfray et al. 2007 Due to the lack of long time series observations only few
data values (if any at all) are available for consideredatat(TabsD.5, D.4& D.3).
Only data from rural field sites are used for the LMM validat{ap. App.D). Note that
field measurements are not performed at the weather stalb@asion. However, data
in the area of the station or from about the same climatic asravailable (Fig3.1
see also ApfD). In this context, it must be noted that precipitation rataa differ
greatly between locations just few kilometres apart, bubemm®logical stations are much
more sparsely distribute@baman and Day 200Balme et al. 2006Sec4.1.2. Also
partially different environmental conditions (e.g., staf ground) make a year-to-year
comparison between simulations and field observationsssipte.Gerbaux and Bicout
(2008, for instance, showed that taking precipitation at sonienketres off the study
site can lead to an important error in mosquito productia@vision. Shaman and Day
(2009 allude to the mismatch between scales at which diseasersaeisponse to hy-
drologic variability and scales at which hydrologic vairlaypis actually monitored. For
all these reasons, a reproduction of the year-to-yearhiéityas not expected. However,
the evaluation procedure claims that LMM simulations amagarable to field observa-
tions. The following five criteria are applied:

The evaluation of model runs takes the number of availabseations into ac-
count. Stations with many observations contribute moreneodalculated skill score
than stations with fewer field measurements (cp. Eal). The method also makes al-
lowances for the uncertainty of the year-to-year varibil proper analysis would only
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# name description ps points
overlap any observation is included in the simulated > 1 +1
range
2 enclosure every observation is included in the simulated> 2 +1
range
3a median enclosure the observed median is included inrtndaied > 3 +1
range
da median quartile  the observed median is located within the lowee> 5 +1
enclosure and upper quartile of the simulations
5a penalty the simulations exceed the one and a half timge 1 -5
maximum of all field observations
3b frequency the maximum number of observations and > 3 +1

simulations is found in the same month or the
observations and simulations reveal most
frequently no (year-round) transmission,
respectively

Tab. E.1: Criteria in terms of the evaluation of LMM simulations whiale based on field observations in
the area of synoptic stations. Malaria runs are rated segharfar each station. Every fulfilled
criterion increases the score of such a model run by one.pdh® sum of achieved points at
all stations and from eleven entomological and parasitofdyariables finally add to the skill
score of a particular LMM settingSQ(all)). Note, criteria 1, 2, and 3b are valid f&Seas
ESeasandXSeaswhereas criteria 1, 2, 3a, and 4a are applied for the redieoVariables.
Criterion 5a is only used for the computation®®HBR,) andSCEIR;). Columns: #: criteria
number; name: short term; description: criteria des@iptiyps the lowest number of available
observations needed to fulfil the criterion; points: asstynumber of points.

be possible for numerous available observations. In facgesdimate of the frequency
distribution is not feasible by few records.

The computed skill score is based on the probability thaeofadions fall into cer-
tain ranges of simulations. It is expected that any obsienvad included in the range of
model simulations (1st criterion: overlap). Of course, tin@del setting performs better
when every observation is enclosed in the simulated rangeqgi2terion: enclosure). For
at least three available records also the observed medaaicslated. The confidence
in the model setting increases when the observed mediamisined in the span of
model simulations (criterion 3a: median enclosure). Rdity of the median estimate
increases the more field measurements exist. Only for at fiwasavailable records
the condition is called that the observed median falls withe lower (25th percentile)
and upper quatrtile (75th percentile) of 34 simulated va(uggerion 4a: median quartile
enclosure).

The hitherto rating system might favour model settings ¢egimey unrealistic high
values and a strong interannual variation. This fact ishitéd by another criterion that
eliminates unrealistic high entomological values (citer5a: penalty). Five penalty
points are applied to the skill score BBR, andEIR,, when any simulated value ex-
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ceeds the one and a half time maximum of all available fieldsmeanents. This thresh-
old seems to be a reasonable measure for the restrictiomofated values. Model
settings with unrealistic high biting rated BR, andE IR, values) are rejected.

Due to the possibility of no and year-round transmissior8ttae 4th, and 5th criteria
are not applied for the evaluation of the ste&®iSgasand end of the malaria season
(ESea} as well as the month with maximum transmissi¥iseas For these variables,
the maximum of the frequency distribution is compared €cion 3b: frequency). A
point is assigned to the model setting when observationsandlations show mostly
no (year-round) transmission. In case that the majoritybseovations exhibits neither a
year-round nor no transmission, it was checked if the moritih the maximum number
of observations agrees with that of the simulation (eXgseass mostly observed and
simulated for August).

E.2 Figures and tables with regard to the LMM calibration

First experiment

rank CAP #E, S U SQHBR) SOEIR)) SQHBR,EIR)  SQall)

1 750 50 5 500 @ 34(52) 39 (54) 73 (106) 251 (440)
2 750 50 10 500 31(52)  41(54) 72 (106) 256 (440)
3 500 75 15 500 31(52) 38 (54) 69 (106) 256 (440)
4 500 100 15 500 36(52)  32(54) 68 (106) 246 (440)
5 500 75 10 500 34(52)  33(54) 67 (106) 245 (440)
6 250 150 15 500 32(52) 34 (54) 66 (106) 240 (440)

250 125 15 500 29(52) 37 (54) 66 (106) 243 (440)
8 750 75 20 500 31(52)  34(54) 65 (106) 255 (440)

1000 50 10 500  35(52) 30 (54) 65 (106) 251 (440)
10 500 100 20 500 30(52)  34(54) 64 (106) 255 (440)
206 2000 150 5 500 -15(52)  -57 (54) -72 (106) 74 (440)
297 2000 125 5 1000 -17(52)  -56 (54) -73 (106) 64 (440)
208 2000 150 10 1000 -21(52)  -53(54) -74 (106) 78 (440)
209 2000 150 5 750 -22(52)  -61(54) -83 (106) 54 (440)
300 2000 150 5 1000 -23(52)  -62(54) -85 (106) 50 (440)

Tab. E.2: Top 10 and last 5 of 300 malaria runs from the first calibraégperiment according to the skill
score relative ttd BR, andEIR,;. Numbers in brackets refer to points that could be theaaltyic
achieved. Note thapy is set to zero in initial runs. Columns: rank: ranking witlyaed to
SQHBRy, EIRy); CAP: setting ofCAP (in the number of fertile females)E$: setting of #p
(in the number of eggs setting ofS (in mm); Uz: setting ofUz (in mm). SC(x) denotes the
skill score with regard to variabbe
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rank CAP #Ep S U SQHBR.) SGCSPR)SQEIR,) SOSeasSOXSeas SOMSeas SQSSeas SOESeas SPRa) SAPRnaxa) SAPRmina) STall)
1 75 75 30 500 27 27 34 33 19 33 26 24 13 16(25) 7@7) 259
(52) (55) (54) (42) (a1) @7) (41) 37) (29) (440)

2 1000 50 15 500 29 32 32 32 18 29 28 21 14 15(25) 8(27) 258
(52) (55) (54) (42) (a1) @7) (41) (37) (29) (440)

3 250 150 30 500 23 32 35 30 21 30 29 21 13 15(25) 8(27) 257
(52) (55) (54) (42) (41) (37) (41) (37) (29) (440)

4 750 50 10 500 31 28 41 31 19 29 26 17 13 13(25) 8(27) 256
(52) (55) (54) (42) (41) (37) (a1) (37) (29) (440)

500 75 15 500 31 31 38 25 20 30 27 17 15 14(25) 8(27) 256
(52) (55) (54) (42) (41) (37) (41) (37) (29) (440)

6 750 75 20 500 31 30 34 29 20 30 28 19 13 13(25) 8(27) 255
(52) (55) (54) (42) (a1) (37) (41) (37) (29) (440)

750 50 15 500 24 30 36 32 18 29 28 21 14 15(25) 8(27) 255
(52) (55) (54) (42) (a1) (37) (41) (37) (29) (440)

500 150 30 500 32 33 29 29 21 27 29 21 12 14(25) 8(27) 255
(52) (55) (54) (42) (41) @7) (41) 37) (29) (440)

500 100 20 500 30 31 34 29 20 30 29 18 13 13(25) 8(27) 255
(52) (55) (54) (42) (a1) @7) (41) 37) (29) (440)

10 1000 75 30 500 29 23 29 33 19 33 26 24 14 17(25) 7(27) 254
(52) (55) (54) (42) (a1) @7) (41) 37) (29) (440)

Tab. E.3: As Tab.E.2 but for the skill score of all variables.
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a) Sahel (north of 14°30'N): different S settings
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Fig. E.1: Box-and-whisker plots of (aliBR; and (b)EIR, values of five different LMM settings with
regard to 34EIR, values between 1973 and 2006 relative to eight synoptiostbf the Sahel
(north of 1£30°N; cp. TabG.1). Different settings ofS are represented by varying colours
(brown to light blue box plots). Note that various simulatedues outrange the scale of the
figures. LMM setting: cp. valin Tab.5.1, but: py;=0%; CAP=1000 fertile femalesS=5, 10,
15, 20, and 30 mm. Red dots depict available field measurentgmtTabD.3). In addition, the
statistic relative tdRR; is illustrated for each station (dark blue; right scale).
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a)

Sahel (north of 14°30'N): different #E, settings
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Fig. E.2: Same as Fig6.2 but for simulated and observétBR; values.
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Second experiment

rank CAP p #E, SQHBR,) SQEIR)) SQHBR,EIR)  SQall)

1 400 -10 120 37(52)  41(54) 78 (106) 279 (440)
2 700 -75 70  34(52)  41(54) 75 (106) 270 (440)
650 -10 80  34(52)  41(54) 75 (106) 268 (440)
550 -10 90  35(52) 40 (54) 75 (106) 274 (440)
500 -10 90  35(52) 40 (54) 75 (106) 272 (440)
500 -10 100 35(52) 40 (54) 75 (106) 272 (440)
500 -7.5 90  35(52) 40 (54) 75 (106) 277 (440)
350 -10 130 35(52) 40 (54) 75 (106) 281 (440)
9 750 -10 70  34(52) 40 (54) 74 (106) 266 (440)
700 -10 70  34(52)  40(54) 74 (106) 266 (440)

Tab. E.4: As Tab.E.2, but only for the top 10 of 455 malaria runs from the seconibcation experiment.
Note that in the second set of ruB&ndU, are set to 10 and 500 mm, respectively. Columns:
Ppd,: setting ofpy, (in %) and see Tale.2

rank CAP Ry  #Ep SQHBR.) SOCSPR)SOEIRa) SO SeasSOXSeas SOMSeas SASSeas SAESeas SOPRa) SQPRnaxa) SOPRmina) Sall)

1 350 -75 120 34 32 40 32 22 30 30 22 16 16 (25) 8(27) 282

(52) (55) (54) (42  (41) @37) (41) @) (29 (440)

300 -75 130 33 33 40 32 23 30 30 22 16 15(25) 8(27) 282
(52) (55) (54) (42  (41) 37) (41) @) (29 (440)

3 350 -10 130 35 33 40 31 23 29 30 20 16 16(25) 8(27) 281
(52) (55) (54)  (42)  (41) 37) (41) @) (29 (440)

4 450 -75 100 34 32 40 32 21 28 31 22 16 15(25) 8(27) 279
(52) (55) (54) (42  (41) @7 (41) @) (29 (440)

400 -10 120 37 33 41 31 23 28 28 18 16 16(25) 8(27) 279
(52) (55) (54) (42  (41) @7 (41) @) (29 (440)

400 -75 110 34 30 40 32 22 29 30 22 16 16(25) 8(27) 279
(52) (55) (54) (42  (41) @7 (41) @) (29 (440)

7 80 -75 80 35 32 36 34 20 27 31 22 17 16(25) 8(27) 278
(52) (55) (54) (42  (41) @7 (41) @) (29 (440)

400 75 120 34 32 35 33 22 29 30 23 16 16(25) 8(27) 278
(52) (55) (54) (42  (41) 37) (41) @) (29 (440)

350 -7.5 130 34 33 35 33 22 30 30 23 16 14(25) 8(27) 278
(52) (55) (54) (42  (41) 37) (41) @) (29 (440)

350 -5 110 32 34 40 28 23 31 31 21 16 14(25) 8(27) 278
(52) (55) (54) (42  (41) 37) (41) @) (29 (440)

Tab. E.5: As Tab.E.3, but for the top 10 of 455 malaria runs from the second cdiitmaexperiment. Note
that in the second set of russandU; are set to 10 and 500 mm, respectively. Columms:
setting ofpg; (in %) and see Talk.3
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E.4 Figures in terms of the LMM,, validation
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Fig. E.5: Validation of LMM, simulations in terms of (aBR,, (b) EIRa, and (c)CSPR in West Africa and Cameroon. Note that fldiBR, the box plots of
Yaoundé (range: 379,174-1,008,218), Koundja (range:54491,454,845), and Douala (range: 678395-2,122,510ptsaly outrange the scale of the
figure. See Fig6.4for further details.
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E.5 Spin-up period of the LMM

The modelling of malaria requires realistic initial conalits. At the beginning of each
simulation most state array elements of the LMM are inigi@inpty. For this reason,
it is necessary to spin up the model for a simulation peridones(2007) found that
a running-in period of one to two years achieved suitabldistaconditions for the
LMM . However, the length of the required spin-up depends priynan the setting
of the recovery raterj. Due to the comparatively large valueroin the original model
version almost the entire population clears the malariag during the dry season
(Fig.E.7d). This implies that malaria transmission in the followiagny season is ba-
sically independent from the history of malaria. Nevertisslr is significantly reduced
in the LMM,, version causing a much higher prevalence at the end of theehagon
(cp. Fig.6.5). The spread of malaria in this model version hence strotgpends on the
intensity of former transmission seasons. As a consequarioager running-in period
is required for the LMM, version.

A=0.1 A=0.001

0° 10°

20°

20°
15°

10°

20°
15°

10°

I ycars]
12 15

Fig. E.8: Results of the LMM spin-up test as driven 30times by the IRD precipitation aRAEO tem-
perature data from 1968. lllustrated is the number of yedadive toEIR (first row; in infective
bites day ') and PR, (second row; in %) when the yearly difference falls below, @.D1, or
0.001 for every day of the year.

The length of the proper LMMspin-up period was determined via rainfall and tem-
perature data from IRD and ERA40. A LMMun was performed using the same daily
values of 1968 for 30years. The suitable running-in persofbund when equilibrium
is reached in the model. This status is achieved when a ypatigrn repeats itself year
after year. The simulated data was evaluatedEfidR,; andPR; values. The experiment
shows that south of about 29 stable oscillation with regard 6IR; andPR; is at least
reached after three years (Hif)8). However, in terms oEIR, the atmospheric con-
ditions between about 10-1§ require a much longer spin-up. Equilibrium is reached
within 15 years for every grid box relative to a threshold diXinfective bites. A nu-
merical oscillation was found around the lowest threshé@l @01 infective bites day'.

An initial running-in period of 20 years seems hence sufficfer LMM , simulation$.

“Note that for the setting and sensitivity tests of the LM different spin-up period of 13years was
used. In this case, reconstructed time series for 1960-4&7%2d as running-in data.
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F Supplementary figures

F.1 Datafrom CRU

a) # of stations b) c,(RR,)

< < [ [ T [T ] [o6]
01 1 2 10 15 20 30 40 50 60 70 80 90

Fig. F.1: (2) Number of stations within the range of grid boxes witharelto CRU precipitation averaged
for 1960-2000. The ‘term’ range refers to the correlatiooayedistance of 450 km assumed for
rainfall (New et al. 200D Note that values do not record the number of stations imring
information to a grid-box, they rather show the number dicte with information upon which
the value of the grid box may has been computed, if necesflayyCoefficient of variation of
RR, with regard to CRU for 1960-2000.

F.2 Standardised rainfall anomalies

The standardised annual rainfall anomatydexi)) for a given yeai is calculated by
dividing the annual rainfall anomaly with respect to the me&the base period 1960-
2000 RRL%69-2000) py the standard deviation of the base periotRR,)1960-2000):

Rpa(l) o RR}IQGO—ZOOO
O'( R Ra) 1960-2000

Sahel (12-18°N, 10°W-5°E): CRU vs. REMO(raw)

index(i) = (8.1)

2 i ‘

1 1% i L

1960 19‘65 1970 1975 1980 1985 1990 19‘95 2000
year
Fig. F.2: Standardised annual precipitation anomalies 8&1.with regard to 1960-2000 for CRU (thick
black bars) as well as REMO(raw) or REMO(cor) (thin red, gresnd blue bars) for the Sahel.
For each time series also the 11-year running mean of stdisddranomalies is illustrated.

standardised anomalies
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F.3 Monthly REMO temperature and precipitation data

The following two figures provide information that is helpfar the analysis of LMM,
and MSM simulations. The monthly temperature and predipitadata illustrates vari-
able atmospheric conditions in Africa during the coursehefyear. Additionally, pro-
jected atmospheric changes are presented for two decadles ffture period. These
images enable the understanding of the altered spread afimal

1960-2000 AlB 2021-2030 Bl

B 350° 0° 10° 20° 30° 40° 50’7 350" 0O° 10° 20° 30° 40° 50° 350° 0° 10° 20° 30° 40° 50°

January

February

March

April

May

June

[
16 18 20 22 24 26 30 32 34 05 00
T [°C]

Fig. F.3: Monthly REMO(cor) temperature§) of the present-day climate (1960-2000) as well as for
the difference £Ty,) between present-day temperatures and that of 2021-2680tfre A1B as
well as B1 scenario (continued on the next page).
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AlB 2021-2030 Bl

350° 0° 10° 20° 30° 40° 50° 350" 0O° 10° 20° 30° 40° 50°
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16 18 20 22 24 26 30 32 34 -0.5 0.0 0.5 1.0 1.5 2.0 25 3.0 35 4.0
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Fig. F.3: (continued)
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May April March February January

June

1960-2000

350" 0O 10° 20° 30°

AlB 2041-2050 Bl
40" 50°

40°  50° 350" 0O° 10°  20° 30° 3 350" 0° 10° 20° 30° 40° 50°
= ] e

16 18 20 22 24 26
T [°C]

30 32 34 -05 0.0 0.5 1.0 15 2.0 25 30 35 4.0

Fig. F.4: Same as Fid-.3, but for 2041-2050.
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1960-2000 AlB
100 20 : 20

° 30" 40° 50° 350° 0° 10

2041-2050 B1
40 s0°

350" 0O° 10° 20° 30° 40° 50°
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August
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October

November
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16 18 20 22 24 26 30 32 34 05 00 05 10 15 20 25 30 35 40
T [°C] AT, [°C]

Fig. F.4: (continued)
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1960-2000 AlB 2021-2030 Bl
10 40°  50°

350" 0° 10° 20° 30° 40° 50°

350° 0O° °  20° 30" 40° 50° 350" 0O° 10°  20° 30°

January

February

March

April

May

June
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Fig. F.5: Same as Fid-.3, but for monthly REMO(cor) precipitatiorRRy).



LXIV APPENDICES

1960-2000 AlB 2021-2030 B1
100 20 40 s0°

350" 0O° ° 30" 40° 50° 350° 0° 10°  20° 30° 350" 0O° 10° 20° 30° 40° 50°

July
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Fig. F.5: (continued)
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1960-2000 AlB 2041-2050 Bl
10 40" 50°

350° 0O° °  20° 30" 40° 50° 350" 0O° 10°  20° 30° 350" 0° 10° 20° 30° 40° 50°

January
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1 5 10 20 40 80 120160 200300 60 -40 -30 -20 -5 5 20 30 40 60
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Fig. F.6: Same as Fid-.5, but for 2041-2050.
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1960-2000 AlB
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2041-2050 B1
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Fig. F.6: (continued)



F SUPPLEMENTARY FIGURES

LXVII

F.4 Present-day malaria seasonality

20°

345° 350" _355° O° 5 100 15"  20°
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154 &
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3

Fig. F.7: LMMj simulated malaria seasonality (in months) for 1968-19%keteon IRD precipitation

uvcJFMAMIJIJASOND

0.0 02 03 04 05 06 08 1.0 1.2 14 16

and ERA40 temperatures. Depicted are NeSeas (b) a(MSeas, (c) XSeas (d) a(XSeay,

(e) SSeas(f) o(SSeajs (g) ESeasand (h)o(ESea$. ‘U’ signs areas of unfrequent malaria
transmission; ‘V* denotes grid boxes with either a rare malaccurrence or a variable season-

ality; ‘C’ identifies year-round malaria transmission (ttetails see ApD.5).
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Fig. F.8: Same as Fid=.7c-h, but for the second identified month of maximum transioisé<;Sea¥and
values of the second malaria seasBfbeasaandE;Seassee also ApD.5).
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Fig. F.9: Same as Fig-.7, but for 1960-2000 and for the LMpsimulation.
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F.5 Malaria projections

LMM |, projections

The following figures provide a detailed picture of simuthteonthlyEIR values. Note
that the 5-day accumulatéfl R served as data input for the Garki model. The present-
day distribution ofE IRy, and projected changes hence supply valuable information fo
the analysis of the Garki model performance.

1960-2000 AlB
20°

350" 0° 10° 20° 30° 40° 50° 350" 0O° 10°

2021-2030 Bl
40" 50°

30° 350" 0° 10° 20° 30° 40° 50°

January
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March
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May

June

R
0011 2 5 10 20 50 75 100150 25 10 -2 001 001 2 10 25 50 75

EIR,, [infective bites] AEIR,, [infective bites]

Fig. F.11: Monthly LMM , entomological inoculation raté&(Ry,) of the present-day climate (1960-2000)
as well as for the differencé\EIR,,) between the present-d&IR,, and that of 2021-2030
from the A1B as well as B1 scenario (continued on next page).
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1960-2000 AlB 2021-2030 B1
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Fig. F.11: (continued)
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1960-2000 AlB 2041-2050 Bl
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Fig. F.12: Same as Fid=.11, but for 2041-2050.
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1960-2000 AlB 2041-2050 B1
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Fig. F.12: (continued)
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Fig. F.15: Same as FidZ.4, but for 2021-2030 and the A1B scenario.

Fig. F.16: Same as FidZ.4, but for 2021-2030 and the B1 scenario.
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Fig. F.17: Same as Fid/.4, but for 2041-2050 and the A1B scenario.

Fig. F.18: Same as Fidl.4, but for 2041-2050 and the B1 scenario.
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Fig. F.19: LMM j projected malaria seasonality (in months) for 2021-20380a0n the A1B scenario
and REMO(cor). lllustrated are absolute values as well asgés relative to the present-
day climate (1960-2000). Depicted are ([@peas (b) A(MSea$, (c) XSeas (d) A(XSeas,

(e) SSeag(f) A(SSeags (g) ESeasand (h)A(ESea$. Note that in case of SeasSSeasE Seas
positive (negative) values stand for a later (earlier) omnce. ‘U’ signs areas of unfrequent
malaria transmission, ‘V* denotes grid boxes with eitheai@malaria occurrence or a variable
seasonality, and ‘C’ identifies year-round malaria trarssion (for details see App.5). White
areas in (d), (f), and (h) refer to areas assigned eitheh®ptesent-day or future climate to
‘U’ or ‘V'. In the right column, values statistically signifant at the 5% level are marked by
dots.
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Fig. F.20: Same as Fid=.19 but for the B1 scenario.
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Fig. F.21: Same as Fid=.19 but for 2041-2050.
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Fig. F.22: Same as Fid=.19, but for the B1 scenario and for 2041-2050.
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Fig. F.24: Same as Fidl.14 but for the B1 scenario.
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Fig. F.25: Same as Figl.17, but for the B1 scenario.
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Fig. F.26: Same as Fig/.15 but for the B1 scenario.
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Garki model projections
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Fig. F.27: Same as FidZ.18 but for the B1 scenario.
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MSM projections

First malaria season
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Fig. F.32: MSM simulations of (a, d & g) the length of the malaria seasags in months), (b, e &h)
the start §Seaf and (c, f&i) the end monthESea} of malaria transmission (C: year-round
transmission). lllustrated are values for (a-c) the predeny climate (1960-2000) as well as for
(d-f) 2021-2030 and (g-i) 2041-2050 of the A1B scenario. &dngSSeasand ESeaonly
the first season is shown for areas with two malaria seasons.
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Fig. F.33: Same as Fid=.32 but here for the B1 scenario.
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Fig. F.34: Same as Fidl.10 but for constraints of malaria transmission of single rhant
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Fig. F.35: Same as FidZ.22 but for the B1 scenario.
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Second malaria season
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Fig. F.36: MSM simulations of the second malaria season in terms of tesgmt-day climate as well as
the A1B scenario. Graphics in (a, c &e) exhibit the st&iSea$ and in (b, d &f) the end
month E,Sea$ of the second malaria season. (a &b) represent the peried-2000, (c &d)
2021-2030, and (e &f) 2041-2050. Note, only areas with twdam@ seasons are considered.
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Fig. F.37: Same as Fid-.36 but here for the B1 emission scenario.
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G Geographical information

Tab. G.1: Information relative to synoptic weather stations from YWefsica and Cameroon. The country,
name, identifier, latitude and longitude positions, as waslithe elevation of meteorological
stations are given. The LMM was driven by reconstructed tnapre and precipitation time
series (1973-2006) from these meteorological stations.

country name identifier longitude latitude elevation

[m]
Niger Tillabéry 61036 127E 1£12'N 210
Niger Niamey 61052 20E 1329'N 227
Niger Maradi 61080 T5'E 1328'N 373
Niger Magaria 61091 G6E 1259'N 403
Niger Gaya 61099 RTE 11°53'N 203
Mali Gao 61226 003'W 16°16'N 260
Mali Mopti Barbe 61265 206'W 14°31'N 272
Mali Bamako Senou 61291 °BrW 12°32'N 381
Mauritania Rosso 61489 159'wW 16°30'N 6
Senegal Saint-Louis 61600 W 16°03'N 4
Senegal Podor 61612 BE'W 16°39'N 7
Senegal Linguére 61627 YR 15°23'N 21
Senegal Dakar Yoff 61641 130w 14°44'N 24
Senegal Diourbel 61666 164'W 14°39'N 9
Senegal Kaolack 61679 1®4'W 14°08'N 7
Senegal Tambacounda 61687 °4BW 13°46'N 50
Senegal Ziguinchor 61695 186'W 12°33'N 23
Gambia, The Banjul Yundum 61701 YB'W 13*21'N 33
Cameroon Koundja Foumban 64893 °AB'E 5°39'N 1210
Cameroon Douala 64910 CONVE 4°00'N 9
Cameroon Yaoundé 64950 BI'E 350'N 760
Benin Kandi 65306 56'E 11°08'N 292
Benin Natitingou 65319 P3E 10°19'N 461
Benin Parakou 65330 °3TE 21N 393
Benin Savé 65335 29'E 802'N 200
Benin Bohicon 65338 DALE 710'N 166
Benin Cotonou 65344 °23E 6°21'N 9
Burkina Faso Dori 65501 V2'W 14°02'N 277
Burkina Faso Ouagadougou 65503 °31'W 12°21'N 306
Burkina Faso  Bobo-Dioulasso 65510 °19'W 11°10'N 460
Burkina Faso Po 65518 °Q9'W 11°09'N 322
Burkina Faso Korhogo 65536 °57'W 9°25'N 381
Cote d’lvoire Bouaké 65555 °84'W 7°44'N 376

Cote d’lvoire Dimbokro 65562 wAM2'W 6°39'N 92
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Fig. G.1: Map of East Africa depicting various mentioned highland ter
ritories, mountains, lakes, as well as towns. Label: 1: Lake
Malawi; 2: Udzungwa Mountains; 3: Usambara Mountains;
4: Kagera; 5: Lake Victoria; 6: Western Kenyan highlands;
7: Lake Turkana.
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Fig. G.2: Map of West Africa displaying various referenced highlaedritories,
lakes, rivers, areas, as well as towns.
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Fig. G.3: Map of Central Africa illustrating various territories. hel: 1: Bié Plateau;
2: Muchinga mountains.
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Glossary

An.gambiaes.l.

The termAnopheles gambiae sensu latomprises six morphologically hardly
distinguishablé@nophelespeciesAnopheles gambiae sensu striGdes (1902),
Anopheles arabiensRatton (1905)Anopheles quadriannulatd$eobald (1911),
Anopheles bwamba#/hite (1985) Anopheles merudonitz (1902), andAnophe-
les melasTheobald (1903). 2

Anopheles

Anopheless a genus of mosquito from the family Culicidae. Severaldrad
Anophelespecies are recognised. About 100 of these species areodd@smit
human malaria, while commonly only a few tens are vectorsaftma. 2

aestivation

Aestivation is a physical state of adult mosquitoes, whesgudoes remain in-
active, except for sporadic journeys to obtain blood-mé&aksustain themselves.
Aestivating females can be distinguished because theynbegmnotrophically

discordant and do not develop eggs after taking a blood n@&ar{wood et al.

2000. 29

anthropophilic
Preferring human beings to other animals, such as a mosduitanthropophilic
mosquito hence predominantly takes blood meals on humdns. 8
anthropophily
Anthropophily describes mosquitoes that arghropophilic 2

asexual parasite ratio

The asexual parasite ratio is the proportion of the surveyuladion that is con-
firmed positive for the malaria parasite. Naturally, it isetenined by taking stan-
dard thick and thin blood smears from volunteers, stainlites with Giemsa,
and examining slides by a microscofge(er et al. 1999 Malaria parasites are
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identified and counted canonically by immature ring stagptiozoitesilay and
Snow 200§. 23

asymptomatic

In medicine, a disease is asymptomatic while the patiens cae experience
symptoms. Asymptomatic diseases may not be discoverebithatpatient un-
dergoes medical tests. 23

box-and-whisker plot

A box-and-whisker plot (sometimes called simply box plat)ai histogram-like
method of displaying data. Box-and-whisker plots provigeimation relative to
lower and upper extremes, lower and upper quartiles, asaselie median of the
considered data. 47

climate

Climate represents an averaged weather, which is obsemardaolong lasting
period. In meteorology, climate is defined via the 30 yeanate normal period
(e.g., 1961-1990). 47

climate change

The term climate change refers to a statistically signitie@niation of the mean
state of climate or of its variability. This variation mustltd on for an extended
period (e.g., 30years). 1

control run

During a control run it is tested if a model is able to produgealistic statistic.
53

cross-sectional survey

A cross-sectional survey provides a ‘snapshot’ of the feeqy and characteristics
of a disease in a population at a particular pointin time. 126

degree-day

The time needed to complete a temperature dependent parebs expressed in
the term%. Here the degree-dagd) represents accumulation of temperature
units (T — T_) over time (e.g., ildd=110K andT — T_=10K, the process would
last 11 days). At temperatures below the temperature tolé$h ) the process is
not accomplished. 73

endemic

Malaria transmission is endemic, when the disease canspstsvive in a region
for any length of time. 23
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endophilic
Mosquitoes are endophilic when they prefer to rest indoties éeeding on hu-
mans (endophilic). 84

endophily
Endophily describes mosquitoes that anglophilic 85

ensemble runs

Climate projections are in general performed by ensembis.ruEvery run of
an atmospheric model can only produce a certain statistieeather conditions
that determines the model climate. Confidence is therefopaved in a larger
universal set that is when several runs are performed bygubkm same forcing
but different starting conditions. The output from sevesiahulations therefore
samples uncertainty in the initial state. Such a group of isttermed ‘ensemble’
and represents a more robust statistical set than the ofiputany ensemble
member. 16

epidemic
Adisease is epidemic, when occasional disease outbreaksiocormally disease-
free areas. Studies might also relate the term epidemicusuai high seasonal
transmission levels. 9

epidemiology
Epidemiology is the investigation of factors affecting tealth and iliness of pop-
ulations. 25

exophilic

An exophilic mosquito tends to inhabit/rest outdoors. Anghilic animal is eco-
logically independent of humans and their domestic envirent. 84

gametocytaemia

Presence of gametocytes in the peripheral blood is callegktgecytaemia. 87

gametocyte

A gametocyte, either male or female, is a cell that is spisedlin the transmission
of the malaria parasite between humans and mosquitoesdifi@ent maturation
stages oP. falciparumgametocytes are knowidlman et al. 2004 22

gametocytogenesis

Production of mature male and female gametocytes is termetpcytogenesis.
86
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gonotrophic cycle
The gonotrophic cycle denotes the time for preparation obadbin femaleAnophe-
les. It includes development of eggs within the mosquito fenaalevell as the time
between the egg deposition and the blood meal of the mosiguitale. 28
greenhouse gas

Greenhouse gases absorb and emit infrared terrestriati@diat special given
wavelengths. Primary greenhouse gases of the atmosplee@idion dioxide,
water vapour, nitrous oxide, methane, and ozone. 1

horizontal life table
Horizontal life tables provide information of distinct amtts following through
time. 77

host

A host is a human, animal, or plant on which or in which anotirganism lives.
2

incidence

Incidence is usually a measure of risk of developing somecwwlition within a
specified period of time. However, incidence often loosedgresses simply the
number of new cases during a particular time period. 31

incubation period
The incubation period is the time between infection and appee of symptoms
of disease. 28

infection
Infection is the detrimental colonization of a host orgamlsy foreign species. In
the present study, malaria infected hosts are not infestid?

infectious

A necessary condition for disease transmission from oné tboanother is the
presence of pathogenic microbial agents. Regarding raalae term infectious
relates either to humans harbouring mature gametocyteswos$quitoes carrying
sporozoites in their salivary glands. 21

inoculation

Inoculation is the placement of something to where it wilbwgror reproduce.
It is, for example, used in respect of the communication ofsaake to a living
organism by transferring its causative agent into an ogganin case of malaria,
the malaria parasite is introduced into the human host. 24
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merozoite
A merozoite is a daughter cell of a protozoan parasite. M@tez are result of
asexual reproduction (e.g., schizogony). In malaria, ma@tes infect red blood
cells and rapidly reproduce asexually. They break and alestd blood cells and
subsequently infect others. 21

morbidity
Morbidity is defined as the rate of occurrence of diseaseimdhpopulation and
given time period. 3

mortality
Mortality is the rate of occurrence of death due to a diseat@ma population
and time period. 2

mosquito

A mosquito is an insect of the family Culicidae and order Brpat (two-winged

flies) population. About 3,500 mosquito species are knowrasduito females
deposit their eggs into or in the vicinity of standing watégg, larvae, and pupal
stages are entirely aquatic. 1

multi-model

Data from several models is the basis for multi-model data. s&incertainties
and weaknesses of single models are partially overcome d&lysang data from

the multi-model. Assuming that simulation errors in diffiet models are inde-
pendent, the average of the multi-model is expected to datpe individual en-

semble members. Such a multi-model ensemble is, for exanmskeumental in

analysing probabilistic projections of the future climaté

nulliparous

In entomology, nulliparous refers to the parity of femalé$emale mosquito that
never produced eggs is termed nulliparous. 79

ovariole

An ovariole is one of the tubes of which ovaries of most ins@cé composed. 78

parous
In entomology, parous refers to the parity of females. A fiermaosquito already
producing eggs is termed parous. 78

potential evaporation

Potential evaporation is a measure of the degree to whichehéher or climate of
aregion is favourable to the process of evaporat{ickman 2000. It is defined
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as the amount of evaporation that would occur if a sufficieatewsource would
be available. 100

prepatent period

The so-called prepatent period is the time needed for trectieh of asexual par-
asites in blood after infection of a human via a female mdsq86

prevalence

In epidemiology, the prevalence of a disease in a popul&idefined as the total
number of cases of disease in the population, divided bydah#&er of individuals
in the population. In case of malaria the term prevalence@sthe proportion of
the population that is carrier of the malaria parasite. 23

protozoa

The protozoa are one-celled animals, they breathe, mogeeanoduce like multi-
celled animals. Some protozoans are harmful to man as thesecserious dis-

eases. However, others are helpful because they eat, impdéxzharmful bacteria.
1

scenario

Scenarios are descriptions of the future state of, for exangimate or land
cover. Scenarios are based upon observations of the pagshenaxtrapolate
actual trends into the future. 12

sequestration

During sequestration a fraction of asexual parasites dpgehto gametocytes (ga-
mete precursors) while sequestered in deep tistiebrier et al. 2001 22

sporogonic cycle

The sporogonic cycle denotes the development of the mglariasite in female
mosquitoes. The cycle starts when mosquitoes receive gagtes from human
blood and is terminating when sporozoites reach the sgligi@nds. The sporo-
gonic cycle is governed by temperature and requires terpesaabove a certain
minimum temperature, the so-called sporogonic tempezdtueshold. 23

sporogonic temperature threshold

The sporogonic temperature threshold is the minimum teatpes needed to start
the sporogonic cycle. 28

sporozoite

In case of malaria, sporozoites are cells that develop imrtbequito’s salivary
glands, leave the mosquito during a blood meal, and entelivillewhere they

multiply. Sporozoites are formed by sporogony, a type ofisérr asexual repro-
duction. 21
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superinfection

Superinfection is the process by which a cell, that has ptsly been infected,
gets coinfected with a different parasite strain. An indal can receive more
than one infective inoculation of parasites via multiplegtious bites. 25

transmission blocking immunity

Transmission-blocking immunity is a form of immunity, whigs largely anti-
body mediated and operates in the mosquito midgut to bldbkefertilization of
female gametes by male gametes or subsequent zygote deszibpVizel and
Kumar 199). 24

trophozoite

A trophozoite is the activated, feeding stage in the lifdeyd protozoan parasites
such as the malaria-causiRgfalciparum The trophozoite undergoes schizogony
(asexual reproduction) and develops into a schizont comgimerozoites. 21

vector

In biology, the term vector denotes an organism transmgittiisease, infections,
or foreign living material. Vector control is hence a mettiodting or eradicating
vectors. 1

vectorial capacity

Vectorial CapacityV C) is the number of potentially contacts an individual human

makes, through the vector population, per unit tirbée(z et al. 1974 VC is

computed by means of the following equation (dBarrett-Jones 1964where

n¢ is the number of female mosquitoes per humeaig the human blood index,

ns is the duration of the extrinsic izncubation period, gmdis the daily survival
nyaZpy>

probability of mosquitoes/ C = “Tipy)” 35

vertical life table

Vertical life tables provide information for populationstivoverlapping genera-
tions and age distributions remaining stationary duringraging period. 77
zoophilic
Zoophilic mosquitoes tend to feed on animals. 84
zoophily

Zoophily describes mosquitoes that aoophilic 2
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