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ABSTRACT

In this thesis we explore different phenomena occurring in open quantum many-body systems.
This is a research field which is becoming increasingly more important due to the experimental
progress towards realization of quantum-simulators and quantum computers using a variety of
platforms, from ultracold atoms to superconducting qubit arrays. These systems are inherently
driven and open, and it is an ongoing effort to develop theoretical tools and approaches to study
their non-equilibrium physics.

In the first part of this thesis we explore the different non-equilibrium condensate phases of
resonantly interacting bosons in the presence of coherent pump and incoherentlosses. This study
mightbe of relevance to existing Rydberg-polariton setups. We derive an eftective non-equilibrium
field-theory of this model and study its resulting phase diagram. We find a rich phase diagram in-
cluding a phase where particles form a condensate of tightly bound molecules. By changing the
detuning from the scattering resonance it is possible to drive an Ising phase transition from the
molecule condensate phase to a more standard atom condensate phase.

In the second part of this thesis we explore the many-body localization (MBL) transition in an
open-driven system. Typically, coupling to a bath is expected to destroy localization and transform
the sharp MBL transition to a crossover. Here we show how one can use the couplings to non-
equilibrium baths in order to detect sharp signatures of the transition, including the divergence
of the dynamical exponent in the Griffith regime of the ergodic phase. This is done by solving for
the steady-state of the Lindblad quantum-master equation using matrix-product operator tech-
niques. Our work here suggests a new scalable numerical approach to study the MBL transition.

In the third part of this thesis we study the entanglement properties of measurement trajectories
in a free-fermion system subject to dephasing noise. These trajectories describe the evolution of
an open system when photons exiting the system are continuously monitored. We are inspired
by recent works which studied the entanglement dynamics in hybrid quantum circuits consisting
of random-unitary gates and projective measurements. There it was found that a phase transition
between a phase with volume-law scaling of entanglement and an area-law phase occurs ata critical
value of the measurement rate. In our case we find a new regime, where at weak noise rate the
system exhibits logarithmic entanglement scaling, similar to that of (1 + 1)d conformal field-
theories. For some measurement protocols, we find a transition to an area-law phase at a critical
noise strength.
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INTRODUCTION

Recent years have seen great progress in the experimental techniques allowing the creation and
manipulation of “synthetic quantum-matter” systems. These systems can be realized in a variety
of platforms such as: ultracold-atoms [1], trapped ions [2], atoms in optical cavities [3] and su-
perconducting circuit arrays [4]. The precise experimental control over those systems allows the
engineering of lattice potentials and interaction couplings and opens the path for quantum sim-
ulation of a variety of physical models at scales which are out of reach for theoretical tools [5, 6].
These platforms are also the leading candidates for the realization of quantum computers [7-10],
a research endeavor which has enjoyed tremendous interest and fast progress in the last years.

One thing that is common to all of the synthetic quantum-matter systems mentioned above,
is that they are all strongly driven and constantly interacting with external (classical or quantum)
electromagnetic-fields. Those are not just unwanted artifacts, but essential ingredients for the en-
gineering of Hamiltonians, measurement and stabilization of interesting phases. Thus, a full de-
scription and understanding of the different phenomena which can occur in synthetic quantum-
matter systems requires taking into account the fact that those systems are inherently open and
driven out of equilibrium.

The main challenge in theoretical studies of many-body systems out of equilibrium stems from
the fact that non-equilibrium systems are much less constrained than their equilibrium counter-
parts. Simply stated, the space of things that can happen out of equilibrium is much larger than
the space of things which can happen under equilibrium conditions. As a consequence, many of
the statistical-mechanics concepts which are crucial to the description of equilibrium many-body
systems, such as free-energy and its associated thermodynamic intensive variables (temperature,
chemical potential etc.), do not generically exist out of equilibrium. Hence a big part of the chal-
lenge is in identifying and developing alternative organizing concepts and tools to assist in taming
the inherent complexity of many-body systems out of equilibrium.

In this thesis, we will limit ourselves to the investigation of a specific class of open systems whose
interaction with the environment can be effectively described by a coupling to a collection of local
Markovian baths. As a consequence, the dynamics of these system can be well described by the
Lindblad quantum master-equation (QME) [11,12]. While the theory of open quantum systems
and the Lindblad QME description has been studied already since the 80s by pioneers in the field
of quantum-optics, those earlier works dealt mainly with the physics of single-atoms. The type of
systems we consider in this thesis are constituted of many interacting particles which puts them
in the realm of quantum many-body open systems. This is a field which has emerged in the last
decade and lies at the intersection of quantum-optics and condensed matter physics [13].

From a computational perspective, the increased difficulty in studying open many-body sys-
tems is manifested in the fact that instead of considering pure-states, as we would for example in
the case of zero temperature physics or closed system dynamics, we have to consider a full descrip-
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tion of the system in terms of a density matrix p. Considering for example a spin chain with N
sites, this implies that we have to deal with (2V)? coefficients instead of 2 coefficients when only
considering pure states. While thermal equilibrium states are also described by a mixed-state, they

are constrained to be of the form p ~ e~# (say for the canonical ensemble), hence we can infer
their properties from the Hamiltonian eigenstates.

While studies of open quantum many-body systems pose new challenges, they also bring new
opportunities. One promising direction is that of engineered dissipation and dissipative state
preparation [14-16]. In many experiments with quantum simulators the goal is to prepare and
study a ground-state (or low temperature state) of some model Hamiltonian of interest. While
the final goal in this setting is to study equilibrium physics, the process of state preparation and
stabilization leading to the target ground-state is inherently non-equilibrium process. In the con-
text of dissipative state preparation we think of the dissipation which arises due to the coupling
of the system to an environment as a friend instead of an enemy. The goal is to engineer the dis-
sipative couplings such that the QME dynamics naturally lead an arbitrary initial state to a target
state of interest.

Of course we are not limited to the goal of reproducing specific equilibrium states. Another
research direction is a more general exploration and classification of the phases that arise as the
non-equilibrium steady-states (NESS) of the QME. An interesting scenario occurs when, as a
function of an external control parameter, some properties of the NESS change in a non-analytic
way, this is known as a dissipative phase-transition. Understanding the similarities and differences
between dissipative phase-transitions and their equilibrium counterparts is an active area of re-
search [17-23]. In chapter 3 we will show how the interplay between two-particle coherent pump,
particle losses and interactions in the vicinity of a scattering resonance, can lead to a stabilization
of NESS characterized by different types of bosonic condensates.

Synthetic quantum matter systems are also uniquely suitable to study a variety of questions re-
garding non-equilibrium quantum-dynamics (in closed or open systems). A very active research
area is that which concerns quantum thermalization of isolated interacting quantum systems after
aquantum quench [24]. In this setup we consider an interacting system starting from some initial
state |t)) which is not an eigenstate of the Hamiltonian, and then let it evolve under the unitary
dynamics induced by the Hamiltonian [¢);) = e~"7t[1)y). At long times, generic quantum in-
teracting systems are expected to thermalize. This means that their local observable properties
are well described by a thermal state with a certain temperature determined by the initial energy-
density (this kind of self-equilibration process is in fact crucial for the study of equilibrium phases
of matter in ultarcold atoms). However, there is a class of interacting systems which fail to thermal-
ize when evolving in isolation, due to the effects of strong disorder. This phenomenon is known
as many-body localization (MBL) [25, 26].

As a function of the disorder strength some systems are expected to undergo a phase transition
between a thermalizing phase and an MBL phase [25,27,28] . This is a dynamical phase transition
with no equilibrium analog, as it necessitates a dramatic change in the entanglement properties
of all eigenstates of the Hamiltonian. Unlike equilibrium phase transitions, the MBL transition
is expected to be sharp only in completely isolated systems, this leads to a difficulty in studying
it in experiments where some coupling to the environment is inevitable. However, in chapter 4,
we will show how one can nevertheless find signatures of the MBL transition in open systems. In



fact we will see that that the open-system setting provides an advantage over the closed setting for
numerical studies of the MBL transition.

Studies of dynamics of open quantum systems are also important for the understanding and
characterization of quantum devices from the point of view of their ability to perform quantum
computation. While quantum algorithms are often theoretically designed in terms of a sequence
of coherent unitary operations on a register of qubits, one must take into account the noise pro-
cesses the qubits are exposed to when such algorithms are implemented in the lab.

One recent line of research in this direction revolves around the dynamics of entanglement in
systems evolving under unitary dynamics combined with non-unitary noise in the form of mea-
surements. Generic unitary dynamics typically lead to generation of quantum states with large
scale entanglement [29-31]. From a quantum computation perspective, preparation and manip-
ulation of states with a large amount of entanglement is crucial for achieving any advantage over
classical computers, since the dynamics of many-body states with low entanglement can be effi-
ciently simulated classically [32,33]. A main question which thus arises is: what is the maximal
amount of noise under which the unitary dynamics can still generate an extensive amount of en-
tanglement?

Recent works considered 1d spin chains evolving under random-unitary circuit dynamics in
addition to projective or weak local-measurements which are performed at some rate p [34-37].
Those works considered the entanglement-entropy, averaged over different measurement trajec-
tories. At a critical measurement rate a phase-transition of a new type was discovered. This is a
transition between a phase where the trajectory states exhibit extensive volume-law entanglement
at long times, and an area-law phase where the presence of measurements leads to low amount
of entanglement. While the random-unitary evolution is believed to be a good representative
of unitary evolution with generic interacting Hamiltonians, it is also interesting to look for en-
tanglement transitions in more natural physical systems. In chapter 5 we will perform such an
investigation for a model of free-fermions subject to continuous dephasing noise.

Let us now outline the content of the remaining chapters of this thesis and highlight the main
results. We begin with a general introduction to open quantum systems in chapter 2. There we
first introduce the Lindblad quantum-master equation which governs the dynamics of the class
of Markovian open quantum systems we will investigate in this thesis. We sketch the QME deriva-
tion and explain under what physical assumptions it provides a good description of the dynamics.
We then introduce the Keldysh formalism and explain how it can be used in order to derive a field-
theory description of quantum open systems. Finally we provide a review of several experimental
settings which allow the investigation of open quantum many-body systems.

In chapter 3 we consider a model of interacting bosons close to a scattering resonance, which
are driven by a two-particle coherent pump and experience particle loss. This chapter is based on
work done in collaboration with Alessio Chiocchetta and Sebsatian Diehl. The model we consider
is inspired by recent advancements in experiments with Rydberg-polariton systems [38—40]. We
use the Keldysh formalism in order to construct an effective field theory description which forms
a basis for our exploration. Earlier theoretical works, concerning equilibrium states of bosonic
ultracold-atoms close to a Feshbach resonance, predicted the existence of a novel type of molecule
condensate phase in addition to a more standard atomic condensate [41,42]. Here, we find that
a similar situation might occur in the driven-dissipative setting. As a function of the two-pump
frequency and distance from the scattering resonance, we find a rich phase diagram which include
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amolecule and atom condensate phases in addition to bistability regions. Our work also indicates
the existence of a dissipative Ising phase transition between the molecule condensate and atom
condensate phases, which can be observed by tuning in addition to first order phase transitions in
certain parameter regimes.

Chapter 4 deals with signatures of the MBL transition in open systems. Parts of this chapter
have been published in:

* Lenardi¢, Z.*, Alberton, O.*, Rosch, A., Altman, E. (2020). Critical Behavior near the
Many-Body Localization Transition in Driven Open Systems. Physical Review Letters, 125(11),
116601. (*equal contribution)

In this chapter we consider a situation in which a 1d system undergoing an MBL transition is
weakly coupled to non-equilibrium Markovian baths. While a coupling to an external bath is typ-
ically considered detrimental to localization, we show how in this setup the steady-states of the
system contain signatures of the MBL transition. We find that the strength of the coupling to
the non-thermal baths plays a similar role to that of a finite temperature in a 7' = 0 quantum
phase transition. By probing the response of the system to weak bath coupling we are able to de-
tect the divergence of the dynamical exponent when approaching the transition from the thermal
side. This is shown by solving the Lindblad QME numerically using matrix-product operator
techniques, and suggests a new numerical method for exploration of the MBL transition at scales
much larger than those accessible by exact-diagonalization studies of closed systems.

Finally in chapter 5 we turn to an investigation of the entanglement transition in measurement
trajectories, using a naturally motivated free-fermion model. Parts of this chapter were included
in the following preprint (currently under peer-review):

* Alberton, O., Buchhold, M., Diehl, S. (2020). Trajectory dependent entanglement transi-
tion in a free fermion chain — from extended criticality to area law. arXiv/2005.09722.

In this chapter we consider free-fermions with nearest-neighbor hopping on a 1d chain, which
experience local dephasing noise. The dephasing noise can be interpreted as a continuous mea-
surement of the fermion density at each site, hence this model describes a competition between
the entangling unitary Hamiltonian dynamics and the non-unitary dephasing noise which tends
to reduce entanglement. Similar to previous works on the entanglement transition, we consider
the trajectory averaged entanglement-entropy Syn. Our main finding is that at weak dephasing
strength, there exist an extensive region where Sy exhibits logarithmic scaling, similar to that
which is observed in conformal-field theories describing 1d quantum critical points. For some
measurement protocols we find that at critical dephasing rate the system undergoes an entangle-
ment transition to an area-law phase. Our work suggests free-fermion systems as an appealing
simple model system to further study trajectory entanglement transitions.


https://doi.org/10.1103/PhysRevLett.125.116601
https://doi.org/10.1103/PhysRevLett.125.116601
https://arxiv.org/pdf/2005.09722.pdf

2 BACKGROUND: QUANTUM OPEN SYSTEMS

2.1 THE QUANTUM MASTER EQUATION

This thesis is concerned with phenomena which occur in open systems, that is, systems which
are coupled to an external environment. This external environment is also referred to as a “bath”.
By an "environment” we refer to some large collection of degrees of freedom which we do not
have access to experimentally. In other words, we do not have any access to information about the
dynamics of the environment. One prominent example is the quantized electromagnetic field in
the vacuum, which often plays the role of the bath in systems with strong light-matter coupling.

Even though we cannot track the dynamics of the bath, we still want to understand the effect
it has on the system of interest. In this section we will explain how to obtain an approximate
description, deriving an equation for the dynamics of a system coupled to a Markovian bath.
Discussions and derivations of the quantum master equation can be found in several textbooks
(e.g. [11,12, 43]), most typically those which deal with quantum optics, the original context in
which much of the theory for open quantum systems have been developed. Here we will follow
the discussion in [11].

We will show that under the assumption of a Markovian bath the time evolution of the re-
duced density matrix of the system pg can be described by the Lindblad quantum master equation

(QME) L
Ops(t) = —i[Hsg, ps(t)] + Dlps(t)] = Lps(t), (21)

D=3 [Lz-psmLZ Ll os )]

Where D is known as the dissipator, L; termed Lindblad operators and £ is the Liouvillian. The
first term in the RHS represents the unitary evolution generated by the system Hamiltonian Hg.
The dissipator represents the irreversible non-unitary dynamics induced by the coupling with the
bath, where ; are dissipation rates associated with specific dissipative processes represented by
L;. Importantly Eq. (2.1) is trace preserving, as can be seen from Ostrps = trLpg = 0. While
Eq. (2.1) can be derived microscopically in certain settings note that it is the most general form of
a Markovian trace preserving evolution [11].

The Hamiltonian describing the dynamics of the system and the bath is given by

H=Hg+ Hp+ Hgp.

"Here, and for the rest of this thesis we work in units where i = 1, with the exception of a few sections where we
want to make contact with well known quantum optics expressions.
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Here Hg (Hp) is the system (bath) Hamiltonian, which contains only system (bath) operators.
The last term H g p describes the interaction between the system and the bath. For simplicity we
will assume that H is time independent, but the derivation can be generalized for the case of a
time dependent Hamiltonian. The full density-matrix describing the joint system and bath state
p(t) = [1(t)) (1 ()| obeys the von-Neumann equation

Orp(t) = —i[H, p(t)].

We are interested in the reduced state describing the dynamics of the system only, which is ob-
tained by tracing out degrees of freedom in B, pg(t) = trpp(t) and obeys the evolution equation

Dups(t) = —itep[H, p(t)]. (22)

The rest of this section is devoted to obtaining an approximation to the RHS of Eq. (2.2).

For the purpose of the derivation it is convenient to work in the interaction picture where the
state is given by prn(t) = e (HsHHB)t p(1)e=(Hs+Hp)t 4nd time evolution is generated only
by Hy(t) = e!HstHB)t flg pe=i(Hs+Hp)t For the rest of this section we denote p(t) = pr(t),
and assume that all states are specified in the interaction picture. We can reformulate Eq. (2.2) as
an integral equation

@m@z—édmﬂm@ﬂM%MM] (23)

where we assumed that trg[H (%), p(0)] = 0.

We now perform our first approximation, known as the Borr approximation, where we assume

p(t) = ps(t) ® pp. (2.4)

That is, we assume that the coupling between the system and the bath is weak, such that the ef-
fect on the bath is negligible (similar to the typical assumption taken when thinking of a bath in
thermodynamics).

The second approximation is the Markov approximation, where we assume that excitations
created in the bath decay very fast as compared to the typical time-scale of the system evolution.
The Markov approximation allows us to perform two simplifications of the RHS of Eq. (2.3).
First we can replace pg(s) — pg(t). Furthermore, we assume that the integrand in Eq. (2.3)
vanishes for [t — s| > 7p, with 7 the time scale for the decay of bath correlations. This allows
us to perform a change of variables s — t — s and extend the limit of integration to infinity. Those
approximations are justified as long as the typical time scale Tg, over which pg varies appreciably,
is large compared to 7p.

We thus obtain the following Markovian evolution equation in the Born-Markov approxima-
tion

&m@z—éﬁmmWNHmﬁ_%m®®wﬂ 25)

We can see that this evolution equation for pg(t) is indeed of a Markovian form where the state
ps(t + dt) depends only on the state at pg(t).



2.1 The quantum master equation

To bring the evolution equation to the Lindblad form, we need to perform one last approxi-
mation. We decompose the system-bath coupling in the form

Hsp =Y Aa(w)® B, (2.6)

with A(B) acting only on the system (bath), and A, (w) is an annihilation operator of a system
excitation with energy w, that is [Hg, Aa(w)] = —wAq(w) ?. In practice, for a generic many-
body Hamiltonian H g, it will be exponentially hard to actually find the operators A, (w), because
this is equivalent to a full diagonalization of H °. Still, the fact that such a decomposition exists
is useful for the rest of the derivation.

Plugging the decomposition in Eq. (2.6) into Eq. (2.5) we obtain

Oups®) = 3 €T 5(w) [ Ag()ps(t)AL (W) — AL () As(w)ps(t)] + huc..
w,w’ 0,8
(2.7)
Here, I'o g(w) is the Laplace transform of the bath correlation functions

o) = [ dse*ecp (BL(5)Bs(0)p). (2)

and we assumed that the state pp is stationary. We now perform the last approximation, known
as the rotating-wave approximation, where we neglect terms with w # w’ in Eq. (2.7). This is
justified if the typical intrinsic time scale of the system 7g ~ |w’ — w| ™! (for w’ # w) is large
compared to the relaxation time 7x induced due to the coupling with the bath, which is the typical
time scale over which pg varies appreciably. Performing the rotating-wave approximation results
in

Oips(t) = —i[Hps, ps(t)] + D(ps(t)), (2.9)

His = ) Sap(w)Al (@) A5(w),

w1a7B

Dlps(t)) = Y Yas(«) [AﬁwpsA;(w) ~ AL A5(w), ps} |

w,a,3

Where we denoted I'ng(w) = 27945(w) 4+ iSas(w). The term Hyg is known as the Lamb-shift
and it represents the renormalization of the energy levels of the system due to the coupling with
the bath. Finally, we can bring Eq. (2.9) to the standard Lindblad form Eq. (2.1) by diagonalizing
the matrix y,5(w).

?Note that the sum extends also over negative frequencies and Ao (—w) = Al (w), so the system-bath interaction
can both annihilate or create excitations in the system.
3Often it is the case that we are interested in the situation where A, are annihilation or creation operators of the free

partof Hs.
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2.1.1 EXAMPLE: TWO-LEVEL SYSTEM INTERACTING WITH THE ELECTROMAGNETIC
FIELD

To put the abstract derivation in the previous section on more concrete grounds, we will now
consider the derivation of the QME for the simple example of a two-level atom interacting with
an electromagnetic-field [11]. The system, bath and system-bath Hamiltonians are given by:

Hs = 0", (2.10)

Hp= " webl(k)ba(k), (2.11)
k=12

Hsp=-D - E. (2.12)

where 0% = |e)(e| — |g)(g|, with |g)(|e)) the ground(excited)-state of the atom. The system-
bath coupling is the usual expression in the dipole approximation with the system dipole operator
given by D = do~ + d*o ™ (where the dipole momentis d « (g|Z|e)), and the electric-field

E=i Y \/Q?kex(k)(m(k)—bi(k)). (213)

k=1,

operator is

Thus, the explicit expression for Hgp is

Hop=—ioc-© Y u”ykd Cex(B)ba(k) —bL(R)] +he..  (214)

k=12

Note that 0~ (0") is the annihilation (creation) operator for Hg, so in this case Hgp is already
of the form in Eq. (2.6) with A(w) = 07, A(—w) = o

For this specific setting, the dissipator of Eq. (2.9) becomes

D(ps) = y(—wo)[otpso™ — %{U*Uﬂ ps}H +(wo)lo " pso™ — %{0%7 ps}l, (2.15)

where y(wg) = im [° dse™%((d* - E(s))(d - E(0))). Assume that the radiation field is in a
thermal state with temperature 3. In this case we have

(bA(k)bx (K)) = 0, (BA(R)B, (K')) = 0
(L (R)bw (K)) = 0 o vnpp(wr),  (da(k)bL, (K)) = 0k worn (1 + npp(wr))

where npg(w) = [exp(Bw) — 1]71 is the Bose-Einstein distribution. With these correlation
functions we obtain

Y(wo) = 0(1 +npe(wo)), v(—wo) =vonpE(wo), (2.16)

where o = 4wj|d|?/(3¢3).



2.2 Keldysh path-integral description of open quantum systems

Thus the interaction of the two-level system with the thermal radiation field results in the fol-
lowing QME (transformed back to the Schrédinger picture)

Ip(t) = —i[H, p|] + o[l + npe(wo)|Ds-[p] + YonpE(wo) Dy+[p]- (2.17)

The first dissipator term corresponds to spontaneous emission, and it exists also in the 7" = 0
case when there are no thermal photons around and npg = 0. The second dissipator term
corresponds to an excitation of the atom due to photon absorption (hence it vanishes at 7" = 0
since there are no photons to absorb). Note that in the absence of drive term in H, the steady
state of Eq. (2.17) is a thermal state with the same temperature as the photon bath.

Finally let us comment on the validity of the Markov approximation in the quantum optics
example. We obtained that the typical relaxation rate of the system is given by 7Tr = 7 1 On
the other hand the correlation time of the bath is given by the typical frequency wo. Hence the
Markov approximation is valid if 79 < wg. This condition is usually valid in quantum optics

where the typical inverse lifetimes are of order 107 — 10%s~ 1 while optical frequencies are usually
of order 101951 [11].

2.2 KELDYSH PATH-INTEGRAL DESCRIPTION OF OPEN QUANTUM
SYSTEMS

Our goal in this thesis is to study the properties of the steady-state solutions ( 9;p = 0) of the
quantum master equation [Eq. (2.1)], for different types of systems. In this section we will in-
troduce a mapping of the quantum master equation to a path-integral using the Keldysh for-
malism [17, 44], which allows us to study of open quantum systems using field-theory methods.
This formulation of the problem is convenient for the development of approximation schemes
and techniques, opening new lines of attack on the otherwise intractable problem of solving the
QME for a generic many-body problem. In particular the field theoretic formulation allows us to
borrow tools and knowledge that have been developed for many years in e.g. high-energy [45] or
equilibrium condensed-matter physics [46], and adapt these ideas to the open system setting.

2.2.1 CONSTRUCTION OF THE PATH INTEGRAL

To derive the Keldysh path-integral description for Eq. (2.1) we follow the approach outlined
in [17]. Our starting point is the partition-function

Z = lim tr[p(t)], (2.18)

t—o00

Where p(t) is obtained via time evolution according to Eq. (2.1), starting from some initial state
p(to). We can formally express the time evolution operator in terms of the Liouvillian

p(t) = exp 1L p(tp). (2.19)

Note that for the special case of a closed system, Eq. (2.19) reduces to the expression p(t) =

.t
U(t,to)p(to)UT (¢, to), where the unitary time evolution operator is given by U (¢, tg) = Te Jig AH®)



2 Background: Quantum open systems

(7 being the time ordering operator). The astute reader will notice that Z = 1 due to the fact
that time evolution generated by the Liouvillian is trace preserving and trp(to) = 1 for a physical
state. Nevertheless, we will later show how Z allows us to obtain expectation values of observables
with respect to the system steady-state by introducing source terms.

To obtain a path-integral we take a similar approach to that taken in equilibrium field-theory
which is to expand the Liouvillian exponential in a first order Trotter decomposition

exp(tL) = (1 + 6tL)N + O(5t?), ot = % (2.20)
and express the evolution over each time step 0t via a set of coherent-state fields. After doing
so we will take the limit N' — o0 to obtain the path-integral. This is similar to the derivation
of the path-integral for the case of pure-state evolution, but here we will have two sets of fields
corresponding to the ket and bra states of the density-matrix.

We assume that the Hamiltonian and the Lindblad operators can be expressed in terms of a set
of creation and annihilation operators {a; }, { a;-r}. Here we will assume that a; are bosonic oper-
ators, but the construction can be easily done also in the fermionic case. To lighten the notation,
we will present the derivation in the case of a single degree of freedom with annihilation operator
a. The derivation can then be trivially generalized to the case with many degrees of freedom by
adding an extra index.

An important ingredient of the derivation is the set of coherent states set of coherent states
{I¥) }pec, associated with the annihilation operator a. The coherent states obey a|¢)) = 1[1))
and (Y|a’ = (¥|1*. Furthermore they provide a resolution of the identity

1= [ avawre V). (.21

Consider the evolution of p over one time step dt, this is given by

p(tn-i-l) = p(tn) + 5t£p(tn)7 (2.22)
where t,, = ndt. We express p(ty) in terms of its coherent states matrix elements

1
plt) = 75 [ dbnd e v, (2.23)

x e o () [0 ) 14 ) (Y-

To obtain the matrix elements (Y4 y41]|p(tn+1)|¥— nt1) we plug Eq. (2.23) into Eq. (2.22).
We need to evaluate matrix-elements for operators acting from the left, right and from both sides
of p(ty). Assume all operators in the Liouvillain are brought to normal-ordered form and are
polynomials of single-particle creation and annihilation operators , then

OLp0)Onli s = 3500 229
n

X OL [wj—,n—i-l ) ¢+,n]OR [w*—,rw ¢—,n+1]ﬂ(tn)¢+,¢— ’

10



2.2 Keldysh path-integral description of open quantum systems

where we denoted fn = % J dpy pdtp— pdepy ,dypT , the discretized derivative 0% ,,
(V% g1 — ¥4 ) /0t and O, 5] = (97 )P (1) for O = (al)Pal.

Collecting all terms in Eq. (2.22) and re-exponentiating we obtain

W1 Pt 1) = / A X XV R (VP SR TR

n

X Yy | p(ta) [1h— ) + O(6). (2.25)

Applying the formula for one time step recursively, and then taking the limit N — oo we can
obtain the expression for the partition function

Z=/waﬁwﬂWkﬁ (2.26)

dy ,.d . .
gzoﬂgziw and the action is

where the path-integral measure is D[...] = Impy_,o0 I1

given by S' = S + Sy

S, — / at S o (i, — HivS, o), (2.27)
X ==
Sy = —i /OO dt Ea o [LOC#L&’ — 5(La s Lo + Lo Lao) - (2.28)

We denoted Lo s = La[t0},1s]. Note that in principle we need to also include the matrix-
element corresponding to the initial state (¢4 (to) | p|t)— (to)) in the integrand in Eq. (2.26). How-
ever, this can be neglected under the assumption that the system att — 0o has lost the memory of
the initial state due to the dissipative nature of the open system dynamics leading to a steady-state

fixed point.

2.2.2 CORRELATION FUNCTIONS

Having obtained Z we would now want to do something useful with it, since as we have seen
Z =1, s0 at the moment Eq. 11 seems like a very complicated way to write 1. The key point is to
notice that, on the one hand, we can repeat the construction above for the case of (O) = tr(Op).

This leads to a connection between expectation values in the operatorial form and correlation
functions of fields computed using the action S

tron (ty)...01(t1)p = /D[%Z)LUJ%W_,%D]én,+(tn)--01,+(t1)€is = (on,+(tn)-..01,+(t1)),
tp01 (£1)..0n (tn) = /D[wi,m,d}*,@b_]én,_(tn)..oL_(tl)eiS = (on_(tn)01_(11)).

where we assumed ¢,, > t,_1 > ... > t1 and thatall times are already in the steady-state regime.
We see that correlation function of the +(—) fields are related to (anti-) time-ordered expectation

11



2 Background: Quantum open systems

values of operators. On the other hand, note that we can obtain correlation functions of the fields
by adding sources J, = (ji, ji) to the action

Z[Jy,J-] = / DY, oy, 7 ]S+ Eolizvotee) (229)

such that derivatives of Z with respect to the sources generate correlation functions. For example,
the two-point correlation functions are given by

5@z

575005 = (U5 (1o (1))- (2.30)

Jy=J_=0

A convenient representation for analysing the properties of the action .S is obtained by intro-
ducing the classical and quantum fields

1 1
= — + ), = — —YP_). 2.31
The c¢/q basis is especially convenient for the analysis of the two-point correlation functions, also
known as the Green’s functions. In the non-equilibrium context there are three types of Green’s

functions- retarded (G'), advanced (G*) and Keldysh (GK), which are defined as [44]

iGR(t, 1) = 0t —t)([0(8), T (¢)]) = (We(t)5 (1), (2.32a)
iGA(t,1) = —6(¢' = ){[d (1), ST ()]) = (wa(t)0i (), (2.32b)
iGR (1) = ({(1), T (¢)}) = (et (1)), (2.32¢)

where we suppressed other field indices, such as position or momentum, in the expressions above.
The physical interpretation of the different Green’s functions will become clear in the next sec-
tion.

2.2.3 EXAMPLE: FREE BOSONS WITH SINGLE-PARTICLE PUMP AND LOSS

To discuss several important properties of the Green’s functions and the Keldysh action let us
consider a concrete toy model of non-interacting bosons subject to incoherent single-particle loss

and pump. This system is described by the following QME

0 = ~ilH. 4+ 2 [ Dysiwlel + 20 [ Dol H = [ 1(@)(-V*)(@)

12



2.2 Keldysh path-integral description of open quantum systems

where fw = f d%x, and we have rescaled the dissipation rates in order to avoid carrying factors of
1/2 around. Mapping to the Keldysh path-integral we obtain the following quadratic action (in
Fourier space)

A w
S = / (w,k))(POR f;() @q%w ’;;) (2.33)
Bew—I+i(n—m), P'=(P%, PX=2(,-w), (234

where [ k= = (2m)"(d+D) [dw [ d?k. The structure of the action in Eq. (2.33) is the usual
structure of the quadratic part of the Keldysh action. Importantly note that the fact that no ¢}
term exists is an exact property of the Keldysh action, which will be preserved also when the action
is renormalized due to interactions. This can be traced to the fact that the time evolution generated
by the Liouvillian is trace preserving (probability preserving), which leads to the more general
constraint on the Keldysh action S[t)¢, 97, g = 0,97 = 0] = 0 [17].

Adding sources to the action and using Eq. (2.30) we can obtain the Green’s functions

GF — (PR)! 1 GK — _GRpPKGA — 2iy

———5 2.
T w-k+id (w—k2)+ 42 (2:35)

where we denoted 7 = v; — 7. Let us assume for the moment that v; > ~, such thaty > 0
(the reason for this will become clear shortly).

Considering G®(G4) as a function of a complex frequency, we see it is analytic in the up-
per(lower) half of the complex plane. This observation is not limited to our simple toy model but
is again a general property of the Keldysh action. To see why it must be so, first we start with a sim-
ple mathematical argument. In the time-domain G¥(¢) oc 6(t), hence for any point w* € C*
the contour integral §, GF(w), around the contour w(f) = e’ +w* , is vanishing as — 0

GR(w)’ <7 / a0 / dte=1m" | GR ()| s 0, (236)
0

wel r—0

This implies that there could be no pole of G¥(w) atany w* € C*.

To understand the physical meaning of GE, consider coupling the systema weak classical exter-
nal source with some frequency and momentum pattern (i.e. j(w, k) = € i(wt=k-x) 50y Thisleads
to an addition of a drive term to the Hamiltonian H — H + [j(w, k')?jﬂL( )+ h.c.]. The source
acts as a coherent particle pump, leading to a finite expectation value (1)(w, k)) = (¥e(w, k)).
The response of (1)¢(k)) to an infinitesimal field is given by

5(e(w, k))
0j¢(w, k)

sz
- : = iGR(w, k). (2.37)
je=0 6j&(w, k)djq(w, k) Jerjq=0 ( )

Now assume we apply a weak field j(to, k) = [ e~ j(w, k) localized at time ¢ = #o. From
Eq. (2.37) we can conclude that at time t > g

<1/}c(t; k)> . <¢c(ta k)>0 _ / efiwt@/)c(w’ k)> _ j(kQ, k)efﬁ(tfto)e*ikQ(tfto)' (2.38)

w

13



2 Background: Quantum open systems

From this we see the physical meaning of the analyticity properties of G which guarantee that
fluctuations generated due to weak perturbations are exponentially decaying with time. Requir-
ing ¥ > 0 guarantees stability of the steady-state value <1/A1> = 0 against arbitrary weak perturba-
tions. Of course, we might want to consider a, physically relevant, situation where 7y, > ~; and
thus 7 < 0. In order to discuss the instability of the system in this case, as we will do shortly, we

will have to take interactions into account.

From the discussion above we see that the poles of G occur at a natural excitation frequencies
of the system where the response to a weak external field will be strongest. The real part of the pole
frequency is the excitation energy while the imaginary part 7y is the decay rate. More generally,
we can define the spectral function which encodes the spectral properties of the system, via the
relation [46]

A(w, k) = —2ImGT(w, k). (2.39)

In our simple, non-interacting, case we the spectral function has a Lorentzian form

Alw, k) = [CEY T ;2?2 sl (2.40)

which becomes a delta peak in the limit y — 07. For generic interacting systems we expect
branch cuts to emerge in G®(w, k) which represent a continuum of excitations as opposed to
the isolated Lorentzian structure.

We turn now to the Keldysh Green’s function. From Eq. (2.32c) we can see that, at equal times,
GR(t,t: k) = 14201 (t, k)i (t, k). (2.41)

For a time translation invariant steady-state we can obtain the occupation function of momentum

ng = ;(z /w GE(w, k) — 1). (2.42)

Hence, we see that G encodes information about the statistical occupation of the available states.

states via

For our specific example we obtain
Tp

=

We note that in our example all momentum modes are equally occupied, which makes sense as

ng (2.43)

the Markovian pump and loss do not depend on energy or momentum. Of course this cannot be
the case in a real physical system. This pathological behavior can be cured by a momentum cutoft
(assuming the pump is ineffective at high momenta) and by the inclusion of interaction effects
which will renormalize the pump and loss rate and induce a momentum dependence. Also note
that when 7; = 7, we have a divergence of ng, which is related to the instability we encounter in
G" in this case.

More generally, the Keldysh Green’s function can be parametrized, for a scalar field, as

GH(w,k) = F(w, k) (G (w, k) — GHw, k) = —iF(w, k) A(w, k), (2.44)
F(w,k) =1+ 2n(w, k). (2.45)

14



2.2 Keldysh path-integral description of open quantum systems

Heren(w, k) can be interpreted as an occupation function since Eq. (2.44) together with Eq. (2.42)
implies that ny, = [ n(w, k).A(w, k). In our example we have

_ it

F(w, k
( ) M= T

(2.46)

In equilibrium the occupation function is given by the Bose-Einstein distribution and 1 +
2n(w, k) = coth(w/2T). Thisimplies that in the equilibrium the Keldysh and retarded Green’s
function are not independent

K _ W, R
G _coth( 2T>2zImG (w, k). (2.47)

This is a manifestation of the fluctuation-dissipation theorem [46], and it is the reason why in
equilibrium field-theory we only need one Green’s function in order to describe the system. Eq. (2.47)
does not hold in a general non-equilibrium setting, however it can be sometime used to define an
effective temperature by a fit to the low frequency behavior of the ratio Im[G (w, k) /GT(w, k)]
(see e.g. [47,48]). It can also happen that an effective temperature emerges at long wavelengths in
the vicinity of a critical point, as was shown in a renormalization-group (RG) study of the inter-
acting version of our example system in Ref. [18].

CONDENSTATION INSTBAILITY AT Yo =N

We now turn to discuss the instability we encountered when v, = ;. In order to consider this
case we must add interactions and two-body loss processes to our model which means we can
no longer obtain the exact Green’s functions. Here we will be satisfied with a simple mean-field
analysis. For a full RG study of the interacting model see Ref. [18].

The interaction Hamiltonian we consider is given by Hine = 4 [ O (@)t (@) (2))(x),
in addition we consider a two-body loss process described by a dissipator term I' [, D (@) d(@)
This two additions result in the following interaction action

S == [ {50+ G+ e 2T PP (248)
s
We have seen that having 7, > ; signals an instability of (1) (which is vanishing fory; < )
towards infinitesimal fluctuations. We can obtain an approximation to the value of (1) in the
steady-state using the saddle-point approximation where we assume an homogeneous value and
neglect all effects of classical and quantum fluctuations. The expectation values of both ¥, ¥
are obtained as a solution of

08 05
=0, .= (2.49)
0z oYy
First note that the condition S[¢), ¢, = 0] implies that the first equation is identically zero

when 1), = 0. Since (;) = 0 must hold by construction in the Keldysh formalism, we only
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2 Background: Quantum open systems

need to consider the second equation evaluated at ¢, = 0. We consider a solution of the form
VYe(t, ) = e1)., we obtain

65+ 5 hel?) + 1~ Sl = 0. (250)

For 7 > 0 Eq. (2.50) has only a trivial solution 1), = 0. However when 7 < 0 we get another
solution

25
[el* = = = ro, (2.51)

with g = u/2[tb.|?. We see that the regime of instability of the steady-state with (1) = 0 we
saw in the previous section coincides with the regime where steady-state with a finite condensate
value (1)c) # 0 exists.

To see that the condensate solution is stable, we can expand the action in fluctuations around
the condensate value 1. = /po + 6%¢,1q = 61,. Since the presence of a finite conden-
sate generates terms of the form 9799y it is convenient to introduce a Nambu spinor swl =
(010 (w, k), 00k (—w, —k)) for & = ¢, q. We obtain the action

1 0 P (60
i f t ¢
Sﬂuc — 2 /w’k((s\llc (5\:[/(]) <PR PK> (6\11q>, (252)
with the inverse retarded function given by
R ~ (w—k*+ (iT —u)po/2 (—u—1)po/2
Piw, k) = ( (—u+iD)po/2  —w— k2 — (iC +u)po/2)’ (2:53)
where we used the fact thaty = —g,oo and 1 = u/2po.

The poles of GE and consequently the excitation spectrum of the system, can be obtained by
asolution of det(Pf(w, k)) = 0 which leads us to

T
wl(k) = —zépo + \/kQ(kQ + upo) — I'2p3 /4. (2.54)

We thus see that due to the non-linearity induced by the two-particle loss can stabilize a condensate
solution, since Imwf(k) > 0. At small momentum we have w¥(k) ~ —i2uk?/T, which
indicates the existence of a dissipative gapless Goldstone mode. This is related the breaking of the
U(1) symmetry, 1, — €104, of the action in the condensate phase [18].

2.2.4 EFFECTIVE ACTION FORMALISM

In this section we describe the effective-action formalism which is one useful formulation of the
many-body problem, especially when condensation phenomena is considered 17,49, 50]. Con-
sider a field-theory with asetof fields @ = (¢1, .., ¢y, ), where theindexi = 1, .., n can be discrete
or continuous (e.g. position, momentum, different species) *. The Keldysh effective-action I' is a

“To lighten the notation we assume that we work with real fields here, but the derivation in the case of complex fields
is equivalent.
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2.2 Keldysh path-integral description of open quantum systems

functional of the fields expectation values ¢; = (¢;) such that the physical steady-state value of
® is given by a stationary-point of the functional I'[®].

Given an action S we can define the generating functional of connected correlation functions
W by coupling the fields to external sources

WJe, Jg] = —ilog Z[Je, Jy), (2.55)
Z[Jey Jy) = /D[q>]ei5+if(J3¢c+J3¢>q) - <eif(JqT<1>c+JcT‘1>q)>‘ (2.56)

Here we collected (different Keldysh components of) the fields and sources into vectors JI =
(Jay1s -5 Jan)sand oL = (ba1s s Pa,n), and we denoted & = (P, ®,). W isa functional of
the sources Jy, J, and derivatives of W with respect to the sources generate connected correlation
functions:

sMmMw

I _ (_i\(n+1) b s ‘
6jalyi1"6jan,in ( Z) <¢Oél’Zl ¢an’lﬂ/> ’ (2 57)

Jg,Je=0 connected

where we introduced the notation ¢’ = ¢, ¢ = ¢ for the Keldysh index.

We now want to obtain an object which is a functional of the field expectation values, this is
done by means of a Legendre transform

[[®., @] = W[J,, J] — / (JEDg + J] D), (2.58)
ST ST

— = — —_— = - c- 2
55 Jy, 5%, J, (2.59)

From Eq. (2.59) we see that in the absence of external sources J;, J; = 0, the field expectation
values are given by the stationary point of I', that is

or

5B 0. (2.60)
At a first glance Eq. (2.60) looks similar to the classical equations of motion (EOM) obtained
by looking for the stationary point of the bare action S. However, unlike the classical EOM,
Eq. (2.60) is exact and includes the eftects of all statistical and quantum fluctuations in deter-
mining ®. The field-equation is exact only when an exact expression for I' is available, which is
generically not the case for interacting theories. However, by introducing approximations to I',
Eq. (2.60) allows us to include beyond mean-field corrections in a systematic way.
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2 Background: Quantum open systems

From the second variation of I' we can obtain the full Green’s functions of the theory, which
as we have seen encode the stability properties of steady-states of the open system. To see this note
that Eq. (2.59) implies

§ 0T ~0pym T
6jo/,i 5¢5,j ~m 5ja’,i 5¢’y,m5¢ﬁ,j

sAw s o
= Z . . = = = — Ga i’ m F m’j ,
%Zm (Sja/,i(s‘j,y/?m 5¢’me5¢ﬁ,j %Zm 'Y( ) 'Yﬁ( )

—0apdij =

where we denoted F%) (m,j) = (%L);(%W. Hence we see that the second variation of I is the
v,m 3]
inverse connected Green’s functions
2),. . 1. .
T2, 5) = GoA(0. ). (2.61)

It can be shown that higher derivatives of I" generate the 1PI vertex functions, also known as
1PI amputated correlation functions [45, 5S1]. A 1PI correlation function is defined as a corre-
lation function whose representation in terms of sum of Feynman diagrams contains only 1PI
diagrams. A 1PI diagram is a diagram which cannot be disconnected into two parts by cutting
one propagator line. An amputated correlation function, or vertex function, is obtained from a
connected correlation function by removing propagator factors corresponding to external legs in a
diagrammatic representation. The 1PI vertex functions contain all renormalization effects, since
the connected correlation functions can be computed from tree-level diagrams (without loops)
composed out of the 1PI vertices and the full propagator.

A simple approximation which is often used is the one-loop approximation, which amounts
to expanding S[® + dP] in Gaussian fluctuations around ®. This results in

T[®] = S[®] + itrlog SP[®], (2.62)

with Sc(fﬁ) = §5/5®,6® 5 and the trace running over frequency,momentum, Keldysh and
any other indices of the fields. The first term in the RHS of Eq. (2.62) is the bare action evaluated
at the stationary value @, keeping only this term is equivalent to the saddle-point approximation
of the bare action S. The second term contains the contributions to the effective action due to
quadratic quantum and statistical fluctuations around the condensate value.

A more explicit expression for the 1-loop contribution in Eq. (2.62) can be obtained by de-
composing S [®] = Gy! + V[®], where G ! is the bare Green’s function arising from the
quadratic part of S. With this decomposition we can expand

o0
_ —1)n _
trlog S (@] = trlog Gy ' — Y (=1) t[(GoV[®))"]. (2.63)
n=1 "
Note that the term tr[(GoV')"] is of order n in the interaction couplings, and is at least of order
n in the condensate value ®. It is also convenient to represent the different terms in Eq. (2.63)
as Feynman diagrams with external lines representing the condensate fields (coming from the V'
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2.3 Experimental platforms

terms) and inner lines representing the bare propagators Gp. The RHS of Eq. (2.63) generates all
1PT one-loop diagrams. Taking derivatives of Eq. (2.62) we can obtain the field equations at the

1-loop level

2(1;) = itw(Gy ' + V[é])‘laév@] =0. (2.64)

2.3 EXPERIMENTAL PLATFORMS

The work in this thesis deals largely with understanding different phenomena which can occur in
open quantum systems using simplified theoretical models which are not strongly tied to a specific
experimental implementation. It is nevertheless important to at least have some examples in mind
of the type of systems we will be thinking about. For this end we provide a brief review of several
relevant experimental platforms whose dynamics can be well described by the QME Eq. (2.1).

2.3.1 ULTRACOLD ATOMS IN OPTICAL LATTICES

In the last two decades systems of ultracold gases trapped in optical lattices have emerged as one
of the leading platforms for quantum-simulation of many-body physics [1]. This success has
been facilitated by the ability to control the interaction strength in those systems using Fesh-
bach resonances [52], allowing to investigate strongly correlated regimes even at low densities,
and the ability to create optical potentials in different dimensionalities allowing the exploration of
low-dimensional quantum systems. Another important recent development is the realization of
quantum-gas microscopes enabling detection of individual atoms at a single-site resolution [53].

Some experimental results obtained with ultracold atoms in optical lattices include: the re-
alization of the Bose-Hubbard model and the observation of the Mott-superfluid phase transi-
tion [54]; measurements of charge and spin correlations in the Fermi-Hubbard model in one
and two dimensions [55, 56]; and investigation of spin transport in the strongly correlated Mott
regime of the Fermi-Hubbard model [57].

In addition, ultracold atoms play an important role in the investigation of non-equilibrium
dynamics after a quantum quench and the questions regarding thermalization of closed quantum
systems [24]. For example, the first experimental evidence for many-body localization has been
observed using ultracold fermions trapped in a quasi-periodic potential in 1D [58] (see chapter 4
for more details on many-body localization).

Ultracold atoms are considered to be quite well isolated from their environment, as compared to
solid-state systems where phonons are always present. However, there still exist sources of dissipa-
tion, due to photon scattering, which need to be taken into account when describing experiments.
In the rest of this section we briefly describe two origins of dissipation in those systems, dephasing
noise where the Lindblad operator is hermitian L; = n; and particle loss where L; = a;. We
mainly follow here the discussion in Ref. [13], which can be consulted for further details.

At the microscopic level the Hamiltonian can be described as:

u

2
Hame = [ $1@)[- 7 + Vepl@)(@) + 5 [ (@@)0@), o)

2
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2 Background: Quantum open systems

where () is the annihilation operator of atom at position &, and V() is the optical lattice
potential, and we introduced the notation [, = [ d®z. In the low-energy limit the effects of
the complicated atom-atom interaction potential U () can be effectively captured in the point
approximation as ud(z) with u = 47h?a/m and a the S-wave scattering length [1] (for more
details see chapter 3).

The optical lattice potential is generated by the interference of two counter-propagating laser
beams resulting in a standing wave pattern. The origin of the optical potential as well as dissipation
in the system can be understood by considering atoms with two relvant internal levels moving in
the presence of an external classical electric field as done in Ref. [59]. The atomic Hamiltonian is

given by
0 (x Q(@ it
Haom = [ { Z Vi (x)[—-— + Aéae}wa( ) — [——vi(z )1/} (z) + h.c]}.  (2.66)
T a=g,e
Here we are working in a rotating frame, rotating with the laser frequency wr. A = wr —

wp is the detuning of the laser frequency and Q(x) is the spatially dependent Rabi frequency
which is obtained from the dipole term —d - E in the rotating wave approximation. In addition,
spontaneous emission from the excited state can be described with a dissipator term [59]

D[ @uN@Pewl Cul@) =@ j@ie).  @6)

where kg = wp/c is the momentum associated with the internal transition, and N (u) o (1 —
(u - d)?) is the distribution of emitted photon directions which depends on the atom dipole
moment.

In the limit of large detuning | A| > Q, I" we can adiabatically eliminate the excited state from
the master equation and derive an effective equation for pyq (@, ') alone. In [59] this was done
using the optical Bloch equations, here we will show how to do this in the Keldysh technique.
For simplicity we approximate the dissipator in Eq. (2.67) to be I'D B for a full treatment see
Ref. [59]. The Keldysh action is given by S = Sy + Se + Seq where:

Se==A | Wert: @) = e (@), (2.68)
/t Z iwea )wg,a(tﬂl?)-i-c.c.],

1
i [ [ e = W Pl P+ 9Pl

where for notational compactness we suppressed the time and space dependence of the fields in
the quartic term. Here we neglected the dynamics of the atoms in the excited state as compared to
the detuning scale | A|. With this approximation we can integrate out the excited state, which is
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2.3 Experimental platforms

equivalent to replacing 1. , with its saddle-point value given by the classical equations of motion
05/6v , = 0. From the equations of motion we obtain

()
we,o' (t, CC) ~ ﬂ/l/)g’g (t, $) (269)
Physically we assumed that the dynamics related to the excited state population are much faster
compared to external dynamics of ground state atoms. We work in an approximation where the
excited state population instantaneously adjusts to changes in the ground state density, as can be

seen from Eq. (2.69).

Plugging Eq. (2.69) in Eq. (2.68) we obtain the optical potential and the eftective dissipation
for the atoms in the ground state:

B Q) )
Sy = — /mza o o 1, (2:70)

(&

L+ g, ). (2.71)

[ TIQ(@)? 1
Sa=i | e P = (s

The continuum QME we obtained can be mapped to a tight-binding model using Wannier
wave-functions loacalized around the different minima of the optical potential. Working in an
approximation where only the lowest Wannier band is populated ¢ () ~ 3 ,we—X i)bi one
obtains the following lattice QME

Oup = ~i[H, pl +7 3 lnipns — 5 (2, p}]. (272)

Hence we see that the inelastic scattering from the excited internal state results in an effective
dephasing noise with Lindblad operator L; = n;. In chapter 5 we will consider the effect of such
dephasing noise on the entanglement properties of free-fermions hopping on a lattice.

In addition to the dephasing noise, photon scattering can lead to particle loss when the momen-
tum recoil due to the emitted photon transfers the atom to a momentum state with energy larger
than the trap potential. This can happen in experiments inadvertently due to collisions with some
(un-trapped) background gas. Local particle losses can also be induced in a controlled manner by
usage of a laser beam in quantum gas microscopes with single-site addressing capabilities [60]. In
those cases the system can be described by a QME with the dissipator v }_; D; [p], where by is
the annihilation operator of a particle at site . This type of controlled single-particle loss has been
used in Ref. [61] to investigate signatures of many-body localization in open systems (see chapter
4).

Finally, let us comment that an incoherent pump term of the form v, » 3, D, + [p] can be engi-

neered by immersing the system in a gas of a second un-trapped atomic species [éZ] In this setup
atoms in higher Bloch bands of the lattice (which are not part of the “system” in our eftective de-
scription) can decay to the lowest band due to interaction with the background gas, leading to an
effective incoherent pump.
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2 Background: Quantum open systems

2.3.2 ATOMS IN CAVITIES

Another interesting platform for quantum simulation is implemented in experimental setups
where cold quantum gases are coupled to the radiation field of a high-finesse optical cavity, a
field also known as cavity-QED. This is a setting which allows to investigate systems with long-
range atom-atom interactions, since those are mediated by the cavity photons. Examples of cavity
QED quantum simulation experiments include the realization of an open system version of the
Dicke model and its associated superradiance phase transition [63]; observation of magnetic self-
ordering in spinor BECs [64, 65]; realization of photonic Laughlin states [66]; formation of a
supersolid phase, accompanied by spontaneous symmetry breaking of a continuous translational
symmetry [67] and quantum-simulation of dynamical phase transitions in the Lipkin-Meshkov-
Glick model [68]. In this section we will briefly describe the realization of the dissipative Dicke
phase transition, for a more general review see [3].

In the experiment by Baumann et al. [63] a BEC was trapped inside an optical cavity and driven
using a pump laser in a direction transversal to the cavity mode. Here we denote the cavity axis as
Z and the transversal pump axis as 2. The Hamiltonian after adiabatic elimination of an internal
atomic excited state (similar to sec. 2.3.1) is given by

82 + 2 N
atom - / wT + ‘/OCOS (kz)]w(w)a thoton = _Achda (2‘73)

Hy o=n(a T—i—a)/cos(k:sc) cos(kz) (x )1&(58)+U0€LT€L/COS2(/€$)@;T($)1[J(:I}),

T T

here [, = [ dxdz, k is the momentum associated with the pump laser, V; is the potential in-
duced by the pump laser, @ is an annihilation operator of a cavity photon and A, is the cavity
detuning with respect to the pump frequency.

Mapping of this model to the Dicke model can be done by considering momentum modes of
the BEC. The photon-atom coupling H,,_, induces transitions between BEC state with zero mo-

mentum [p, = 0,p, = 0) = (N)™/2(y}_()N|0) and astate i} _ ,, 450[0,0) = | £ k,0)
while the coupling with the pump field can induce transitions whlch changes the momentum in
the 2 direction @L: (0, ik)qﬂolo, 0) = |0, £k). A process where a cavity (pump) photon is ab-
sorbed and a pump (cavity) photon is emitted induces a transition between the state |0, 0) and

thestate | £ k, £k) = (1/2) >, ;1 |ok, o'k) [63].

When considering the BEC momentum states the system can be described by the Dicke model
Hamiltonian [69]:

A
Hpicke = w2 + woata + —=(a + a)(J4 + J_). 2.74
Dicke = W 0 \/N( )(J+ ) (2.74)

In the usual description of the Dicke model .J,;, J4 are spin operators describing a spin of size IV,
where the large spin is realized by a collection of N two-level atoms interacting with the cavity
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2.3 Experimental platforms

mode J, = > 0%, Jp = >, 0. In the experiment [63] the analogy to the Dicke model is
obtained by mapping the two-level systems to the momentum excitations of the BEC, such that

R 1 R R
_ t
Sy = 92 Z wp:(ak,o’k)wpzo'

o,0'=+%

Even tough a high-finesse cavity is used in the experiment, there is still some leakage of photons
outside of the cavity. This needs to be taken into account when describing steady-states of the
system. Hence the full system is described by

8tp = _Z.[HDicke? ,0] + ’V‘;Da [p] (275)

Note that from an experimental perspective the fact the some photons leak outside of the cavity
is important, because it is measurement of these photons and their correlations which allows for
an experimental characterization of the state inside the cavity.

The Dicke Hamiltonian has a discrete Za symmetry and is invariant under P = ¢i(/=+a'a),

Namely, the total parity of the spin + photon number is conserved. When considering the ground-
state properties of Hp;cke, this symmetry is spontaneously broken at a critical value of the photon-
spin coupling \. where J;;, a + a' develop finite expectation values. The broken symmetry phase
is also known as the superradiant phase since the photon number obtains a macroscopic value
<aTa> ~ N.

The transition still occurs in the presence of photon loss as was observed in the experiment. We
can see this using the Keldysh formalism following Ref. [47]. The key is to perform a Holstein-
Primakoft expansion which allows us to replace the spin operators with bosonic operators in the
limit of large atom number J, = —N/2 + bfb, J, ~ v/ N (b +b') + O(N~1/2). Keeping only
up to O(N?) terms [with higher order terms of order at least O(N~1)] results in a quadratic
Keldysh action

ac
* * * * 0 PA bc
= / (ar b a q>< i PK) 0 (276)
bq
with
R_ [(w—wotin —A
pro (i ) -

and PX = diag(2ik,0). Note that this description is only valid for the symmetric phase and
in order to describe the superradiant phase we need to also take into account the leading 1/N
correction. The value of A. can be obtained by looking for an instability where one of the poles
of GE, obtained from solving det(Pf(w)) = (w — w,)(w — wo + ik) — A2 = 0, has a zero
imaginary value. This occurs at the critical value

K2 + wl
wo .

1
)\C = waz (278)
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2 Background: Quantum open systems

We can also compute the photon number n = (afa) using G (w) which results in (afa) ~
(Ae — A)~L. This kind of mean-field critical behavior of 1 is the same as the one encountered in
the closed system at finite temperature [69].

In the experiment [63] the superradiant transition is observed by tuning the external pump in-
tensity which eftectively tunes the coupling A. Above a threshold pump strength a sharp increase is
observed in the mean photon number and in addition peaks at +k%, £kZ appear in the momen-
tum distribution of the condensate which is evidence for a finite expectation value (J1 + J_).

2.3.3 Circurt QED

In recent years much progress has been made towards the realization of many-body phases of pho-
tonic matter using microwave photons in superconducting circuits, a field known as circuit-QED
(cQED) [4] . Alot of the technological advances in these devices are driven by the fact that su-
perconducting qubits are one of the leading platforms for the realization of quantum computers,
as evidenced for example in a recent experiment which claimed to show the first demonstration
of quantum advantage [70]. The same capabilities which makes superconducting circuits good
qubit candidates , such as long coherent times and scalability, also makes it an appealing platform
for the realization of strongly interacting synthetic photonic matter.
The basic building blocks in cQED are LC resonator circuits. A linear LC circuit consists of
a capacitor with capacitance C' and inductor with inductance L. Its quantized Hamiltonian is
given by
Q2 H2
Hic = 20 T ar

where () is the charge operator and @ is the flux. Since ) and ® are canonical conjugates, this is

(2.79)

nothing but an harmonic oscilator
Hic = wyala, (2.80)

withw, = 1/ V/LC'. In current devices wy is typically in the microwave regime. Hence, one LC
resonator realizes a lattice site where a non-interacting microwave photon mode resides.
By replacing the simple inductor with a Josephson junction (a tunneling junction between two
superconductors) one gets a circuit with non-linear inductance, also known as the transmon
Q? ;
Htransmon = % + EJ COS(@) (2'81)

This leads to an interaction term between the microwave photons in the resonator
Htransmon ~ WI;TZA) + UZA)TZA)TI;B, (2.82)

where the interaction, also known as a Kerr non-linearity, U =~ —E¢/2 (with Ec = €?/(20)
the charging energy) is attractive. The non-linearity is also what allows to operate the circuit
as a qubit as it results in the energy levels no long being equidistant and allows addressing only
the |0), |1) states of the oscilator. Tunneling between the interacting sites (or coupling of an
harmonic-oscilator and a qubit) can be induced by capacative coupling of two circuits which leads

toaterm of the form Hyy = C1oV; Vs = g(lA)J{ +by ) (lA); —|—l§2). This term can be approximated asa
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2.3 Experimental platforms

tunneling term in the rotating wave approximation. Therefore, with an array of transmon qubits
itis possible to realize a photonic version of the Bose-Hubbard model with attractive interactions.

Since photon loss naturally occurs due to leakage from the circuit, one has to take into accounta
term of the form )~ Dy, [p] when describing circuit-QED setups. The loss needs to be counter-
balanced in order to obtain a steady state with a finite photon number. The most promising route
for preparing strongly correlated many-body states in those systems is by means of engineered dis-
sipation such that the resulting QME steady-state is the state of interest [4]. For example, Ref. [71]
suggested a scheme for dissipative stabilization of fractional quantum Hall states against photon
loss by coupling each photonic site, via a two-photon pump, to an auxiliary qubit site with a fast
relaxation rate. Ref. [72] suggested a scheme for stabilizing incompressible Mott-insulator states
using engineered non-Markovian baths. Hence a full description of the open system dynamics in
terms of a (possibly non-Markovian) quantum-master equation is especially important for super-
conducting circuit arrays.

In a recent experiment by Ma et al. [73] the dissipative preparation of a Mott insulator state of
photons, with filling n = 1, was demonstrated in a 1D transmon qubit chain with seven sites.
The interacting Bose-Hubbard chain was driven to a state where at high probability each site is
occupied by one photon, with average Mott fidelity (|1) (1|) ~ 0.88. This was done by coupling
one end of the chain to a dissipative stabilizer site. The stabilizer consists of a transmon qubit
whose two-photon state is coupled to an extra lossy site. A coherent pump drives a two-photon
transition from the n = 0 to the n = 2 state of the transmon, and the photon loss due to the
coupling to the reservoir drives the transmon site to the n = 1 state. Intuitively, when such a
stabilizer site is coupled to a BH chain it acts as a narrow-band single photon source which fills
the system until all sites are in the n = 1 state [73]. Once all sites are filled the stabilizer is unable
to inject more photons into the system owing to the fact that the Mott state is incompressible (i..
there is a gap Acomp between the n = 1 Mott state and the state with an extra photon) .
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3 CONDENSATE PHASES OF COHERENTLY
DRIVEN BOSONS CLOSE TO A SCATTERING
RESONANCE

3.1 INTRODUCTION

In experiments with ultracold atoms the interaction between atoms can be tuned by means of
a Feshbach resonance [1,52]. When the scattering length is positive this gives rise to a molecule
bound state in the two-particle spectrum, which has lower energy than the state of two free atoms.
On the other hand if the scattering length is negative there exist no bound state. Hence by tuning
the scattering length from positive to negative through the resonance, the two-particle ground
state changes its nature from molecular to atomic. For a system with finite many-body density of
fermionic atoms, this leads to the well studied BCS-BEC crossover between a BCS like superfluid
of cooper pairs in the atomic side of the resonance and a Bose-Einstein condensate of molecules
in the molecular side [74-77].

The situation is quite different in the case of bosonic atoms, where, instead of a crossover, a
sharp Ising phase-transition between a molecule condensate phase and an atom condensate phase
was predicted to occur [41,42,78,79]. However, unlike the fermionic case, the molecule BEC
and the phase transition are yet to be observed in experiments due to the inherent difficulty of
stabilizing a Bose gas close to a Feshbach resonance. A main difficulty in studying the equilibrium
properties of the Bose gas close to the resonance is the fact that in this regime 3-body inelastic loss
processes are strongly enhanced [80-82]. Thus, the system might not have time to equilibrate on
the experimental time-scale I, Moreover, it was pointed out that the molecule condensate is ther-
modynamically unstable in the dilute limit and molecule-molecule repulsive interactions together
with large enough density are necessary in order to stabilize it [84].

Inspired by the predictions of Refs. [41, 42] we set out to explore whether similar phases and
phase transitions could be realized in an alternative driven-dissipative setting. One such promis-
ing platform that we consider is a system of Rydberg-polaritons, a type of strongly interacting
light-matter quasi-particles. It has been recently shown that it is possible to control the Rydberg-
polariton interactions and realize scattering resonances [39, 40].

Rydberg-polariton systems are inherently driven-dissipative lossy systems and hence it is im-
portant to take into account the way in which a state with a finite density is stabilized. In previous
work the many-body physics of a one-dimensional Rydberg-polariton system was analyzed by ne-
glecting the effect of losses and assuming that in its steady-state the system effectively thermalizes

1Some progress has been made recently in studying the properties of Bose gas close to resonance in non-equilibrium
quench experiments [82, 83].

27



3 Condensate phases of coberently driven bosons close to a scattering resonance

to an equilibrium Gibbs-state with the temperature dependent on the initial energy density of
the system [85]. Such an approach might be suitable in the regime of very weak pump and losses.
In this paper we take a different approach and consider explicitly the effects of losses and external
pump on the long time steady-state into account by using an effective quantum master equation
description of the Rydberg-polariton system.

In particular, we consider a situation where a two-particle coherent pump is used in order to
stabilize a finite particle density against losses. We choose this pumping scheme since it crucially
does not break the Ising symmetry associated with the phase transition between the molecule
condensate and an atom condensate. In addition, the pump frequency serves as a useful tuning
parameter which allows controlling the pumping efficiency at different energies. We develop an
effective model using the tools of Keldysh field theory and explore the different condensate phases
that arise in this situation. We find a rich phase diagram which includes the molecule condensate
phase, a phase where both atoms and molecules are condensed, and in addition several bistability
regions. An initial mean-field analysis of the phase transition between the molecule condensate

and atom condensate phase suggests that it belongs to the model A dynamical universality class
[86].

OUTLINE AND SUMMARY OF RESULTS

Let us provide a brief highlight of the different sections in this chapter. In sections 3.2- 3.4 we re-
view background information which is helpful for framing and understanding the results of this
chapter. In particular: Sec. 3.2 reviews the physics of two-particle quantum mechanical scattering
including its description in terms of a field-theory. While the field-theory formulation is not new,
here we use the Keldysh formalism to describe the problem in order to set the stage for later work
in the dissipative setting. In Sec. 3.3 we review previous theoretical works on bosonic condensate
phases in the vicinity of Feshbach resonance in equilibrium states of ultracold gases. Sec. 3.4 re-
views the experimental platform of Rydberg-polaritons which might provide a realization of the
theoretical driven dissipative model we consider in this chapter.

The description of our research work starts in section 3.5 where we introduce the model and its
associated field-theory. Before performing any detailed analysis we review the different condensate
phases which are expected to occur in the systems based on symmetry analysis in Sec. 3.6, see
table 3.1. In particular we argue for the existence of a phase with a molecule condensate (MC)
where the condensate consists of tightly bound pairs. In addition there is a phase where both a
molecule condensate and a standard atom condensate exist (AC).

In Sec. 3.8, starting from the bare action of attractively interacting atoms with coherent pump,
we derive an effective action describing interacting atoms coupled to interacting coherently pumped
molecules [Eq. (3.89)]. The main findings of this section are: () We explicitly show the existence
of the molecule bound state in the dissipative vacuum setting. (77) We find that the loss desta-
bilizes the infinite series of three-body Efimov bound states, expected to emerge in equilibrium,
and hence they can be safely neglected from the many-body description (777) We show explicitly
how the two-particle pump generates an effective molecule pump, leading to a finite molecule
condensate density.
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In Sec. 3.9 we use a simplified phenomenological model, inspired by the effective-action atom-
molecule action, to perform a detailed mean-field study together with stability analysis of quadratic
fluctuations. The main result of this section are the phase diagram shown in Fig. 3.13. The analy-
sis of the phenomenological model allows us to understand the essence of the MC-AC transition.
This transition occurs due to enhancement of the effective two-particle pump felt by the atoms,
via the coupling to the molecule condensate. The pump enhancement leads to closing of the
atomic gap and results in a condensation instability. In addition we point out the atom photolu-
minescence as a possible experimental probe which is sensitive to the different phases.

Finally, in Sec. 3.10 we perform an initial exploration of the MC-AC Ising transition. We de-
compose the atom field into two Ising degrees of freedom, one of them becomes gapless at the
transition while the other remains gapped. By integrating out the gapped degree of freedom we
obtain an effective Gaussian theory for the transition. At this level of analysis we find that the tran-
sition is describe by an effective equilibrium dynamical transition at finite temperature, belonging
to the model A universality class.

3.2 BACKGROUND: SCATTERING RESONANCE

In this section we describe the physics of a two-particle scattering resonance and explain how this
quantum-mechanical phenomenon can be captured using a field theory description. We start with
a very brief recap of scattering theory and how the scattering of two-particles can be described at
low energies. This leads us to the concept of the scattering amplitude and the S-wave scattring
length. We then show how the low energy physics of the scattering problem can be reproduced
in terms of a field theory in the limit of vanishing particle density. This will form the basis of our
discussion of many-body physics in the vicinity of a scattering resonance in later sections.

3.2.1 TWO-PARTICLE SCATTERING AT LOW ENERGIES

Let us consider a situation where two identical particles are interacting via a spherically symmet-
ric potential V' (7), with » = 71 — 7 the relative coordinate. We can parametrize the two-
particle wave function as ¥ (r, R; Py,) = ePenBy)y (1) with R (Py) the center of mass co-
ordinate(momentum). ¢ (1) obeys the Schrédinger equation:

0 I EEY: Vv 3.1
() = | 2 Ve v ), 61)
Hence, solving the two-particle scattering problem is equivalent to solving the scattering problem
of a single-particle from the potential V(7). For the rest of this section we will consider the prop-
erties of 1(7). Since this is standard text-book material, we will just recapitulate some basic facts
here, further information can be found in e.g. [87].

Atlow energies (i.e. small relative momentum k) it is possible to describe the scattering proper-
ties of the two atoms via a single parameter called the S-wave scattering length. Intuitively this can
be understood by the fact that a low-momentum particle scattering from some potential cannot
resolve the details of the potential at short length scales. It is thus only sensitive to long wavelength
properties, which at the & — 0 limit can be described by one parameter.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

More concretely, we can decompose the two-particle wave function as an incoming plane wave
with momentum k = k2, and a scattered outgoing radial wave:
ezkr

vir) = e+ f(0)

(3.2)

The scattering amplitude f,(0) encodesall the information about the scattering process. The scat-
tering length is then defined as the low-energy limit of the scattering amplitude (which becomes
isotropic in that limit):

a =~ lim fi(0) (3.3)

Another useful object to introduce is the 1" matrix which is defined as V' |¢)) = T'|k). The
scattering amplitude is related to the 7T-matrix via:

4mm
f(K k) = —?%,\TV@- (3.4)
We will see that this is an object that comes up naturally when considering the field-theoretic for-
mulation of the two-body scattering problem. Note that since the scattering is energy-conserving

we have f(k', k) = O f1(0), with 6 = Cos(l%/ k).
In the case of a spherically symmetric potential, a systematic low-energy expansion of the scat-

tering amplitude can be obtained by expanding the wave function in terms of spherical-harmonics.
This expansion is termed the partial wave expansion and is given by

Z (20 + 1) fi(k)Pi(cos 9). (3.5)
1=0

Here P)(z) is the Ith Legendre polynomial. The index [ corresponds to different total angular
momenta. The physical meaning of fj(k) can be understood by expanding the incoming plane-
wave in Eq. (3.2) in terms of spherical waves, and plugging in Eq. (3.5) which leads to the following
asymptotic expression for the wave function

P, 0 ikr (kr—lIm)
b(r) = ZI:(%H)(ZC;:‘) (1+2@'l<:fl(k))er —QT . (3.6)

We see that the total wave function can be represented as a sum of incoming and outgoing spheri-
cal waves with different angular-momenta. The scattering potential affects only the coeficient of
the outgoing wave.

Probability conservation implies that the total probability flux through a spherical surface must
vanish. In addition since angular momentum is conserved this statement must be true for each
partial-wave separately (i.e. for each [ in Eq. (3.6)). This means that the magnitude of the coeffi-
cient of the outgoing and incoming spherical-waves for each angular-momentum sector must be
equal, which leads to the unitarity relation

11+ 2k fi(k)| = 1. (3.7)
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3.2 Background: Scattering Resonance

The meaning of this constraint is that the effect of scattering can be parametrized in terms of a
phase-shift 2% (F) = 1 4 2ik f,(k), which leads us to

1

fi= ki cot &,(k) — ik’

(3.8)

For atoms interacting via a short range potential, in the low k limit, the phase shifts scale as
S1(k) ~ k2T Hence, we see that higher angular momentum contributions are less important.
For identical bosons or spinfull Fermions the leading term is the S-wave phase shift ([ = 0). For
V' (r) with a long-range tail (such as WdV interactions) higher angular momentum phase shifts
are not so strongly suppressed, but they still contribute less than the S-wave phase shift.

We can expand the S-wave phase shift at low momentum
kcotdo(k) = —1/a +1/2rsk? — 1/4P,k* + ... . (3.9)

Where a is the scattering length, 7 is called the effective range, and P is called the S-wave shape
parameter. Plugging the effective range expansion in the expression for fo (k) (Eq. (3.8)) we obtain

1
flk) ~ —1/a+1/2rsk? — ik (

low energies). (3.10)

The low-energy expression for the scattering amplitude Eq. (3.10) is a basis for an approxima-
tion commonly used in theoretical models of ultracold atoms, where the full interaction potential
V() is replaced by a contact delta-function potential

4drh2a

V(r)— -

5(r). (3.11)

This contact potential reproduces exactly the result for the S-wave scattering amplitude at the low-
energy limit Eq. (3.10), when finite-range corrections are neglected (i.e. setting 7; = 0). Hence,
in the low-energy limit all the scattering properties are captured by one parameter, which is the
scattering length.

In this chapter, we will be concerning ourselves with a situation where the S-wave scatter-
ing length a becomes very large. As we can see from Eq. (3.10) this means that the scattering-
amplitude will obtain a large value as k& — 0, hence this is situation is termed a scattering reso-
nance. Will now see that the occurrence of a scattering resonance can be related to the existence
of a bound-state in the two-particle interaction potential V' (r) [87, 88].

Let us consider a simple toy-model of a potential well with a delta-function barrier
.
wm:—ﬁam—m. (3.12)

The Schrédinger equation for the radial part of the wave function is given by

FE%+WM—EMW=O (3.13)
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3 Condensate phases of coberently driven bosons close to a scattering resonance

where E = k?/m is the collision energy, and we denoted x(r) = 71(r). We consider only
S-wave scattering in the low-energy limit & — 0. In this limit, and using Eq. (3.6) the wave
function outside of the well can be written as x (1) o €% sin(kr 4 ). The wave function inside

the potential well can be written as xin (1) o sin(y/k2 + k?7).

Our goal is to find the S-wave phase shift §. This can be done by matching the logarithmic
derivatives at the point = R

X'(R) _ xin(R)

- . (3.14)
This results in an expression for cot d(k), which in the limit of & — 0 is given by
1
kcot §(k) = ko cot(koR) = —— = a = —ky " tan(koR). (3.15)
a

We see that the scattering length diverges when ko R = 7/2 4 n, which is also a condition on the
depth of the well such that it has a bound-state energy exactly at £, = 0. Hence, we see that the
existence of a bound-state inside the scattering potential V (1) with energy close to zero leads to a
large scattering legnth.

3.2.2 FIELD-THEORY DESCRIPTION OF THE SCATTERING PROBLEM

Having reminded ourselves about the basics of the two-particle scattering problem, we will ex-
plain in this section how it can be described in a field-theoretical formulation [89-91]. While this
might be an overkill for the two-particle setting, the field-theory formulation forms a basis which
can be extended to describe the many-body problem where finite particle density is introduced.
Even though the 7" = 0 vacuum can be conveniently described by means of imaginary-time equi-
librium field-theory, we will explicitly use the Keldysh formalism here as preparation for the next
sections. We note that in this chapter we always assume to work in 3d.

We consider atoms interacting via a contact—potential Ug at ZEro temperature in the vacuum.

The Keldysh action for this problem at 7" = 0 is given by S = So + Sins

2m

2
S, = / [1/1;‘ (w, k) <w _K + ie) Pe(w, k)] + c.c. + 2iesign(w) Y >, (3.16)

)

S = —tta | [t~ 0" (.17)
t,r

where we defined fw,k = (2m)~* [ dwd3k and Ln‘ = [ dtd3r (this notation will be used in

other sections of this chapter as well). The field 1) is associated with the annihilation operator of an

atom, and € — 0 is an infinitesimal regularization of the path-integral. The term ~ sign(w)|1,|?

enforces the T' = 0 equilibrium condition, and can be also viewed as arising from a coupling to a

zero-temperature thermal bath [44].
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3.2 Background: Scattering Resonance

The emergence of a bound state from the attractive interaction between atoms can be described
by the inclusion of an auxiliary field via a Hubbard-Stratonovich (HS) transformation [46]. The
HS transformation amounts to decoupling the quartic interaction using the identity

i [ (V) TUL(Ww) _ / Digle’/ ¥TVa P+ oo 005 vovotec, (3.18)

where ¢ is an auxiliary complex field, [¥W]7 = (3, 92), O = (¢4, ¢ )and U, = —u,0”.

The resulting action can be rewritten as

S = S, + Sy + S, (3.19)
S = /t [05(—0 +in) e + c.c. + 2N} ¢, (3.19b)
Sun = [ gl200c0,+ 052+ 03) + ), (319)

here n — 0 is an infinitesimal regularization, similar to €, the parameters  and g are related to
the interaction as

Ug = — 2. (3.20)

By means of the HS transformation, we replaced the quartic interaction u, by introducing an
auxillary field which is coupled to the atoms. The two-point correlation function of ¢ encodes the
two-atom scattering properties. We introduced a parameter 7, which can be related to the inverse
scattering length and hence to the distance of the system from a scattering resonance, as we will
soon see.

Note, that we could view the action in Eq. (3.19) as the microscopic starting point for the de-
scription of ultracold atoms in the vicinity of a Feshbach resonance [52]. In this setup a two-atom
state is coupled to a molecule bound-state which exists as a bound state of a closed scattering chan-
nel. This situation can be described by Eq. (3.19) if we neglect the bare dynamics of the molecule,
which is justified in the case of a broad Feshbach resonance. In experiments the atom-molecule
coupling is used in order to tune the atom-atom scattering length, which is achieved by tuning
the energy of the molecule bound-state via a magnetic-field, related to 7 in our description.

To see the connection between the field ¢ and the scattering-amplitude of two atoms, we use the
fact that the scattering amplitude can be extracted from the time-ordered connected 4-point func-
tion <T¢@ZJ@Z)T@Z)T>C. More conveniently the two-particle scattering properties can be extracted
from the amputated 4-point function i.4 which we define as { Tt (Q1)1(Q2) ¥ (Q3)1T(Q4)) =
2m)H5(Q1 + Q2 — Q3 — Qu)[ILGT(Q:)]iA(Q1, Q2, Q3, Q4) ;where we introduced the
notation Q; = (wj, q;). According to the LSZ reduction formula the 7" matrix is obtained from
A by requiring all external frequencies to be on shell, that is w; = g7 /(2m) [45, 89].

In the Keldysh formalism the time-ordered correlation function is given by <¢i 1/)i1/1+1/1+>,
which in our case is given by the tree-level Feynman-diagram shown in Fig. 3.1a. Hence we see
that the amputated 4-point function A is proportional to the molecule field propagator <(Z>j O+ >
Denoting the molecule Green’s functions by D, at zero-temperature equilibrium we obtain the

33



3 Condensate phases of coberently driven bosons close to a scattering resonance

>M\M< '\mr\p
(a) (b)

Figure 3.1: Diagrams involved in calculation of the atom-atom scattering amplitude. Straight lines corre-
spond to an atom propagator while wiggly lines correspond to a molecule propagator. (a) The
diagram for the atom connected 4-point function (b) The self-energy correction to the molecule
propagator.

following relation between the time-ordered Green’s function and the retarded/advanced Green’s
functions:

DT (w, k) = O(w)DF(w, k) + O(—w) D (w, k), (3.21)
where we used the fact thatin 7' = 0 equilibrium D* (w, k) = sign(w)[Df(w, k)—D*(w, k)].

Thus, we see that the scattering properties of two atoms are encoded in the retarded Green’s
function of the ¢ field. At the bare-level the field ¢ has no dynamics, and the frequency and
momentum dependence of the Green’s function is given by the self-energy shown in Fig. 3.1b

[DE(w, k)] = =0 —in =3 (w, k). (3.22)
We note here that the diagram in Fig. 3.1b gives the exact self-energy in vacuum since the atom
propagator is not renormalized in vacuum. This is a consequence of the fact that there is no back-
ground particle density for the propagating atom to interact with. Mathematically, this physi-
cal observation is manifested by the fact that every diagram with closed momentum loop (i.e. a
closed loop when following the momentum arrows) is vanishing in vacuum. This results in a
massive simplification as compared to the finite density case, since it leads to a closed hierarchy of

equations where the n-particle Green’s function depends only on the 1, .., n — 1-particle Green’s
functions [14, 90].

Turning to the computation of the retarded self-energy, it is given by

S (1) (aig) = [ GT(I/2 - PYGR (/24 P) (.29
P
B / sign(w + wp/2)
P —w— B2ZoPP ey 4 — (R2HRP )
/ 1
= —1 5
pwo—%—pQ—l—Zie
where we denoted K = (wo, k), P = (w,p). Performing the integral over momentum we
obtain \
2,3 2 2
R _gm2 |k . 4g°m
Emeq(w: k) = - \/ " i2€ —w — /q Z (3.24)
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3.3 Background: Pairing phases of bosons close to a Feshbach resonance in equilibrium

We see that 2 includes a UV diverging term (the second term in the RHS of Eq. (3.24)). In
order to deal with the UV divergence we first regularize it by introducing a finite momentum UV
cutoff A, such that B = I;p(w, k) + Iy with Iy = 2¢g?m/7%A and I1r independent of
A. We then perform renormalization by representing the bare detuning  as a sum of a physical
coupling v and a diverging counter-term 7 = v + ¢v, where we choose dv = —I. With this
choice of renormalization condition we obtain the renormalized Green’s function

9 3
gm* ki —32¢ — w. (3.25)
T 4m

[DR(w, k:)]_1 = —y—

We now have to relate the parameter v appearing in our theory to some physical observable. Us-
ing the connection between D and the atom-atom T-matrix we can obtain the S-wave scattering
amplitude in terms of v

f(k) = —mT(k)/(4n) = —mg? /DR (E*/m,0) = [nv/(mg?) — ik] L. (3.26)

comparing to the expression for the S-wave scattering amplitude in Eq. (3.10) we see that v is
related to the scattering length via
g'm

y=-9"7 (3.27)
ma

In particular we see that = 0 corresponds to the resonance position where a — oo.
Looking at the Green’s function we see that for v < 0 it has a pole at

k2 w22

R
k)= TV
wi(k) 4m  m3gt

— i2. (3.28)
This means that for negative v the field ¢ indeed describes a molecule bound state, a fact which is
also seen from the 7T-matrix having a pole at the binding energy
2.2
Ty 1
Ey—-—1Y 3.29

b 777/394 ma2 ( )
In addition to the molecule pole, D also has a branch-cut for w(k) = k?/(4m) — i2¢, which is
related to the continuum of two-atom scattering states. Hence the field ¢ represents in general a
mixture of 2 molecule bound-state (giving rise to the pole) and two-atom pairs ¢ (k)1 (—k) (giv-
ing rise to the branch-cut). At v > 0 there is no longer a pole, which means that the molecule
bound-state does not exists. Furthermore one can see that the bound-state pole residue is contin-
uously decreasingas v — 0.

3.3 BACKGROUND: PAIRING PHASES OF BOSONS CLOSE TO A
FESHBACH RESONANCE IN EQUILIBRIUM

In this section we review previous theoretical works which examined condensate phases of attrac-
tively interacting bosons. The question of condensation in attractive Bose gases was considered
already in the 80s by Nozieres and Saint-James [78], in the context of excitons in semiconductors.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

This problem has received revived interest when it was later considered in the context of a Fesh-
bach resonance in ultracold gases by Radzihovsky et al. [41] and Romans et al. [42]. The main
insight from these works is that in the presence of attractive interactions a new type of condensate
phase can occur where the bosonic atoms condense only as strongly bound molecules. Tuning
the interaction strength changes the bound-state energy, eventually making it more energetically
favorable for atoms to form a more standard atomic condensate composed of single particles.

Ref. [41] used a two-channel model which is often used as a theoretical starting point for the
description of a Feshbach resonance in ultracold atoms [92]. The model describes atomic and
molecular degrees of freedom which are coupled to each other via an inter-conversion mechanism,
where the imaginary time action is given by:

B R R
5= [ ar [[how+ Gt + o + ol (330
+ tam P[0 — g(¥ "0 + c.c)l,

with the field v (¢) originating from the annihilation operator of an atom (molecule), and hy =
Oy — V?/(2my) — g is the single-particle Hamiltonian. Here, pty = 1 and the molecule
chemical potential is shifted by the detuning from resonance pi = 2p — v.

In a typical ultracold atom experiment the number of particles is fixed. The phase-diagram of
interest is in terms of the temperature 7" and the total particle density n. This can be done by
relating the density to the chemical potential in the dilute limit via the condition n = —0F /Op
[41].

Let us denote ¢g = (@), 1o = (1), and consider first the ' = 0 case. When g, i, < 0
it is energetically beneficial for the system to be in the normal phase where ¢ = 0,19 = 0.
When v < 0 is large enough in magnitude, the molecule chemical potential can become positive
leading to a molecule condensate phase (MC). By decreasing f the system can then be driven
through another phase transition where the atomic chemical potential becomes positive leading
to atomic condensation. The transition between the MC phase and the atom condensate (AC)
phase is accompanied by a breaking of a Zy symmetry (1) — —1)), hence it is expected to be in the
Ising universality class. Due to the Yukawa coupling g% ¢* +c.c., atom condensation necessarily
implies molecule condensation. This is because the atomic condensate acts as an external field for
the molecule condensate.

In order to determine the temperature for the normal-MC and normal-AC transitions, one can
approximate the free-energy with the non-interacting one in the dilute limit:

1 k2 - ofo . dfo
= L[S tog(1 — e/ @ma) ] _ O ,0f '
/o BV /k el -e hom O~ Opim (331)

o=a,m

Taking the derivatives of fo and performing the momentum integration results in the following
relation for the total density:

1 et 4
n = )\7 |:gd/2(eﬁﬂ) + 21+d/29d/2(€ﬁ(# ))] (332)
T
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3.3 Background: Pairing phases of bosons close to a Feshbach resonance in equilibrium
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Figure 3.2: Phase diagrams obtained from analysis of an atom-molecule model (Eq. (3.30) ) describing a
Bose-gas in the vicinity of a Feshbach resonance, as obtained by Radzihovski et al. [41]. (a) Zero
temperature phase diagram obtained in the grand-canonical ensemble, where p1, = f, fim =

2u — v. (b) Phase diagram at fixed density. (Figures adapted from [41]).

with go = > 02, 2"/n*and A\r = /27Bm the thermal de-Broglie wave-length. Solving
this equation for the case p1g = 0 (@, = 0) allows finding the critical temperature for atom
(molecule) condensation. For positive detuning, v > 0, atoms are energetically less expensive and
will condense first, where the transition temperature 3. 4 is determined by plugging-in ;1 = 0 in
Eq.(3.32). On the other hand, for negative detuning the molecules are energetically favorable and

will hence condense first, where (., is determined by plugging-in 1 = /2 < 0in Eq. (3.32).

The simplest method to find the AC-MC phase transition line is to perform a stability analysis
of the atomic fluctuations in the MC phase [41]. To perform the analysis the action is expanded
in fluctuations around the condensate values ¢ = 1y + 0, ¢ = ¢o + d¢, keeping terms only
up to quadratic order in d1), 6¢. This leads to the following action for the atom fluctuations in
momentum space

w,k

)

where we defined the Nambu-spinor U7 = (§v)(—iw, k), 6¢*(iw, —k)). The inverse Mat-
subara Green’s function is given by

—iw — ea,k gqb[) > (3 34)
k)’ '

G]T/Il(—iw, k) = < a0 i ey

with €4 = k?/2m — 1+ Ugm|do|?. We can find the atom fluctuation dispersion by solving for
det G (—iw, k) = 0, which leads to the poles at

% . k2 2
wa,i(k) = iz\/(2771 — MK + uam’(bO‘Q) - 492¢>% (335)
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3 Condensate phases of coberently driven bosons close to a scattering resonance

The MC phase becomes unstable when the atomic gap closes w;; , (0) = 0. AtT = 0 we
can use that |¢o|? = fim /U in the MC phase, in order to eliminate ;1 from Eq. (3.35). We thus
obtain the following expression for the atomic gap in the MC phase

Egana = \/[_V/2 - (um/2 - uam)pm]2 - 4Q2Pm (3.36)

From Eq. (3.36) we see that for negative detuning, decreasing || leads to a decrease in the atom
excitation gap which at a critical value of v will lead to a condensation instability. To find the
critical value for the detuning leading to a quantum phase transition between the MC and AC
phase, we can use the fact that at 7' = 0 in the MC phase the density is given by n = 2py,. This
leads to

Ve(n, T = 0) = —(tm/2 — Ugm )1 — 29/ 2n. (3.37)

To compute the critical temperature for an MC-AC phase transition, Radzihovski et al. [41] ob-
tain an expression for the molecule condensate density at finite 7" by taking into account the con-
tribution of quadratic fluctuations to the free-energy. This results in the phase-diagram shown in
Fig. 3.2b.

The analysis of Ref. [41] neglected the effect of dressing of the molecule action due to the cou-
pling with the atoms (arising from a self-energy correction asin Sec. 3.2.2). Neglecting these effects
is appropriate when the system is not too close to the Feshbach resonance, but they are important
in the vicinity of the reosnance. In [42] these dressing effects where taken into account. The
self-energy corrections lead to the modification of the molecule chemical potential as

4,3
fim = 2t — €my  €m = —V — 92”; (V1= 42/ (m3g%) — 1) (3.38)
T

Note that close to the resonance , when 72 |v|/(m3g*) < 1, we have €,, ~ Ej, with Ej, the
binding energy computed in Eq. (3.29). In addition one has to work with renormalized molecule
fields ¢ = Z~1/2¢, with Z~' = 1 4 g>m3/?/(27\/]€m]|). The expression for the atomic gap
in the MC phase (Eq. (3.36)) is now

Egpa = \/[—em/Q —(Z%up /2 — Zuam)pm]2 — 4927 py, (3.39)

This will lead to a shift in the critical detuning value v.(n, 0) for the MC-AC quantum phase-
transition.

Finally, let us note thatin Refs. [78,79] the MC-AC transition was analyzed in a model contain-
ing only attractively interacting atoms. This is relevant to the case of a broad Feshbach resonance,
which is equivalent to the model we introduced in Sec. 3.2.2 at finite density. There it was shown
explicitly that the 7' = 0 MC-AC transition occurs when the extent of the molecule bound-state

(which scales as ~ a) is of the order of the mean interparticle distance nl/3.
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3.4 Background: Rydberg-polaritons

Figure 3.3: Level scheme of the atomic medium in the Rydberg-polariton system. |g) is the atomic ground
state, | s) is along-lived excited Rydberg state, and |e) is an intermediate excited state with decay
rate 7.

3.4 BACKGROUND: RYDBERG-POLARITONS

In this section we will discuss the experimental platform of Rydberg-polaritons, which mightserve
as a platform for realizing a driven-dissipative version of the physics discussed in the previous sec-
tion. Rydberg-polaritons are light-matter quasi-particles originating from the hybridization of
photons in an electromagnetically induced transparency (EIT) [93] configuration and Rydberg
excitations. The distinctive features of Rydberg-polaritons are long lifetime, and a strong inter-
particle interaction, inherited from the Rydberg excitations [94—97]. While Rydberg-polaritons
have been realized in difterent setups [38, 98-102], in the following we will focus on the configu-
ration of Ref. [38,98,99].

We consider a beam of photons propagating along the Z-axis and impinging on a cloud of
atoms. For each atom only the optically active levels are considered, and consequently it can be
modelled as a three-level system, with a ground state |g), along-lived excited Rydberg state | s) and
an intermediate excited state |€) with a finite lifetime y ! (see Fig. 3.3). The states |s) and |e) are
coupled via an external control field with Rabi frequency {2 and detuning A = ws — we — we,
with wg, we the level frequencies and w,. the control field frequency.

Now, consider photons with frequency w propagating inside the medium. When @ is approx-
imately satisfying the EIT condition @ ~ w), — wy + A, the photons can hybridize with the
Rydberg state |s) via a two-photon process, and propagate in the Rydberg medium in the form
of a dark-state polariton [103] which is a superposition of a photon and an atomic Rydberg exci-
tation |s). The dark polariton wave function does not have an overlap with the intermediate lossy
state |e) and hence it experiences only small losses when propagating through the medium.

Importantly, the dark Rydberg-polaritons inherit a strong interparticle interaction from their
Rydberg component [94-97], as two Rydberg atoms at distance  experience a strong van der
Waals interaction V (r) = Cg /75.

In addition to the dark-polariton, the system has two other quasi-particle branches, namely
the bright polaritons, which experience large losses as these states contain contributions from the
intermediate state |e). The polariton basis, which includes the dark polariton and the two bright
polariton states diagonalizes the non-interacting part of the photon-atom Hamiltonian. However
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3 Condensate phases of coberently driven bosons close to a scattering resonance

the Rydberg-Rydberg interaction is diagonal in terms of the atomic states and therefore has off-
diagonal elements in the polariton basis.

A simple, effective description of the dark-polaritons can however be obtained by integrating
out the bright-polariton modes [39, 40]. The presence of bright polaritons renormalizes the scat-
tering properties of the dark polaritons, leading to an effective interaction potential between the
dark polaritons U(7), which can be tuned via experimentally controllable parameters. Impor-
tantly the potential U (1) can be tuned to be either repulsive or attractive.

At low energies the scattering properties can be encoded in the S-wave scattering length a, as
we have explained in Sec. 3.2.1. The full potential U(r) can then be replaced with a contact
interaction (4mh?a/m)d(r) which reproduces correctly the low energy scattering properties of
U(r) [1].

When U (7) is attractive and strong enough, it can support two-body bound states of Rydberg-
polaritons, as was previously experimentally observed [38, 99]. Remarkably, theoretical predic-
tions show that the value of the potential U(r) can be tuned through a scattering resonance,
where a diverges and changes sign, allowing one to explore both the regime of effective repulsive
contact interactions and attractive contact interactions between dark Rydberg polaritons [39,40].

By taking into account the approximation of U (7') as a contact potential, the effective Hamil-
tonian of the dark Rydberg-polaritons in three-dimensions is given by [40]

2
O _ O )i (3.40)

Hrp = / [W(r)(—wgaz -

2mz QmJ_
+ )t ()P (r)? + uzdt (r)*d(r)*|,

where here 1! (7) is the creation operator of a Rydberg-polariton at position 7 and L denotes
the directions transverse to the propagation direction 2. The existence of a drift term vy0, is
related to the experimental setup, where the incoming photon beam is propagating along the 2
direction. The drift term can be eliminated by working in a co-moving frame, and we will assume
this from now on. The transformation to a co-moving frame is done by a Galilean transformation
of momentum and frequency k, — k, — ko,w — w — k%/(Zmz) with kg = m,v,. The
longitudinal and transverse masses 1., m | are functions of the experimental control parameters
and in general have different values, although it is possible to choose experimental values where
they are equal [40].

In addition Hgp includes a repulsive three-body interaction ug. Although it is usually less rele-
vant than the quartic interaction 1, the inclusion of this term becomes necessary when attractive
two-particle interactions are considered at finite density, in order to avoid the collapse of the Bose
gas [84,104]. In Rydberg-polariton systems this three-body interaction emerges as a consequence
of the Rydberg blockade [105]. It was shown that when two Rydberg-polaritons are in the vicin-
ity of a third Rydberg-polariton, the two polaritons are non interacting among themselves due
to the strong shift of the Rydberg levels. This means that a three-body interaction with the same
magnitude and opposite sign to the 2-body interaction exists. A more detailed calculation done
by integrating out effects of high-momentum modes showed that the three-body interactions can
also be tuned using the experimentally controllable parameters [105].
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3.5 Model
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Figure 3.4: Schematic plot of the considered scheme and relevant parameters. The figure shows the possible
two-particle states in vacuum, with energies I, as a function of detuning v from the scatter-
ing resonance (starred point), which is connected to the scattering length as v o< —a~ L. For
v < 0 there exist a two-particle molecule bound state (bright-blue line) in addition to the un-
bound two-particle state (dark-blue line). Since particles experience losses the system needs to
be pumped. Finite density is introduced using a two-particle pump with strength A and fre-
quency 2wp. In this paper we are interested in mapping the phase diagram as a function of v
and wy,. We concentrate on the parameter regime shown in the shaded region, where the atoms
pump is red-detuned (to avoid atom condensation instabilities at finite momenta) and not too
close to the resonance point (where the theory becomes strongly coupled and challenging to

deal with).

3.5 MoDEL

We consider a microscopic model of polaritons with attractive interactions, and single- and two-
particle losses, described in Sec. 3.4. In this chapter we consider the case of a three-dimensional
system. As we are interested in exploring condensate phases of this system, we have to introduce
a pumping mechanism to compensate for particle losses. Here we choose to work with a two-
particle coherent pump of the form ~ \e'24#tq)? 4 \*e =129t ()1)2, The state of the many-body
system subject to these processes is given by the following quantum master equation

Op = —i[H, p] + 27aDyp] + 2TaDy5 [p), (3.41)

The second and third terms in Eq. (3.41) describe the single- and two-particle losses, with strength
Va and 'y respectively, with the dissipator D ; given by

ol = [ |00y - iomyiom. o) (3.42)

The Hamiltonian H in Eq. (3.41) contains the effects described in Sec. 3.4 together with the two-
particle coherent pump. In the rotating-frame (rotating with the frequency wy,), H is given by:

2
H= [ 1015 +00) 0 5 (324 97) a0 4w G
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3 Condensate phases of coberently driven bosons close to a scattering resonance

with 0, = w, — wp the detuning between the atoms’ natural frequency w, and half of the drive
frequency wy, A the drive strength, and u, and u3 the strength of the two- and three-particle
interactions.

In the following we will focus only on the regime where , > 0, so that finite-momentum
instabilities do not occur in the non-interacting problem. While A is in general acomplex number,
one can redefine the fields so that only || enters the Hamiltonian, as 1/1 — @De_’ argA/2 ¢T
wTel arg /2 \with arg A the angle of X in the complex plane. For this reason, in the following we
will assume A > 0 without loss of generality.

To explore the steady-states of the QME Eq. (3.41) we will use a Keldysh description, where
the system is described by the action S' = S, + Sin.. The free part S, is given by:

2
S, = /m [w; (ic'?t + 2%1 — 0 + i7a> e + c.c.
+ 2iyahthg — MpvE + wcwq)} : (3.44)

As we discussed in Sec. 3.2.2, when describing the scattering problem it is advantageous to de-
couple the interaction terms with an Hubbard-Stratonovich transformation. Performing the HS
transformation here we obtain Si,; — Sy + Sym with:

S = [ [63(-7+ in)o+ cie.+ 2ind50]. (345)

)

S — /t {g[quzwcwq 8t (02 +2) + e (3.45b)
[0 (16el? + 1l?) +7 (16 + 164]2) + cc] } (3.450)

Note that in the presence of the 3-body interaction uz )| 6 the equivalence between Siy and Sy, +
Sam is only approximate [89]. Other than the g, term, the action in Eq. (3.45) is similar to the
one we obtained in the equilibrium case, Eq. (3.19). However, here 77 is no longer an infinitesimal
regularization but rather related to the two-body loss rate I';. The parameters 7,7 and g are
related to the bare polariton interaction u, and two-particle loss I', via

29217 2g“n
pe —|—7172’ r,= — (3.46)

Ug — —

From Eq. (3.46) we sce that the complex detuning parameter — + 1) controls the distance
of the system from the scattering resonance, as the coherent two-body interaction and two-body
loss are diverging when both 7 and 7 are vanishing. Comparing to the case with only coherent
interaction we see the that presence of finite two-body losses 77 > 0 leads to a broadening of the
scattering-resonance and a finite value of u, at 7 = 0. We also note the similarity of the p > 0 case
to the setup of an optical Feshbach resonance [52], where an effective two-atom loss is generated
due to the coupling of atoms to an excited bound-state that has a finite life-time.

42



3.6 Expected phases from symmetries

To see how the U, term gives rise to the 3-body interaction term u3|1|% and for some further
details on the introduction of the auxilary field ¢ in the presence of 3-body interactions, refer to
App. 3.A.

3.6 EXPECTED PHASES FROM SYMMETRIES

Before delving into a more detailed analysis of the atom-molecule model let us consider possible
phases from the perspective of symmetry. First we note that the two-particle pump A breaks the
U(1) symmetry of the action, given by ¥, — €14, po — 2%, Hence we expect that the
system is always in a condensed phase. However, there still exists a residual Zo symmetry given by
1) — —1) . Hence we expect two possible phases:(z) Zo symmetric phase. In this phase particles
condense only as molecules ( (¢.) 7# 0) but not as atoms ((¢).) = 0). We will denote this phase
as molecule condensate (MC). (77) Zo broken phase. Particles condense both as molecules and
atoms ((¢¢) # 0, (¢) # 0). We will denote this phase as atom-molecule condensate (AC).

Considering the MC phase itself, we will see that a bi-stability can occur where the system
admits different solutions not related by U (1) rotation (i.e. solutions with different values of
|(¢¢)|?). This situation occurs often in the presence of a symmetry breaking coherent pump, and
is related to the phenomenon known as optical bistability [106,107] . For an intuitive explanation,
consider first the simpler situation where an external magnetic field breaks a discrete symmetry in
an Ising model. This leads to two distinct solutions in the ferromagnetic phase. In equilibrium it
is assumed that the system is in the solution which is the global minimum of the free-energy, but
out of equilibrium there is no such construction in general and the system is bi-stable. Coming
back to the U (1) case consider the equilibrium case where the free-energy density for an homoge-
neous condensate solution is given by f(¢) = p1|$|* + u|¢|* + AReg. Using the density-phase
representation ¢ = ﬁew we find that the minimum of f is always at = 7 (assuming A > 0).
The free-energy density is thus given by f(p) = pup+up? — Ay/p, which is equivalent to the case
of the Ising model with an external magnetic field. This explains intuitively why we can expect a
bi-stability in the non-equilibrium case, we will show that this happens explicitly in Sec. 3.9.1.

We expect the two-particle pump frequency wp, or equivalently the atom detuning d,, and the
molecule bound state energy Ej, to play a central role in driving transitions between the phases
described above. The phase diagram is expected to display difterent features depending on 4,
being d, ~ 0 (pump resonant with atomic lowest energy mode, i.c. its ground state energy in
vacuum) or §, =~ Ej/2 (pump resonant with molecule lowest energy mode, i.e. the molecule
binding energy in vacuum with respect to the atom ground state energy).

3.7 NON-INTERACTING CASE

Before going further with the investigation of the atom-molecule model let us consider the sim-
pler case of non-interacting atoms subjected to a two-particle pump. That is, in this section we
consider amodel where S’ = ;. This simpler case will help us build understanding and intuition
of the effect of the two-particle pump term A, and we will see how it can lead to condensation of
the atoms.

43



3 Condensate phases of coberently driven bosons close to a scattering resonance

MC molecule condensate ((¢.) # 0, (1)) = 0)

AC molecule and atom condensate ({¢.), (¢.) # 0)
MC2 | bi-stabality: two MC solutions, “high-density”
and “low-density” with \(gf)c)high] > |{¢c)
AC2 bi-stability: two AC solutions with
different values of condensate density.
AC/MC | bi-stablity: one “low-density” MC solution,
and one AC solution (with higher molecule

low|‘

condensate density).

Table 3.1: A summary of the different phases found in our analysis and their notation.

Since the pump term A in Eq. (3.43) induces anomalous correlations between the atoms, it is
useful to collect the fields in a Nambu basis as

\IIT = (wc(wa k) ¢Z(_w7 _k) wq(w7 k) wg(_wa k)) . (347)
The quadratic part of the action can be rewritten in terms of W as
1
s, = 2/ W (w0, k)G (w, k) (w, k). (3.48)
w,k

)

The 4 x 4 matrix G~ (w, k) reads

_ 0 PAw, k
G 1<w7 k) = <PR(O.), k) PK((ZJ)7 k)))’ (3.49)
where PR (w, k) = (P*)T(w, k) and
PR(w, k) = (“’ + zz ~ . _?W ~ €k>, PE(w, k) = 2iy,1. (3.50)

Here €, = k?/(2m) + 04. The 2 x 2 structure of the Green’s functions reflects the presence of
anomalous correlations between the bosonic fields.

The Hamiltonian (3.43) couples creation and annihilation operators (similarly to a Bogoliubov
Hamiltonian for interacting Bose gases [108]). One typically resorts to a Bogoliubov transforma-
tion in order to diagonalize it and unveil the quasiparticles. Here we derive the spectrum of exci-

tations by looking at the poles of G%, i.e, by solving det P#(w, k) = 0 for w [17]. This yields:
wa(k) = —ive £ 4/t — A2 (3.51)
As in an equilibrium condensate, there exist positive and negative excitation branches, arising
from the mixing between particle and hole-like excitations. The spectrum presents two difterent

regimes, which are shown in Fig. 3.5: (i) for A < 4,4, the damping rates (imaginary part) of the
two branches are independent of k and given by 7,, while the dispersion (real part) presents a
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3.7 Non-interacting case
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Figure 3.5: Excitation spectrum of the non-interacting polaritons with two-particle pump, given by

Eq. (3.51), shown for (top) A < d, (middle) A = /92 + 42 (bottom) A > /62 + 2. Solid

lines correspond to the positive excitation branch and dashed lines correspond to the negative

branch.

gap given by 2./62 — A2, which closes at A = §2, leading to a linear dispersion at low momenta.
(ii) For A\ > 04, the damping rates acquire a k dependence, while the dispersion vanishes for

momenta below £* = /2m(X — J;,). Eventually, when the condition
€N =62 442 (3.52)

is satisfied, the damping rate of one branch vanishes for small momenta as ~ k2, signalling the
emergence of a long-lived mode and, ultimately, of a condensation instability, which we discuss
below in Sec. 3.9.1.

Further insight can be obtained from the momentum distribution, which can be evaluated
from the diagonal part of G¥ by using Eq. (2.42) and reads:

)\2

(Ea) e o

ne(k) =

As expected the momentum distribution develops a singularity at k = 0 when the condition (3.52)
is satisfied, signalling the onset of condensation at £ = 0. Integrating over momentum we obtain

the total atom density, in the case where A > 7,:
1 m3/2 )\2

RN == TN =

(3.54)

Mg
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Figure 3.6: Photoluminescence spectrum for the non-interacting case (Eq. (3.58)). Parameters A =

0.56,,7 = 0.184, 6, = 1.

We see that for large detuning n,, is small and behaves as ~ A2 //84. For the case where 7, > A
we getng ~ A/ /Fa.

From the off-diagonal element of the Keldysh Green’s function G, we obtain the atom pair
correlations

A(% + 0+ m)
(g +0a)? + 92 = A2

We sce that a finite ) leads to non-vanishing atom pairing correlations in a similar manner to the

(k) (—k)) = (3.55)

role of the condensate in a BEC. For low momentum and large detuning the pair correlation scales

as (1h(k)(—k)) ~ \/dq.

Unlike the case of n,(k), the integral over pairing correlations diverges |, k<1[)(k3)12)(—k7)> ~
Apumps With Apump some UV momentum cutoft above which our theory, which ignores a variety
of short range effects, is no longer valid. This is a result of the fact that the two-particle pump
term we introduced acts at all momentum scales and the single-particle loss is independent of
momentum. In a physical situation there will exist a momentum cutoft at which the two-particle
pump is no longer efficient. We will discuss how to deal with this divergence in Sec. 3.8.4.

Another observable we can consider is the photoluminescence which is defined by

Scom(w, k) = / T () (1) (0)). (3.56)

T

Satom (w, k) can be observed experimentally in the correlations of photons exiting the system. The
photoluminescence can be computed in the Keldysh formalism using the relation

Suom(w, k) = %[GK(M, k) + GA(w, k) — GP(w, k). (3.57)
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3.8 Effective action description for the atom-molecule model

We compute the photoluminescence in the non-interacting case using Eq. (3.57), this results
in the following analytic formula:
292
[(w+17)? = ER][(w — i7)* — B}’

Satom(wy k) = (358)

with EZ = (k?/(2m) + &,) 22 We plot Sytom (w, k) for some examplary set of parameters
in Fig. 3.6. We see that Syiom (w, k) provides information about both disperssion branches with
positive and negative energies where the signal is peaked. This implies that excitations at negative
frequencies are also occupied, unlike the typical scenario in equilibrium. Since the system is non-
interacting, the slight broadening of the signal is only due to the external single-particle loss v,
(which is taken to be rather small in Fig. 3.6).

3.8 EFFECTIVE ACTION DESCRIPTION FOR THE ATOM-MOLECULE
MODEL

Having understood the effects of the two-particle pump in the non-interacting case, we are ready
to take a step forward towards understanding of the implications in the interacting case. Our
starting point is the bare atom-molecule action S = S, + Sy, + Sym described by Egs. (3.44)
and (3.45). We will make use of the effective-action formalism in the 1-loop approximation which
is suitable for determining the different condensate phases of the model. Recall that the effective
action I is a function of the field expectation values ¢o, = (B0 ), Vo = (¥a), and in the 1-loop
approximation it is given by

L[, 6] = S[, 8] + itrlog SP[9, 4]
= S[p, 9] — i Z <_:L)ntr[(goV[<Z_>, P))"] +itrlog Gyt (3.59)

n=1

Here G denotes the bare Green’s function in the absence of condensates. The term ~ tr[(GoV')"]
can be represented by all 1-loop Feynman diagrams with n interaction vertices insertions, where a
diagram with 1 external molecule legs (denoted as wiggly lines) and £ external atom legs (denoted
as straight lines) contributes to the 1PI vertex ~ oMk

Our main goal is to obtain the condensate densities and determine the different steady-state
phases characterized by atom and molecule condensation, similar to previous works done in the
equilibrium settings [41,42], which we reviewed in Sec. 3.3. Given the effective action, the steady-
state values of the fields are determined from the stationarity conditions 03I, 6,;I" = 0. The field
equations can be obtained directly by taking a derivative of the RHS in the first line of Eq. (3.59).
In Sec. 3.8.1 we derive the field equations and solve them in order to get a first glimpse into the
phase diagram of the model.

However in the dynamical setting it is also crucial to consider the stability properties of the solu-
tions ¢, 1) against fluctuations, by examining the imaginary part of the Green’s functions obtained
by the second derivative of I". For the purpose of stability analysis we need to derive an approx-
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3 Condensate phases of coberently driven bosons close to a scattering resonance

imate dynamical action for the molecule, including quartic molecule-molecule interactions, and
we need to resort to a truncation of the infinite series in Eq. (3.59).
Our strategy, and the plan for the rest of this section is as follows:

1. Working in vacuum, A = 0, we derive the dynamical part of the molecule action arising
from the term tr(GoV')? (Sec. 3.8.2).

2. Still in vacuum, we derive the quartic molecule-molecule interaction term |¢|* which is
necessary for the stability analysis of a molecule condensate solution. This is done by com-
puting contributions from the tr(GoV')?, tr(Go V')* terms. (Sec. 3.8.3)

3. Weinclude the leading contribution of the pump A which is an effective molecule coherent
pump, resulting from the term tr(GoV'). (Sec. 3.8.4)

4. In Sec. 3.8.2 we also examine numerically the effect of finite pump A # 0 on the molecule
dispersion.

3.8.1 MEAN-FIELD PHASE DIAGRAM

In this section we use the one-loop approximation of the effective-action to derive the field-equations
for the condensate values, allowing us to obtain a phase diagram of the atom-molecule system.
Here we work in the simplest case where ug,, = 0. Taking the derivative of Eq. (3.59) with
respect to the quantum-fields

I
opy T oy
we obtain the set of equations (see App. 3.B for details):
(=0a + %0 = talto|*)v0 + (A + 2g60)¥5 =0, (3.602)
(< imoo -+ 2008 +i2g | G5,k . vn) =0, (3.60b)
w,k

with ¢g = ¢, b9 = ¢ the atomic and molecular condensate, respectively. Here GE o, po] =
§3)S/55¢%, and note that [, Gf(w, k; be, e) = (W2 (¢, 2)) o A. Hence, we can under-
stand the appearance of the last term in Eq. (3.60b) as follows: the presence of a finite two-particle
atom pump A # 0 generates a finite density of atom pairs. The atom pairs in turn act as a coherent
pump term which can generate molecules via the conversion term go*?.

In order to simplify the solution of the field equations we performed an approximation in their
derivation, where we neglected the hybridization of atoms and molecules, assuming all atom-
molecule Green’s functions are vanishing (¢%1g) = 0. Those correlation functions are non-
vanishing only in the AC phase, due to the fact that the term leading to hybridization of atomic
and molecular excitations is of the form g(1)) ¢}, + c.c.. This approximation could justified
in the regime of small atom condensate density o] < 1.

In Sec. 3.7 we have seen that in the non-interacting case an atom condensation instability arises
when A is larger than some critical threshold value. This kind of instability could be cured by a fi-
nite atom condensate ¥ # 0, only in the presence of quartic atom-atom interactions ~ 1 |1)|*.
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3.8 Effective action description for the atom-molecule model
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Figure 3.7: Phase diagram obtained from solutions of Eq. (3.60). Parameters used: v, = 0.1,A =
0.5,u, = 1,n = 0.005,9 = 1,uqm = 0. The different phases denoted in the phase dia-

gram are defined in table 3.1. For reference, we denoted the line where the atomic detuning is
equal to half the molecule binding energy d, = |Ej|/2, as a dashed black line. Here it doesn’t
seem to be of importance, but this will change when molecule-molecule interactions are prop-

erly taken into account.

Although we decoupled the quartic term present in the bare action when we introduced the
molecule-field, the quartic interaction term would be regenerated in the full expression for the
effective action. Hence we include such a term phenomenologically at the level of the field equa-
tions derived form the 1-loop approximation, in order to allow for a stable atomic condensate

phase.
After finding the mean-field solutions we perform stability analysis by considering the retarded
Green’s function 525[ |
Gyt = O ot 3.61
@ = e G
From the poles of the Green’s functions in Eq. (3.61) we obtain the following quasi-particle dis-
persion:
K2 -\° -
Wak = —1Va £ ( =+ 5!1) - ‘)“2 (362)
’ 2m

with 6, = 0, + 2uq|v0l?, A=\t 2900 — uawg. We emphasize that at this point we do not take
into account corrections to the quasi-particle dispersion due to fluctuations, which can lead for
example to appearance effective molecule-molecule interactions and have important effect on the
stability properties. We will deal with these effects on a more phenomenological level in Sec. 3.9.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

In Fig. 3.7 we show a phase diagram resulting from solutions of Eq. (3.60). As a function of
the atom detuning d, and the detuning from resonance v we observe four different regimes of the
phase diagram. When the magnitude of the atomic detuning |, is below a threshold set by A,
only an AC condensate solution exists. For larger values of |, |, several regimes exist depending on
the value of the detuning from resonance v. Far-away from resonance and also close to it, the only
stable solution is that of a molecule condensate. For intermediate values of v the system exhibits
two different bistable regions where several different steady-state solutions co-exist. We note that
in Fig. 3.7 the value of the molecule binding energy does not seem to play a big role. We will see
that this will change when we take the effect of molecule-molecule interaction into account. We
will do this in Sec. 3.9 using a phenomenological mean-field model, which will also allow us to
understand the origin of the different phases.

3.8.2 MOLECULE DYNAMICS

In this section we first compute the molecule Green’s function in vacuum where A = 0 and
¢y e = 0. The computation is almost identical to the one we performed in the zero temper-
ature equilibrium case in Sec. 3.2.2, since we already presented the computation in the Keldysh
framework there. The main difference is that the imaginary parts obtained here are finite due to
the external losses.

The single particle properties of the molecule are contained in the corresponding retarded and
Keldysh Green’s functions, Dfand DX, respectively. Recall that D DX canbeevaluated from
the effective action using the definition [17]:

1 5°T 8T
DK DB\ 06506 89508 (3.63)
DA 0 - L ﬂ ’ ‘
0¢50pc  dd%0q be=hq=0

where we only consider U (1) symmetric Green’s functions, as the vacuum model is U (1)-symmetric
and, accordingly, all the anomalous Green’s functions are identically zero.

Let us first focus on (D) =1, which encodes the spectral properties of the molecule. Plugging
in the expansion in Eq. (3.59) we obtain

(DE)(K) o [s L (G V)ﬂ (3.64)
vac = S |0 T 5ubo :
6y (K)dde(K) 2 A BD=0
=-v-— ”7 - Eﬁ,vac(K%
where K = (w, k) and we defined the retarded self-energy
i 52
SE (K)=2t— % _(GyV)? . (3.65)

In vacuum 2 is given by the diagram in Fig. 3.1b. As we explained in Sec. 3.2.2 the expression
for D in Eq. (3.64) obtained from the 1-loop expansion of I is in fact exact in vacuum.
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3.8 Effective action description for the atom-molecule model

Performing the loop integration, similar to Sec. 3.2.2, we obtain the self-energy

3
2

m k2 ) 4¢%°m
Erlivac(K) = g T R - 12,}/(1 —w— / 92 . (366)
q

q

this expression is identical to Eq. (3.24) except of the fact that 7, # 0 is finite due to the finite
loss.

The similarity to the equilibrium case can be understood by considering the fact that the main
difference between the zero-T" Keldysh action and the action we consider here is that in the zero-T’
case the Keldysh element of the inverse atom Green’s function is qu( (w) = 2iesign(w) while
here it is 2¢,. Since the molecule self-energy in vacuum is obtained only from a particle-particle
diagram, frequency integration results in evaluating the PX (w) only at a positive frequency w =
k%/(2m) > 0 where Pelq{ (w) = 2ie. This would not be the case when working with finite
density where we expect to see differences between the equilibrium and dissipative case.

As in the equilibrium case we encounter the UV divergence, which is cured by introducing a
counter term in the bare action 7 = v + dv such that v = 0 is the resonance position and the
scattering length is given by

2
g‘m
(= in)
Note that the presence of a finite two-body loss 7 # 0 results in a complex scattering length. The
result we obtained here is similar to the scenario of an optical Feschbach resonance where atoms
are optically coupled to a molecular state with a finite lifetime [52].

It is interesting to note that although both the real and imaginary part of the bare molecule
mass term (2 — i7) have the same (bare) scaling dimension, we only need one real counter-term
dv in order to absorb the UV divergence. This can be understood from the fact that the UV
divergence occurs due to contributions from high momentum modes to the atom-atom scattering
amplitude, which is encoded here in the self-energy of the auxiliary field ¢. At high momenta the
kinetic energy dominates over other terms in the atom propagator, hence the UV contribution is
real. This would no longer be true in the presence of diffusion, where the atom kinetic mass m
can be complex. However since we are dealing with the quantum mechanical scattering problem
in vacuum the atoms propagation remains completely coherent and m is strictly real. Also note
that since the UV divergence appearing in the retarded self-energy is real, the Keldysh self-energy,
which obeys ©E = 2ImX®% in vacuum, has no UV divergence.

Taking the renormalization of v into account, the molecule retarded Green’s function is given
by:

9 3
g me ki — 129, — w (3.68)
T 4m

[DR (w, k)]_l =—v+4in—

vac

The (complex) dispersion of the molecule wy, (k) corresponds to the pole of the retarded Green’s
function, hence the dispersion is obtained from the condition (D®) ™! (wy, (k), k) = 0. Similar
to the equilibrium case (Sec. 3.2.2) a pole exists only for v < 0, in which case:

2

wm(k) = im + Ep — iVm, (3.69)

51



3 Condensate phases of coberently driven bosons close to a scattering resonance

where Ej, describes the bound state energy and +yy, the molecule inverse lifetime, and are given by

2( 2 2) 2
I Ut/ _ Ty
Ey = —Wa Ym = 2<’}’a - g4m3>' (3.70)

Let us comment on the properties of the molecule dispersion displayed by Eq. (3.69). First of all,
as in equilibrium systems, the molecule acquires a dispersion quadratic in the momentum k, with
a mass corresponding to twice the mass of the single atoms. Moreover, in absence of single- and
two-particle losses (7, and 7, respectively), the molecule lifetime is expectedly infinite as v, = 0,
and the binding energy Fj, < 0 recovers its equilibrium value [52]. While a finite value of single-
particle losses 7y, only induces a finite molecule lifetime, the presence of finite two-body losses 7
affects both the molecule binding energy and life-time. In particular, E} is reduced by the two
particle losses, and eventually vanishes for 7 = |v/|, indicating that the bound state breaks down
and that the molecule ceases to be a well-defined degree of freedom. Moreover, a finite value of 7
also increases the molecule damping rate vy, (notice that v < 0).

We also notice that at the resonance, v = 0, the loss rate becomes 1) independent Im[wy, (k)] =
27,. This means that at v = 0 the molecule becomes decoupled from the two-particle loss pro-
cess. Intuitively this can be understood by the fact that as v — 0 the extent of the molecule
bound state becomes very large, such that the two bound-together atoms are on average far from
each other. Since the two-particle loss is a local term acting only on two atoms which are in the
same position, the two atoms will be less affected by it when they are in a bound state with a large
extent.

SELF-ENERGY CORRECTIONS AT FINITE PUMP A # ()

We now turn to analyze the effects of the two-particle pump on the spectral properties of the
molecule as compared to the vacuum case. In the presence of finite A we can no longer obtain
exact results for the self-energy S, Furthermore as we will see later on in this chapter a finite
value of A necessaraly implies a finite value of be, hence the full 1-loop expression for the molecule
self-energy includes contributions from all terms in the expansion (3.59)

Y G
=1 = — [
5(1)(171'5(1)0,]‘ r; n

2@l tr(GoV)"], (3.71)
where we introduced the Nambu spinor ®1(K) = (¢o(K), % (—K)). When the molecule

condensate density is small we can neglect the n > 2 terms in Eq. (3.72) and we remain with the
contribution from the term tr(GoV')?

(2)
0 w(GoV)? . (3.72)

ER b i~ 1 = =
Ml ~ 5 S )65, (5) o
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3.8 Effective action description for the atom-molecule model

The self-energy is obtained from the loop integrals
S (K) = —dig® /P (GoTu (K = PiN[Go (P ), (3.73)
S(K) = ~2ig? [ [GETialK + PN G a(P ). (674
P

Where here Go(P; \) denotes the bare atom Green’s function in the presence of two particle
pump (introduced in Sec. 3.7). The expression in Eq. (3.73) is structurally similar to the expres-
sion obtained in the vacuum case, however due to the presence of finite A we can no longer evaluate
the full integrals analytically. We can expand the atom Green’s functions in powers of A to obtain
a perturbative analytical expression for the momentum independent parts of the self-energy. Per-
forming the integrations using Mathematica we obtain the leading correction for the self-energy

(of order A2):

3/2 2)2 A — /2
R _ mPPN [/ Aa —wo/2 —
Fi (w0, 0) = =0 2v/2m2 ( |Ag —wo/2 2y A w0/2> (3.75)

m3/2¢2)\2
2\f7r’y

where we denoted the complex atom detuning A, = 04 + #7,. The shift in the binding energy 2
can be estimated from —ReX 1 @) (—|Ep|,0) ~ —sin(arg(Aa+|Ep) A2/ (Yar/|Ad + | Eb|])
0.

We compute Eg numerically and obtain the spectrum of molecule excitations solving the equa-
tion det (D)1 (w, k) = 0. In Fig. 3.8 we show a comparison between the excitation spectrum
in vacuum and the spectrum with finite \. We can see that the two-particle pump lowers the bind-

8 ) (w0, 0) = (VAT =w0/2=1/V/Bs = w0/2) (3.76)

ing energy of the molecule and in addition it has the effect of slightly increasing the effective mass
of the molecule as can be obtained numerically from the kinetic energy coefficient (the coefficient
of k2 in the molecule dispersion). We also note that when the pump is weak, the molecule spec-
trum is qualitatively similar to the vacuum one, at least at low momenta. From this we conclude
that in order to simplify the initial exploration of the phase diagram of our system it is reasonable
to neglect the molecule self-energy corrections due to finite A.

3.8.3 MOLECULE-MOLECULE INTERACTIONS

In order to perform stability-analysis of the steady-state solutions obtained from the field equa-
tions, it is important to include molecule-molecule interaction processes that will be generated
due to atomic fluctuations, as interactions are crucial for the stabilization of condensates. Since
the two-particle pump X breaks U(1) symmetry explicitly, it will in principle lead to the gen-
eration of non-charge conserving interaction terms. At order O(\?) (that is in the absence of
two-particle pump) only charge-conserving interactions are generated. For an initial analysis of
the model we will neglect the effect of interaction couplings which do not conserve charge, as

2Note that in the presence of finite A corrections, the molecule binding energy is less well defined since the off-
diagonal terms will tend to induce pairing correlations in momentum space.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

Figure 3.8: Molecule spectrum in the presence of finite two-particle pump, as obtained from solving
det(DF)~Y(w*, k) = 0. Numerical parameter values: A = 0.8,6, = 1,7, = 0.1,g =
l,v=-1,n=0.

a)

b)

\'%

O(gzuam)

Figure 3.9: Diagrams contributing to molecule-molecule interaction in vacuum. (a) The contribution
from tr(GoV)?* in Eq. (3.59). (b) The contribution from tr(GoV')? term in Eq. (3.59) which
is due to the 3-body interactions. Note that the contribution from diagram (a) alone results in
an attractive molecule-molecule interaction, and the contribution from (b) is necessary for the
molecule-molecule interaction to be repulsive.
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3.8 Effective action description for the atom-molecule model

those are generated at higher orders in A\. We find that the atom fluctuations generate an effective
quartic molecule-molecule interaction: ~ |¢|4, where the corresponding diagrams are shown in
Fig. 3.9.

To organize the computation we introduce further notation:

V = gV + tam Vam = S + S2) (3.77)
v,
V, = ( 9:’2 V%“’) (3.78)
g7
Vam, Vam,
Vi = (V* 99 v ’”¢> (3.79)
am, ¢ am, e

The first diagram, which arises only in the case of non-vanishing atom-molecule coupling gy,
arises from the term %tr(QOV)B’ in Eq. (3.59). Here we evaluate it in the vacuum limit A, ¢¢, ¢ =
0

= ig2uamtr(GgVg,¢G0Vg7¢G0Vam7¢¢) = 13, (3.80)

with G denoting the bare atom Green’s function in the absence of pump (A = 0). The second
diagram we need to compute is obtained form the tr(GoV)* term in Eq. (3.59), and arises only
due to the Yukawa coupling

;4
Y N = —%tr(Go%’¢)4 =1 (3.81)

/N

In order to obtain t,,, we compute the coefficient of the term ¢} | dc|* as we expect all non-
vanishing terms to have the same coefficient, due to the fact that the dissipative-vacuum is equiva-
lent to the equilibrium vacuum in the limit 7, — 0. We also use the fact that in vacuum we have

K _ R A
Gll - Gll - Gll'

In principle evaluating the diagrams in Eqs. (3.80), (3.81) at non-vanishing external momenta
and frequencies will lead to momentum and energy dependent interaction vertices. And often
used approximation, in the so-called derivative expansion of the action, is to neglect the compli-
cated momentum dependence and approximate um (K1, Ko, K3, K1) = un(0,0,0,0). In the
case of negative detuning when a molecule bound-state with energy —| Ejp| exists, it is more ap-
propriate to approximate Uy, by evaluating the diagrams at external frequencies corresponding to
the molecule binding energy tm ~ um(w; = —|Ep|).
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3 Condensate phases of coberently driven bosons close to a scattering resonance

+

Figure 3.10: Theﬁleading contribution at finite pump, generating an effective molecule pump term ~

Amdq + c.c..

We thus obtain:
1 .
305; 82900, 13/ (—i16g°tam) = (3.82)
/[@%K+HMﬁPK+%WWK+%%Mﬁ@K+%Wﬁm+%)
K
— GA(—K + R)GA(—K + P)G"(K + R/,

1 .
50030200014/ (329"0) = (3.83)

/GWK+%WHK+%WW4«HNWW40HM+GWK+%%
K

where wedenoted K' = (w, k), Py = (—|Ep|/2,0),and G}; = G*. Performing the integration
in Mathematica we obtain

2 2

I B g
R R oA Y5) (Mu“m NG |Eb|/2>> (3.84

Note that in the absence of the atom-molecule interaction, 14, = 0, the effective molecule-

molecule interaction is attractive u,, < 0. This shows that a finite %, is needed in order to
stabilize a molecule condensate, as an attractive interaction cannot stabilize the molecule conden-
sate, as was also pointed out in the equilibrium context in Refs. [84,109].

3.8.4 EFFECTIVE MOLECULE PUMP

In this section we compute the leading order to the effective-action at A # 0, which arises from
the term trGo V' in Eq. (3.59), represented by the diagrams in Fig. 3.10. This leads to a linear term
in the effective-action

T1[¢, 9] = Am@q + c.c. (3.85)

Due to probability conservation no terms linear in be can appear as it will imply finite value of
¢q. Also note that due to the Zy symmetry of the bare-action .S (corresponding to ) — —1)) no
effective single-particle pump term ~ 1), can be generated.

Evaluating the first diagram in Fig. 3.10 we obtain

A =2ig [ (G oo ks ). (3.6)

)
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3.8 Effective action description for the atom-molecule model

Recall that [GE12(w, k; \) = (e(w, k)Y (—w, —k)), hence the effective molecule pump is

proportional to the atomic off-diagonal correlations (1/?).

In the limit of small pump A < 7q, 04, we can approximate Eq. (3.86) to leading order in .
Performing the loop integral we obtain

Am = (3.87)

B ﬁgm3/2)\ \/E n 29m AN pump

a 7_[_2 ‘
where A, = 4 + 7, is the complex atom-detuning as before. Here we denoted by Apump a
momentum cutoff for the pump. Apump arises due to the fact that the two-particle wave function
of a pair created by the coherent pump is notlocalized at a point but rather has a finite extent with
some scale a, which is much larger than the microscopic short-length scale (given typically by the
van der Waals length avygw).

In order to eliminate the dependence of the action on the cutoft Apymp Wwe can use the ad-
ditive renormalization procedure, similar to the one we introduced for the bare detuning nu in
Sec.3.2.2. To do so we add a “counter-term” of the form d A, ¢ +c.c. to the bare molecule action
in Eq. (3.452). In order to determine the value of 0 \,;,, we need to choose a renormalization con-
dition, which connects ), to some physical parameter. In the case of the detuning 7 we chose dv
such that the scattering resonance occurs at ¥ = 0 which allowed us to connect the renormalized
parameter v to the physical parameter which is the scattering length a. For A, we will make the
simple choice that

3/2
A = —W. (3.88)
This choice guarantees that A\, [ x=¢ = 0, that is that we don’t induce any molecule pump in the
absence of a two-particle atom pump.

We can rewrite the cutoff independent part of Eq. (3.87) as A, o< (A/|Aq])[Ag]?/2. If we
take the limit |A,| — 0 while keeping the ratio @ = A/|A,| fixed at o > 1 to satisfy the weak
pumping limit, we see that A, vanishes as |Aq|?/2. Physically this could be understood from the
fact that in this limit the two-particle pump is resonant with the atoms which means that it will
mostly pump atom pairs instead of molecules.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

3.8.5 SUMMARY OF THE APPROXIMATE ATOM-MOLECULE EFFECTIVE ACTION

Summarizing all the contributions to the effective-action discussed in the previous sections we

end up with:
=T+ e+ Tam, (3.89a)
_ V2 _ o o
T,= /tr Yy <i8t + o 0g + i7a> Ve + MPge + c.c. + 2iv.9051, (3.89b)
— Uq ) QE;@ZC [7/_}27/_}0 + &;@Zq] + c.c., (3.89¢)
/ e VZ . n . T2 n * Tk
Cher = |:Zm¢q <Zat + am Om + Z’Ym) Ge + c.c. + 2ivm|Pg|” + Amdg + A0y
t,r
(3.89d)
— U, t &;qéc [&Z&C + ggf]ng] + c.c.,
L= [ (2680000 + 5 (Db + Gyi) + ] (3.9%)
- Uam/t (G ([0l + [€gl?) + ithe(I@el® + |g|*) + c.c.] - (3.89f)

The quadratic part of I'y, in Eq. (3.89d) was obtained from the single particle pole in the
molecule propagator given in Eq. (3.68). This was done by writing D _in the form:

Z—l
DR — m
vac W — wm(k:)

+ fw, k) (3.90)

with wp, given in Eq. (3.69) and f an analytic function around wy, (k), which we neglect (struc-
tureless background of scattering states). Doing so we obtain :

2 (Uz o 772)
gim?

2 2
Ty 2me .
O = 26, — 7 vmzz(fm i '), Zat = g(in—v). (3.91)
g'm

g4 m3

Note that the molecule propagator residue Z,, ! is vanishing at the resonance point v — 0,7 —
0, where our approximation breaks down. This is a manifestation of the fact that the molecule
state becomes unbound, hence the propagator of the field ¢ encodes only atom-atom scattering.

In order to include other effects giving rise to a residual effective repulsion between the atoms,
we also included a repulsive atom-atom interaction parametrized by u, > 0. Although this term
is absent in the bare action obtained after the HS transformation , it would be nevertheless be
generated by fluctuations. Including this term is crucial for obtaining stable steady state solutions
in the saddle-point analysis that follows.
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3.8 Effective action description for the atom-molecule model

3.8.6 EFIMOV BOUND STATES

A well known phenomenon that occurs in a system of interacting Bosons at a scattering resonance
is the appearance of an infinite tower of 3-body bound states called Efimov states [89]. In ultracold
atom systems the presence of Efimov bound states results in large 3-body losses, and it is in fact
one of the main obstacles for an experimental realization of a unitary Bose-gas with finite density.
In this section we examine the effect of the coherent pump and losses present in our model on the
Efimov states.

In this section we show that understanding the fate of Efimov bound states in the presence of
loss and pump can be done using a functional-renormalization group (FRG) framework, which
was originally used in the zero-T" equilibrium case in Ref. [91]. In FRG one considers the effective
action at scale k, denoted I',. Ty, is the action obtained by integrating all quantum and classical
fluctuations with momenta ¢ € [k, A], where A is the UV-cutoff. Starting from the action at the
UV scaleI'y = S [given by Eqs. (3.44) - (3.45)], we can obtain the eftective action I'j, using the
formally exact Wetterich equation [110]

8Ty, = %Tr Ok RL(T + R) ™| = —Tedy log(T”) + Ry). (3.92)

i
2
Here R}, is an IR cutoff function which suppresses fluctuations at all momenta ¢ < k with £ the
running cutoff scale. I’,(f) is the second variation of the effective action with respect to the fields,
and the trace is take over all momenta,frequencies and Keldysh indices. The scale derivative O
is defined as acting only on the cutoft function Ry, this allows us to represent the RHS of Eq.
(3.144) in terms of an expansion in Feynamn diagrams. It is also useful to define t = log(k/A)
such that the flow starts from ¢ = 0 and flows toward ¢t = —o0.

The object of interest is the scale dependent atom-molecule coupling g, (t) appearing in
Eq.(3.45c¢). In the FRG framework Efimov bound states are expected to be manifested as periodic
divergences in g (t) during the RG flow, where divergences occurs at momenta determined by
the 3-body bound-state energies [89]. In the RG language the Efimov effect is manifested as a
limit-cycle flow.

The flow equation for gy, is depicted diagramaticaly in Fig.3.11. Since the dependence on the
two-particle pump strength A comes only from atom Green’s functions, and there are no diagrams
containing off-diagonal Green’s functions in the flow equation, the leading order correction will
be of order O(A\?) which we neglect.

It has been shown in Ref. [91] that in order to obtain the periodic limit cycle behavior, it is
enough to work in a point approximation where momentum dependence of Uy, is neglected
(this does not produce an accurate quantitative value for the limit cycle period). Using the point
approximation we evaluate the diagrams in Fig. 3.11 and obtain the flow equation for ugy,. See
App. 3.C for details of the FRG computation.

Solutions of the flow equations for different values of the atom-detuning , and atom loss
are shown in Fig. 3.12. We see that introducing even a small drive frequency of order 1071 no
divergences are encountered during the flow. This is a manifestation of the fact that d, and 7, act
as relevant perturbations taking the system away from the unitary point.

From the RG computation we see that for finite d, and 7, the system is in a regime where
either no Efimov states exist or maybe just one Efimov state is present (since the energy of the first
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3 Condensate phases of coberently driven bosons close to a scattering resonance

0 - a] R+ };;_{
(Pl er)

Figure 3.11: Diagrammatic representation of the FRG flow equation for the atom-molecule vertex tqm ()
(with ¢t = log(k/A)). Solid lines denote atom propagators, wiggly lines denote molecule
propagators and the red line-filled circle denotes the renormalized 3-body vertex. Oy acts only
on the cutoff function Ry,.

Efimov bound state is non-universal we cannot rule out this scenario based on our qualitative
RG computation). Even if it is the case that the system supports an Efimov state, we expect it to
not play an important rule in determining the phase diagram of the system as long as the pump
frequency is far enough detuned from the Efimov bound sate energy Eefimoy. Since there is no
infinite-tower of Efimov states in the presence of pump and loss, we can work in a parameter
regime of v and 0, where | Eefimoy| > | Ep|, |04/

3.9 UNDERSTANDING THE PHASE DIAGRAM FROM
PHENOMENOLOGICAL MEAN-FIELD MODELS

In order to gain better understanding of the effects of different couplings in the effective action
in Eq. (3.89), we consider in the following sections mean-field phase diagrams obtained in simpli-
fied settings where some of the couplings are not present. We will use phenomenological atom-
molecule models inspired by the structure of the action (3.89), where we assume that the different
couplings are independent of each-other. Ignoring the fact in principle some couplings depend
on others when derived from the more microscopical bare action Eq. (3.45) ). Our approach here
is somewhat similar to that taken in Refs. [41,42], which studied condensation of molecules and
atoms close to a Feshbach resonance using two-channel models.

The phenomnological mean-field equations we consider in this section are given by:

0= (=00 + 7 = waltol” = wamléo ) ¥o + A+ 2900)05  (393)

0= <_5m + Ym — um’¢0‘2 - uam‘w0‘2>¢0 + g¢8 + A (393b)

This set of phenomenological equations can be obtained from the approximate Eq. (3.89) by con-
sidering Z,,, = 1 and ignoring the dependence of Zy;, on v. Away from resonance we expect that
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Figure 3.12: FRG flow of the atom-molecule coupling w4, obtained form numerical solution of the
flow equation for ug,. (upper-left): flow in the resonant case where ¥4, 7, 04,7 = 0 and
Ugm (A) = 0.1 divergences during the flow are due to the presence of Efimov bound states.
(upper-right) and (lower-left) : effects of very small deviations from resonance due to finite
atom loss or finite drive frequency, only a few Efimov states exist at high-energies. (lower-
right): Introducing a drive frequency of order 10! no Efimov bound states are encountered
during the flow.
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Figure 3.13: Phase diagrams obtained via solution of the mean-field equations of the phenomenological
model Eq. . The dashed black line line marks half the molecule binding energy in vacuum. (a)
Phase diagram in the absence of atom-molecule coupling (¢ = 0). (b) Phase diagram for the
case of a non-interacting molecule (uy, = 0) (c) Phase diagram for the full phenomenological
model. See definition of the different phases in table 3.1. In all cases, the values of the param-
eters (when not explicitly set to zero) are: 7, = 0.1,7, = 0.2, A = 0.5,\,, = 1.0,g =
Lu, =1, uy = 0.5, ugym = 0.1.

the results obtained in this way are qualitatively similar to the results obtained when taking Z,,
into consideration. In addition we ignore the dependence of A, on dg, Y4, A and replace it with a
phenomenological constant which helps simplifying the analysis and focusing on the main physi-
cal phenomena. In order to connect with experimentally tunable parameters we retain the depen-
dency of the molecular detuning d, on the atom detuning d, and the detuning from resonance

U, 0m = 204 —

w22
Fm3:

The retarded Green’s function G = (PF)~! used for stability analysis of fluctuation around

the MF solution is given by:

o (2, )
<Pam)Jr Py
PR _ W — €k + z'*ya - g% )\eff
@ Aeff —w — €qf — 1Ya — —
PR _ w — Em,k + Z"Ym - g/z)/; —Umqb%
mn —Um(¢8)2 —W = €mk — Z/ym —
PR — <_uam¢0¢8 + 29v; —UamPoo )
o —UamPo¥g —UamPo¥g + 2970

withU = ugp2 + Ump, + UamPaPm and Aeg = A + 2g9d0 — uatV3.
The mean-field equations (3.93) are a set of multivariate polynomial equations in the real and
imaginary parts of the condensate fields. As such they are generically not analytically solvable,
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3.9 Understanding the phase diagram from phenomenological mean-field models

but there exist efficient numerical methods that are able to find all possible roots of multivariate-
polynomials without requiring a good initial guess (unlike Newton methods for solving general
non-linear equations). Specifically we use here the homotopy-continuation method as imple-
mented by the Julia package HomotopyContinuation.jl [111].

In what follows, we consider several specific cases where some of the couplings are not present in
Eq. (3.93). This allows us to obtain analytical expressions in some cases and to better understand
the role of the different couplings.

3.9.1 CASE 1l: ATOMS AND MOLECULES DECOUPLED (§ = Ugym, = 0)

We start by analyzing the case where atoms and molecules are completely decoupled, that is we set
g = 0, ugm = 0in Eq. (3.89). This allows us to consider the condensation mechanisms of atom
and molecule degrees of freedom separately.

Considering steady-state homogeneous solutions , the saddle-point equations in the fully de-
coupled case are given by:

<_5a + Z"Va - UaWJO‘Q) 1/10 + )\1/18 - O, (3953.)

(=0 + 17 = il ) G0 + Am = 0. (3.95b)

Since the two equations are completely decoupled we can consider them separately.

CONDENSATION OF ATOMS WITH TWO-PARTICLE PUMP

We now discuss possible solutions of Eq. (3.95a) and analyze their stability properties. We already
discussed the condensation instability due to two-particle pump in the u, = 0 case in Sec. 3.7.
Here we generalize the discussion for the case u, 7# 0 which is crucial for having a stable conden-
sate solution.

First we note that Eq. (3.952) always has a trivial solution with 19 = 0 where atoms are not
condensed, however this solution is not always stable as we will see below.

Let us consider solutions where ¢y # 0. In this case we can recast Eq. (3.952) into a simple
quadratic equation for the atomic condensate density p, = [t)o|? by taking the absolute value:

(5a + Uapa)2 =+ 7a2 = |/\|2 ) (3.96)
—Q+ /% —ulr
p(l = U2 ) (397)

where we denoted Q = d,u, and 7 = 6242 — | A|?. We are only interested in physical solutions
where p, > 0.

We consider only the case 6, > 0 (the case 6, < 0 leads to finite-momentum instability which
we will not be considered in this work). Thus, we have 2 > 0 and positive solution for Eq. (3.97)
exists only when r < 0. Hence, the condition on A for atom condensation to occur is

A2 > M2 =062+42. (3.98)

63



3 Condensate phases of coberently driven bosons close to a scattering resonance

Expanding in small 7, we see that close to the transition we have
ol = vV=r,  (r<0, [r|/d; <1). (3.99)

The trivial solution ¥9 = 0 is stable as long as the poles of the retarded Green’s function, de-
noted by w,, (k), lie in the lower half of the complex plane. In the case of 1)y = 0 the atom retarded
Green’s function is identical to the non-interacting case discussed in Sec. 3.7. Examining the dis-
persion in Eq. (3.51) we see that the trivial solution is stable as long as [A|? < A2. At the critical
value of the pump strength we have w, (k = 0) = 0 which indicates a closing of the dissipative
gap and the system undergoes a second order phase transition into the atomic condensate phase.

Note that the inclusion of the atom-atom interaction u, in the model is crucial in order to
obtain a stable atom-condensate solution. In the presence of an atom-condensate the dispersion
in Eq. (3.51) changes to

k2 2
wa(k) = —ive & \/<2m + 6 + 2ua|¢0|2> —|x= uawgf. (3.100)

Hence the atom-condensate occurring at | A| > \. can be stable only when u, > 0.

CONDENSATION OF MOLECULES WITH SINGLE-PARTICLE PUMP

We now turn to analyze the solutions for Eq. (3.95b). Equating the modulus of both sides of the
equation, we obtain an equation for the molecule condensate density pm = |0l :

Am|?
Om + umpm)2 + 'Yr%‘

pn = | (3.101)

We remind the reader that the molecule detuning is given by 8, = 28, — | Ep| with |Ep| ~ 72
the molecule binding energy. Unlike the case of atoms with two-particle pump, in the molecule
case only solutions with py, > 0 exist. This is a manifestation of the fact that U(1) symmetry is
explicitly broken by the two-particle pump.

In the case of Uy, = 0 we can see that the largest condensate value is obtained when 6, = 0,
which occurs when 6, = |Ep|/2. Simply stated, the maximum value of the condensate occurs
when the two-particle pump is resonant with the molecule bound state. In this case we have p, =
2/,

In the interacting case, u, 7# 0, the interaction shifts the condensate energy such that the
effective detuning of the pump is Om = Om + U pm. When 6, < 0 (red-detunged) this can
lead to a situation where the interaction induced detuning shift leads to 6m ~ 0and the pump
becomes effectively resonant. In this case py, increases with decreasing yy,.

Solving Eq. (3.101) we observe the behavior illustrated in Fig. 3.14. For 0y, > 0(d > |Ep|/2)
there exist only one solution, which is similar to the non-interacting solution. For negative de-
tuning 6, below some threshold 6} two stable solutions exist, we refer to these solutions “high-
density condensate” and “low-density condensate”. The low-density solution behaves similar to
the non-interacting case where the condensate density decreases as 0y, is further increased beyond
resonance at 0y, ~ 0. The condensate density of the high-density solution keeps increasing as
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Figure 3.14: Behavior of molecule condensate with coherent molecule pump (solutions to Eq. (3.101) ).
When the detuning d,, is in the interval [83, 7] the system is bistable with a “high-density
condensate” solution (blue) and “low-density condensate” solution (red). The dashed gray
line corresponds to an unstable solution.

Om is decreased. Once the system is red-detuned below a second critical value 05 the high-density
solution no-longer exist. This is related to the finite decay rate of molecules yp,.

In addition to triggering a bi-stability the introduction of molecule interaction uy, also cre-
ates finite density of non-condensed molecules. Expanding in quadratic fluctuations around the
saddle-point solution we obtain the expression for the non-condensed molecule density n,, (k)

ul p?
(k) = 3 mfm . (3.102)
(R + Om + Umpm)? — U2 P2 + 2

We see that in our non-equilibrium setup 1, (k) o< u2,p2 which means that the fraction of non-
condensed molecules increases with increasing py,,. This can be viewed as an increase of an effective
temperature due to molecule-molecule interactions.

Having described the mechanisms for atom and molecule condensation in our setup, let us
emphasize the differences between them. As we have seen the atom condensation due to two-
particle pump is triggered by a closing of the dissipative gap and results in breaking of the Zo
symmetry @) — —1), hence it is expected to be a sharp phase transition. In contrast the molecule
condensate is always present due to the explicit breaking of the U (1) symmetry by the two-particle
pump. There is however a crossover to a regime with high molecule condensate density which also
shows bistability. Unlike the atom case no closing of a gap occurs for the molecule.

PHASE DIAGRAM IN THE DECOUPLED CASE

We are now in a position to understand the phase diagram obtained from the solution of Egs. (3.95),
which we show in Fig. 3.13a. Keep in mind that changing the detuning v, modifies only the
molecule detuning, while changing the atom detuning changes both atom and molecule detun-
ing simultaneously. As d, is decreased below the pump strength A the atoms become unstable
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3 Condensate phases of coberently driven bosons close to a scattering resonance

towards condensation due to the gap closing described above, this is the reason for the straight
phase boundary between the AC phases and the MC phase. For 9, above the threshold set by the
pump strength only molecule condensation occurs.

Detuning the system away from resonance (increasing —v/) has the effect of decreasing the
pump detuning dy,,. We see that the boundary between the MC region with a single low-density
solution to the bistability region (MC2), where both a low-density and high-density molecule
condensate solutions exist, follows roughly the dashed red curve which denotes the parameter
values for which the pump is exactly at resonance with the molecule energy and d,,, = 0. As the
system is detuned further away from resonance the region with high-density solution terminates,
due to molecule losses ( weaker molecule losses will correspond to a broader bi-stability region).
Finally, we note that the presence of the region where two AC solutions exist (denoted AC2) is
only due to the coexistence of a molecule condensation bi-stability and atom condensation.

3.9.2 DIGRESSION: BISTABILITY IN COHERENTLY DRIVEN OPEN SYSTEMS

We have seen that the presence of the molecule pump A, leads to a bi-stability where several
dynamically stable solutions to the mean-field equations exist. The existence of bistable regions
will remain a feature of our mean-field phase diagram also when we switch on all interaction and
couplings between atom and molecules. When several stable solutions exist in an equilibrium
setting one determines the state of the system by choosing the solution which has the minimal
free-energy value. In the non-equilibrium setting the notion of free-energy minimization does not
exist, and one has to in principle consider the dynamical evolution of the system including noise
and information of the initial state in order to determine the fate of the system in the bistable
region.

The appearance of a bi-stability in mean-field solution of a coherently driven field is not sur-
prising and has been discussed previously in the literature. It is known to occur in a variety of
systems such as a single-cavity with Kerr non-linearity [106], driven-dissipative Bose-Hubbard
model in an array of cavity resonators [107, 112-114], Rydberg-atoms lattices [115-117], and in
driven-dissipative spin models [118-120]. The fate of the mean-field bi-stability when correlations
are taken into account depends on the dimensionality of the system.

In Ref. [106] the case of an optical bi-stability in a single cavity with coherent drive and loss
(also known as the Kerr model) was considered. In that case it is possible to obtain an analytic
solution for the quasiprobability phase space distribution in the P representation. The analytical
solution shows that when quantum fluctuations are considered, there is always a unique steady
state in the single cavity case.

In our case in addition to quantum fluctuations, also classical spatial fluctuations of the con-
densate have to be taken into account in order to understand the fate of the bi-stability beyond the
saddle-point solution. In 1D it was shown, using matrix-product operator techniques, that cor-
relations beyond mean-field wash-out the bi-stability region and turn it into a crossover between
the high-density and the low-density phases [119,120]. In the case of the 2D driven-dissipative
Bose-Hubbard model, calculations using the truncated Wigner approximation indicate that the
bi-stability becomes a sharp first-order transition due to fluctuations [107,121]. Since fluctuations
usually play a more important role in lower-dimensional systems, it is not clear what is the fate of
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the mean-field bi-stability in 3D. Indeed, in the infinite-dimensional limit mean-field is expected
to be exact and the system will exhibit a true bi-stable behavior [118].

3.9.3 CASE 2: ATOMS COUPLED TO NON-INTERACTING MOLECULES

We now consider the case where atoms and molecules are coupled via the interconversion term g,
but the molecule interactions u,, and atom-molecule interactions 4, are switched off. In this
case the saddle-point equations for the steady-state homogeneous configurations are

(=80 + i7a — ualtol*) Yo + (A + 29¢0)15 = 0, (3.103a)
(—=0m + i7m) b0 + g¥G + Am = 0. (3.103b)

From Eq. (3.103b) we obtain an expression for ¢q

_ 9¥5 + A

Po —. (3.104)
6m — Ym

Plugging Eq. (3.104) in Eq. (3.103a) and taking the absolute value, we obtain an equation for
the atom condensate density p, which is exactly the same form as Eq. (3.96) but with effective
interaction and pump

2 2
Ugeff = Ug — J N y (3105)
’ Om — ©Ym
29\
A = A+ —T0m (3.106)
5m — ¥Ym

Theinterpretation of Eq. (3.106) is that the molecule condensate acts as an effective two-particle
pump for the atoms (atom pairs can be created from the condensate). When the external two-
particle pump frequency is on resonance with the molecule binding energy and d,, ~ 0, this can
lead to a large enhancement of the two-particle pump amplitude experienced by the atoms and
trigger atomic condensation. Also note that the effective interaction u, ¢ has an imaginary part,
which means that the molecule condensate creates a two-particle loss for the atoms.

Looking for a non-trivial solution for 9, the equation for the condensate density p, is now

given by
_Qeffi \/QSE - ’ua,eff‘QTeff
Pa = 2 (3107)
|ua,eff’
with
Qeff = (5aReua,eff - ’Yalmua,eﬂ‘)a (3108)
rer = 0y + 7 — [Aesil (3.109)

If Q, . > 0 the condition for atom condensation is similar to the one discussed in Sec. 3.9.1

Aeil® > A2 =02 + 2. (3.110)
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3 Condensate phases of coberently driven bosons close to a scattering resonance

We also have to consider the case Q¢ < 0 which might occur when u, & < 0 (effective at-
tractive interactions). In this case there still exists a non-trivial atom condensate solution when
|Xef| > Ac. In addition there is a region with two non-trivial solutions (with different values for
Pa) when

0% 2 2
T < |Ae]” < AZ. (3.111)

22—
|ua,e('f|

C
Note that in this case the trivial solution with p, = 0 is still stable.

In Fig. 3.13b we show numerical solution of Eq. (3.103), taking into account also stability prop-
erties of the solutions. We indeed see that the effective pump for the atoms is enhanced in a region
where |Ep| ~ 2§,, which is manifested in atom condensation occurring in a region along the
molecule bound state energy line (dashed black line).

In addition we see that a bistability region emerges, where both the AC and MC phase coexist.
This occurs due to the fact that in that regime the effective mean-field atom interaction o
becomes attractive. As we saw above this leads to a situation where an atom condensate solution
exists but the trivial solution with p, = 0 is also stable. We also note that the phase diagram has
instability regions, where no saddle point solution is stable. The reason for this instability is that
the effective attractive interaction for the atoms is not compensated by other repulsive mechanism,
such as the ones provided by ty,, %qm, here neglected.

To summarize, from the analysis above we learn that the coupling of the atoms to a non-interacting
molecule state acts as an effective two-particle pump for the atoms. Even when the strength of the
bare two-particle pump |A| is smaller than the critical pump strength for atom condensation A,
atom condensation can still occur if the effective pump is above threshold |Aeg| > Ac. This oc-
curs when the pump frequency is in resonance with the molecule bound state energy. Thus, the
atom-molecule coupling enables a new mechanism for atom condensation which can be triggered
by tuning the pump frequency close to the molecule bound state energy.

3.9.4 CASE 3: ATOMS COUPLED TO INTERACTING MOLECULES

We now consider the case were both atoms and molecules are interacting, given by Eq. (3.93) with
all interaction couplings present In this case the features of the two previous cases are expected to
merge. In particular, a bistability region with two MC solutions should emerge as a consequence
of the molecule-molecule interaction. A numerical solution of the full set of equations is shown
in Fig. 3.13c.

Due to the molecule interaction u,, we can no longer write an explicit solution for the molecule
condensate ¢ in terms of 1 alone. We can still understand intuitively the effect of finite molecule
condensate ¢ on the atoms by seeing that it enters Eq. (3.932) in the same way as the two-particle
pump term (A + 2g¢g)1;. Hence a large value of the molecule condensate density can create a
large effective two-particle pump for the atoms and trigger atomic condensation.

Our intuition is confirmed by the numerical solutions of Eq. (3.93b) as seen in Fig. 3.13c.
We see that a finite value of uy, gives rise to a region of molecule condensation bistability, whose
origins were discussed in Sec. 3.9.1. As v is decreased the system exhibits an extended region where
there exist an AC solution which breaks the Zy symmetry in addition to the low-density MC
solution. This is due to the fact that the molecule condensate-density is increasing with decreasing
v in the high-density MC solution (as we have seen in Fig. 3.14), hence at some point the effective
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3.9 Understanding the phase diagram from phenomenological mean-field models

atom pump A + 2g¢q reaches the critical value and a closing of the atom dissipative gap occurs,
leading to atom condensation instability. Finally, we see that increasing the pump frequency w,,
causes also the low-density MC solution to become unstable towards atom condensation, since it
decreases the value of the critical pump strength A below the value of the effective atom pump.
Finally, we can consider the effect of the atom-molecule interaction term gy |10|?|¢o[?. In
the presence of the atom-molecule interaction the atom dispersion in the MC phase (109 = 0) is

given by

walk) = =i £ \/12/(2m) + 8@ — Al ®)]2, (3.112)

where we denoted Aeg(P0) = 2900 + A and d,e5(¢) = 04 + Uam|Po|?. Hence, the molecule
condensate has two competing effects : (i) increasing the effective pump, which leads to decrease
of the atom dissipative gap (ii) increasing the effective atom detuning, which increases the atom
dissipative gap.

Having examined the phase diagrams obtained by numerical solution of Eq. (3.93) we can now
examine the condition for an atom condensation instability in order to obtain an equation deter-
mining some of the phase boundaries. Specifically, let us consider the condition for a transition
between a solution with only molecule condensate and a solution with an atom condensate. In
the case of a second-order phase transition, the condition for the transition can be obtained by
assuming [¢g] = € < 1in Eq. (3.932) and then taking the limit ¢ — 0 which results in a
condition

Ael® = 180 = iva + tam|do*)* = |\ + 29¢0|* = [ Aesl” (3.113)

plugging Eq. (3.93b) we obtain
~ ~ 2
Al (B0 + tampm)? + 2] = [|BnlA = A (0 + tmpm)| + (inAn)? (3114)

with Am = Om + UmPm — Y-

We solve Eq. (3.114) numerically and plot the phase boundary curves (v, d4.¢) on top of the
phase-diagram in Fig. 3.13. This allows us to identify phase boundaries which correspond to
a second-order transition (when the system follows one of the solution branches in the case of
a bistability), corresponding to the red curves. On the converse, phase boundaries in Fig.3.13¢
were condition (3.113) is not satisfied are expected to correspond to first order transitions. It also
confirms that the MC-AC transition is indeed a consequence of the atomic gap closing due to the
molecule condensate acting as an effective pump as we discussed in Sec. 3.9.3.

3.9.5 CHARACTERIZATION OF THE PHASES

We now turn to characterize some observable properties of the different phases. First let us look
at the dependence of the order parameters p,, pm as a function of the detuning from resonance v.
This is shown in Fig. 3.15 for different values of 0,. For relatively large atom detuning d, = 5.5
(Fig. 3.15a ) starting from v ~ —2 and increasing the detuning away from resonance we see that
the molecule condensate density py, continuously increases with increasing |v/|. When the high-
density branch of py, reaches a critical value at v = v it triggers atom condensation and a new
solution with p, > 0 emerges, as expected. In addition we see the emergence of a low-density

69



3 Condensate phases of coberently driven bosons close to a scattering resonance

1
1.0 5a:55 ’ 3 5“—00_.‘
. 3
. 6(1 =15 .
< . 2 9 o
051 .
1 1
. o,
s teetesnenescsesseseasecssnsad
0.01 0 0
20 K 10.0
.'. G_
15 . 75 o
& 101 - 5.0 : 4
5 K 2.5 2
01 0 B e ——
2 3 3 3 10 1 2 3 4
) —v
(a) (b) (©

Figure 3.15: Condensate densities as a function of the detuning v for different values of the atomic detun-
ing 0, corresponding to horizontal cuts in the phase diagram in Fig. 3.13c. In all cases we see
thatat large || the high-density solutions become unstable and in the low density solution the
condensate densities tend to zero.

branch 0 < py, < latv, > v.. For || large enough only the low-density MC solution exists
and py,, decreases with increasing |v/|.

For smaller value of atom detuning 0, = 1.5, shown in Fig. 3.15b, a slightly different scenario
occurs. Here the atom condensation transition occurs before any bistability emerges. Further
more we observe that for a small range of detuning values a bistability region exists with both
a high density atom-molecule condensate solution and a low-density atom-molecule condensate
solution. Finally at larger value of || the low-density molecule condensate solution emerges. We
also observe that in the high-density atom-molecule condensate solution the pg (pm) is higher
(lower), as compared to the case with higher ¢, (Fig. 3.15a).

When the atom detuning is below a threshold determined by the two-particle pump strength
A, an atom condensate solution always exists, as shown in Fig. 3.15¢ for , = 0.5. In this case, as
|v| is increased a bistable region emerges with a low-density atom-molecule condensate solution.
We see that lowering J,, results in even higher (lower) values of p, (pm) as compared to the two
previous cases. This is physically expected, since as we lower the atom detuning the two-particle
pump becomes more resonant with the atoms and less resonant with the molecules.

Another useful quantity to consider is the atom photoluminescence, given in Eq. (3.56). The
photoluminescence encodes both information about the excitation spectrum of the system and
the occupation of excitations. In Fig. 3.16 we plot the atom photoluminescence for different val-
ues of §, ata fixed v, exploring different phases. We observe distinct behavior in each phase, which
can serve as an experimental probe. In the MC-high phase we see a shift of the peak with respect
to the vacuum case. In the AC phase we see four different peaks, this is related to the fact that the
quasi-particle excitations in the AC phase are a mixture of molecule and atoms. At the phase tran-
sition between the MC high-density phase and the AC phase the photoluminescence spectrum
exhibits a gap closing as anticipated, as can be seen in Fig. 3.16 for d, =~ 5.25. Hence, the photo-
luminescence spectrum displays a clear signature of the different phases and the phase transition.
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Figure 3.16: (a) Atom photoluminescence Syeom (W, k) for different values of J, at fixed detuning v = —4

(corresponding to points in the phase-diagram in Fig. 3.13c.). (b) Cuts showing the photolu-

minescence at zero momentum S,eom (W, k£ = 0) at the MC-high, critical and AC phase.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

In the MC phase where (t)9) = 0 we can write an analytic expression for Syom (W, k) :

27a’)\eff|2
Sa om (w, k) = . . y (3115)
t (W +70)? — E)[(w — i7a)? — Ef]
k2 2
E? = <2m + 0q + uam’¢0|2> — Ael®, e = 2900 + A

From Eq. (3.115) we see that the photoluminescence spectrum is symmetric with respect to w.
This means that both negative energy modes with energy — Ej;, and positive energy modes with
energy E, are equally occupied. For real frequencies Syeom (w, k) has peaks atw = £ E};, where

Sutom(EEp, k) = 2 el (3.116)
atom ko — ’72 +4Elz .

It is interesting to compare the photoluminescence spectrum in our system to the expression
for Seq(w, k) for a regular equilibrium BEC at finite temperature

6’“+“+E’“5(w—Ek) et p—E

Sw+ EL)|.
E, E, (w+ E)

Seq(w, k) = nBE(Bw)

Where ngg is the Bose-Einstein distribution, B = k2(k? + p) ,p is the chemical potential
and f3 is the inverse temperature. In the equilibrium case the weight of the peaks is momentum
dependent and furthermore, the weight of the peak at positive frequency is always higher than the
weight of the negative peak. This is in stark contrast to what we see in the case of an atom with a
two-particle coherent pump where both peaks are equal.

3.10 MC-AC ISING TRANSITION

We will now derive an effective field theory which describes the Ising transition between the MC
phase with high-density and the AC phase. We ignore here the fact that our mean-field calculation
predicts a bistability region, and assume that the entire system is in a state with a specific value of
the molecule condensate 1)y. That is we want to describe the situation where the state of the
system follows the high-density branch of p, (1) shown in Fig. 3.15a.

To obtain the effective theory we first express the quadratic part of the atoms action in terms

of real fields by defining

o = BT 2y (tx) = na(t, ) + ixalt, ). (3.117)
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Defining the vector T = (Me, Xe, 7g> Xq)> We can write the action as

1 7 0 P4
S = /Wk v (—w, —k) (PR PK)v(w,k:) (3.118)
Al — & iw— Y, >
PR, k) = [Aet 3.119
k) (‘WJF% —[Aes| — &k (3.119)
PE = 2i,1. (3.120)

where as before A = A + 290, and & = k2/(2m) + 64 + Uam| o]

In the absence of loss, we see that the field 77 will become massless at the critical point where
| Aefi| = €o while the field x stays gapped. Hence we can integrate out X to obtain a theory for the
critical mode only. Doing so we obtain the following theory for the field

(w+i7a)”
|Aeff‘ + §k

Ve
W\eﬂ‘f‘fk))nq(_w7 —k)ng(w, k),

where note that 0 (w, k) = n(—w, —k) (since it is the Fourier transform of a real field). For
finite y, we can neglect the term ~ w? and the k dependence of the denominator of the fre-
quency coefficient (when we want to describe the critical behavior), this result in the effective low
frequency Lagrangian

1
£77 257711(_“)7 _k)

(& — )\eﬂ")] Ne(w, k) + c.c. (3.121)

+ 2i7a (1 +

Ly “Wflq(—w, —k) [2i70w — (& — |Aeti]) (€0 + [Aeti]) — 73] 1c(w, K) + c.c.
2
+ 2z"ya |:1 + (|>\eff’|y:‘§0):| nq<_w7 _k)nq(w7 k)

The pole of the retarded Green’s function is at

2
k) = 5= [l + 0 (o + o~ al) 422]. Ga2)

We see that the 7 mode is completely dissipative close to the transition, since w;, (k) has no real

part. In particular, the dissipation rate at zero momentum is given by

wn(0) =~ (E+22— Pal®) = 0. (3.123)

Ya [Aefe| = Ac

Thus we see that 7 is indeed the right field which describes the critical theory at the Zs transition.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

The model we obtain at the quadratic level is equivalent to model A in the Hohenberg-Halperin
classification of classical dynamical criticality [86,122]. From the relation between the noise term
and the frequency coefficient we can read off the effective temperature

1 Ya )
T = = (g +0) (14— T 3.124
f 2(| | fo)( Dol + €072 (3.124)

We see that even in the limit 7, — 0 (which implies || = &p), the critical Ising degree of
freedom is at effective finite temperature T = £o. The result we obtain here is similar to that
obtained in Ref. [123] which formulated an effective Keldysh field-theory for the transverse-field
Ising model subject to dissipation described by a Lindblad operator L; = o, .

3.11 DiscussioN

Let us now summarize the results of this chapter and provide some outlook. We considered a
model of attractively interacting bosonic atoms close to a scattering resonance. The atoms expe-
rience Markovian single- and two-particle losses and are not coupled to any equilibrium bath, a
setting which is naturally realized in Rydberg-polariton systems.

First, we considered the case without particle pump processes. By means of a Keldysh-field the-
ory description, we showed that a molecule bound state exists in this setup, with spectral prop-
erties similar to the equilibrium vacuum. The main differences here is that due to the losses, on
the one hand, the molecule bound state acquires finite life-time, and on the other hand its bind-
ing energy is decreased. Furthermore, we explored the possibility of three-particle Efimov bound
states, which are known to exist in the equilibrium vacuum case. Using an FRG calculation we
have shown that the single-particle losses are detrimental to the Efimov bound states. At relatively
weak loss no Efimov states appear. This allows us to ignore them when considering many-body
effects.

In order to explore steady-states with a finite many-body density we introduced a two-particle
coherent pump. This pump explicitly breaks U (1) symmetry, inducing a finite molecular conden-
sate density. Tuning the frequency of the coherent pump, it is possible to drive a phase transition
from a molecule condensate (MC) phase to a phase with an atom condensate (AC). This is shown
by a mean-field study of a phenomenological model, whose form is inspired by considering the
leading corrections to the effective action at weak pumping.

The phase transition is associated with a breaking of a Zy symmetry. We identify the mech-
anism behind the atom condensation instability to be an enhancement of the coherent pump
due to the molecule condensate. This enhancement is most pronounced when the pump is reso-
nant with the molecule binding energy, hence we see how the many-body phase diagram emerges
from the properties of the two-particle vacuum. Photoluminescence measurements provide an
experimental probe which is able to detect the different phases and the gap closing at the phase
transition.

The work in this chapter suggests several future directions. First let us consider the pumping
mechanism. The advantage of a coherent pump over an incoherent Markovian one, is that the
former allows targeting a specific energy by tuning the pump frequency. This energy selectivity
is crucial to unveil the molecular physics: a Markovian pump would inject the same energy at all
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frequencies, favouring always atomic condensation and thus washing out the phase transition.
However, we pay the price of breaking explicitly the U (1) symmetry, which eliminates a possible
phase transition between the molecular BEC and a normal phase. In this respect, an appealing
option is to consider recently proposed and experimentally realized non-Markovian incoherent
pumping schemes which allow to pump particles into a specific narrow band of energies [72,73],
while preserving U (1) symmetry.

Another feature which merits further investigation is the fate of the bistability regions beyond
mean-field. In order to investigate this, one option would be to consider the dynamical evolution
of the condensate fields in the presence of noise. One approach for this is to derive and solve semi-
classical stochastic Gross-Pitaevskii equations describing the time evolution of non-homogeneous
condensate profiles ¢o(z, t), 1o(x, t) in the presence of classical stochastic noise. This was done,
for example, in a similar driven-dissipative model in one and two-dimensions [107]. Another ap-
proach to include beyond mean-field corrections could be to use the 2PI formalism in order to
derive and solve a set of coupled equations describing both the condensate evolution and the evo-
lution of two-point correlation functions [124-126].

Yet another interesting direction would be to consider specifically the case of very weak pump-
ing and loss strength. There, it is possible that particle collisions, happening at a faster rate than
loss or pump events, cause the system to effectively thermalize. In this case the steady-state could
be well described by a thermal state with an effective temperature and chemical potential deter-
mined by the ratio of the pump and loss strength [127,128]. This regime might allow to reproduce
more faithfully the equilibrium physics suggested in [41, 42], whereas the main challenge would
be to derive and solve the equations for determining the effective temperature and chemical po-
tentials induced by the external baths.
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3 Condensate phases of coberently driven bosons close to a scattering resonance

APPENDICES TO CHAPTER 3

3.A INTRODUCING THE AUXILIARY ¢ FIELD IN THE PRESENCE OF
2-BODY LOSS AND 3-BODY INTERACTIONS

In this appendix we provide details regarding the equivalence between the atom-molecule action
Sm + Sam introduced in Eq. (3.45) and an atom only action with 2-body loss and 3-body inter-
action with the Lagrangian

Line =Y _ 0[ta — ioTa|tho|* + uslths|®] — iTa)? (7 ) (3.125)
o=+

The equivalence will be shown by integrating out out the molecule field ¢. For this purpose it is
convenient to write the action in Eq. (3.45) in the & basis,

Ln=>_ o(—v—ino)psds — 2ing™ ¢4 (3.126)
o=+
Lin = V290 Z(wgdii +c.c.) = UamO Z |¢U‘2|¢U|2 (3.127)
o=+ o=%

where we suppressed time and space indices.

To eliminate the ¢ field, we replace it with it’s stationary value given by the solution of 6.5/d¢ =
07 [89]. The stationary values for ¢ are given by:

V293

o= —in) + U + Ugm |14 |? (3.1282)
- \fi 517 ferzZ git; Zj Tii %fa;mﬁ) (3.128b)
2
s (11 + Uam |- !22 \—iiyg;zgf—l—)i_u + iUam|V1]?) (3.128¢)
2
—in f%ﬁa),:m L2 (3.128d)
o = V2g(97)? s

in + Uam|wf|2 +v

3In the absence of the g, term this procedure is completely equivalent to Gaussian integration of ¢. For uam # 0it
is equivalent to gaussian integration only up to alog det D (tam|1|*) with D the molecule bare Green’s function.
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3.B Field equations derived form the I-loop effective action

Plugging in the solutions (3.128) in the action Sy, we obtain:

2003 (V") 2922 (4)*)2
Uam P V* 4 — i+ v - UnmD— D% + i + v (3.129)
2 *\2 12
4gn(y*) -3 (3.130)

+ ; ; — +
(uamw—w*— +n+ V) (Zuam¢+¢*+ +n+ ZV)
where ... denotes terms with 16 in the numerator. The leading contribution is obtained by ignor-

ing Uam |1|? terms in the denominator, which results in terms quartic in .
The real terms generated correspond to coherent interaction, and the terms with imaginary
coefhicient correspond to two-body loss. This results in the following two-body interaction and

loss: ) )
2g°v 2g°n
Ug = *772 T2 a = n2 + 12 (3.131)
Expanding up to order O(1)%) we also obtain a 3-body interaction term:
692Uy (12 — 12 3_ | I3

(n? +v2)?

In the presence of finite 7, extra terms are generated, which cannot clearly be traced back to
having benn originated from a coherent Hamiltonian evolution [H, p] or a Lindblad term in some
effective quantum master equation:

. 9
_m[—W")anwi — -2} (133
+ 42 ()2 + ()0l
2 2
oy (e o2l .

These terms are O(7|1)|®) and O(n?|1|%), and can be neglected in the limit of small two-body
loss and atom condensate density.

3.B FieLD EQUATIONS DERIVED FORM THE 1-LOOP EFFECTIVE
ACTION

In this appendix we derive the field equations using the 1-loop expression for the 1PI effective
action Eq. (3.59). As explained in the main text, the equations are derived from the stationary
condition 6T"/d¢y, 0T'/61p; = 0). Taking the derivatives with respect to the quantum fields we
obtain:

(=0 +iva — ualtol*)tho + (A + 299)905 +ite(95.G )G (b0, t0) =0, (3.135)
(—v +1in)do + 2995 + it(95.G~)G(do, to) = 0. (3.136)
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We denoted here the 8 x & Green’s function as

., 63s _
1:5%5)@7 Xx= (Ve ¥y O D), (3.137)
VoK) = (Ya(K) ¥5(—K)), ®u(K)=(¢a(K) ¢4(-K)), (3.138)

with K = (w, k). We added the atom interaction u, by hand in order to stabilize the atom
condensate. It is not possible to describe a stable atom condensate in the absence of u,. This
coupling will be in principle generated due to higher order contributions at finite-density.

Evaluating the derivatives of G Lt ®q = ¥q = 0 we obtain

8(52 Gl=
0 0 0 0 2g 0 0 0
0 0 0 0 —Usm®*c —Uam®e 0 0
0 0 0 0 0 0 2g 0
0 0 0 0 0 0 —Ugm®P e  —UamPe
—Ugm®Pe 0 0 0 —Ugm¥Pe 0 0 0
—Uam® e 29 0 0 0 —UgmYPe 0 0
0 0 —Ugm®Pe 0 0 0 —UgmPe 0
0 0 _uam¢*c 29 0 0 0 _uamwc
05,6~ =
—Ugm Pe 0 0 0 —Ugm¥®e 0 0 0
29 —Ugm®Pe 0 0 —Ugm¥P*e 0 0 0
0 0 _Uamd)c 0 0 0 _uamwc 0
0 0 29 —Ugm Pe 0 0 —ugm¥*c 0
0 0 0 0 0 0 0 0
—UgmW®Te —UamWe 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 —Ugm® e —UamWe 0 0 0 0
We also denote the different 4 x 4 blocks of the Green’s function as:
G  Gunm
(O %) .
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Using these expressions we get:

tr(0:G7)G =29 / Gty (3.140)
= 2o o [ 615w [ (68D vz [ 1650
tr(9y: GG = 29 / ([GE 111 + [GE ]22) (3.141)

~2um[ve [ Dfi 0. [ 65+ 0t [ G

In the limit of small or vanishing atom-condensate |).| < 1 we can neglect all atom-molecule
correlation functions G g, In this limit the mean-field equations are given by

(=0a + 17a — taltoo|*) + (2960 — Ao = 0 (3.142a)
(—1/ + i1 — 2iugm / Gﬁ)qﬁo + 2918 + 2ig / GE = (3.142b)
w,k w,k

If we further neglect the contribution of 7). to the atom Green’s functions, we can write the atom
inverse retarded Green’s function in this limit as

— + i — Uam|B|? A+ 290
PR — [« Cak . 3.143
a ( A+ 2g0* —W — €qk — Ya — uam\¢|2 ( )

3.C Ugm FLOW EQUATIONS

In this appendix we provide details on the derivation of the FRG flow equation for the atom-
molecule coupling gy,

The main object examined in the FRG formalism is the effective action at momentum scale &,
denoted I'y, which is the action obtained by integrating all quantum and classical fluctuations
with momenta g € [k, A], where A is the UV-cutoff. Starting from the action at the UV scale
I'n = S, we can obtain the effective action I';, using the formally exact Wetterich equation

0T = %Tr Op R (TP + Ry = Tré?k log(T'?) + Ry). (3.144)

Here Ry, is an IR cutoff function which suppresses fluctuations at all momenta ¢ < k with £ the
running cutoff scale. F;f) is the second variation of the effective action with respect to the fields,
and the trace is take over all momenta,frequencies and Keldysh indices. The scale derivative O
is defined as acting only on the cutoff function Ry, this allows us to represent the RHS of Eq.
(3.144) in terms of an expansion in Feynamn diagrams. It is also useful to define ¢t = log(k/A)
such that the flow starts from ¢t = 0 and flows toward ¢t = —o0.

Due to the fact that in vacuum only particle-particle diagrams are non-vanishing the flow equa-
tions for the n-body sector of the effective-action (which we define as the set of vertices of the form
@Y with r + 2m = 2n) are decoupled from all higher order sectors. In particular the 1-body
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3 Condensate phases of coberently driven bosons close to a scattering resonance

sector (i.e. atom propagator) remains unnormalized [90]. This vacuum hierarchy allows us to in-
troduce separate cutoffs for the atom and molecule. In particular choosing R, x(p) = k? for the
atom allows for an exact integration of the flow equation for the molecule propagator in vacuum
and we obtain the result in Eq. (3.68).

To obtain the flow-equations for the three-body sector, namely for the coupling w4y, we intro-
duce a sharp momentum cutoff for the molecule Ry, 1 (p) = ©(p — k). The action of the scale
derivative 9; on this cutoff results in ang,k = —kd(p — k) such that all momentum integrals
are just evaluated at the cutoft scale.

In order to obtain the Efimov limit-cycle it was shown in [91] that it is enough to work in the
point approximation where we negelect momentum dependence of the 3-body coupling wg,.
The structure of the most generic three-body vertex in the point approximation is of the form:

ro | (ttam) 4 60 (Q1) 60 (Q2) (@)% (Qu)5(Q1 + Qs — @ — Q)
Q1,Q2,Q3,Q4

(3.145)
However, we find that in vacuum where the only dissipative processes are one and two particle
loss the structure of the 3-body sector remains similar to the second term in Eq. (3.45) and we
have to consider only one coupling g, (t) which is independent of the Keldysh indices.
In order to derive the flow-equation for g, (t) we can evaluate the diagrams in Fig. 3.11 with
zero external-momenta and frequencies and a specific set of external Keldysh indices, e.g. corre-
sponding to ¢ Pz the.

Defining the following dimensionless couplings:

Oa n

~ _ Ta N
ﬁv 77_%7

Vo = =k Aa Gam = k*Ugm (3.146)

we obtain the following flow equations by evaluating the diagrams in Fig. 3.11:

4A2
Orligm = — Ham (3.147)
7r<—47r(ﬁ +i9) + 392\ /1 — 4i¥, — 45a>
. 3207 am
71'(1 — 24, — 25;) <—47r(19 +in) + V321 — 4id, — 45;>
_ 64g*
~\ 2 ~
w(1 — 26, — 25a) (\/392\/1 — 4if, — A8, — dm (i + m))
+ 2Ugm
and R )
e = —29a, 040y = —26,, Op = -1 Oy = —i) (3.148)
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4 CRITICAL BEHAVIOR NEAR THE
MANY-BODY LOCALIZATION TRANSITION
IN DRIVEN OPEN SYSTEMS

4.1 INTRODUCTION

Many-body localization is a state of interacting quantum systems, which fail to thermalize subject
to their intrinsic dynamics due to the effect of strong disorder [25, 26]. An important question,
currently under intense theoretical study and debate, concerns the nature of the phase transition
between the ergodic and localized phases. This transition represents a new class of dynamical
quantum phase transitions, which involves a fundamental change of the entanglement structure
in all, or at least many, of the eigenstates.

Unlike equilibrium phase transitions, the many-body localization transition is sharp only if
the system is completely isolated, which imposes severe limitations on the ability to study it using
standard theoretical, numerical, and experimental approaches. In particular, the requirement of a
closed system appears to preclude experiments with solid state materials, which, due to coupling to
athermal phonon bath cannot be many-body localized. Even in experiments with small systems of
ultracold atoms and ion traps, which are usually considered to be exquisitely isolated, signatures of
many-body localization are visibly polluted by extrinsic decay processes that may mask the critical
point [129-132]. At the same time, numerical experiments are also severely limited. In order to
study the MBL transition in a closed system one needs to either have access to a large number
of eigenstates in order to extract full spectral properties or to simulate close systems dynamics.
These requirements have led to numerical studies being mostly restricted to exact diagonalization
(ED) of very small systems [27,133-138]. There is increasing evidence that such simulations are
overwhelmed by transient finite-size effects that supersede the critical scaling behavior [139,140].

In this chapter, we show a way to overcome the limitations posed by closed systems, by studying
sharp signatures of the MBL transition in weakly open driven systems. Specifically we consider
a situation where a disordered system is copuled to non-equilibrium baths. We assume that the
coupling is such that the dynamics of the system density matrix can be described by a Lindblad
quantum master equation

. . v 14 ]‘ 14 14
p=—ilH,p] + eZ(Li pLyT = SALYL; ,p}>. (41)

Where the Hamiltonian /1 undergoes an MBL transition as a function of disorder strength in the
absence of the coupling to the Lindblad operators. We will show how the weak coupling to the
baths allows probing the underlying MBL transition.
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4 Critical behavior near the many-body localization transition in driven open systems

In a previous work by Lenar¢i¢ et al. [141] it was shown that in the limit of vanishing €, the
MBL transition shows up as a singular change in the temperature variations across the sample.
On the thermalizing side of the critical point (i.e. for sufficiently weak disorder) the temperature
fluctuations vanish in the limit € — 0, while they remain finite on the MBL side.

In this chapter we build upon the work in [141] and extend it by considering the case of a small,
but non-vanishing, coupling to the external baths € > 0. In this situation we expect that the
sharp transition which is observed in the temperature fluctuations at € — 0 will broaden into a
crossover governed by the critical point located at € — 0. The finite coupling to the bath has a
similar effect to that of a finite-temperature in a quantum phase transition, where the dependence
of the order parameter on temperature contains information on the properties of the underlying
quantum-critical point [142].

By studying the leading dependence of the spatial temperature fluctuations on € in the vicinity
of the critical point we will show that we can extract the critical properties of the MBL transition,
where our main interest in this chapter is extracting the dynamical critical exponent z. The MBL
transition in one dimensional systems is believed to be preceded by a thermal Griffiths regime
where 2z changes continuously as a function of the disorder strength (i.e. the tuning parameter
of the MBL transition), and diverges at the critical point. This scenario explains the subdiftusive
transport which was observed in numerical studies when approaching the MBL transition from
the ergodic sides [143-158].

The relative coupling to the different Lindblad terms in Eq. (4.1) can be arranged such that
the steady state density matrix is well described by a matrix product operator with low bond di-
mension, allowing efficient computation. Using a matrix product operator ansatz to solve for the
steady-state of Eq. (4.1), enables us to numerically compute the dependence of temperature vari-
ations on €. Doing so we find a sharp signature of the Griffith regime with a continuously varying
dynamical exponent that diverges at the critical point.

Before proceeding we note the connection to Ref. [159], where Griffiths exponents have been
computed numerically for a similar spin-chain coupled to Lindblad operators placed at the two
ends of the chain to drive a steady state current. Because in our case the coupling to the drive
and the bath are in the bulk the calculation can converge faster and we are therefore able to access
parameter regimes much closer to the MBL transition.

OUTLINE AND SUMMARY OF RESULTS

Let us now present an outline for the rest of this chapter and a highlight of our key results. Sec-
tions 4.2 and 4.3 contain background information. In Sec. 4.2 we provide background on the
MBL phase and the corresponding transition. In Sec. 4.3 we elaborate on the numerical method
we use to find the steady state of the QME by means of a matrix-product state ansatz.

The presentation of our research results starts in Sec. 4.4. As explained in the introduction, the
main idea is to explore the effect of weak coupling to the baths € (see Eq. (4.1) ) on the local temper-
ature fluctuation order parameter which was first introduced in Ref. [141]. This order parameter
is defined as 67"/ T, where 6T is the variance of local temperatures , and T is the mean tempera-
ture (both averaged over different disorder realizations). This order parameter can be equivalently
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4.2 Background: Many-Body Localization

defined using the inverse local temperatures. Our key result is the extraction of the dynamical
exponent z from the dependence of 67'/T on €, shown in Fig. 4.7.
The path leading to the extraction of z from §7'/T (€) consists of three main parts:

1. In Sec. 4.4 we use a long wavelength effective hydrodynamic description to show that in
the ergodic side of the transition temperature fluctuations obey /(672) ~ €'/(%) in 1d.

2. In Sec. 4.5 we use an effective resistor-network model of thermal islands with fluctuat-
ing temperatures connected via conducting links with random conductances. Here the
Grifhiths physics, the distance from the MBL transition and the strength of the bath cou-
pling € are encoded into the model as parameters controlling the distribution of conduc-
tances. We obtain anumerical solution of the resistor-network model for large systems up
to size N = 1000. By assuming the dependence obtained from the hydrodynamic descrip-
tion, O ~ €!/(22) we find that the dynamical exponent diverges with the correlation
length z ~ &1 ('see Fig. 4.4). This scaling of z agrees with observations from previous
works [28,145] (which used alternative probes for z). Hence, the resistor-network compu-
tation substantiates our claim that z can be extracted by studying O (e).

3. Finally, in Sec. 4.6, we use time-evolving block decimation (TEBD) to simulate a micro-
scopic model of an XXZ spin chain with random h, h,, fields, coupled to non-equilibrium
baths. The dynamics are described by Eq. (4.1). Analyzing the dependence of temperature
fluctuations in the non-equilibrium steady-state on € we observe a divergence of z as the
system approaches the MBL transition from the ergodic side. See Fig. 4.7.

From the numerical TEBD data, and the assumption z ~ |h — h¢|™" we extract a critical
exponent v ~ 4.040.9 which is consistent with the Harris bound [160] and is in agreement with
the results from previous phenomenological RG studies [28, 161]. This suggests that our open
system approach is less sensitive to the finite-size effects encountered in ED studies, whose results
are in contradiction to the Harris bound. We conjecture that this is related to level broadening
due to finite dissipation.

4.2 BACKGROUND: MANY-BopY LOCALIZATION

In this section we provide theoretical background on the concept of many-body localization, as
occurring in closed systems. The typical scenario which is considered is that of a quantum quench
in a closed system, where the system is initialized in some state [¢g) and evolves under unitary
Hamiltonian dynamics with some Hamiltonian H. Thatis, [¢(t)) = e~*H¢|sq). Typically, for
an interacting system, it is expected that the interactions between subparts of the system will lead
to a thermal steady-state at long times [24]. More precisely, this means that expectation values of
local observables are time independent and can be captured by an expectation value with respect
to a thermal density matrix:

N tOeBH
(1 = o) Olt — o0)) = T2, (42)
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4 Critical behavior near the many-body localization transition in driven open systems

where the inverse temperature 3 is determined by the initial energy density (¢9| H |1)g), and Z =
tre P In case the system in question possesses extra conservation laws beyond energy (e.g.
charge), the thermal steady state will be the one described by the corresponding statistical en-
semble (e.g. Grand-canonical if charge is conserved). A system which thermalizes in such a way is
called an ergodic system.

Note thatsstrictly speaking the closed system is always described by a pure quantum state |¢(t)).
However, Eq. (4.2) implies thatlocally (atlength scales £ much smaller than the system size L) itis
indistinguishable from a thermal state. In turn this means that any initial quantum information
encoded in the state cannot be retrieved by local measurements and is for all practical purposes
“erased”.

The property of thermalization at long-times can be connected to the eigenstates of the Hamil-
tonian {|a) }o by considering the infinite-time average of an observable

(0). = Jim 4 [ @@IOW®) = 3 paOue (43)

with Oaa the diagonal matrix elements in the eigenstates basis and p,, are determined by the initial
projection of |1p) on the eigenstates. In order to ensure that (O) s, behaves in a thermal way
according to Eq. (4.2), we must require that the expectation values of local operators in individual
eigenstates (a|Ola) agree with those obtained from the micro-canonical ensemble with energy
E, . This explanation of thermalization of closed quantum many-body systems is known as the
eigenstate thermalization hypothesis(ETH) [162,163]. A quantum system whose eigenstates obey

the ETH is called an ergodic system.

In contrast, Many-body localization (MBL) is a phase of matter in which an interacting closed
quantum-system fails to thermalize due to the effects of strong disorder. An MBL system has
vanishing conductivity even at finite temperatures o(7") = 0. This is opposed to conventional
insulators which exhibit finite conductivity at finite temperatures 0 (T") o exp(—A/T') (with A
the gap between the Fermi-energy and the conductance band). Vanishing conductance at finite
energy density is an obstruction to thermalization, since it prohibits flow of energy and other
conserved quantities between different parts of the system. As opposed to ergodic systems the
eigenstates of the Hamiltonian of an MBL system do not obey ETH, a statement which can also
be taken as a defining property of the MBL phase.

4.2.1 ANDERSON LOCALIZATION

The insulating behavior due to disorder in the non-interacting case was first studied by Anderson
in his seminal paper already in 1958 [164], and is known as Anderson localization. This is a single-
particle phenomenon whose essence is destructive interference which leads to localized single-
particle wave-function. To understand the phenomenon of Anderson localization, consider a
tight-binding Hamlitonian of fermions hopping on a square lattice and subject to a random on-
site potential,

Handerson =t Z (c;rcj +h.c)+ Z eic;rcz-, (4.4)
((.5)) i
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4.2 Background: Many-Body Localization

where €; ~ U([-W/2,W/2])and > ; iy, denotes sum over nearest neighbors only. In one and
two dimensions it is known that disorder will always lead to localized single-particle eigenstates
Yo(r) ~ exp(—|r—7q|/&) with { thelocalization length (which becomes smaller with stronger
disorder) [165]. In three dimensions, there is a critical value of disorder W, above which all single-
particle states are localized. As the disorder strength is reduced below W, extended states appear,
where localized and extended states reside in different parts of the energy band and the boundary
separating them is called the single particle mobility-edge. Finally for very weak disorder in three
dimensions practically all states are extended.

In the limit of t = 0 the eigenstates of Hapderson Will be localized on a single-site 1; = |7)
with energies IJ; = ¢;. To show that localization can remain stable for weak but finite hopping
0 < t < W Anderson considered a perturbative expansion in the hopping. The perturbation
induces corrections to the localized wave-function |i) transforming it into |7), which will have
some overlap with other sites (j| 5> # 0. For sites which are at distance 7 from ¢ on the graph,

the overlap will come from nth order in perturbation theory and will be of the form

t t

€ — €my) (€mn_y — Gj)'

(Gl ~ ¢ (45)
Since the energies are distributed uniformly in [—W /2, W/2], the denominators are typically of
order |¢; — €;7| ~ W. Consider now the probability of finding the particle at some site which is
at distance n from 4, it can be naively estimated as

K 2n
m~<w3 , (4.6)

where K is known as the connectivity of a regular graph, and is defined such that the number of
non self-intersecting paths of length n starting from any point is ~ K" (for example the cubic
lattice in 3D has K ~ 4.5). Hence, we see that as long as Kt/TV < 1 the wave-function is
still exponentially localized, which leads to the naive criterion for the critical hopping strength

2Kt /W = 1.

In [164] Anderson considered the so-called “locator expansion” of the Green’s function in the
basis of localized states:

1
E-H
The return probability pg (), which is the probability of a particle initially place on site i = 0 to

Gij(E) = (il

1)- (4.7)

be found there at later times, is given by

1 : —izt :
po(t) = 5 nlgélJr dze "**Goo(z + in). (4.8)

When the system is localized, we expect po(t) to stay finite at large times, while if it is delocalized
we expect an exponential decay of the return probability po(t) oc e™*/7 (in the thermodynamic
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4 Critical behavior near the many-body localization transition in driven open systems

limit). The Green’s function can be written as Goo(E) = (E — eg — Xo(F)) ™! with the self
energy given by a sum over all paths which start and end at ¢ = 0:

o0
tomy, ---tmami tma0
Yo(E) = - 2l : (4.9)
;ml’%;n#o (E—€m,).(E—€my)(E —€m,)
Note that finite decay rate 7 > 0 is generated due to the hopping only if Im lim,,_, o+ Goo(E +
in) # 0 for a finite range of energies, which can occur only when Im lim, o+ Yo(E +in) # 0

[164,166].

It can be shown that whenever the sum in Eq. (4.9) converges Im lim,,_,o 3o (E + in) = 0,
which implies that the particle initially placed at i = 0 remains localized there. The question of
whether a particle remains localized reduces to the question of the probability of finding resonant
paths with large transition amplitudes which cause the sum in Eq. (4.9) to diverge. This analysis
leads to the improved criterion for the critical hopping

2t (4.10)

KX log(1/A,) =1,
eK )\ log(1/A;) A W

The criterion in Eq. (4.10) have been shown to be in agreement with an exact solution in the case
of the Bethe lattice [167] (which can be considered as an infinite-dimensional case). However,
as we noted above the analysis does not give the correct results for the 1- and 2-dimensional cases
(where all state are always localized), since it doesn’t take into account the possibility of destructive
interference and cancellation of paths.

4.2.2 MBL As ANDERSON LOCALIZATION IN FOCK-SPACE

In Ref. [25] Basko, Aleiner and Altshuler (BAA) provided arguments for the stability of Anderson
localization to finite interaction, by considering the problem of placing a single particle excitation
on top of a many-body eigenstate and mapping it to an Anderson localization problem in Fock-
space. BAA considered the Hamiltonian written in the basis of the single-particle eigenstates of
the disordered quadratic part

1
H= Z EaCLCa + 3 Z Vam(gcgcgcyc(g. (4.11)
a aBvé

For a disordered system with strong enough disorder, the single-particle wave functions are local-
ized in space.

Now, consider placing a single-particle excitation on top of some eigenstate of the many-body
Hamiltonian | W), such that the system is initialized in the state [¢0(t = 0)) = CL\\I/Q The
interaction term V5,3 connects this initial state with states containing three particle-hole excita-
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4.2 Background: Many-Body Localization

tions and we can intuitively view this kind of scattering as a “hopping” process over a lattice whose
sites are the Fock states !

na =1,n3=1,n,=0,n5=0,...) = [na =0,n3 =0,n, =1,n5=1,...). (412)

Hence, we expect that for strong enough interaction the initial single-particle excitation can
spread over states with three particle-hole excitations, which then spread over states with five ex-
citations and so on, until eventually the initial localized excitation decays completely as it spreads
over a continuum of many-body states. In a different scenario with weak interaction it is possible
that the initial excitation spreads only over a limited number of states with a few excitations, and
hence remain localized.

To find the criterion for many-body localization consider the Fourier components of |1(t))
( + By — H)l(e)) = ch ). (413)
Eq. (4.13) can be solved iteratively in perturbation theory, as

1

€ — €q

[¥(e)) = (@) + [V () + 142 () +...)- (4.14)

The zeroth order is just the initial-state which is a single-particle excitation [1)(*) (¢)) = CL]\II k)-
The first order contains 3-particle excitations

Vsy8a
WM (e) =" — 2 clel es|wy), (4.15)
Bys €T 208

where we denoted the energy of the three-particle excitation Qg 5 = €y + €5 — €g. Similar to
single-particle Anderson localization, the main question is the probability of finding large terms in
Eq. (4.15). If all terms are non-resonant and the first order correction is small, this is an indication
for MBL since the state |1(t)) has considerable overlap with the initial state ch |Wg).

Since the interaction is short-ranged, non-vanishing matrix elements appear only for single-
particle states which are within one localization volume (i.e. they are localized around points at
most ~ £ from each other, with £ the localization length), hence the denominators in Eq. (4.15)
are random numbers which are of order of the single-particle level spacing within the localization
cell J¢. The single-particle level spacing is related to the localization length via §¢ = (v€9)71,
with v the density of states. For weak interactions, A\ = max |V,g4s|/d¢ < 1, most of the
terms in the sum will be small, and it will be dominated by resonant terms for which the energy
denominators are small compared to the interaction element.

Assume there are K terms in the sum in Eq. (4.15) with non-vanishing matrix elements, K

is the connectivity of the state CL]\II %) to other many-body states with three-particle excitations.

'Strictly speaking the many-body eigenstate |¥) will be a superposition of Fock-states, but the intutive picture is
still useful.
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4 Critical behavior near the many-body localization transition in driven open systems

Since the denominators are ~ U ([—d¢, 0¢]), the smallest denominator is of order d¢ /K. Hence
the criterion for the probability of finding a resonant term in Eq. (4.15) is

K\~ = ~ 1. (4.16)
¢

The connectivity K can be estimated as the number of Fock-states connected to the initial

state CL|\I’k> Those are states with non-vanishing matrix elements Vs,3, 7 0 and for which
Cgcjyc/g |W}) is non-zero. BAA argue that the energies of allowed particle-hole excitations on top
Zvia —T < €y, €55 €4 < T'. In addition the inter-
action matrix elements are non-vanishing only when the energy difference corresponding to the
transitions &« — 6, 3 — <y (or the same with § <+ <) are not larger than the level spacing J¢.
This leads BAA to the estimate K ~ T'/d¢. Using the Anderson criterion for delocalization this

leads to a criterion for the critical “temperature” (energy density) at which the interaction leads

of | W) are constrained by the temperature

to delocalization

v

=5 (4.17)

§A| logA|~1, A
O¢
Since the above arguments are heuristic and also depend on some assumptions on the con-
nectivity of the graph of many-body Fock-states, BAA provide further evidence for the stability
of localization to interactions via a computation of the imaginary part of the self-energy (which
we have seen is related to localization of an initial excitation) using the Keldysh formalism. The
computation is done using the self-consistent Born approximation which takes into account only
a certain class of scattering processes. Specifically, only processes where at each step one excita-
tion decays into the maximal number of allowed excitations are considered (in terms of Fock-state
hopping only transitions from Fock-state with n excitations to a state with n 4 2 excitations are
considered).

One mechanism for delocalization which was not taken into account by the perturbative com-
putation of BAA, is the effect of rare thermal regions inside the MBL phase, as pointed out by
De-Roeck et al. [168]. The main idea is that a rare thermal inclusion inside an otherwise localized
system might act as a bath which can thermalize the other parts of the system. Consider a rare
region with £ sites in which the on-site energies ¢€; are all resonant (they are within V' from each-
other). The probability of such a region is p(£) =~ (V/W )¢, and the typical size of such a region
in a system of length L is £ey, (W) ~ log L/ log(W/V'). Assume there is a critical size £ >> 1,
such that the presence of a rare thermal region with £ > £ leads to the entire system becoming
ergodic. This leads to a criterion for a critical disorder strength for which £y, (W) = £, (to avoid
de-localization due to rare inclusion we need W > W),

Weo(L) ~ VLMY, (4.18)

The criterion in Eq. (4.18) implies that MBL cannot exists in the thermodynmic limit, however it
would be hard to observe this effect in finite-size systems to the very slow drift of W, with L.

*Note that we are considering a closed system so the temperature should be thought of as a Lagrange multiplier which
should be determined by the energy density of the state |Uy,).
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4.2 Background: Many-Body Localization

In light of the possibility of de-localization due to rare thermal regions, the stability of the MBL
phase in d > 2 in the thermodynamic limit is still an open research question. However, the
existence of MBL in 1d has been proven rigorously by Imbrie [169].

4.2.3 EMERGENT INTEGRABILITY IN THE MBL PHASE

An important idea which allows us to understand the MBL phase and explains much of the ob-
served phenomenology is the emergence of an extensive set of local conserved quantities, or local
integrals of motion (LIOM), reminiscent of integrable systems. A key property of the MBL phase
which allows to construct the LIOM:s is that all of the eigenstates exhibit area-law entanglement.
This property of the MBL phase, which has been observed numerically [170,171], can be in fact
considered as a defining property of the phase. This is in sharp contrast to high-energy eigenstates
of generic ergodic systems, which obey the ETH and exhibit volume-law entanglement.

The fact that the eigenstates of an MBL system have low entanglement, implies that they can be
connected to an un-entangled product state using a series of quasi-local unitary transformations
[171]. To be more concrete, consider the random field XXZ model, which is one of the typical
model systems used to study MBL,

H=Y hof+ .Y oioi+JY (ciof +alal.y), (4.19)
7

where h; are random fields drawn uniformly from [—W, W]. In the limit J = 0, H com-
mutes with o7 for all 4 and hence the eigenstates are simple product-states of the form |o) =
lo1, 09, ..,0n) with o; =1, .

Turning on the kinetic term J # 0, but assuming it is weak enough such that the system is
still many-body localized, {7 } no longer commute with H. The new eigenstates can be obtained
from |o) by applying a quasi-local unitary of the form

U=11..0%  u®

di+1li+2Y4i+1 (4.20)

where the important property is that long-range unitaries in the decomposition of U are exponen-

tially close to the identity ||1 — Ui,?+1,..,i+nH% < e ™ (ie. their effect is exponentially small
and they do not introduce much correlations between far away spins). The fact that quasi-local
unitaries suffice to transform the product-state |o) to an eigenstate | E) of H, can be understood
from the fact that | E) haslow entanglement hence only unitaries which entangle nearby spins are
essential. This is in contrast to a generic ergodic Hamiltonian, whose eigenstates can also be built
by applying a unitary U to an initial product-state, but in this case the U will be highly non-local

in order to build the volume-law entanglement which is expected in that case.

The quasi-local unitary U transforms the original spin-z operators o} into quasi-local conserved
operators 77 = U TO'Z-Z U, which can be written as

v =207+ 3 VO, (421)
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4 Critical behavior near the many-body localization transition in driven open systems

The operator OAZ(n)

77 has a finite overlap Z # 0 with the original spin o and the contributions from higher order
operators decay exponentially V;(n) ~ e /€, Here € can be viewed as the localization length.
The Hamiltonian in the MBL phase is diagonal in the 7.7 basis

has support only on sites which are at most distance n from ¢. Crucially, each

HypL = Z iLin + Z Jz'ijTjZ + Z JijkTZ-ZTjZTjj + ... (4.22)
i ij ijk

Where the interaction couplings decay exponentially with the distance between the involved LI-
OMs. We note again that for every Hamiltonian we can in principle build an extensive set of con-
served quantities similar to Eq. (4.21), however in the generic case 7;° will be a highly non-local
operator with vanishing overlap with the bare o7.

The phenomenological LIOM Hamiltonian (4.22) explains all the phenomenology observed
in the MBL phase [171,172]. First, it is clear that the existence of the set of localized conserved
quantities {777} is an obstruction to thermalization, since the dynamics is constrained to keep a
memory of the initial values of extensive set of local expectation values which may have greatly
varying values at different regions of the system. Secondly, the emergent integrability explains the
Poisson statistics of the energy spectrum which is one of the numerical signatures of the MBL
phase [27,134]. Furthermore, the LIOM picture also explain the observed unbounded loga-
rithmic growth of entanglement entropy in an MBL system after a quench [173, 174], this phe-
nomenon can be explained by {7} configuration dependent phases which are generated during
time evolution due to the couplings .J;. . ; between the LIOMs [175].

4.2.4 EXPERIMENTAL OBSERVATION OF MBL

The question of MBL as we framed it so far is whether an isolated system can self-thermalize
due to its internal interactions or not. We expect that coupling a system to a thermal-bath will
eventually lead to thermalization, even if the underlying Hamiltonian is MBL. Hence, it is hard
to observe MBL in experiments with solid-state systems which are always coupled to a thermal-
bath of phonons. The first systems in which MBL was observed were synthetic quantum matter
systems, which can be isolated from their environment to a high-degree, such as ultracold atoms
[58,176], trapped Ions [177] and superconducting qubit arrays [178].

The first observation of MBL was in a system of ultracold fermions with a quasi-periodic lat-
tice potential (obtained by superimposing two lattices with incommensurate periods) [58]. The
system is described by the following Hamiltonian:

H=—JY (el ein10+he) + A cos@mBi+ ¢)iig +U D nigiiy.  (423)

1,0 2,0

The non-interacting part of H is known as the Aubry-André model, and it exhibits a localization
transition at a critical value of the quasi-periodic potential strength A = 2.J [179]. Hence here
A plays a similar role to the disorder strength in the Anderson model.

In the experiment the system was prepared in an initial highly non-equilibrium state, consisting
of'a charge-density wave in which only the even lattice sites are occupied. This state is characterized

by a high imbalance Z = (Ne — N,)/(Ne + N,), with N, the number of particles residing on
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Figure 4.1: Experimental signatures of MBL. (a) Evolution of an initial density imbalance Z = (N, —
No)/(Ne + N,) for different values of disorder strength A, as observed in a 1D chain of ul-
tracold interacting fermions. For strong disorder Z(¢) retains a finite value even at long times
indicating lack of thermalization (figure taken from [58]). (b) Indications for MBL in 2D sys-
tem, as observed in the remnants of an initial density domain-wall at long times (figure adapted
from [176]). (c) Experimental measurement of the energy level statistics P(r) for two photons
in a 9 site Bose-Hubbard chain implemented in a superconduting qubit array. P(r) exhibits a
change from Wigner-Dyson statistics at weak disorder to poisson statistics at strong disorder,
which is an indication for a localized phase (figure taken from [178]).

even(odd) sites. Then the system is evolved and the imbalance Z(t) is tracked. In the absence of
the quasi-periodic potential, A = 0, the initial imbalance was observed to quickly relax to zero,
while for A > A, the imbalance remained at a finite value after an initial relaxation implying the
lack of thermalization (see Fig. 4.1a).

Further experimental examples include the investigation of MBL in a 2D system of ultracold
fermions [176], where the system was initialized with a density domain wall. There, for strong
enough disorder, remnants of the density imbalance are still visible at long times, as opposed to the
case with no disorder (see Fig. 4.1b). Signatures of localization were also observed in an experiment
with superconducting qubits, where a novel spectroscopic method was used to directly measure
the energy level statistics [178] (see Fig. 4.1c).

4.2.5 THE MBL TRANSITION

Starting from the case of strong disorder and weak interactions, where the system is many-body
localized, and decreasing the strength of disorder, an MBL system will eventually undergo a phase
transition to an ergodic thermalizing phase. This MBL transition is very different than typical
quantum (or classical) phase transitions studied in equilibrium settings, since the MBL properties
are encoded in all the eigenstates of the Hamiltonian 3. At the transition the eigenstates undergo
a radical change in their entanglement properties from area-law in the MBL side to volume-law
in the ergodic side. This is in contrast to 7" = 0 quantum phase transitions which are between
two different ground-states each having area-law entanglement. In a sense the MBL transition can
be thought of as a transition between quantum and classical behavior. Indeed in the MBL phase

*In principle there could exist a many-body mobility edge, separating localized and ergodic eigenstates, but we ignore
such complication in the qualitative discussion here.
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4 Critical behavior near the many-body localization transition in driven open systems

quantum information encoded in the initial state persists to arbitrary long time. On the other
hand quantum information is quickly scrambled and becomes inaccessible in the thermal phase,
whose long time dynamics are well described by classical hydrodynamics.

So far, a clear simple thermodynamic quantity which serves as an order parameter for the MBL
transition is not known, and in fact it could very well be that such an order parameter does not
exist. Hence numerical studies of the MBL transition require analysis of dynamical and spectral
properties, which are quantities that involve a large number of eigenstates. For this reason numer-
ical studies of the transition are challenging and have been mainly limited to ED studies of small
systems [27,133-138].

A variety of quantities can be studied numerically using ED to detect the transition. Due to
the emergent integrability, the energy levels are expected to exhibit Poisson behavior in the MBL
phase, and Wigner-Dyson behavior in the ergodic phase. This can be seen numerically by studying
the average of the ratio r,, = min{d,, 0p—1}/ max{d,,dp—1} with 6, = Ep11 — Ep, . As
a function of the disorder strength a transition from (r) &~ 0.52 (predicted by random matrix
theory) in the ergodic phase to () ~ 0.38 (Poisson) in the MBL phase is observed [134]. Another
quantity one can study is the eigenstate entanglement-entropy S4 of a subsystem A (averaged
over disorder and eigenstates), which is expected to be independent of subsystem size in the MBL
phase and scale linearly with size in the ergodic phase [135,136,180]. Furthermore the standard
deviation of S 4 over the disorder ensemble shows a peak at the transition, and it is thus analogous
to a susceptibility.

In the ED studies the critical exponent v = 1 is found [135,180]. This result is inconsistent
with the Harris bound v > 2/d which is a criterion for the stability of classical and quantum
critical points in disordered systems [160, 181], which was argued to hold also for the MBL case
[182]. This implies that ED studies suffer from strong finite-size effects which make observing the
true critical behavior challenging.

A difterent approach for studying the MBL transition is by means of phenomenological RG
schemes, which were first introduced by Vosk et al. [28] and Potter et al. [161]. For example, the
RG description in [28] considers a set of blocks which represent insulating and thermal regions of
aldsystem close to the MBL transition (where we expect both kind of regions to exist). Each block
is described by a many-body level spacing A; ~ 2% and thermalization rate I'; (time for entan-
glement propogation). Together these two parameters form a dimensionless quantity g = I'/A,
where g > 1 for a thermal region and g < 1 for an insulating region. In addition neighbouring
blocks are coupled with rates I'; ;. The RG coarse-graining step is comprised by merging the two
block with the largest coupling I';; and computing the new I, A, fij according to a set of
phenomenological rules. This can be viewed as reducing a cutoft {2 = max I';;. Depending on
the parameters of the merged block, this can lead to the new block becoming more insulating or
more thermal.

As the RG steps are taken the average block size £ increases. The main point is to examine the
scaling of the typical value of g as a function of £. In the MBL phase blocks become more and more
insulating as they are coarse grained g ~ e~ /&6 while in the ergodic phase we expect g ~ et
at large scales with s the entropy density. Numerical simulation of the phenomenological RG
shows a transition between these two regime as a function of the disorder strength which enters

via the disorder in the initial distribution of g;. This RG scheme,as well as the slightly different
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4.2 Background: Many-Body Localization

(but similar in spirit) scheme in [161], predicts ¥ = 3.3 which is in agreement with the Harris

bound.

4.2.6 GRIFFITHS EFFECTS CLOSE TO THE MBL TRANSITIONS

One remarkable property of the transition between the ergodic and MBL phase in 1d is the pre-
diction of a continuously increasing dynamical exponent 2 which diverges at the critical point
similarly to the localization length z ~ & ~ (h — h.)™". This is a manifestation of Griffith
effects which are due to rare localized regions appearing in the thermal side of the transition.

The idea that rare regions in disordered systems can lead to singularities in dynamical corre-
lation functions was originally introduced by Griffiths [183] and McCoy [184] in the context of
classical disordered spin systems. The key idea of the Griffiths effects in the case of the MBL tran-
sition is the effect of rare insulating regions which are embedded in an otherwise thermal system.
In a one-dimensional system these rare insulating regions act as a bottleneck for transport.

To understand the origin of the divergence of z, we bring here the intuitive scaling argument
provided in Ref. [28]. In the ergodic phase, the density of insulating (or critical) regions of length

¢ decays exponentially with the length and scales as 4

p(l) ~ ;BZ/ ¢ (4.24)
where ¢ is the length scale which diverges at the transition. Here we are assuming that the system
size L is much larger than £&. While long insulating regions are exponentially rare they act as a
strong bottle-neck to transport with transport time 7(¢) ~ 9 exp(¢/a) (with a, 79 some micro-
scopic length and time scales respectively). For along system of size L >> &, the number of thermal
regions with length > £, is given by N7.(¢) = L ;" dsp(s) = (L/€)e~"/. The longest region
we will typically find in the system can be estimated from the condition Np,(4,,) = 1, which
leads to £,, (L) ~ &log(L/€). Close enough to the MBL transition we can assume that the rare
insulating regions will serve as the main bottleneck for transport, which leads to transport time

7~ 1pexp(§/alog(L/€)) ~ L8 = L7, (4.25)

Hence we see that the dynamical exponent diverges as the correlation length z ~ £ as we approach
the critical point. Beyond the heuristic scaling argument, the divergence of z at the MBL transi-
tion was observed in the RG study of [28], where the phenomenological RG scheme allows one
to extract the typical transport time of a block 7, = (£/£o)T' L.

Typically for a weakly disordered system, propagation of particles can be described via a random-
walk process due to a series of scattering events, and hence the equation governing dynamics of
the density is a diffusion equation 9yn = Dd?n. This leads to the common diffusive scaling with
z = 2and transport time 7 ~ L?. The arguments above suggest that close to the MBL transition
sub-diftusive (i.e. z > 2) transport is expected. This was observed numerically in several works
using ED studies [145,159,185].

In particular Agarwal etal. [145] used both ED and an effective resistor-network model to study
Griffiths signatures in the low-frequency behavior of the optical conductivity o(w) and in the

#“Note that by integrating p(¢) we obtain that the total density of critical regions in the thermal bulk is ~ 1/¢.
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Figure 4.2: Power-law behavior of the optical conductivity o(w) and return probability C',.(t) close to
the MBL transition in the ergodic side, obtained via ED study of the random-field XXZ model
[145]. The power-law behavior indicates a sub-diffusive behavior which is a prediction of the
Griffiths picture. Here the exponent {3 is related to the dynamical exponent via § = 1/z, and
a =~ 1 — 2f3. Figure taken from Ref. [145].

return probability C,(t) ~ (S7(t)S7(0)). The study is done using the disordered XXZ model
(Eq. (4.19) ), where the infinite temperature limit of the optical conductivity is computed from
the eigenstates using a linear-response formula T'o (w) ~ (LZ)™1>°|(m| Y, jiln)|?6(w —
Wmn) with j; the spin current operators. The numerical results for a system of size L = 14
show that both observables exhibit a power-law behavior o(w) ~ w?®, C,.(t) ~ ¢t~ on the
ergodic side close to the MBL transition (see Fig. 4.2). The scaling relation observed between
the exponents is & + 25 ~ 1, which can be predicted by identifying z = 1/. Specifically,
it is observed that 8 decreases towards zero as the MBL transition is approached. In the case of
diffusive transport C,(t) ~ 1/v/t is expected, so 3 < 1/2 indicates sub-diffusive transport
indeed. Agarwal et al. further show that an effective resistor-network model, with a power-law
distribution of resistances P(R) ~ R™7, reproduces the numerical results of the microscopic
model. This serves as evidence that the origin of the sub-diftusive transport is indeed due to the
effects of rare insulating regions.

4.2.7 MBL IN OPEN SYSTEMS

So far we have discussed MBL in the context of closed system dynamics, and we have seen that
in a many-body localized system the interactions fail to thermalize the system. However, if we
take an MBL system and connect it to a large thermal bath, for example phonons in a solid-state
system, we would expect that the system will eventually reach thermal equilibrium as the coupling
to phonons leads to transport via variable-range hopping. For this reason MBL has been hard to
observe in real materials.

Experiments observing MBL have been so far performed in systems of synthetic matter of ul-
tracold atoms or trapped ions [58,176]. In those systems there are no phonons since the lattice is
created via laser potentials. While ultracold atom systems can be isolated to a much better degree
than solid-state systems, dissipation still exists in those systems (e.g. particle loss). Hence, it is im-
portant to study the effect of weak dissipation on the experimental signatures of MBL (which in
AMO systems can be usually well described in terms of a Markovian Lindblad quantum master-
equation).
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4.2 Background: Many-Body Localization

Figure 4.3: Lenar¢i¢ et al. used local temperature fluctuations to study the MBL transition in a system
weakly coupled to phonons and drive with coupling strength € [141]. The figure shows the nu-
merically calculated local temperature, in the limit € — 0, for different values of the disorder
strength h. For small h the system is in the thermal phase and the temperature profile is uni-
form. For large h the system is in the MBL phase and the weak coupling to the baths leads to
large fluctuation of the local temperature, due to the existence of an externsive number of local
integrals of motion. (Figure taken from [141])

Fischer et al. [147] considered the effects of coupling a system deep in the MBL phase to a
dephasing noise L; = n; or particle loss L; = ¢;. Existence of LIOMS allows them to derive an
effective classical master equation. The main goal is to explore the effect of the dissipation on the
dynamics of a density imbalance Z = (n. — n,)/(ne + no) (where ne (n,) is the occupation
of even (odd) sites) which is imprinted on the initial state. In the MBL phase, in the absence of
dissipation, we expect the initial imbalance to decay to a finite value and retain a non-vanishing
asymptotic value. Ref. [147] finds that dissipation leads to decay of the initial imbalance with a
stretched exponential form, which is reminiscent of the dynamical behavior of classical glasses.

Lischen et al. [61] performed an experimental study using ultracold fermions with controlled
dephasing. They study ultracold fermions in a 1d quasi-periodic optical lattice which realizes the
interacting Aubry-André model, Eq. (4.23). Dephasing with a controlled rate is induced via a
dedicated plane-wave laser which is tuned to induce internal atomic transition leading to photon
scattering (which corresponds to a density “measurement”). The system is initialized in a charge-
density with density imbalance Z close to unity.

The experimental measurements of the imbalance dynamics agree with the theoretical predic-

tion of stretched exponential decay Z(t) ~ e(-T7)7 in Ref. [147]. The imbalance relaxation
rate I'7 is found to be linearly increasing with the photon scattering rate y (strength of dephasing
noise). Furthermore, defining the susceptibility to dephasing viaI'r = X + I'pg, itis found that
X increases with interaction strength close to the MBL transition. Even though the experimental
results show that dephasing eventually destroys MBL properties at long times, for weak enough
dephasing rate it is possible to observe an intermediate regime where the imbalance is finite which
allows for an experimental observation of MBL. One can think of v having similar effect as tem-
perature on a QCP, where the true properties of the QCP only exist at T' = 0, but nevertheless
one can observe signatures and crossovers also at 7" > 0.
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4 Critical behavior near the many-body localization transition in driven open systems

A recent work by Lenar¢i¢ et al. [141] (of which our work in this chapter is a continuation of)
suggested a route for observing the MBL transition in open-systems by coupling the system to
an additional non-equilibrium drive. They considered a disordered interacting system which is
weakly coupled to phonons and irradiated by light. In the limit of vanishing strength of drive and
phonon coupling €4,€, — 0. Ref. [141] observed that the variance of local temperatures acts
as an order parameter for the MBL transition, and it is possible to extract the critical exponent
v by examining its dependence on the disorder strength (see Fig. 4.3). Remarkably, even though
the system sizes studied in [141] are quite small N' < 12, the extracted critical exponent v ~ 2.6
obeys the Harris bound v > 2/d. This s in stark contrast to previous numerical ED studies done
on closed systems, which obtain v ~ 1 in contradiction with the Harris bound.

To understand why the local temperature fluctuations are expected to act as an order param-
eter for the weakly open-driven MBL system, recall the fact that the MBL phase is characterized
by an extensive set of quasi-local conserved quantities 7;°. Previous works by Lenar¢i¢, Lange and
Rosch [127,128] have shown that the steady-states of integrable systems which are weakly driven
and coupled to baths can be well described by a generalized Gibbs ensemble p ~ exp (3, AiC;).
Here, the expectation values of conserved quantities (C;), and equivalently the Lagrange mul-
tipliers \;, are determined by the ratios of the drive strength and coupling to a bath. While the
LIOMs in the MBL phase are different than the conserved quantities in integrable systems, we
still expect a similar effect where the non-equilibrium steady-state will be characterized by an ex-
tensive set of widely varying local temperatures (Lagrange multipliers), leading to a large variance
0T ~ O(1). On the other hand, in the ergodic phase only the global energy is conserved (in the
absence of bath coupling and drive) and hence following the results of [128] we expect the state of
the system to be well described by a thermal Gibbs ensemble with one global temperature leading
to no variance 67" = 0.

4.3 BACKGROUND: STUDYING OPEN-QUANTUM SYSTEMS USING
MATRIX-PRODUCT STATES

In this section we provide background on the main numerical technique used in our work, which
is the representation of the density matrix in terms of a matrix-product density operator (MPDO)
and time-evolution of the MPDO using the time-evolving block decimation (TEBD) algorithm
[32,186]. Here we provide just a brief review of the use of matrix-product state (MPS) techniques
for simulation of quantum states of open systems, readers who want to learn more may want to
refer to existing reviews such as Refs. [33,187,188].

Consider a 1d spin chain of length N The first step we take in order to simulate the dynamics
described by the QME in Eq. (4.1) is using Choi’s isomorphism to map the density matrix to a
state in a doubled Hilbert space and the Liouvillian to a matrix which acts on states in this Hilbert
space [189]:

10 = ZPU,T|0><T’ - |p) = ZPG,T’o-aT)? (426)
o, T o, T
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4.3 Background: studying open-quantum systems using matrix-product states

where we denoted o = (071, .., o) and similar for 7. The Liouvillian acting on the vectorized
density-matrix |p) is given by the non-hermitian operator

. 1
L=—iH®1-10H")+> v [LZ-®L’{ - §(L;TL¢®JL+JL®L1-TL¢) . (427)

1

Starting from some initial density matrix pg the state of the system at time ¢ can be obtained as:

1) = €*%{po). (4.28)

The steady-state can be obtained as the eigenstate of £ with eigenvalue A = 0. For a spin chain of
size N, | p) is a vector of length 4%V and L is a matrix of size 4"V x 4. Hence performing exact time
evolution or finding the stady-state by means of exact diagonalization (ED) of Lis exponentially
expensive in the system size N and limits computations to small system sizes N ~ 12.

In order to simulate the dynamics of larger systems one has to abandon the idea of representing
the quantum state of the system exactly and resort to some sort of approximation which allows
representing the state of the system with a number of parameters which is polynomial in the sys-
tem size IN. The approach we will describe here is that of matrix-product states which is an effi-
cient method to represent quantum states with low entanglement, and is often the best method
for performing computations in 1-dimensional systems. Since we have seen that the problem of
simulating the QME dynamics can be mapped to that of non-unitary evolution of a pure state
1)) in an enlarged Hilbert space, we will first describe the method considering time-evolution of
pure states. After doing so we will give some comments regarding the application of the method
in the context of QME dynamics.

A general quantum state of a 1D spin chain can be represented by a tensor ¢q, .. s, Written as
) = Cor.onlo) (4:29)
o

where the entries in the tensor ¢4, . ¢, are the probability amplitudes of the basis states |o). As
we explained above the number of coefficients in ¢, scales exponentially with the system size V.

The simplest approximation one can use is that of a product-state where we assume that the
tensor ¢ is completely factorizable, thatis ¢ = ¢4, Cg,..Coy, Which leads to the following state:

W)y =@ D cailoi) |- (4.30)

i o;=%1

In the case where ¢, are independent of 4, the product-state ansatz is also known as the mean-field
approximation. Using the product-state ansatz reduces the number of complex coefficients from
2N t0 2N. However, product-states are very limited since they cannot represent any connected
correlations or entanglement between spins on different sites, as we will see below.
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4 Critical behavior near the many-body localization transition in driven open systems

Matrix-product states (MPS) are a generalization of product states where instead of factorizing
the high-dimensional tensor ¢, as a product of numbers, we factorize it as a product of matrices:

apo” aN-_1

) = MM, MY o) (4.31)

o

where M ol Lo, Isa matrix of dimension X;_1 X X; (for each site there are two matrices corre-
sponding to ; = +1), with X; known as the bond-dimension of bond 4. The total number of
parameters scales as O(INX) with x = max; {X;} .

A product-state is a special case of an MPS with bond-dimension 1. On the other hand any
quantum-state can be represented exactly as an MPS when using a bond-dimension which grows
exponentially with the system size. The key insight is that states with moderate amount of entan-
glement can be represented efficiently as an MPS with a bond-dimension that is independent of
the system-size. To see the connection between bond-dimension and entanglement we consider a
bi-partition of the spin-chain at bond :

‘w>: Z \IJO'L,U'R|UL>‘UR>7 (4.32)

OL,OR

where wedenotedof, = {01, ..,0¢},0r = {0441, .., 0N }. The Schmidt decomposition of the
state can be obtained from a singular-value decomposition (SVD) of the matrix ¥, and is given

by
) =Y Aglal)|afh), (4.33)
=1

where {|aX)}({|af?)}) is an orthonormal basis of the left (right) subsystem, and A; > 0 are the
Schmidt values (or singular values). Here we denoted the number of non-zero Schmidt values by
7. Note that since 1)) is normalized we have Y, A? = 1.

Given the Schmidt decomposition, we can easily compute the entanglement-entropy of the
bi-partition:

pr = urlY) (W] = Aflai){af| = (434)
S(l) = —tpp log pr, = — ZA? log A? < log . (4.35)
i=1

So we see that the amount of entanglement is bounded by the logarithm of the Schmidt rank 7.
Consider now an MPS, and denote

Ugpop = (MO M2 ..M 0y, Vepo = (MO MON),,. (4.36)

0,OR —

The matrix representing the bi-partition is given by V¢, &, = Ug; o, Vay,o - This means that

5

OR
the number of non-zero singular values of W is bounded by the dimension of the index o;

5This is true because the rank of W is equal to the number of non-zero singular values and in addition rk¥ < rkV’

due to the fact that kerV' C ker V.
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4.3 Background: studying open-quantum systems using matrix-product states

Hence, we see that the maximal entanglement for a bi-partition at bond ¢ for an MPS with bond
dimension Xy is S(€)mps-max = 10g Xy. In particular we see that a product state where Xy = 1
has no entanglement.

From the discussion above we expect that an MPS ansatz is indeed an efficient ansatz when the
amount of entanglement of the state we want to approximate does not grow faster than logarith-
mically in system size. This is the case for ground-states of gapped local Hamiltonians in 1D, whose
entanglement follows an area-law [190]. The MPS ansatz can also be used for approximating state
of a system after a quantum quench [t)(t)), however for generic systems the method is limited to
short times due to the ballistic growth of the entanglement-entropy. For the mixed state case, note
that an infinite temperature density-matrix can be represented exactly asa D = 1 MPS, namely
it is the product state of bell-pairs of the o;, 7; local spins [poo) = 27 @, (| 1) — | $4)4) ©.
Hence we expect that density-matrices which are somewhat close to the infinite temperature state
can be efficiently represented as an MPDO.

In our work in this chapter we use the time-evolving block decimation (TEBD) algorithm [32]

in order to compute |p(t)) = e'*|pg). By evolving p(t) to long-times we can obtain an ap-
proximation for the steady-state of £. The TEBD algorithm , initially introduced for real time
coherent evolution of pure states [)(t)) = e~ |3}, relies on a Trotter decomposition of the
time-evolution operator U (t) = exp(—iHt). Assuming that H has at most two-site operators,
we can write H = 25;11 hy, with hy, having support only on sites b, b + 1. The 1st order Trotter
decomposition then reads

. . N
U(th) ~ Hondde(ildthb)Hbeevene(ildthb) . (437)

The error in this approximation is O(dt?) per time step. Here we disucss the 1st order approxi-
mation for simplicity, but in practice we use a 4th order decomposition (see [33]) in our compu-
tations in this chapter.

The key component we need to understand is how to apply a two-site unitary of the form
Ubp+1 = exp(—idthy) to a state represented as an MPS. In order to do so, we first need to intro-
duce the concept of canonical form of an MPS. Note that the representation (4.31) is not unique as
itis invariant under a gauge transformation M; — M;G, M; 1 — G —1M i+1, where G is an ar-

03]

bitrary invertible matrix. We say thatan MPS tensor is left-orthonormal if g | o, (Al7])*

X ’
;105

0o,/ and right-orthonormal if B([Jilo]éZ (B [or] )(>;,_C”+1 = 0a,a/- We follow a convention where
tensors denoted by A (B) are assumed to be left(right)-orthonormal. An arbitrary MPS can be
brought into a left(right)-canonical form, where all the matrices are left (right)-orthonormal via a
series of QR decompositions.

To apply Uy, p+1 we first bring 1) to a mixed canonical form:

) = A7 A% B BN|o)

o

= > Oy tratys110b—1)|0b) b 11) [tp41) (4.38)

AXp—1,0p+1,0b,0b+1

“This can be seen by transforming peo = & ; 1i using Choi’s isomorphism.
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4 Critical behavior near the many-body localization transition in driven open systems

where the two site wave-function is Oa, /by ., = AR Bavér., and we defined the states
1) = D (ATLAT g, o, o), (4.39)
O1..b—1
lopr1) = Y (B™2..B7)ay,, 0642, ON). (4.40)
Ob+2..N

Due to the orthonormality properties of the A and B tensors, {|ap—1) } and {|ap41) } are sets of
orthonormal states.

Applying Uy, p+1]1)) results in an update to the two-site wave function

! <!
Op0pi1 0b0b4+1 39b%b+1 _— ObOb+1

@abﬂabﬂ — Ug'l/;g'£+1 G)abflabJrl - 6%71ab+1' (4-41)
To finish we want to bring Uy, p41]1)) back to a mixed canonical form. This can be done by re-
shaping © toa (2Xp_1) X (2Xp41) matrix and performing an SVD decomposition

@(Ubab—l)(ab+10b+1) = U(Ubabﬂ)y%

S

V
b ¥ o, (0p+10p+1)

(4.42)

where Si, > 0 are the singular values which are assumed to be ordered by magnitude. We can

o . Oby1 T
now define Aab,l,ab - U(Ubabfl)vab and Boayapq = Say Vab,(ab+1ab+1)'

Note that a consequence of the application of Up, .41 is generically an increase of the bond di-
mension X — 2Xp. The key idea of the TEBD algorithm is to keep only the most important
Schmidt values at every unitary update and discard all Schmidt values such that the error intro-

duced is below a cutoft e. Assume that Zifi dot1 O g% < ¢, then the TEBD update is done via a

truncated SVD decomposition

d,
~ 1 < i
@(Ubab—l)(ab+10'b+1) ~ N Z U(Ubab—l)7abSabVab,(ab+1crb+1) (4.43)

ap=1
where the normaliztion factor N' = / Zij):l 52, ensures that the state remains normalized.

Now we can update the tensors A%?, Bb+1 as before, but using only d.. columns of U and d..

rows of N ~LSVT.

The bond dimension after the update is d. which can be much smaller than 2Xj, as long as
the state is not too entangled, allowing for an efficient compression of the state. The error intro-
duced by the state obtained via the truncated SVD update [¢)) is bounded by the cutoff |||¢)) —

Upp1|)||? < e

Finally let us comment on two aspects which are special to the case of Liouvillian evolution of
an MPDO |p) using TEBD. When performing the update in the case of Hamiltonian evolution
we relied on the fact that the two-site operator acting at bond b is unitary and hence the state re-
mains in canonical form. This is not the case with non-unitary evolution and we have to bring
back the MPDO to canonical form after every few update steps. Second, the normalization con-
dition for a density-matrix is trp = 1 which in the vectorized form reads as (1|p) = 1. However,
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4.4 Hydrodynamic description of temperature fluctuations in the thermal phase

for applying MPS algorithms in general and TEBD in particular it is important to keep the vec-
torized state normalized according to (p|p) = 1. Thus when computing expectation values of
operators using the MPDO representation of | p) we must divide by trp

~«_ (plOlp)
0= "p)

, (4.44)

4.4 HYDRODYNAMIC DESCRIPTION OF TEMPERATURE
FLUCTUATIONS IN THE THERMAL PHASE

Having introduced the main ideas behind many-body localization, the transition between the er-
godic phase and the MBL phase, and the expected divergence of the dynamical exponent z due to
rare-region (Griffiths) effects close to the critical point, we are now ready to consider the possibility
of probing the Griffiths physics by coupling the system to non-equilibrium baths.

We start by considering an eftective hydrodynamic description for the temperature fluctuations
in the thermal side of the MBL transition, in the presence of coupling to baths. The origin of the
hydrodynamic description comes from a continuity equation for the energy density in the pres-
ence of an external energy source and sink, which in the absence of any other conserved quantities
is given by Ose + V - J = €0l ource — €lnk. By expressing the energy current in terms of a
temperature gradient J (1) = —x(r)VT(r), with £(7) alocal heat conductivity, we obtain

oe — V- (k(r)VT(r)) = —eg1(r)(T(r) — To) + €0ga(r). (4.45)

Effects of disorder are taken into account in Eq. (4.45) by weak fluctuations of the conductivity
#(7) and of the strength of external energy sources gy (2)(7):

K(r) =k +0k(r),  g12)(r) = 3+ 0g1(2)(7), (4.46)

where 0%(7), 6g1(2) () are Gaussian random variables with zero mean. The average effective
steady-state temperature is 7' = T + 6, and is obtained by averaging both sides of Eq. (4.45)
with respect to disorder.

We now consider the fluctuations of temperature around 7 in the steady-state. This is done by
denoting T'(r) = T + 6T () and linearizing Eq. (4.45) in the disorder strength, keeping only
terms which are first order in the fluctuations O(dg), O(dT'), O(dk). This leads to

(—RV2 +€5)dT(r) = €0 dg(r), (4.47)

where dg(r) = dga2(7)—0g1 (). This equation can be solved for the local temperature variations
by fourier transforming to momentum space resulting in

(REk* 4 €§)0Tk = €Bogp,. (4.48)
We see that 6Ty, = G/(k)dgg, with the Green’s function given by G(k) = (RE*+ge) -

Now we can use the formalism of fractional calculus [191,192] in order to generalize the lin-
earized hydrodynamic Eq. (4.47) to describe the sub- and super-diftusive case. The key idea is
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4 Critical behavior near the many-body localization transition in driven open systems

to modify the real-space Green’s function G(7), describing the response of temperature fluctu-
ations to a random pump and drive §g(r), by replacing the Laplace operator V2 with the Riesz
fractional derivative V#. The fractional derivative is defined via its Fourier transform F,

F(Vay(r)) = =k F(y(r)), z >0, (4.49)

where y(7) is an inifnitely differentiable function. Hence, the generalized continuity equation
gives rise to the following Green’s function in momentum space

1

G(k T TE———
(*) YIk|* + ge

(4.50)

Uncorrelated disorder (5g(r)dg(r’)) = (69)25(r — r') gives the following scaling of tem-
perature fluctuations with the dimension d and fractional power z

€262
L

B 6292(592/dk 1
(2m)d (V[E]* + €g)?

o g (=)
g2 A4z 22sin(dr/z) ‘

(6T?) = /G(r —rG(r —r")(0g(r")dg(r"))drdr'dr"”

(4.51)

By the replacement k2 — |k|? in the hydrodynamic equation for 67 we have obtained the scaling
of the of the temperature fluctuations with small e:

V(OT2) ~ 016g/3|(3/7)Y* /% (4.52)

Hence this implies that by exploring the response of the local temperature fluctuations to weak
coupling to a bath €, we will be able to extract the value of the dynamical exponent z.

The derivation above provides a heuristic and intuitive explanation for the expected scaling
form, and explains how z enters into the dependence on €. We note however, that using a dis-
order averaged Green’s function to get this result may not be properly accounting for the effect
of rare regions that dominate the transport in the Griffiths regime. In Sec. 4.5 we compute the
temperature variations in a minimal model that takes this physics into account.

4.4.1 HYDRODYNAMIC EQUATIONS AS AN EXPANSION OF THE QME

In this section we make the connection between the microscopic QME in Eq. (4.1), describing
a disordered spin chain coupled to Markovian nonequilibrium baths represented by Lindblad
operators, and the hydrodynamic Eq. (4.45) describing long wavelength temperature fluctua-
tions. More specifically we show how Eq. (4.45) can be derived using an expansion in small
temperature variations around a thermal density matrix, determined from the Liouville equation
p = (ﬁo + 675) p = 0, where Lop = —i[H, p] and D corresponds to the dissipator super-
operator.
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4.4 Hydrodynamic description of temperature fluctuations in the thermal phase

On the ergodic side, the system approaches a thermal state for € — 0 [141]. For small epsilon,
we can therefore expand the steady state density matrix in weak temperature variations around
the thermal state

- o—H/T

- 9p _
P%PO(T)+Z5Tja—Tj T]-:TJFW o po(T) = /1] (4.53)
J

We will now use the expansion (4.53) in order to show how the phenomenological termsin Eq. (4.45)
can emerge from the microscopic Liouville equation.

First of all, the term —eg(T'() — T')) ensures the relaxation towards the correct mean temper-
ature T, which is determined from the stationarity condition applied to the total rate equation
for the energy [141],

|

(H) = te[H(Lo + €D)po(B)] = u[H €D po(B)] = 0, (4.54)

Vyhere we use the fact that the thermal density matrix commutes with the Hamiltonian and hence
Lopo=0.

To see the emergence of the other terms in Eq. (4.45) we consider the behaviour of the local
energy density (h;), where H = ). h;, and h; are terms with local support around bond ¢ (in
the model we consider they are at most two-site terms)

d o
%<hl> =tr [hiﬁop] (4-55)
.~ [hief)po(ﬁ)} (4.56)
+ur [hieD Y 9 6T (4.57)
! _] aTj Tj:T J ’

Using the definition for the energy currents, j; j+1 = 9[h;, hit1], we can see that the right hand
side of expression (4.55) equals to the difference in expectation value of energy currents across
neighboring links. On the other hand, in a system with spatially varying local temperatures, local
current expectation values are proportional to local temperature gradients

tr [hiﬁop] = tr[(—Jii+1 + Ji=1,1)p] (4.58)
=11 (Tiy1 —T;) —Tima (T — Ti-1)
~ V- (k(r)VT(r)), (4.59)

where we denoted I'; ;41 the heat conductance between site 7 and site ¢ + 1.
The term (4.56) corresponds to the gain and loss of local energy density due to the driving and
dissipation, evaluated with respect to the homogeneous thermal state

r [hieﬁm(m] ~ €0ga(r). (4.60)
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4 Critical behavior near the many-body localization transition in driven open systems

Here (ga2(7;)) = ﬁ > tr[hiDpo(B)] = 0 due to Eq. (4.54).
Term (4.57) is of the same type, but comes from the next order expansion in the variation of
local temperatures

g0 | ~ e () 0T(r). (4.61)

. ap
tr | h;eD Z —
I 0T}

Collecting the dominant terms in the fluctuation expansion, we get the hydrodynamic relation
dhe =V - (5(r) VT(r)) = — g1 (r)(T(r) — T) + ¢ hga(r), (4:62)

which can be identified with Eq. (4.45), except that Ty is replaced by T (set by Eq. 4.54) and that
the last term contains only the random part with a zero mean, i.e., g2(r) = dga(r).

4S5 RESISTOR NETWORK SIMULATIONS

As a minimal model for the Griffiths regime we consider in this section a chain of conducting
islands, each characterized by its own temperature 7T}, coupled by links representing insulating
regions of size £. The essence of the Griffith physics can be captured by the fact that in the ergodic
phase an insulators are exponentially rare but they also act as a bottleneck for transport with and
exponentially small conductance. To take this into account, the link (insulator) lengths are drawn
from the probability distribution P(¢) = %6_6/ &, where ¢ is identified with the correlation
length that diverges toward the MBL critical point. Each insulating region gives rise to a con-
ductance exponentially small in its length T, (¢) = Toe_e/ “, where a is a microscopic length
scale.

Without the coupling to the drive and the bath, the distribution of insulating links leads to a
power-law distribution of inter-island conductances

-1

! PUT))

dr
PO=Nla
r
~ —170‘/5
D)

T a—1

with @ = %. Therange 0 < a < 1, for which the average resistance (I'"1) diverges corresponds
to the subdifussive regime [145,193].

Coupling this system to a bath and to an energy source ultimately destroys the insulating behav-
ior of the links, adding a channel of conductance through the link with conductivity exg. Thus
we take the heat conductance through a link in presence of this coupling to be

T(0) = e% + Toe~/a, (4.64)
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4.5 Resistor Network simulations

with an implicit short-range cutoff a (to ensure that the probability distribution of conductances
is normalizable). The form in Eq. (4.64) is obtained by assuming that the conductance channel
induced by the bath is connected in parallel to the intrinsic conductance channel of the insulator,
and the conductance of the bath channel is obtained by assuming Ohm’s law dependence I' o<
L2,

With the link conductances in hand, we can write the rate equation for the energy transport on
the chain

Oe; —Tiiv1(Tig1 —Ti) + Tima i(T; — Ti-1) (4.65)
= —eg1,i(T; — To) + €bga,;.

This is a discrete version of Eq. (4.45) with a physically motivated distribution of link conduc-
tances. We take gy(9); = g+ 0
range [—0g1(2), 091(2)]-

Requiring that the system is in a steady-state 9;e; = 0, Eq. (4.65) reduces to a system of linear
equations which we solve numerically to obtain temperature profiles. We extract the normalized

91(2),i With §g;(2) ; drawn from a uniform distribution in the

variation of local temperatures

op=L _V {(Var(T3)) (4.66)

ST (Em)
Here E and Var are the sample mean and variance, while ((-)) denotes averaging over disorder
realizations. For simplicity we assumed that the conducting islands are all of similar size.

The results of the numerical solution for 7'/ as a function of € are shown in Fig. 4.4 for
different values of v = a/§. We extract the dynamical exponent z, by assuming the dependence
found in Eq. (4.52), 6T ~ €'/?% In Fig. 4.4 we see that for 0 < o < 1 the dynamical exponent
grows with the correlation length as z ~ 1/a = £/a, which agrees with findings of closed-
system studies of the Griffith regime in the vicinity of the MBL transition [28,145] . Forav > 1
the dynamical exponent saturates to z = 2, as expected for a diffusive system. Thus we establish
a direct relation between the leading dependence of the temperature fluctuations 67" on € and
the dynamical exponent z, which governs the sub-diffusive behavior in a closed system [28,161].
Crucially we find that the dynamical exponent diverges together with the correlation length & on
approaching the MBL transition [28,161].

In solid state systems it is usually much easier to measure charge transport than the local tem-
perature profile. It is therefore natural to seck signatures of MBL or the Griffiths regimes in the
resistance of a weakly open system. In order to compute how the resistance scales with the external
bath or drive coupling € we consider a charge resistor network described by the rate equations

Oni — [Tir (i1 — ) — Timai(ps — pim1)] = 0. (4.67)

Here p; is the electro-chemical potential on island 4. f’@ j are charge conductances on links, which
are distributed exactly as the thermal conductances in Eq. (4.65). The main difference from
Eq. (4.65), is that here there are no source or sink terms because the external couplings to the
bath and the drive are assumed to conserve charge. In fact for these measurements we can con-
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4 Critical behavior near the many-body localization transition in driven open systems

sider a system with just a drive or just tunable coupling to phonons. Both terms give rise to a
parallel channel of ohmic conductivity proportional to € on the insulating links, so that

D(0) = Toe ™/ + eop /1. (4.68)

To gain analytic insight we calculate the average resistivity of the chain. Comparing the first
term in Eq. (4.68) to the second we see that the insulating behavior dominates for £ < £, =~
aloge ! +aloglog e, while the bath or drive induced conductance dominates in longer links.
When computing the average resistivity we can neglect contributions from the regime where con-
ducting behavior dominates

I a—1
P / AP0 ~ / g1t =6 o (€
Ty Ja Ty \loge™? ’

whereaw = 1/2 = a/€and £ = [ d¢P(£)¢ ~ &. InFig. 4.5 we show a numerical solution of the
current in a one dimensional chain with a bias voltage, the current dependence j ~ €1~ together
with the relation j ~ V/p confirms the approximate analytic dependence of the resistivity on e.
Thus it should be possible to measure the dynamical exponent z by varying the coupling € via

controlled cooling of the phonon bath or by varying the strength of an external drive.

| —--- a=0.075
—— a=0.2
| --e-0a=0.5
—6— a=3.0

Figure 4.4: Fluctuations of the local temperatures, 67"/ T, are computed from a resistor network model
as function of the coupling strength € to a thermal bath and driving. For small €, temperature
fluctuations are described by 0T/T ~ €'/2* with z ~ a™! = £/afor0 < a < 1, and
z = 2 in the diffusive regime, a > 1. Parameters: kg = 1,al'g = 5.0, Ty = 1, dg; = 0.05,
0g2 = 0.05,0 = Ty, N = 1000, averaged over M = 500 configurations.
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1073 1072 107"

Figure 4.5: Dependence of particle current j on the strength of coupling to the baths € in d = 1. For
o < 1,j ~ € %is observed. For diffusive & > 1, on the other hand, a finite j(e — 0) is
observed. Parameters: 0p = 1,al’'g = 5.0, N = 2000,V = 0.1N

4.6 MPS SIMULATIONS

Besides opening a new experimental route, consideration of weakly open driven systems, suggests
a new approach for accessing the many-body localization transition numerically. Here we calcu-
late how the local temperature variations in a spin-chain model change with the coupling to a
weak drive that brings the system to a non thermal steady state.

The coherent part of the dynamics is governed by the Hamiltonian

H = Z S; - Sip1 + h(CFS? + CFSY), (4.69)

with open boundary conditions and disorder fields drawn uniformly from the range ("* €
[—1, 1]. For simplicity we have chosen a model in which energy is the only conserved quantity,
since the existence of extra conserved quantities will lead to extra slow modes entering the hydro-
dynamic equation (4.45) and coupling between those slow modes and temperature fluctuations
might change the predicted dependence of 67" on €. The MBL transition in the Hamiltonian
(4.69) has been studied in Ref. [194] using ED.

We compute the properties of this system when it is weakly coupled to non-thermal baths de-
scribed through the Lindblad formalism. The precise choice of Lindblad operators is not impor-
tant, as long as the steady-state is non-trivial, po # 1. Therefore, at least one of the Lindblad
operators has to be non-Hermitian. We choose a symmetric combination of several dissipators

1 92 [ 1 = ‘S : i+

LZ( ) - 7 <2 i+1 = 94 1)’ E ) (2 > o
2a 1 + S I‘

[E ) = —05; ( i+1 z+1> ( ) \/>< > ' ’

LY =gz, (4.70)

(]

&
HE‘H
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4 Critical behavior near the many-body localization transition in driven open systems

The (unique) steady state po, is obtained by solving the Lindblad time evolution in Eq. (4.1) using
the time-evolving block decimation (TEBD) technique for a vectorized density matrix [186,195],
which we reviewed in Sec. 4.3.

The dephasing term LE3)
to an infinite temperature state, so that a bond dimension of x = 100 is adequate to describe a
system of N' = 20 sites for € > 0.01. Note that larger bond dimensions and longer propagation
times are needed for smaller €, making computation in these cases more expensive, as we discuss
below. At fixed h, the same set of disorder configurations is used for different values of €, while

independent configurations are used at different values of h. We find that this procedure helps to

, Eq. (4.70), is used to ensure that the steady state is sufhiciently close

determine the exponent 2 as the € dependence becomes less affected by the statistical ensemble.
We average over 100 (h = 1, 2) or 300-500 (h > 2) disorder configurations.

The goal of the calculation is to obtain the spatial variation of the local temperature for varying
values of the dissipative coupling €. To determine the local temperatures T; we compare the re-
duced density matrix of 2 sites in the steady state p&’”l) with a thermal state [196] by minimizing
the cost function

F(Bi] = tr[( (i) — Pgﬁwl)(&))?- (4.71)

Here the thermal state is obtained by computing py(8) = Z ! exp (—BH) for each disorder
realization, where the computation is done by means of imaginary time-evolution of a purified
density matrix starting from the infinite temperature state (see [33] for details on this standard
technique).

The (inverse) temperature variations §/3/ 3, obtained numerically as a function of ¢, are shown
in Fig. 4.6 for a range of disorder strengths. We observe different € dependence in the MBL and
ergodic phase, namely

1/2z
% (&) ~ { S < e (4.72)

B Dleso—be+ O, h=he
In the MBL phase we see temperature variations of order one even in the limit € — 0 as predicted
in Ref. [141]. At finite € we expect an analytic dependence on € due to the local nature of the MBL
phase.

In the thermal regime, the temperature variations are expected to vanish in the limite — 0
[141]. We see an increase of the temperature variations with € that fits well with the expected
non analytic behavior 63/3 ~ €'/2% 3t small values of € (see Fig. 4.6(b)). The fitted dynamical
exponent z, shown in Fig. 4.7 changes continuously with disorder strength, growing rapidly as
the MBL transition is approached. Error bars in Fig. 4.6c and Fig. 4.7 were obtained using a
jackknife resampling. The usage of a resampling method for error estimates is necessary because
statistical errors for different € at fixed h are strongly correlated in our setup. As discussed above,
the dynamical exponent is expected to diverge together with the correlation length & at the MBL
critical point. The apparent saturation of z is an artifact of the fit procedure; it is impossible to
reliably fit a small exponent « to the function € for realistic values of € 2 0.01.

We obtain an estimate o_f the critical disorder strength A by recording the fraction P of disorder
realizations showing 6 3/ 3 increasing with € near € = 0.01 (see Fig. 4.6(c)). From the condition
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Figure 4.6: Numerical Time Evolving Block Decimation results — (a) The fluctuations of the inverse tem-

perature, § 3/ 3, show two distinct dependences on €: while they vanish proportionally to €

1/22

on the ergodic side of the phase diagram, they obtain a finite value for € — 0 with a linear cor-
rection in the MBL phase. Errorbars show (a correlated) statistical error, while line correspond
to the fits. (b) Fits (dashed lines) to /3/[3 are used to obtain z(h) shown in Fig. 4.7. (c) We
estimate h, ~ 8.75 % 0.5 from the condition that at k., the probability P for 88/ to have a
positive slope at smallest € equals P = 0.5. That s, at k. the sign of the slope is undetermined.

P = 0.5 weestimate h, ~ 8.75+0.5 for N = 20. Allowing for smaller € might lead to a slightly
larger estimate of h,. for this system size. A previous ED study of the same model on 20 sites [194]
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4 Critical behavior near the many-body localization transition in driven open systems

Figure 4.7: The dynamical exponent z increases strongly upon approaching the MBL phase transition.
The apparent saturation of z is due to limitation to € > 0.01. Note that the error bars only
reflect statistical errors but not finite size effects. Inset: z as function of h. — h on log-log scale
assuming h, = 8.75. Using h. = 8.75 & 0.5, our results are conistent with z ~ (h — he) ™
with critical exponent v = 4 4 0.9.

estimated a range of possible values for the critical disorder strength depending on the quantity
being examined, from aslowas h. ~ 2 —3toh, ~ 7 — 8.

With A at hand we extract a correlation length exponent v from the divergence of z ~ £ ~
(he —h)™". As shown in Fig. 4.7, fitting can be reliably performed for i € [1, 4] when the error
bars on z are taken into account. The result of this procedure gives the estimate v ~ 4.0 £ 0.9
(with large errorbars due to uncertainty in h..), which is consistent with the Harris-Chayes bound,
v > 2/d [197,198] and also in agreement with single parameter scaling fits to renormalization
group results [28,161]. In a previous study [141], Lenar¢i¢ et al. carried out a finite size scaling
analysis of the local temperature variations in significantly smaller systems in the limit e — 0,
which gave the estimates v ~ 2.6. We note that recent works derived phenomenological two
parameter RG flow equations, suggesting Kosterlitz-Thouless like behavior of the MBL transition

[199,200], which would resultin z ~ & ~ €%V ("e=h) e cannot exclude this possibility based
on our current numerical data. It is an interesting question how the "order parameter” §3/ Jé]
behaves at the critical point itself b = h, in the limit € — 0. Our results are consistent with a
jump across the transition, but they also leave open the possibility of a slow logarithmic behavior
as —1/ log €, which would allow a continuous change of 63/ [3 across the transition.
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Figure 4.8: Relative error due to finite bond dimension ¥ = 100 can be estimated from the ratio
|O(x) — O(x = 100)|/O(x = 100), O(x) = %(X)~ The error estimated from the
X — 00 extrapolation is below 0.1% for smallest ¢ = 0.01 used in our computations. Pa-

rameters: N = 20, h = 4, with averaging over 60 realizations.

4.6.1 CONVERGENCE IN SYSTEM SIZE, TIME AND BOND DIMENSION

In this section, we look more closely into what are the limiting factors of the calculation. We first
investigate how our results on system size N' = 20 depend on the bond dimension. Fig. 4.8 shows
the relative change of the expectation value of O = §3/3(¢) with bond dimension  at steady
state. We set x = 100, used for the results in the main text, as a baseline. O(x) is averaged over
60 disorder realizations, which are the same for different x. We find that the error extrapolated
to X = oo issmall, e.g., for h = 4 below 0.1%. We also note that the extrapolated error estimate
grows with decreasing €, hence for smaller values of € a larger bond dimension will be required,
increasing the costs of computations at small e.

In Fig. 4.9 we show the relaxation of temperature fluctuations O(t) = % (t) to steady state in

the TEBD time evolution. Specifically, we plot |O(t) — O(t)| with respect to the O(t¢) at the
maximal propagation time ¢ y. As expected, we see exponential relaxation to the steady-state value

with a characteristic rate which scales as €. Obtaining results for smaller € is thus increasingly hard
with TEBD.

Assuming that the necessary bond dimension  is independent of system size, our approach
should be scalable, with computational demands growing linearly with system size. Figs. 4.9(a,b)
compare the convergence of O(t) = % (t) for a single realization at N = 20, 40 system sizes.
While the computational time approximately doubles, the exponential convergence rate with

TEBD evolution time ¢ is comparable.

Finally, we present a finite size scaling analysis of the results. We show the dependence of the
dynamical exponent 2, obtained from our numerical scheme, on the system size. The exponent
2 is extracted by fitting a power law for the dependence of the temperature variance on € with
€ > 0.01, Eq.(9) in the main text. The results are shown in Fig. 4.10.
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4 Critical behavior near the many-body localization transition in driven open systems

Figure 4.9: Evolution of O(t) = % (t) (with respect to O(t ) at maximal propagation time ¢ ¢) during
the TEBD computation, for one disorder realization at b = 4, x = 100, for systems of size
(a) N = 20 and (b) N = 40. Note that the time axis is rescaled by € to reveal an exponential

relaxation with a convergence rate proportional to €.
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Figure 4.10: Finite-size analysis of the dynamical exponent z for h = 2.0, 3.0, 4.0, 4.5. Calculations are
performed with bond dimension x = 100and e > 0.01. A different number of realizations is
used for different points, e.g.,at h = 2.0and N' € [12,90], 150 — 50 realizations are used, for
h=4.5and N € [8,90], 790 — 190 realizations are used. Fit error bars are obtained with the
jackknife resampling of data with € > 0.01 and do not estimate systematic deviations from
the z that would be obtained using € < 0.01, necessary for h > 4.

In systems with disorder strengths h = 2.0, 3.0, 4.0 we do observe negligible finite size de-
pendence. Recall that this is the range of & we used to extract the power law divergence of z ~
(he — h)™" on approaching the critical point. It is encouraging to see that this behavior is un-
affected by finite size. We do see a non systematic finite size dependence for disorder strength

h = 4.5, which we attribute to uncertainty in fitting the dynamical exponent 2. Indeed, as noted

above, for b > 4 (z > 8) we can no longer extract a reliable power law fit to % ~ €2 in the

range € > 0.01. In order to reliably obtain larger values of z close to the critical point one would
have to reduce the cutoft € exponentially in z (equivalently, in ). Thus it is the finite time cutoff
(1/€) rather than the finite size, which limits the calculation.

As noted above, calculations performed at smaller € might yield somewhat larger A, as well,
which would, in turn, impact the value of v obtained from z ~ (h. — h)™" fit.

477 DiscussiON

We have demonstrated the advantages of investigating the MBL transition as a function of the
coupling strength € to external non-equilibrium baths. In this approach the coupling gives rise
to universal broadening of the critical point, governed by the coupling € in the same way that
temperature broadens a conventional quantum critical point. In numerical computation, the fi-
nite coupling to a bath limits the operator entanglement entropy allowing the usage of powerful
matrix-product operator methods on both sides of the phase transition. Thus we were able to
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4 Critical behavior near the many-body localization transition in driven open systems

obtain quantitative information on quantum critical properties, including the dynamical expo-
nent z, the correlation length exponent v and the critical disorder strength. Moreover, having a
weak coupling to the baths seems to regulate the calculation by broadening the many-body energy
levels facilitating faster convergence to the thermodynamic limit. Even though our calculations
were performed on rather small system sizes, the approach is in principle scalable (the computa-
tional effort scales linearly with system size at fixed bond dimension) and thus offers an appealing
alternative to non-scalable ED calculations.

Our numerical scheme is scalable in terms of the calculated spatial size. The limiting factor
to approach the critical point is the time-scale imposed by the minimal value of the dissipative
coupling 7. ~ 1/e. To reliably extract z from the fit to 67" ~ €!/(2?), one would need to vary
8T /T over about an order of magnitude. Close to the critical point, this would require very
small € ~ e 58/9 where £ ~ =z is the correlation length. This is a fundamental limitation
stemming from the exponential dynamical scaling that characterizes the critical point. It would
be a limiting factor even if we had a perfect quantum simulator at our disposal to study the MBL
transition. In our current numerical scheme reaching small values of € is challenging, since it
requires performing TEBD evolution for longer times in order to reach the steady-state of Eq.
(4.1) and also requires larger bond dimensions. Thus, it is an interesting research direction to
develop numerical approaches which are better suitable to compute QME steady-states at the
limit of small e.

An interesting future direction is to go beyond the temperature-fluctuation order parameter
in Eq. (4.66) and study the full statistical properties of the local temperatures. For example, one
could investigate the distributions of thermal region sizes (regions with small temperature vari-
ance) on the MBL side of the transition. This might allow to test recent claims, based on phe-
nomenological RG studies, that the MBL transition obeys Kosterlitz-Thouless scaling [199,200].
It would be also interesting to apply our approach to a model where the MBL transition occurs
due to a quasi-periodic potential instead of real disorder, where Griffiths effects are not expected to
occur. In case we observe that z remains at a finite value in the quasi-periodic potential scenario,
it will serve as further evidence to the rare-regions mechanism being the origin of sub-diffusive
transport observed in models with real disorder.

Potentially even more exciting than the numerical advances are the experimental breakthroughs
that the open system approach can facilitate in the study of MBL. In particular this approach
may allow to study MBL and the MBL transition in solids in spite of the inevitable coupling to a
phonon bath. The non-equilibrium conditions we considered here can be achieved by driving the
system externally either with light, or with a bias voltage, to a steady state set by the ratio of cou-
plings to the drive and the phonon bath. Both couplings can be controlled, the former through
the strength of the driving field and the latter by changing the phonon temperature. We have
shown that under these conditions the critical properties can be inferred from the dependence of
local temperature variations on the coupling €. In principle local temperatures can be measured
by comparing the Stokes and Anti-stokes response in a local (tip-enhanced) Raman spectroscopy
experiment [201, 202]. However, a more natural measurement in solids would be a simple resis-
tivity measurement. We have argued that dependence of the resistivity on € at small values of the
coupling can also provide crucial information on the MBL transition.

We note that the sub-diffusive scaling in one dimensional systems el/2=

may be hard to dis-

tinguish from true localization close to the transition, where the dynamical exponent becomes
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very large z > 2. In two and three dimensional systems, however, we do not expect to observe
sub diffusive scaling even close to a localization transition. Thus the open system approach is
uniquely suitable for determining the fate of many body localization in two and three dimen-
sional systems in view of recent arguments [203] and some numerical evidence [204] for absence
of a sharp MBL transition in this case. For the purpose of numerically computing steady-states of
Eq. (4.1) in 2d, one could use the recently developed neural-network ansatz approach for solving
the QME [205-208], which is expected to be competitive with tensor-network methods in this
scenario.
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S TRA]ECTORY DEPENDENT
ENTANGLEMENT TRANSITION IN A FREE
FERMION CHAIN — FROM EXTENDED
CRITICALITY TO AREA LAW

S.1 INTRODUCTION

Fingerprints of the competition between unitary and non-unitary dynamics are found in almost
all aspects of modern quantum science. The spectrum ranges from radiative decay in driven two-
level systems [209, 210] to dephasing of trapped ions and cold atoms due to laser noise [211] or
phonon-induced dissipation in electronic devices and color centers [212, 213]. Non-unitary pro-
cesses crucially affect quantum dynamics from single particles to the many-body realm, as we have
also seen in previous chapters.

One fascinating example are phase transitions in the entanglement entropy, which have been
recently discovered in systems undergoing random-unitary circuit evolution subject to local pro-
jective measurements [31, 34, 35, 214-216]. These works explored the entanglement properties
of individual measurement trajectories |t)¢). Here, & represents a specific realization of temporal
randomness encountered during time evolution due to quantum mechanical measurements. For
example, in the case of projective measurements in circuit dynamics, £ encodes all the different
measurement results and the times at which they were performed.

A particular quantity of interest is the entanglement entropy of the trajectory state |t)¢), av-
eraged over all trajectory realizations, denoted SeN. When examining the long time value of SN
in random-unitary circuits with measurements, two different phases have been found. For small
enough measurement rate the steady-state value of S,n obeys volume-law scaling. This means
that Syn(¢) ~ £ for a given subsystem of length £, implying that the subsystem is strongly entan-
gled with the rest of the system. On the other hand for large measurement rate S, obeys area-law
scaling, meaning that Syn(£) ~ const. for a large enough subsystem size. At a critical measure-
ment rate an entanglement phase transition occurs, where Syn exhibits logarithmic scaling. This
novel class of phase-transitions is currently under intense research [36,37,217-221], and has been
reported in a plethora of setups, including non-unitary circuit models and chains of interacting
bosons subject to continuous measurements [222-226].

A characteristic trait of these entanglement transitions is that they manifest themselves in the
expectation value of state-dependent operators tr[pgé(pg)], with pe = [1)¢) (¢ |. For example,
the entanglement entropy of a subsystem A, can be expressed as Syn(A) = tr[pgOs(pe)] with
Os (pe) = —log pa(&). Here po(&) is the reduced density matrix on subsystem A. Hence we
see that Syn(A) is a highly nonlinear function of the trajectory state pg. This implies that dif-
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ferent measurement protocols, which are expected to lead to the same dynamics for the averaged
state p(t) = Eg[pe(t)], can result in qualitatively different dynamics of the trajectory-averaged
entanglement-entropy SN (¢). Therefore, when considering trajectory entanglement phase tran-
sitions, it is important to explore the effects of different measurement protocols.

Here we focus on one of the most elementary models for the competition between unitary and
non-unitary dynamics, free fermions on a periodic chain, subject to coherent hopping and lo-
cal, temporally random, and particle number conserving dephasing dynamics [227-230]. From
a measurement theory point of view, the non-unitary dephasing evolution results from a con-
tinuous, weak measurement of the local fermion particle number, caused for instance by weak
interactions with a monitored photon bath [231-234]. Hence this model describes competition
between entangling Hamiltonian dynamics and disentangling measurement dynamics, similar to
the case of random-unitary circuits with projective measurements.

The free-fermion model can be simulated efficiently [228], allowing us to investigate large sys-
tem sizes, similarly to the case of random Clifford circuits [35,220,235]. In addition, it is natural
in terms of physical implementations: this scenario arises, e.g., for ultracold fermions in optical lat-
tices, which experience incoherent light scattering [227, 236], or in Rydberg atom arrays subject
to phase noise in the driving laser [237, 238].

An important difference between the free-fermion model and random-unitary dynamics is that
the former is an integrable model and as such it is not expected to capture the full phenomenology
of generic interacting quantum-systems. However, integrable and non-integrable models do share
some similar phenomenology as far as the closed system entanglement dynamics is concerned. In
particular in both cases balistic entanglement growth is observed after a quantum quench [29,30],
and in some models with tunable integrability breaking the same universal formula is obeyed by
the entanglement in the integrable and non-integrable regimes [239]. Even if the free-fermion
model does not capture the full phenomenology of generic trajectory entanglement transitions,
its relative simplicity makes it an appealing model system. Furthermore, it can serve as a starting
point for the exploration of the entanglement transition in the presence of weak-interactions.

OUTLINE AND SUMMARY OF RESULTS

Before delving into the details of our work, let us present a high-level outline and summary of
the main results. In Sec. 5.2 we provide background which helps understanding our results and
putting them in context. In particular we review: previous studies of the entanglement transi-
tion in random-unitary circuits in Sec. 5.2.2; stochastic trajectory unravelings of the QME and
their relation to monitoring in Sec. 5.2.3; and some properties of the entanglement-entropy and
correlation functions expected in conformal-field theories in Sec. 5.2.4.

The description of our work starts Sec. 5.3 in where we introduce the concrete free-fermion
model we consider, where the fermions are subjected to dephasing noise, resulting form interac-
tion with a photon bath. The resulting quantum master equation dynamics for the averaged state
contains Lindblad operators of the form n;. In this work we are not interested in the averaged
state, but rather in the conditioned state which is obtained when the state of the bath is moni-
tored, which we also refer to as a measurement trajectory. We consider three different types of
measurement trajectories: (i) the quantum state diffusion (QSD), describing a situation where
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the photon bath is continuously monitored via homodyne detection [233, 240] (ii) quantum-
jump (QJ) trajectories which describe the evolution of the state when photons are detected di-
rectly with a photon counter. [233, 241] (iii) The so called “raw” quantum-state diffusion [242]
, which mimics non-unitary quantum circuit evolution (QSDc).

Section 5.4 includes the main result of our chapter where we establish the entanglement phase
diagram of the model Fig. 5.5. The phase diagram emerges as a result of a competition between the
hopping rate J (which we fix to be J = 1 from now on) and the dephasing rate . We observe
three different regimes with different behavior of the entanglement-entropy of a subsystem of
length L /2 (equal bipartition of the system):

* For weak «y and small L we find a volume-law behavior of the entanglement ~ L.

* Increasing the system size we observe a cross-over between the volume-law behavior to log-
arithmic scaling of the entanglement-entropy ~ log L. This logarithmic scaling is reminis-
cent of the entanglement scaling in CFTs, as we explained in Sec. 5.2.4. By examining the
entanglement-entropy scaling we can extract ay dependent effective central-charge. Similar
behavior has also been observed very recently in a related free-fermion circuit-model includ-
ing spatio-temporal randomness [226], and in measurement-only quantum circuits [243].

* For some types of trajectory-evolution we find area-law behavior ~ LY for large enough
7. In this case a phase transition from the CFT regime to the area-law regime occurs at a
critical dephasing rate 7., where the effective central-charge vanishes ¢(y.) = 0. On the
other hand for a certain type of trajectory-evolution, which can be viewed as a continuous
limit of the non-unitary circuit introduced in [226], we find that the system exhibits CFT
like behavior for all .

By comparing different types of trajectory evolution, we find that the way monitoring is per-
formed is essential for the qualitative properties of entanglement entropy dynamics — as noted, the
area-law regime exists only for certain evolution protocols. In Sec. 5.5, we conjecture that a key in-
gredient for the existence of the area-law regime in the free-fermion system is whether probability
is conserved exactly in the trajectory evolution, or only on average. While exact probability conser-
vation is automatic in unitary dynamics, it may or may not be realized for non-unitary protocols —
even though the average conservation is sufficient to guarantee a consistent open system quantum
dynamics. In addition, we show that the different protocols lead to a very different picture when
considering the full distribution trajectory entanglement-entropies.

Finally, in Sec. 5.6 we further substantiate the claim of a conformally invariant regime at weak
monitoring, by considering the spatial dependence of mutual-information and connected density-
density correlation functions. We observe a scaling behavior which agrees with the predictions of
conformal-field theory.

5.2 BACKGROUND

5.2.1 ENTANGLEMENT OF PURE QUANTUM STATES

Let us consider a bipartition of one-dimensional spin chain at a bond z, denoting the subsystems
A =[1,z],B = [z + 1, L]. Intuitively, we think about the entanglement between A and B as
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representing the amount of non-classical correlations between them. It is maybe easiest to explain
when two systems are not entangled. We say that A and B are not entangled, if the (pure) state of
the system can be written as a product state of the form [¢)) = |1)4) ® |¢p). In this case A and
B do not share any quantum correlations.

For pure states there exist a useful measure, the entanglement entropy, that can define bipartite
entanglement in a positive way and quantify it. Given a state of the system [1)), we denote the
reduced density-matrix corresponding to the bipartition as

p(z) = pa = uplP)(Y|. (5.1)

We can then define the von-Neumannn entanglement-entropy of the bipartite system as

Si(z) = —tp(x) logy p(x). (5.2)

From the point of view of quantum information, this is a natural measure of bipartite entangle-
ment for pure states. Consider two observers Alice and Bob, such that Alice (Bob) has access
only to subsystem A(B). It has been shown that given a sufficient amount of Bell-pairs shared
by Alice and Bob, they can create an arbitrary many-body bipartite state only by means of local
operations (on their respective subsystems) and classical communication (LOCC) [244]. The
entanglement-entropy Syn was shown to be equal to the amount of Bell pairs that are needed to
be shared between Alice and Bob in order to generate the state |t)) via LOCC [244].

It is also useful to consider the set Réyni entropies

Sn(r) = = logy x(p())" 53)
n
A useful property of the Rényi entropies is that they obey the inequality Sy, (z) < Sp—1(z). In
particular Sy is the n = 1 Rényi entropy. Another special important case includes the Hartley
entropy
So() = k(). (5.4)

which is equivalent to the bond-dimension required at bond x for an exact representation of the
state |1) as an MPS (see our discussion in Sec. 4.3). The Hartley entropy serves as an upper bound
for all other Rényi entropies.

Another quantity that we consider in this chapter is the bipartite mutual information, defined
for two subsystems A, B as

(A, B) = Su(A) + Su(B) — Su(AU B). (5.5)

The mutual-information is useful because it quantifies the correlations between two subsystems
A and B in a basis independent way. More percisely, I,n(A, B) provides an upper bound on any
connected correlation function between A and B [245]

(MaMp)?
IVN(A7 B) Z < )
2[|Mal[?|Mp|?

(5.6)
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where M 4 (p) is some observable on A(B) and (MaMp),, = (MaMp)—(Ma)(Mp). Hence,
if the mutual information decays exponentially in the distance between A and B, it implies the
same for the connected correlation functions. Note that in the special case we considered above,
where A, B are obtained from a bipartition of the entire chain, the entanglement-entropy is twice
the mutual information since in this case Syn(A U B) = 0. Therefore, Syn () also serves as an
upper-bound on all correlation functions between the two parts of the system.

From a quantum computation perspective entanglement is a resource, and achieving any ad-
vantage over classical algorithms requires the preparation and manipulation of highly entangled
states [246]. This claim can be understood from the fact that the dynamics of states with low
entanglement can be efficiently simulated on classical computers by mean of tensor-network rep-
resentation, as we discussed in the previous chapter.

EXPERIMENTAL MEASUREMENT OF THE ENTANGLEMENT ENTROPY

Since Sy, is not a linear function of the density matrix p 4, we generally don’t think about it as an
observable which is directly measurable, as opposed to some Hermitian operator O. However,
in a recent experiment by Islam et al. [247], the 2nd Rényi entropy was directly measured in an
ultra-cold atom system, realizing the Bose-Hubbard model with 4 sites. An increase of S in the
ground-state was measured when adibatically tuning the system from the Mott insulating phase
(large interactions) to the superfluid phase (small interactions compared to hopping).

The main idea behind the experiment is to exploit the fact that the purity of a state p can be
expressed as an expectation value of the SWAP operator V5 with respect to a state consisting of
two replicas of p

trp2 =u(Vop®p) = <V2>p®p7 Va(lth1) @ |1h2)) = [th2) @ [¢hy). (5.7)

As seen from its definition, the SWAP operator exchanges the states between the two copies. Since
2 : ; _ 2\
Vs = 1, its elgenv.alues' are +1. Furth'ermore a pure state has <V2>|w>®w>. = u(py) =1
and hence it is contained in the symmetric subspace of Vo. When the two copies of the state are
interfered via a 50-50 beam-splitter it can be shown that a pure-state input will lead to an even
number of particles in the output state of the interferometer. Therefore, a measurement of the

average parity of the output state is equivalent to measuring the purity (P) = (V2) ¢ -

In the experiment the system was initialized with two copies of the ground-state of the Bose-
Hubbard Hamiltonian on two adjecent 4-site 1d chains. The two copies where then interfered
with each other viaa 50-50 beam splitter, which was effectively implemented via a tunnel coupling
between the two 1d chains. The quantum-gas microscope used in [247] can measure the site-
resolved parity in the two chains systems after the interference, and in this way the purity of the
reduced state trp? could be measured, allowing computation of S2(A).

Another scheme for measurement of the Rényi entropy in quantum simulators, based on ran-
domized measurements, was suggested theoretically by Elben et al. [248] and subsequently real-
ized in a trapped ion setup by Brydges et al. [249]. This scheme is based on application of random
unitary matrices U 4 drawn from the circular unitary ensemble, and estimating the statistical mo-
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ments of projectors on the computational basis |s)(s|. Defining P(s) = tr[UA,oAUL\s) (sl],
one can use the relation

(P(5)%) = Eu, {erl(UapalUl)*(|s)(s) ]} o L+ ex(pd). (5.8)

In contrast to the replica scheme used in [247], the randomized measurement scheme does not
require a replicated state. This allowed Brydges et al. to measure the dynamics of the 2nd Rényi
entropy of subsystems of up to 10 qubits, with the total length of the chain being N = 20. In
this respect it seems that the randomized measurement scheme provides a promising route for
eventually measuring S at scales which are out of reach for classical simulations.

5.2.2 ENTANGLEMENT PHASE TRANSITION IN RANDOM-UNITARY CIRCUITS WITH
MEASUREMENTS

In this section we review the results of recent studies of the entanglement transition in systems
evolving under random-unitary circuit (RUC) dynamics with projective or weak measurements.

The transition was first pointed out in Refs. [34,35], both considered a similar hybrid 1D quan-
tum circuit model describing evolution of a spin-1/2 chain. We will start by following the dis-
cussion in Ref. [34] which provides some analytical insight into the origin of the transition in
addition to numerical result. The dynamical evolution consists of unitary steps and projective
measurement steps. In the unitary step random two-site unitaries are applied to all the even or

odd bonds: N2
7 _ ) ITksy Usk—12k i), iodd
[Yit1) = 4 N2 . (5.9)
et U2k 2k 1|9i),  ieven
with U,, 5,41 arandom-unitary acting only on sites n, n+ 1, drawn from the Haar measure. After
each unitary step a projective measurement is performed on each site with probability p. This is
implemented at each site £ by the mapping

P ~i n e
7‘“31’2:2;1;” ;. prob. p(Yit1|Prk[thitr)
~, P’ ~i 7 o
[Yit1) = %, prob.  p(v;1| Py k|vit1) (5.10)
|Pit1) prob. 1—p

where Py = (1 + (—)of)/2. The state resulting from the sequential application of the
mapping (5.10) to all sites is defined as [1);41).

We note that all the entanglement measures mentioned above are defined for the case of pure-
state evolution. For the evolution with projective measurements, averaging over the measurement
results leads to a mixed-state, which in the long time limit is a structureless infinite-temperature
state in the protocol considered here, iregarrdless of the measurement rate. The quantities we
will consider here are the trajectory-averaged quantities. Specifically the trajectory averaged Rényi
entropies are given by

1

Sn(A) = Epp7—logy er(er g {p, U) (U {p, U}, (.11)
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Figure 5.1: Bound on the Rényi entropy of a state obtained via RUC evolution, provided by an arbitrary
cut through the RUC. The initial state is represented as an MPS (white boxes at the bottom),
while the blue boxes represent two-site unitaries acting on the state. (a) The number of “legs”
the red line passes through is denoted by Scy., and it bounds the Rényi entropy Sy, () < Scye.
In the example shown here Sc,c = 5. (b) The cut induces a decomposition of the state [¢) as
the product of two tensors L and R.

where p denotes the set of projective measurements that were performed and their outcomes, U
is the set of random-unitaries applied to the initial state and tr 4 is the partial trace over all spins
not in subsystem A. Note that S;,(A) cannot be extracted from the mixed-state dynamics which
arise when averaging over measurement results and times.

DyNAMICS OF So, MINIMAL-CUT PICTURE AND MAPPING TO 2D PERCOLATION

First, let us consider the evolution of So(z) under RUC dynamics in the absence of measure-
ments, which allows one to gain some analytical insight. Applying a random-unitary acting on
sites {x, © + 1} at time-step ¢, it can be shown that Sy(z) obeys the following formula with
probability 1 [31]:

So(x,t+1) = min{So(z — 1,¢), So(z + 1,¢)} + 1. (5.12)
For the evolution given by Eq. (5.9) (without measurments) Eq. (5.12) implies that
So(x,2t) = min{z,t}. (5.13)

Therefore, in the absence of measurements, S grows linearly with time until it saturates to a
volume law Sy (z,t = o0) = z [31].

Consider the state obtained by application of some quantum circuit composed of random two-
site unitaries to an initial product-state |¢) = [[r_; Ui(:zk +1/%0). A bound on any Rényi en-
tropy Sy () with respect to the state 1)) can be obtained by the following procedure. Consider a
cut starting from bond x at the top of the circuit and traversing down to the bottom of the circuit
without passing through any two-site unitary (this is made clearer by Fig. S.1a). The “cost” of a
given cut Sgy, is calculated by the number of “legs” (the vertical black lines in Fig. 5.1a) which
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the cut passes through on its way to the bottom of the circuit. The claim is that Sy, computed
for an arbitrary cut, provides an upper bound on the Rényi entropy Sy, () < Scy. The tightest
bound is provided by the cut with the minimal cost Spin-cur, also known as the minimal-cut. For
the dynamics we consider in this section S saturates the minimal-cut bound [31].

The fact that Sy, (z) > Scye can be seen by observing that the cut defines a representation of
the state in terms of two tensors L, R (see Fig. 5.1b)

) = ZLZl,":;’gmethligif|01..ax>\ox+1..aL) (5.14)

1,0

The Schmidt-rank of |1) atbond x, and hence the bond-dimension, is then bounded by dim (i1, .., ig,, ) =
2%, which in turn means that So () < Seye. Since forall n > 0 we have S, (z) < So(x), this
shows the general bound.

In Ref. [34] it was shown how the minimal-cut picture can be extended to the case where pro-
jective measurements are performed with probability p after application of each unitary. The
effect of performing a projective measurement at time ¢ on site j is to fix the value of the spin at
point (7, t). Consider a cut going through the quantum-circuit as in Fig. 5.1, passing through a
“leg” at point (4, t). This means that in the tensor-network representation Eq. (5.14) there is no
summation on the index i; corresponding to (4,t), hence the maximal bond-dimension in this
case is at most Scye — 1. In general, projective measurements lead to broken bonds, which are not
counted in the calculation of Sy;.

For small p, measurements will lead only to a sparse set of broken bonds meaning that a cut
traversing from top to bottom of the circuit will still have to cross ~ min{x,¢} of unbroken
bonds, hence Sy (, t) is still described by linear growth saturating in a volume-law. On the other
hand, in the case of large measurement probability, most bonds will be broken, hence we can find
a cut which traverses the quantum-circuit from top to bottom cutting only a small non-extensive
number of unbroken bonds. This means that in this case Sp(x, t) will quickly saturate to a con-
stant independent of x, ¢, hence an area-law for entanglement. Hence a transition between an
area-law behavior and a volume-law behavior is expected at some critical value of the measure-
ment rate pe.

CRITICAL BEHAVIOR

To understand the expected critical behavior at p,, let us consider the minimal-cut picture in the
thermodynamic limit . = oo at finite . The problem of finding the minimal-cut in the pres-
ence of measurements can be mapped to what is known as “first passage percolation” problem in
2D. First passage percolation deals with finding the path of minimal cost through a disordered
medium. At the critical point the minimal-cut, starting at the top of the circuit, traverses down
to the bottom passing through a sequence of zero cost regions, where all bonds are broken (see
Fig. 5.2). In the context of first passage percolation, it was shown that the sequence of zero cost re-
gions is of increasingly larger size and their distance is O(1) [250]. Hence, after traversing log(t)
regions the cut enters a broken-bond region of scale ¢ and can reach the bottom of the circuit
with no further cost [34,250]. This leads to the scaling

So(t; pe) ~ Alog(t). (5.15)
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Figure 5.2: A schematic picture of the minimal-cut traversing the quantum circuit at the critical measure-
ment rate p.. The gray region represents a space-time area where most bonds are unbroken,
while the blue and white regions represent a space-time region where most bonds are broken
and hence traversing this regions does not increase S,. Figure taken from Ref. [34].

where in the thermodynamic limit, L — 00, Sp does not depend on the bond .

Away from the critical point the size of the broken-bond regions is finite, hence we can assign a
finite length-scale with it . This correlation length diverges at the critical point(p) = |p—pc| ™,
where for Sy the critical exponent v is expected to be that of 2D percolation transition v = 4/3.
From the mapping to the percolation picture the following scaling form can be derived for S

So(t;p) = Alog& + F(t/€) (L — o0). (5.16)

For a finite system, we can obtain the dependence on L from the above scaling form, by using
t = 4L. We obtain So(t = 4L) = Alog L + G(L/£), which leads to the following scaling
form in the long time limit

So(x = L/2p) — So(x = L/2;pc) = G((p — pe) LM*)  (t — o). (5.17)

Here Sy is evaluated for a bipartition at the middle bond of the system. Similar scaling form should
hold as long as the subsystem for which Sy is computed is of extensive size, i.e. ~ aL.

Numerical simulations of the circuit dynamics using MPS confirm the scaling form, Eq. (5.17),
obtained from the minimal-cut picture both for Sy and for Rényi entropies with n > 0. In
Ref. [34], using simulation for system sizes up to L = 24, it was found that v ~ 4/3 for Sy but
v =~ 2.03 for the von-Neumann entanglement-entropy. In Ref. [35] the entanglement growth
was studied for much larger system sizes (up to L = 512) for the more restricted case of random
Clifford circuits (which is efficiently classically simulatable) and an exponent of v ~ 1.85 was
found (see Fig. 5.3). A later study in Ref. [37] used the tri-partite mutual-information

I3 n(A,B,C) =Sy (A) + Sn(B) + Sp(C) + S,(AUBUC) (5.18)
— SW(ANB) = S, (ANC) — S, (BNC),
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Figure 5.3: Finite-size scaling performed in Ref. [35] for the case of random circuits taken from the Clif-
ford group together with projective measurements. S4(L/4) is the entanglement-entropy of
a subsystem of length L/4, computed in the long time limit. Here the best data collapse was
obtained with v = 1.85 and v = 0.3. (Figures taken from [35])

A quantity which is expected to be less sensitive to finite-size effects. Performing finite-size scaling
analysis for Z3 1 Ref. [37] found v ~ 4/3 both for the Clifford evolution case and evolution
with random-unitaries sampled from the Haar measure. The findings of [37] suggests v to be
consistent with the percolation transition picture also for Rényi entropies with n > 0, unlike the
previous studies in [34, 35].

CONNECTION TO INFORMATION SCRAMBLING

Choi et al. pointed out a connection between scrambling dynamics and the entanglement phase
transition [215]. First, consider that from a naive perspective the stability of the volume-law
phase at any finite measurement rate might seem surprising. This is due to the observation that
only unitaries which act across the boundary between two subsystems A and B can increase the
bipartite entanglement-entropy between them. On the other hand, local measurements of any
qubit in subsystem A can disentangle it from qubits in B. At any time-step of the hybrid circuit
evolution an extensive amount of measurements is performed ~ pL 4, while only O(1) unitaries
act across the boundary between A and B. Therefore, one might naively conclude that the effect
of measurements will always prevail and the system will never develop an extensive amount of
entanglement, in contrast to the numerical observations.

The main observation of Ref. [215] is that the stability of the volume-law phase at weak mea-
surement rate is due to the chaotic nature of the unitary time-evolution which leads to spreading
of correlations over many qubits. Although there could be an extensive number of local measure-
ments, correlations between two subsystems are hidden in highly non-local degrees of freedom
and cannot be accessed by local measurements.

In order to substantiate this claim, first an analytical argument based on the quantum-decoupling
theorem [251,252] from the field of quantum-communication is given. Consider two entangled
subsystems A and B of size N, whose entanglement is S4 ~ vN. Let us denote by B the set
all qubits in B which are initially entangled with some parts of A. Now, imagine the situation
where a random-unitary U 4 is applied to subsystem A, and afterwards a fraction p of the qubits
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Figure 5.4: Numerical study of a model with tunable scrambling strength by Choi etal. [215]. By increasing
the depth d of unitary circuits which act on 2m qubits between measurements, the system can
be driven from the area-law phase to the volume-law phase.

in A are measured. If we denote by Ay, the set of measured qubits, then the quantum-decoupling
theorem can be used to show that

Eu, |[Uap, gUh — o5 @ pglly < 27(0-2=0N/2 (5.19)

where pfi** is the maximally mixed state on Ay, Eq. (5.19) means that for large N, the state of

A, and B becomes approximately separable after the application of U 4, as long as the number
of measured qubits in A obeys 1 — p > 7 + p. In this case measurements on A, contain no
information on B and hence cannot reduce the entanglement between Band A.

To further exemplify the fact that the entanglement transition in RUC dynamics is a result of a
competition between scrambling rate and measurement rate, Choi et al. consider a 1d model with
L blocks of m qubits, where random projective measurements occur between evolution with two-
block unitaries. The block unitaries themselves are composed of circuits of 2-qubit gates acting
on the qubits inside the blocks. The depth of the circuit is d (see Fig. 5.4)a). This model allows to
control the amount of scrambling between measurements, by varying the depth d. Via numerical
simulations of this model, they show that indeed, varying d/m at a fixed measurement rate can
drive a transition between area-law regime and a volume-law regime (Fig. 5.4b).

5.2.3 QUANTUM TRAJECTORY UNRAVELLING OF THE QME

In the works described in previous sections, the entanglement transition was explored in a setting
where a pure state is evolved under discrete unitary dynamics, interspersed with strong projective
measurements occurring at discrete time steps with a constant rate. In each realization of this
evolution, the wave function follows a trajectory in Hilbert-space |¢(t)), which is conditioned
on the specific sample of random unitaries and measurement results.

On the other hand, so far in this thesis we have been concerned with open quantum systems,
which are described by a mixed-state, and whose dynamics are governed by the QME which con-
tains a unitary part and a dissipative part. In the QME, the dissipative part arises due to a coupling
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of the system to some bath whose state is not tracked. In this section we explain how the QME evo-
lution of a mixed-state can be connected to pure state evolution in the presence of measurements,
by keeping track of the information transferred from the system to the bath (either theoretically
or even in an experiment).

Given a QME with a set of Lindblad operators L;, p = —i[H, p| + >, 7iDr,[p], we define a
trajectory unravelling of the quantum master, as a stochastic evolution equation describing pure
state evolution

dle(t;€)) = (—iﬁW(t))]dt + Z Fi[lw(t)%&,t]) %)), (5.20)

with &; ; a set of random variables. At any time ¢, expectation values of linear operators with
respect to the state p(t) can be obtained from averaging over all realizations of |1 (t; §))

w(Op(t)) = Ee[(v(t;€)[O(t; €))]. (5.21)

Here we denoted € = {&; + },and [¢(¢; £)) denotes an evolution trajectory with specific noise re-
alization. We emphasize that the operator E depends on a random variable §; ; at each infinitesi-
mal time-step. Both H, F; may depend on expectation values with respect to the state itself |1/ (£))
and hence they are non-linear operators. We will see that the noise £ can be related to continuous
measurements performed by the bath on the system, a specific trajectory is related to a specific set
of measurement outcomes and averaging over the noise is related to “integrating out” the bath.

We note that for a given QME, the trajectory unravelling is not unique. Here we will present
two type of unravellings, the quantum-jump (QJ) evolution and the quantum-state diffusion
(QSD). While the idea of a stochastic unravelling was first introduced as a theoretical tool to nu-
merically simulate the evolution of an open system, the QJ and QSD evolutions can be related
to different physical measurement schemes and the dynamics of individual quantum-trajectories
can be observed in experiment in some cases.

QUANTUM—_]UMP TRAJECTORIES

The quantum-jump method was introduced as a way to simulate the time-evolution of quantum-
optical systems with dissipative processes by Dalibard et al. [241], and in parallel by Dum et al.
[253] in the context of studying a quantum optical system under continuous monitoring. Here
we will follow the description provided in the review article [13], which also provides further de-
tails about the usage of the method for simulations of open many-body systems.

128



5.2 Background

First let us describe the procedure for evolving a trajectory using the quantum-jump approach’.
Given the trajectory state [1(t)) the state [1)(t + dt)) is obtained in the following way. First
compute >

[(t+6t)) = (1 — i0tHeg)|[(t)), Hep=H—iYy LIL;. (5.22)

where we absorbed the dissipation rates 7; into the definition of the Lindblad operators. Then
define the probability dp via

op = 0t Y (WOILIL(0) = 3 opi, 1= dp= (0t +B)[(t+ 1) (5.23)

0p is the probability that a measurement of the system occurred, as we will justify later. Then, the
state |t)(t 4 0t)) is chosen probabilistically

|4 (t4-3t)) s
— probability 1 —dp
[(t+68)) = § 2 - : (5.24)
Tonot’ probability  dp

The evolution in the second case is referred to as a guantum-jump, and the jump operator is chosen
according to the probability distrbution II; = dp; /ép.

To see how the procedure described above reproduces the QME evolution, consider the den-
sity operator p(t) = |1)(t))((¢)|, the propagation of p(t) can be obtained by averaging the

probabilistic evolution step

. [t + 80)) (P(t + 61)| Lilob (1)) ((t) L]
t+6t) = (1— op S I i 2
p(t +t) = (1 = bp) s + pzi: 5o, 5t (5.25)
which after re-oragnization becomes nothing but the familiar QME
p(t+0t) — plt) = —idt(Heap(t) — p()HI) + 0t Lip(t)Ll.  (5.26)

Let us note that the QJ evolution can be re-casted to the stochastic form in Eq. (5.20) [11]
A(t;€)) = i [)ldt + 3 & (L), 2L - 1)] [W(5€).  (5.27)

where H[|1)] = Hug +1 (LIL,% and &; ; are random Poisson variables satisfying || it} =
(LYL;),dt and & &5 = 6ijis.

"The numerical implementation used in practice is slightly different than the procedure outlined here, as we explain
later in this chapter. However, the evolution procedure we describe here is more appealing in terms of physical
interpretation.

2Note that this is just the application of the first order expansion of exp(—idt H.f).
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We now turn to the physical interpretation of the quantum-jump evolution, which is easiest
to understand with a specific simple example of a two-level system. Due to the coupling to the
vacuum electromagnetic field, the system can decay incoherently from the excited state |e) to the
ground state |g) which results in a photon emission. If we don’t keep track of emitted photons
the system will evolve under a QME with L = 0 representing the decay process. Assume that
we know the state of the system at time £, [1(t)) = «|g) + [le).

Now, assume that we have a perfect photon detector which measures the photons coming out
of the system in a time window 6. At each ¢ there could be two options: (1) A click has occurred
in the photon counter. In this case we know that a quantum-jump has occurred and the state of
the system must be [(t + da)) = |g) ~ o~ [1(t)). (2) A click has not occurred. In this case
we also gain some information about the system, namely that it is a bit less probable to find it
in the excited-state. This is represented by the evolution with Hg which leads to decay of the
probability amplitude for finding the system in |e): |¢)(t + 6t)) oc exp(—iH6t)[1)(t)) =
olg) + fe~Te)

We have thus seen that the quantum-jump trajectory evolution can be interpreted by relating
the quantum jump events to photon counting measurements in a quantum-optical system. A
more rigorous relation between quantum-jump trajectories and photon counting, beyond the
toy example provided here, can be found in [13,254].

QUANTUM STATE DIFFUSION

In the quantum-jump trajectory approach,the effect of the coupling to the bath is modeled by a
series of discrete jump events and a deterministic non-unitary evolution in between the jumps. A
different unravelling of the QME can be obtained by considering the setup of hetrodyne measure-
ment [240, 254, 255]. In this setup the weak photo-current exiting the system, is continuously
monitored by interfering it with a second strong coherent light source. In the resulting unravel-
ling, called quantum state diffusion (QSD), the noise is continuous, and it can be viewed as the
limit where there are infinite quantum-jumps but each jump has an infinitesimally small effect on
the system.
The evolution of a QSD trajectory is governed by the equation

d[y) = [~idtHg +dt Y~ (2(Li)Li ~ (LIV(L)) + D (Li— (La)dglly) - (528)

where H g was defined in Eq. (5.22), and d¢; ; is a Wiener process, thatis it is a Gaussian random
variable with E[det] = 0, E[d&"tdfj’t/] = 6ij(5tt/ dt.

5.2.4 ENTANGLEMENT IN CONFORMAL FIELD-THEORY

One of the main results of this chapter, is the emergence of an extensive regime where the en-
tanglement and correlation properties of the system under consideration show behavior which is
expected from a system described by a (1 + 1)d conformal field-theory (CFT). In this section we
provide a (very) brief introduction to CFTs and their expected entanglement properties.

A CFT is a field theory whose action is invariant under conformal transformations, where a
map is called conformal if it locally preserves the angle between two curves. For example, in 2d the
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group of conformal transformations is given by all holomorphic functions defined on the complex
plane. Hence, conformal invariance of a (1 + 1)d field theory enforces a lot of constraints on the
theory, which in turn makes it a useful property. CFTs are important in statistical mechanics and
condensed-matter theory because many-body systems undergoing (quantum or classical) second-
order phase transitions are often conformally invariant at the critical point [142,256,257].

Here we briefly introduce several facts about (1 + 1)d CFTs which will be important for our
work later on in this chapter. For more details refer to the review in Ref. [258]. In the 2d case it is
convenient and customary to work with complex representation of the 2d plane z = x 41y, zZ =
x —1y. In 2d CFTs there is a class of fields, called primary-fields, which, in the case of scalar fields,
transform under a conformal map z — w as

A

O(z,2) — ow O (w,w), (5.29)

0z

where A is known as the scaling weight of the fields. Using this transformation rule with an in-
finitesimal transformation z + z + €(2) one can show that this leads to a constraint on the
two-point correlation function of primary-fields (here we consider first the infinite-plane geome-

try)
(@(21, 51)(1)(22, 22)> ~ |2’12|72A, 212 = 21 — 22. (5.30)

To obtain the form of the correlation function in a finite system with periodic boundary condi-
tions at zero temperature, we can use Eq. (5.29) together with a conformal transformation which
maps the infinite-plane to the infinite cylinder, namely w = L/(27) log(z) (where we assume
w = T+4 so the system is periodic in the space direction). Doing so we obtain that the two-point
correlation function obeys Eq. (5.30) but with 212 = sin(7/L(z1 — x2)).

An important quantity which characterizes a given CFT is the central-charge c. The central-
charge can be related to the leading singular short-range behavior of the 2-point correlation func-
tion of the stress-energy tensor (T'(2)T(w)) ~ ¢/2(z — w)™* + ..., where T'(2) = T}, (2) =
1/4(Too — 2iTh0 — T11) [258]. Note that the fact that ¢ # 0 implies that T'(z) is not a primary-
field, since for primary-fields (T'(z)¢(w)) ~ A(z —w) ™2 + ... >. The reason we introduced the
central-charge here is that in a CFT the entanglement growth with the subsystem size is propor-
tional to ¢, as we will shortly see.

Calabrese and Cardy [259] introduced a method to compute the entanglement-entropy of a
given CFT in (1 4 1)d, by connecting it to correlation functions of certain type of fields. The
main idea is a replica trick where one considers the object Z,, = trp"} , with p4 the reduced
density matrix on some sub-interval and n € Z_ . If we can compute Z,, we can obtain the Rényi
entropy Sy, (A), and by analytic continuation also the von-Neumann entropy.

The quantity Z,,(A) can be computed, e.g. in the case n = 2, by first considering a system
with two replicas of the full density-matrix pap. In this replica system , Z(A) is given by the
expectation value

wp = tw(Va(A) @ 1pap @ pag) = (Va(A) @ 1), (5.31)

>This is a consequence of the fact that the action of infinitesimal conformal transformations is generated by the
charge @ which is given by a certain contour-integral over T', together with the infinitesimal version of Eq. (5.29).
See [258] for details.
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where Vo(A) = ZiA,i’A

of sites in subsystem A between the two replicas *. In a path-integral formulation the replicated

lia) @ |8'4)(2'4] @ (24] is the SWAP operator which swaps the states

system is described by an action with the Lagrangian density £, = >~ | £[;]. The expectation
value of the SWAP operator is given by a correlation function of two twist-fields whose operation
enforces a constraint on the path-integral such that ¢;(z,07) = ¢;+1(z,07) forx € A,

Zn(A) = (Ta(a1) Tn(22)). (5.32)

The main result of Cardy and Calabrese is that the twist fields are primary-fields with scaling
dimension A = ¢/12(n — 1/n) [259]. This is a very powerful result, as it allows us to easily
compute the scaling behavior of Rényi entropies of CFTs in a variety of geometries. Specifically
in an infinite plane geometry one obtains

tpy o (To(w1) Tn(2)) ~ |2 — @y |71/M/6, (5.33)

which leads to the following results for the entanglement-entropy of a sub-interval of length £ in
an infinite system

1 4 1
Sn(f) = g<1 + n) log<a> +a¢,, Sl = glog(a> +c. (5.34)

Here ¢}, is a non-universal model-dependent constant, and a is the short range cutoff (i.e. lattice
constant) which is needed in order to obtain a dimensionless ratio.

Applying the same conformal-mapping we used for the two-point correlation function above,
we can obtain the entanglement-entropy for the geometry of a finite interval in a finite-system
with periodic boundary conditions

SN L) = glog {L sin(?)} + ). (5.35)

ma

5.3 MODEL AND METHOD

We consider free fermions on a half-filled periodic chain of length L, which is described by a
nearest-neighbor hopping Hamiltonian. Due to weak measurements of the fermion density by
the environment the fermions experience dephasing noise, which results in a QME evolution with
Lindblad operators L; = n;. The dynamics of the density-matrix is thus described by

. . 1
p=—ilH,p] + vz(nipni - 2{m,p}), H = chTHcl + cch_l, (5.36)
i l

with fermionic creation and annihilation operators c;r, ¢, and we used the fact that for fermions

2

n; = n;. Since [H,n;] = 0 the total number of particles is conserved during time evolution.

Note that since the dynamics are described by a QME with an hermitian Lindblad operator, the

“Note that this replica representation is the same that was discussed in Sec. 5.2.1 and was implemented in [247] for
an experimental measurement of Sa.
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Figure 5.5: (a) The model we consider: free-fermions hopping on a chain of length L subject to continuous
monitoring with dimensionless rate 7. (b) Schematic “phase diagram” showing the different
regimes of scaling with the system size L of the entanglement-entropy of an equal bipartition
S,N(L/2,L). (c) At weak dephasing, we find an extensive region of the phase-diagram where
the entanglement-entropy shows scaling behavior similar to this expected in conformal-field
theories. Ata critical value of dephasing 7. a phase-transition occurs between the CFT behavior
and an area-law behavior. For small 7, L, extensive growth ~ L is observed (inset), approaching
avolume law asy — 0.

steady-state is expected to be a featureless infinite temperature state poo = 1 5. Hence we don’t
expect to find any interesting physics in the static properties of the steady-state.

As we explained in Sec. 5.2.3, the QME dynamics can be alternatively described by means of
stochastic evolution of pure-states, which we refer to as guantum-trajectories. The time-evolution
of a fermion pure state [1)({£})) follows a stochastic trajectory, determined by a specific real-
ization of noise increments & = {&;;}, which physically can be thought of as a specific set of
measurement outcomes. They encode the effect of interactions of the local fermion density with
a(monitored) environment ~ & ;1. As noted in the introduction and similar to the works done
on the entanglement transition under random unitary dynamics with projective measurements
(see Sec. 5.2.2) the main quantity of interest in this chapter is the trajectory averaged entanglement

entropy, defined as
S\N(L,t) = Ee[—trpe(t; €) log pe(t; €))],  pe(t;€) = trpepeny |t €)) (W (5 €)],  (5.37)

with |1 (¢; €)) is the trajectory state at time ¢ (i.e. the state of the system conditioned on a specific
set of measurement outcomes).

We consider three types of trajectory dynamics:
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1. Quantum state diffusion (QSD) describes fermions interacting with a bath of photons,
which are continuously monitored via homodyne detection [240, 242]. In this case the
evolution of a trajectory is given by

dl{€}) = [—z‘Hdt + > (el - ;Mﬁtdt)] [{€}), (5.38)
l

My =n— (), ElG] =0, Elgilmp]=vdtomd(t—1t').

Here a specific set of noise values & can be interpreted as the measurement noise observed in
a heterodyne measurement of a quadrature of the fluorescent light going out of the system
[233,260].

2. Quantum jump evolution (QJ) corresponding to the same bath but where photons scatter-
ing oft fermions are counted directly [13,233,234]. In the quantum jump trajectories, the
evolution equation is

vV <nl>t

&r =G El&u] =~dt(n), (5.40)

d|¢{s}>:[_mdt+zgl,t< i —1)]|w{s}>, (5.39)
l

for a state with conserved total particle number’. Note that the noise is a binary-variable
distributed according to P(&;+) = Og &t + (5&’“0(1 — &) Here the physical inter-
pretation of a specific noise realization is a series of photon detector clicks occurring at all
the times where & ; # 0.

3. Aso-called "raw” quantum state diffusion [232, 242, 261], given by

d[yv{€}) =

—iHdt + ) Sz,tnz] [v{€}), (5.41)
l

where the noise £ is the same as in Eq. (5.38). Note that this equation is similar to the
QSD evolution Eq. (5.38), but lacks the nonlinear “feedback” term (n;),. While Eq. (5.41)
constitutes an unravelling of the QME, its main drawback is that it does not conserve nor-
malization of the state and hence lacks a clear physical interpretation. However, if we do
normalize the wave-function after each time step, Eq. (5.41) is a continuous version a non-
unitary circuit evolution (QSDc) similar to the one recently explored in Ref. [226] in the
context of the entanglement transition.

>Here we used the fact that the total density is conserved hence the effect of the non-unitary part of the effective
Hamiltonian ~ 4. n; = 4N leads to an overall state-independent factor of exp(—+y/Ndt/2) which is then
canceled due to the normalization.
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Figure 5.6: Dynamics of the expectation value (n3(t)) computed for a chain with 3 fermions and 6 sites,
evolving under Eq. (5.38) (QSD), Eq. (5.39) (QJ) and Eq. (5.36) (“exact”). As expected the
results obtained by averaging over trajectories using either QSD or QJ agree results obtained
from an exact time-evolution of the density-matrix according to the QME (“exact”).

For each trajectory evolution, the statistical average over the noise distribution P (&) defines the
density matrix

OO (D5 E)] = / DEP()](t: €)) (b (1:€)| = pr.

For QSD and QJ trajectories, the density matrix evolution is given by the deterministic QME
with Markovian dephasing given in Eq. (5.36) (see Fig. 5.6). The QSDc trajectories reproduce the
QME only if we do not normalize the state after each infinitesimal time-step.

In what follows we initialize the system in a short range correlated Néel state
[1bo) =1010101....01). (5.42)

We evolve multiple trajectories starting from [t)g) according to the different types of trajectory
evolutions Egs. (5.38)- (5.41).

The entanglement entropy, mutual information and correlation functions are computed for
each individual trajectory. We denote the statistical average of an observable O by O. The trajec-
tories are propogated to long enough times such that averaged observables have reached a steady
state. See example of the convergence of the trajectory averaged entanglement entropy in Fig. 5.7.
For nonlinear functions f(|¢) (1) of the state, f(|¢)(¥|) # f(|2)(¢]) in general and there-
fore Syn(l, L) cannot be obtained from the trajectory averaged state p = [1) (¢ or from the
QME (5.36). Hence, different trajectory evolutions may yield different results when the entangle-

ment entropy or other objects which are non-linear in 1) are considered.
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Figure 5.7: Time dependence obtained for the trajectory averaged entanglement entropy Syn(L/2, L) for
L = 800 showing convergence to the steady-state values.

5.3.1 FERMIONIC GAUSSIAN STATES

An important feature of the evolution equations Egs. (5.38)-(5.41) which allows for efficient nu-
merical computation, is that they are quadratic in the fermion operators. This means that if the
initial state of the system |1)g) is Gaussian it will remain Gaussian at later times under the trajec-
tory evolution. A Gaussian state is a state whose correlations are completely determined by its
covariance-matrix, which, in the number conserving case, is given by

Dy, = tr(pc;rck). (5.43)

Any higher order correlation functions of a Gaussian state can be obtained from Dy, by the use
of Wick’s theorem [262]. For example, the 4-point correlation function is given by

<CIC]‘CLCZ> = DijDkl + Dil((sj — ij). (5.44)

In our case we assume that the initial state is pure, and hence the state at later times remains
pure under the trajectory evolution. A pure fermionic Gaussian-state [1)(t)) of N particles is
parametrized by an L x N matrix U () via

L

o) =TT (3 Usalt)e] ) 10), (5.45)

=1 j=1

where UTU = 1 since we explicitly normalize the state after each time step. In other words, the
state |)4) is a slater-determinant state of N fermions where the single-particle wave-functions
are given by the columns of U. The [-th occupied single-particle state is given by |¢;(t)) =
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>~ Uja(t)]7), where |j) is the wave-function localized on lattice site j. For a state represented by
Eq. (5.45) the correlation matrix can be computed from U via

Dy(t) = [U(t)U(t)T]j’l. (5.46)
The initial Néel state is represented by the following matrix
Unea = diag(0,1,0,1,...). (5.47)

We can generalize the relation in Eq. (5.46) in order to compute the correlation function be-
tween creation and annihilation operators at different times

Dyt +7,8) = (] (t+7)e; (1) = [URUT(E+7)] ;- (5.48)

Note that the operational meaning (czr (t 4+ 7)c;(t)) in the context of a non-unitary trajectory
evolution is: (i) evolve the initial state to time ¢ and apply ¢;, resulting in |x) = ¢;|¥(t)) (ii)
evolve |x) to time 7 and apply czr, resulting in |Y) = czr\ X (7)) (iii) measure overlap with the
initial state evolved to time ¢ + 7, hence <c}L (t+7)c;(t)) = (¥(t + 7)| X)- In the case of unitary

evolution this coincides with the expectation values of the operators in the Heisenberg picture
cj (t) — elHthelet‘

To see explicitly that Eq. (5.48) holds, we plug-in the parameterization in Eq. (5.45) at different
times:

Cm’¢ Z Umk H Z U]l > = Z Umk(t)|¢k(t)>’ (5-49)
I=1,1#k j k
N L
(Wt +71)] Z et +71)(0 H (Z ) (t+7)c)) Z et + 1) (Pt + 7).
I=1,l#k j=1

Note that (¢g/ (t')| ¢ (t')) = Okis, and evolving ¢, [1h(t)) to time t + 7 results in

= Uni(®)ln(t + 1)), (5.50)
k

due to the fact that each |¢y,) a slater determinant state of single-particle modes which evolve in-
dependently from each other under the quadratic dynamics . Taking the inner product of |x (7))

with (¢ (¢ + 7)|cl, results in Eq. (5.48).

Using the correlation matrix we can also obtain the entanglement entropy of a subinterval
A = [mq,ma], as first shown in [263]. Without loss of generality assume m; = 1,mo = .
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The reduced density matrix pg = tr,¢ AlY) (1| with respect to a Gaussian state is completely
characterized by the correlation-matrix D 4 given by

Dy --- Dy
Dy = : . R (5.51)
Dy -+ Dy

Consider the unitary transformation which diagonalizes D 4
ViDLV = diag(Ay, .., \). (5.52)

Eq. (5.52) implies that the correlation functions of the fermionic operators defined by A; =
>k Vijci obey

tr(pAAIAj) = Z Vk§<czck/>vk/j = [VTDV]U‘ = )\151] (5.53)
kK’

This in turn implies that p 4 is a product state in terms of the modes defined by { A}

pPA=pP1L& @y, (5.54)

with p; = diag(A;, 1 — \;) the mixed-state of mode A;. The entropy of this state is given by the
sum of entropies of the individual modes

l

Sn(LL) = =) Ajlogy Aj + (1= Aj)logy(1 = Xj). (5.55)
j=1

Given expression (5.55) we can also easily compute the mutual information Z(ls, I) between
two disjoint subsystems A= [m, ma|, B= [mg, ma] of length l5, Ig (Eq. (5.5)), which is a useful
indicator for the location of the entanglement transition [220]. It is obtained via Z(la,l3) =
SyN(la, L) + Sin(l, L) — Syn(A U B, L). In addition, we will also consider the square of the

correlation functions

C(l,7) = [Digjj(t + 7.0 = (nugjpr) (M) — (Ripjasrme),

which is the Fock (exchange) contribution to the density-density correlation in a Gaussian state
(we emphasize that the last equality is a result of Wick’s theorem and is only true for a Gaussian
state).

5.3.2 NUMERICAL EVOLUTION OF GAUSSIAN STATE TRAJECTORIES

Here, we provide details of the numerical implementation of the trajectory evolution described
in Egs. (5.38), (5.39). As we explained ealier, for each individual trajectory, the state at time ¢ is a
Gaussian state, which is parametrized by an L X NN matrix U () as in Eq. (5.45). Let us denote a
state parametrized by a specific matrix U as |U).
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5.3 Model and method

First let us understand how to perform coherent time-evolution of such a state. Consider the
state e~ FHU), where H = Y, ; hijc;rcj is a general quadratic Hamiltonian and the hopping
matrix & is hermitian. Denote the modes diagonalizing H by a; = >, Vj;¢; with single-particle
energies €;. Since H is hermitian, V' is unitary and VhVtis diagonal. With the matrix V" at hand
we can compute that evolution of a single creation operator

e-thC;Gth _ Z %je‘thaZeth _ Z e—ieitv;jag (5.56)
i 7
- S Vi ek = Y el
ik k

Using e ~*H|0) = |0) we can thus write

N L
efth‘U> _ H Z [efiht]ijjch |0> _ ’efihtU>. (5.57)
I=1 \j k=1

We see that the evolution in Eq. (5.57) describes the physical situation where the single-particle
wavefunctions, encoded in the columns of U, evolve independently from each other, as expected
from a non-interacting system. Note that Eq. (5.57) also explicitly shows that a Gaussian pure-
state remains Gaussian under time evolution with a quadratic Hamiltonian.

SIMULATION OF QSD

To simulate the quantum state diffusion evolution we follow the Trotterization approach used in
Ref. [228]. The simplest scheme to integrate Eq. (5.38) is using the Euler method, using a finite
time-step 0t

9t +60) = [0(0)) — iHat (1) + 3 (e — IR lw(e). (559
l

In order to maintain the Gaussian structure we want to express Eq. (5.58) as matrix exponentials
operating on [1(t)). To this end we note that according to It6’s lemma, for a Wiener process &;
and some operator M, the differential of the exponential function obeys o,

. . 1 .
de®®eM = 14 Ndg, + S (dgf)NI” + O(dr?), (5-59)

hence we have

(¢ + 6t)) v X (SualemyMED) ity ). (5.60)

Importantly notice the lack of 1/2 factor in the 7 term.

“This can be understood intuitively from the fact that (d¢7) = O(dt) for a Wiener process so it needs to be taken
into account when computing the differential.
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In terms of the matrix U we obtain, up to normalization,

Ut +6t) = Me U, M= diag(e&,ﬁv(?(nm—1)5t’ ., NN )i=1)dt) (s g1)

where h is the hopping matrix, and the densities (1) are computed from the correlation matrix
Dy (t,t). We then ensure that the columns of U are orthonormal by performing a QR decom-
position U = QR and redefining U = . The applied step size is 6t = 0.05.

SIMULATION OF QJ EVOLUTION

To simulate the quantum-jump evolution Eq. (5.39), we exploit that particle number conserva-
tion enforces a constant jump rate YN and apply the common jump evolution procedure de-
scribed in [13]:

1. Determine the jump time 7 = — log(r)/(yN) by drawing a random number " uniformly
from [0, 1]. The time 7 corresponds to the time at which the norm of the state decayed to
7, thatis [|[¢(t + 7))||* = r.

2. Evolve the state at time stept tot + 7via U (t + 7) = e~ TU ().
3. Choose a jump operator nj according to the probability distribution p; = (n;)¢4-/N.

4. Apply the jump operator to the correlation matrix D = U (t + 1)U (t + 7), according to

1, l=m=3j
Dy, — <0, l#mand (Il = jorm =j).
Dy, — %, otherwise
g/t

5. Obtain the new U matrix by performing an SVD decomposition which, for an hermitian
matrix, results in D = USU' (note S11 = .. = SNy = LSypin41 = .. = S =
0).

S.4 ENTANGLEMENT ENTROPY AND PHASE DIAGRAM

For a bipartition of the chain into two equal subsystems, the steady-state entanglement entropy
S\N(L/2) shows three different dependencies on the chain length L and the monitoring rate .
This is illustrated in Fig. 5.5(c) for the case of QSD evolution. For the coherent time evolution at
v = 0, an initial Néel state develops an extensive entanglement entropy converging to a volume
law [264]. This behavior transcends to weak but non-zero dephasing, where one still observes
an extensive entanglement growth S\N(L/2) ~ L for L < L(vy) smaller than a y-dependent
cutoft length.

Around L ~ L(), the entanglement entropy smoothly crosses over from an extensive to a
subextensive growth Syn(L/2) ~ log L. For 0 < ~ < 0.25, this crossover is observed for any
sufficiently large system with size L > L¢(7y). Fory — 0, L.(y) — oo diverges, following
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5.4 Entanglement Entropy and phase diagram

roughly a stretched exponential L.(y) ~ exp[—(v0/7)®] with @ &~ 0.6 7. The asymptotic
behavior of the entanglement entropy Syn(L/2) in the limit L — oo is thus always logarithmic
for small y. In any finite-size system, however, an extensive entanglement entropy is observed once
L(7y) exceeds the system size, e.g., for v < 0.15 system sizes L < L.(0.15) ~ 35 appear as if
they exhibit volume-law scaling, see the inset of Fig. 5.5(c).

Logarithmic growth of the entanglement entropy is characteristic for (14 1)-dimensional con-
formal field theories (CFTs) [265,266], as we explained in Sec. 5.2.4. In order to better understand
the CFT scaling regime we explore the scaling of the trajectory-averaged entanglement-entropy
SN (1, L) as a function of the subsystem size [ at fixed system size L. This quantity shows several
regimes, as seen for QSD in Fig. 5.8(a) and for QJ in Fig. 5.9.

We find a regime where Sy (1, L) exhibits a logarithmic dependence similar to a CFT with
periodic boundaries

S0, 2) = “Piog, [jj n(ﬁ)] T o), (5.62)

but with a y-dependent "central charge” ¢(7y) and residual entropy so(7), see Fig. 5.8 (bc). In
thermal equilibrium irrational central charges are unconventional but are found, e.g., in disor-
dered systems [267-269]. However, irrational central charges appear to be characteristic for the
critical point of nonequilibrium transitions, including percolation [34, 270] and entanglement
transitions both in random circuits and Hamiltonian dynamics [34,220,225,226,243].

In the case of QSDc evolution the conformal scaling (5.62) is observed for any non-zero moni-
toring and sufficiently large system sizes L > L(7y), as can be seen from Fig. 5.8(b). The central
charge approaches itself a scaling form ¢ ~ 7% with § ~ 0.7, see Fig. 5.5(d). This is com-
parable to an extended conformal invariance in a non-unitary circuit dynamics with disordered
free fermions [224], where it was attributed to the spatio-temporal randomness in the combined
unitary and non-unitary dynamics. Here, however, we show that the same phenomenon appears
when the unitary evolution is disorder free.

A main finding of our work is that this behavior changes qualitatively in the case of QSD and QJ
evolution. For stronger monitoring, e.g., ¥ ~ 0.4 for L = 800 in Fig. 5.8(b), the central charge
experiences a sudden, strong suppression as a function of «y. For finite system sizes it approaches
zero exponentially fast in  and vanishes above a critical value . (L). The transition is evidenced
clearly by several different observations:

1. A qualitative change in the entanglement entropy Syn (, L), showing no subsystem-dependence

for v > 0.6 in Fig. 5.8(a).

2. The scaling of the effective central charge with v in Fig. 5.8(b), as well as with the system
size L in Fig. 5.10, which drops to zero for v > 0.8 and L — oo.

3. The zero-crossing of the residual entropy so(7y) at y = 0.5 in Fig. 5.8(c).

4. Qualitative changes of the mutual information and the correlation function for v > 0.5
shown in Figs. 5.12, 5.14, which we further discuss in Sec. 5.6.

"This dependence was estimated by solving L;Y) logo(Le(y)/m) + s(y) = 0 with the scaling behavior for
s(7¥), ¢(7y) from the simulations.
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Figure 5.8: (a) The steady-state entanglement entropy as a function of the bipartition size [ in the QSD case.
We observe a clear, asymptotic logarithmic growth for slow monitoring and a transition to an
area-law for faster monitoring v > . (inset). (b,c) The effective central charge and residual
entropy obtained by fitting the data to Eq. (5.62). Depending on the trajectory evolution, the
logarithmic growth is either cut off at a critical monitoring rate and passes into an area-law
regime, or persists up to arbitrarily large v. The insets show the same data on a linear (d) and
logarithmic (e). Results are obtained from averages over 500 trajectories for L > 600 and 300
trajectories for L = 800.
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Figure 5.9: The steady-state entanglement entropy as a function of bipartition size [ in the QJ case, for a
system of size L = 200. The inset shows the central charge obtained from a fit to Eq. (5.62).
We observe similar behavior to that observed for QSD trajectory evolution.
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5.5 Deviating trajectory ensembles

. 0.1
!<’

—_

(=)
—_
500
"N e
+0
1946

0.0 05 7 1.0

0 1/800  1/400 1/300 1/200
1/L

Figure 5.10: Finite size scaling behavior of the effective central-charge obtained from fitting S\n (I, L) to
Eq. (5.62), in the QSD case. Different colors correspond to different values of y (marked).
The curves and the value of ¢(L = 00) (inset) are obtained by minimizing the least-square
difference fit between the data and the scaling hypothesis ¢(L) — ¢(L = oo) ~ 1/LY",
finding a scaling exponent v = 0.89. This confirms a non-zero asymptotic charge ¢ > 0 for
~ < 0.8 and a transition to area law for stronger monitoring.

The precise location of the transition in the thermodynamic limit, however, is hard to deter-
mine. We estimate 7.(00) = 0.8 from the finite size behavior in Fig. 5.10. For stronger mon-
itoring ¥ > 7, the entanglement entropy follows an area law S, (I, L) = so(7), as shown
in Fig. 5.8(a, inset) for L = 800. In the area-law regime the residual entropy so approaches the
asymptotic value so(y — 00) = 0. This shows a transition from an extended, supposedly con-
formally invariant regime to an area law phase for continuously monitored free fermions. Our
finding does not contradict earlier work on free fermions, which ruled out a volume law phase at
any non-zero monitoring rate but not a subextensive scaling regime [228].

5.5 DEVIATING TRAJECTORY ENSEMBLES

All three trajectory evolutions, Egs. (5.38), (5.39) yield qualitatively similar results for small v <
Ye. This includes a subextensive entanglement entropy ~ log L for large enough system size
and an extensive growth for sufficiently small systems. Only the QSD and QJ evolution exhibit,
however, a transition towards an area law phase at larger monitoring rates v > .. The QSDc
shows no indication of an area law transition and the conformal invariance is extended to arbitrary
v > 0. We conjecture that this is because for v > . the nonlinear moments of the correlation
matrix start depending significantly on the trajectory evolution and the QSD and QJ evolutions
deviate from the QSDc evolution.

This deviation is well illustrated, e.g., by considering the m-th moment of the norm N(m) =

(1h|1p)™. According to Egs. (5.38), (5.39) one finds (i) ;N (m) = 0 for arbitrary m for the QSD
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Figure 5.11: The trajectory statistics of the entropy reveal a structural difference between the circuit evo-
lution and QSD when the latter is in the area law regime (L = 200, 5000 trajectories per
histogram)
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and QJ evolution but (i) 9N (m) ~ ym(m— 1) LN (m) for the QSDc evolution (see App. 5.A
for details). The conservation of all moments N (m) reveals the exact probability conservation
intrinsic to the QSD and Q] evolutions. It is enforced by a stochastic evolution, which evolves the
state orthogonally to its Hilbert space location [240,242]. The QSDc evolution, however, adds a
stochastic component parallel to the state, which leads to a different type of trajectories in Hilbert
space. This conserves probability only on average, i.e., it conserves exclusively N/ (m = 1).

We illustrate the difference between QSD and QSDc explicitly by comparing the entanglement
entropy distribution for both evolutions in Fig. 5.11. The bins in the histograms reflect the prob-
ability for a given entanglement entropy. For weak monitoring, when both types of evolutions
predict conformal invariance, both histograms show a distribution with similar mean and vari-
ance and which is symmetric around its peak, i.e., both evolutions sample a comparable set of
trajectories.

The distribution for the QSDc trajectories remains of similar shape for arbitrarily large mon-
itoring rate and only acquires a smaller mean and variance as 7y is increased. The distribution of
the QSD trajectories, however, undergoes a structural change when it enters the area law phase.
It approaches a strongly asymmetric, bimodal distribution with its main peak approaching zero.
A second peak emerges and stays pinned at Sy = 1, indicating a pronounced probability for
a single non-zero eigenvalue A = 0.5 in Eq. (5.62). In this regime, both distributions deviate
structurally from each other, confirming again that QSD and QSDc yield significantly different
dynamics for objects with a nonlinear state dependence.

5.6 MUTUAL INFORMATION AND CORRELATION FUNCTIONS

In order to verify the extended regime of conformal invariance and an area law transition at non-
zero monitoring rate, we investigate several additional indicators, (i) the behavior of the mutual
information Z (1, Ig) between two disjoint intervals A, B, (ii) the equal-time correlation function
(1, 0) between two sites at distance [ and (iii) the local auto-correlation function C(0, 7).

The mutual information for two disjoint intervals [y = g = L/8, with centers at a distance
rap = L/2, is expected to show a sharp peak at the critical point separating the area and the
volume law phase [220]. Inspecting Z(l4 = lp = L/8,rap = L/2) for different system
sizes in Fig. 5.12(a) shows that it is significantly larger than zero in the entire critical regime and
approaches zero rapidly in the area law phase, reflecting extended criticality. A similar peak is
observed for the QJ evolution in Fig. 5.12(b). On the other hand in the QSDc case we observe
finite value of Z even at strong -y, where Z shows slow power-law like decay as a function of 7, as
can be seen in Fig. 5.12(c)

To further confirm the CFT behavior, it is useful to consider the mutual-information for vari-
able subinterval sizes and locations. Consider the mutual-information of two subintervals A =
[m1,ma], B = [m3, m4] which we define Z(m1, ma, m3, m4). This quantity can be con-
nected to a four-point correlation function of the “twist-fields” in the Cardy-Calabrese formal-
ism [226,259]. In a CFT the four-point function of primary-fields is expected to depend only on
the cross ratio 7 = =234, where for a periodic-boundary condition geometry we have mq =
sin(m|mq — mg|/L) [258]. Hence, in the CFT regime we expect Z(m1, ma, ms3, ma) = Z(n)
[220].
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Figure 5.12: Signature of the conformal invariance at weak monitoring in the mutual-information between
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two subintervals of length |A| = |B| = L/8 whose centers are distance r4p = L/2 from
each other. For small -y we observe a non-vanishing value of Z(r 4 5 = L/2). In the case of (a)
QSD and (b) QJ evolution the mutual-information rapidly decays to zero for v > 7., while it
always remains with a finite value in the case of QSDc (c) evolution, exhibiting slow power-law
decay with .



5.6 Mutual information and correlation functions
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Figure 5.13: CFT siganture in the dependence of the mutual-information between A = [mq, mg], B =
[ms, my] on the ratio n = (mi12ma4)/(m13mM24), where maps = sin(w|mg — mg|/L).
Computed for the QSD case with L = 400. (a) For weak dephasing a scaling collapse of
the mutual information as a function of the cross ratio 7 is observed, indicating the scaling
behavior expected for a CFT Z(n) ~ 7. (b) In the area law regime no collapse is observed.

The expected CFT scaling behavior of Z is confirmed in Fig. 5.13(a). For weak dephasing in the
conformally invariant regime, the mutual information Z(7) collapses onto a single line for all 7,
with a linear increase ~ 7 for small cross ratios. The linear dependence in 7 also implies a power-
law decay of the mutual-information Z ~ 7”2123 for small subsystems with large separation [220].
This collapse is a strong indication of conformal invariance and can be observed throughout the
entire logarithmic regime. It can be contrasted with the behavior in the area law phase, shown in
Fig. 5.13(b), where no collapse is observed.

As we have seen in Sec. 5.2.4, in a CFT two-point correlation functions are expected to exhibit
power-law behavior. Hence, we examine the trajectory average of the equal-time correlation func-
tions C(1,0) = E; [(]cj +1€Gil?)] (in addition to trajectory averaging, we also average over position
i to reduce statistical noise). The behavior of C (1, 0), shown in Fig. 5.14 for different values of v,
quantitatively reflect the phase diagram in Fig. 5.5(b). In the conformally invariant regime, i.c., for
0 < v < 7, two distinct scaling forms are observed depending on whether [ is larger or smaller
than L¢(7). Forl > L (), where the entanglement entropy grows logarithmically, an algebraic
decay of the correlation function with the square of the distance ~ [sin(7l/L)] 2 is observed.
The collapse of the correlation functions for variable system sizes in the inset of Fig. 5.14 demon-
strates that this ~ [sin(rl/L)]~2 scaling is observed in the thermodynamic limit L — oc. On
distances | < L.(7) the correlations decay significantly slower, well approximated by a ~ [~ de-
cay. This can be rationalized with the assumption that the extensive growth reflects an evolution
in which sites are entangled up to distances [ ~ L (7).

When crossing the transition to the area law regime, the correlations start to decay more rapidly
with the distance [ between different ites. In this regime, a heuristic fit C'(1, 0) ~ =5 exp(—1/l)
yields an increased algebraic decay on short distances compared to the conformally invariant sce-
nario. At larger distances [ > [, the correlations drop to zero exponentially, reflecting short-
ranged correlations.
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Figure 5.14: Trajectory and position averaged equal-time correlations C'(1,0) = E| (cj 4Ci)[?], com-
puted for L=800 for QSD evolution. The different curves correspond to different values of y
(marked). C(1, 0) decays algebraically ~ sin(7l/L)~2 with the distance [ in the conformally
invariant regime, while a rapid exponential decay is observed in the area-law regime. The inset
shows a data collapse for different system sizes L = 200, 400, 600, 800 (axes range identical
to main plot)
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Figure 5.15: Autocorrelation function C(0,7) = E;[|(c] (t + 7)¢;(t))|?], computed in the steady-state
regime with L = 600. In the area-law regime with strong dephasing we observe a quantum-
Zeno like regime with slow-relaxation of C'(0, 7).
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5.7 Discussion

Further information on the dynamics can be inferred from the autocorrelation function C'(0, 7) =

E;| <CI (t + 7)ci(t))|?] computed in the stead-state regime. For unitary, free fermions it can be
shown that they are given by the Bessel function C'(0,7) ~ JZ(7), describing damped oscilla-
tions with an envelope decaying as 771, While damping of the oscillations increases with -, the
overall decay of the auto-correlations slows down. When entering the area law regime, the oscil-
lations become over-damped and the auto-correlation time is enhanced significantly, indicating a

slowly evolving, quantum-Zeno regime, see Fig. 5.15.

5.7 DISCUSSION

Let us now turn to a summary of the results obtained in this chapter, and provide some outlook.
We considered a model of free-fermions hopping on a 1d chain in the presence of continuous de-
phasing noise, and studied the dynamics of the trajectory averaged entanglement as a function of
the dephasing strength for several types of trajectory evolution. We find that at weak enough de-
phasing the steady-state value of SN exhibits logarithmic scaling with the subsystem size, similar
to the behavior of (14 1)-dimensional CFTs. In all three protocols we considered, we observe that
the effective central-charge is continuously decreasing with the dephasing strength. The CFT be-
havior is also exhibited in the algebraic decay of the trajectory averaged connected density-density
correlation function, and in the behavior of the bipartite mutual-information.

In the case of QSD and QJ evolution we also find a transition to an area-law regime at a critical
dephasing rate, where the effective central-charge vanishes. This is not the case with the QSDc evo-
lution where the system seems to always remain in the CFT regime. A main difference between
the QSDc protocol and the QSD and QJ unravellings is that under QSDc evolution probabil-
ity is not exactly conserved. We conjecture that this is a possible reason for the absence of phase
transition to an area-law phase in the QSDc evolution. We also observe a difference in the full dis-
tribution of entanglement entropies, where in the QSDc case the distribution is always Gaussian,
as opposed to a bi-modal distribution which is observed in the QSD case in the area-law phase. In
the future, it would be interesting to further explore the connection between the entanglement
transition observed here and the properties of the full distribution of trajectory-states induced
by the specific measurement protocol. In any case, our results emphasize that, when considering
trajectory entanglement transitions, different measurement protocols may lead to qualitatively

different results.

Let us comment on the relation of our work to an earlier work by Cao et al. [228] which investi-
gated the same model we considered here. There, the authors used the generalized-hydrodynamics
formalism, developed for closed integrable systems, in order to derive an analytic formula for
SyN(¢, L), under certain approximations and using a certain ansatz. From their analysis, Cao
et al. reach the conclusion that for free integrable systems an area-law is expected for any non-
vanishing dephasing rate. However, we claim that our result is not in contradiction. First, the
analytical result obtained in [228] is only valid when ¢ < L, while we examine all possible val-
ues of £ and are interested in the case { = L /2. Second, the numerical results in [228] exclude
volume-law behavior but do not exclude sub-linear scaling.

Aswe explained in Sec. 5.2.2, it was pointed outin [215] that the scrambling property of generic
random-unitaries is a key ingredient for the stability of the volume-law phase observed in studies of
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RUC dynamics. In this respect it is maybe not surprising that we did not find a volume-law in our
nearest-neighbor free-fermion model, since the unitary free-fermion dynamics are integrable. Our
work shows however that critical behavior of Syn can be obtained also in non chaotic dynamics.
This observation is further substantiated by two works which appeared in parallel to ours, which
considered difterent types of free random-unitary circuit evolution and observed CFT like behav-
ior of SN [226,243]. This brings the question: what is the alternative mechanism protecting the
entanglement in the critical CFT phase against the effect of measurements?

Let us also further comment thatitis not yet completely clear that a transition from volume-law
to area-law phase is impossible to realize in free-fermion systems. Indeed, our initial explorations
indicate that by considering long range hoppings with long enough range, it is possible to obtain
a volume-law phase also in the case of free-fermion evolution. So far, we did not find a setting
where a volume- to area-law transition could be observed, but we believe it might be possible
and definitely merits further investigation. In general it will be interesting to investigate what
are the different trajectory entanglement phases which could be observed in general free-fermion
models with different symmetries. For example one could consider the case where charge is not
conserved, in which case we can still describe the system by a Gaussian state using the basis of
Majorana fermions.

Another question which could be explored in future work regards the critical properties of
the transition from the area-law phase to the CFT phase. We note that the scenario we observe
here is similar to the Kosterliz-Thouless (K'T) scenario of an extensive critical regime, which might
provide some hints when trying to build a simplified phenomenological theory of the trajectory
entanglement transition. The KT transition is notoriously difficult to study numerically, due to
the exponential divergence of the correlation length. Here recent suggestions for studying free-
fermion Gaussian states using tensor-networks [271,272] might be of help, as they allow studying
systems of considerably larger sizes than those reachable with the numerical approach we used in
this chapter.

Finally it will be interesting to explore the fate of the CFT phase in the presence of weak interac-
tions. One possibility of doing so numerically is using MPS techniques for simulating the trajec-
tory evolution, this should allow describing states with logarithmic entanglement up to a reason-
able system size. However, here we have to caution that in the free case we observed volume-law
scaling of SN at system sizes up to L =~ 50 for weak dephasing, and the asymptotic CFT regime
appeared only for larger system sizes. A different possible route would be to use a mean-field like
approach projecting the state of the interacting system onto a Gaussian state which evolves un-
der an effective non-linear Hamiltonian. Finding such an effective non-linear model which can
capture some properties of the volume- to area-law trajectory entanglement transition is an inter-
esting direction for future work.
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5.4 Higher moment evolution

APPENDICES TO CHAPTER 5

5.A HIGHER MOMENT EVOLUTION

Observables, which depend on higher moments of the state |1;) (1| may strongly depend on
the specific trajectory evolution. An example is the entanglement entropy in the main text. In
this appendix we illustrate this with a simple analytical example, the m-th moment of the norm
(1he]1he)™. We start with the QSD evolution (5.38) and, for simplicity, a single, hermitian Lind-
blad operator M. Thescaling & ~ v/dt requires that infinitesimal changes are taken into account
up to order d. Up to this order, the infinitesimal change is

A [)™ = mpy[) ™ (e dipe) + (dabe|ape) + (dape|dapr))
+m(m = 1)Wb) ™ 2 (dipelipe) + (ldipr))*. (5.63)

The Hamiltonian evolution cancels out and expanding again up to order dt one finds

Alpele)™ = m{alp™ | (€2 = dt) (U N2 [e) + € (0n VTt
+2m(m = ) (@)™ 2 (el Mly)®. (5.64)

The trajectory average thus yields

d(Wy[ih)™ = 2ym(m — 1) (i)™ (M) 3dt, (5.65)

where (M )y = (1¢| M |1);) / (¢|1);). For the first moment, m = 1, the term on the right always
vanishes, enforcing that the trajectory averaged norm is constant. Higher moments, however,
generally do not vanish and their evolution depends on the operator M. For QSDc, M = n is
the particle number operator, and one observes in general an exponential growth of the higher
moments with an approximate rate 2ym(m — 1)(n)2. For QSD, however, M = n — (n); such
that (M); = 0 for any state and thus any moment m of the norm remains constant over time.

The norms in the Q] evolution are more involved because here €2 = ¢ ~ dt and thus arbitrarily
high powers in £ contribute to the evolution of (1) |1;)™. We restrict ourselves tom = 1,2 and

denote M = < \/% — 1) . This yields

d{nlipr) = E(ur M + 2M ) = 0, (5.66)
dlvd? = Elvd [(ND? + 4D + (122 =0, (5.67)

Here, only the property § 2 = £ was exploited and no trajectory average was required to show that
the evolution is constant for this type of jump operator.

This example can be easily generalized to multiple jump operators M and demonstrates that in
QSD and Q] trajectories all higher moments of the norm remain constant over time up to order
dt? and an initially normalized state remains normalized. For QSDc on the other hand, higher

151



S Trajectory dependent entanglement transition in a free fermion chain — from extended
criticality to area law

moments m > 1 grow roughly exponentially in time, demonstrating that only the average norm
of the state is conserved while its variance is blowing up.

We emphasize that the difference between the different trajectory evolutions is not just a matter
of normalization: the additional parallel evolution in QSDc yields trajectories, which explore are
different Hilbert space than the trajectories from QSD and QJ. This difference is not resolved by
an adhoc normalization of the state after each numerical time step [240].
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6 CONCLUSIONS AND OUTLOOK

In this thesis we investigated a variety of different phenomena occurring in open many-body quan-
tum systems, whose dynamics are described by a Markovian Lindblad quantum master equation.
This is an exciting and emergent interdisciplinary field combining ideas and theoretical tools from
both AMO and condensed-matter. It is becoming increasingly more relevant with the advent of
synthetic quantum matter systems which are being used in labs around the world as quantum-
simulators and for development of quantum computers.

In chapter 3 we explored the many-body physics of coherently pumped bosons in the vicin-
ity of a scattering resonance, a setup which might be of relevance to the experimental platform of
Rydberg-polaritons, among others. We have uncovered a rich phase diagram including a molecule
condensate and an atom condensate phase, and provided an initial exploration of the phase tran-
sition between those different condensates. This work can serve as a basis of more detailed ex-
plorations using semi-classical stochastic Gross-Pitaevskii equations or 2PI formalism to study
the dynamical behavior, or RG techniques to study the phase transition. In addition it will be
interesting to study the regime of weak pumping and losses where interactions mightlead to ther-
malization, allowing an effective Gibbs state description.

In chapter 4 we explored the fate of the many-body localization transition in a driven-open
system. As opposed to the common belief that a coupling to an external bath destroys any MBL
signatures, we have shown thatitis possible to extract a sharp signature of the transition, by study-
ing the response of local temperature fluctuations to a weak coupling to non-equilibrium baths.
Using this scheme, we were able to observe the divergence of the dynamical exponent when ap-
proaching the transition from the ergodic side, providing further evidence to the existence of a
Griffith regime. Our work suggests a new numerical scalable approach for studying the MBL
transition. As a future direction it will be very exciting to use our method in order to study the
MBL transition in two-dimensions.

In chapter 5 we studied the dynamics of the entanglement-entropy in a model of free-fermions
in the presence of dephasing noise. This study was motivated by recent works which found a
phase transition between a volume-law entanglement phase and an area-law entanglement phase,
in systems evolving under random-unitary circuits in the presence of measurements. In the free-
fermion model we find a phase transition of a new type between an area-law phase and a phase
with logarithmic entanglement scaling, exhibiting behavior similar to conformal field theories in
1 4 1 dimensions. This work suggests many future directions, such as a classification of all pos-
sible entanglement phases of different free-fermion models in the presence of measurements, or
studying the stability of the CFT phase to weak integrability breaking terms.

Now, we have finally reached the end of our journey in the land of open quantum many-body
systems. Hopefully it was an enjoyable one for you ,or at the very least provided something useful
to think about. Of course, this is not the end but really only the beginning. We hope that the
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6 Conclusions and outlook

work presented in this thesis can provide the starting point for several other journeys into the
non-equilibrium quantum physics frontier.
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