Fast Response of Boundary Layer
Clouds to Climate Change

INAUGURAL-DISSERTATION

Zur
Erlangung des Doktorgrades
der Mathematisch-Naturwissenschaftlichen Fakultat

der Universitat zu Koln

vorgelegt von

Stephanie C. Reilly
aus
Westmeath
Irland

Koln 2020



Berichterstatter:

Prof. Dr. Roel A.J. Neggers
Prof. Dr. Susanne Crewell

Tag der letzten miindlichen Priifung:
14 May 2020



"If you use your imagination,
you can see lots of things in the cloud formations.”

-Charles M. Schulz



Contents

Abstract 7
Zusammenfassung 9
1 Introduction 10
1.1 Boundary Layer Clouds . . . . .. . ... ... ... .. ... ... 10
1.2 Boundary Layer Clouds and Climate Change . . . . ... ... ... .... 13
1.3 Project Aims . . . . . . .o 13

2 Boundary layer cloud formation and representation in observations and

models 15
2.1 Formation of Boundary Layer Clouds . . . . . . . ... ... .. ... .... 15
2.2 Observations of Boundary Layer Clouds . . . . . ... ... ... ...... 16
2.3 Modeling Boundary layer clouds . . . . . .. .. ... ... L. 19
2.3.1 General Circulation Models . . . . . ... ... ... ... ... .. 19
2.3.2 Large-Eddy Simulation Models . . . . . .. ... ... ... ..., 20

3 Observation and model datasets 22
3.1 Observations from the NARVAL Campaign . . .. .. ... ... ... ... 22
3.1.1 Dropsondes . . . . . . ... 23
3.1.2 HAMP . . . . 23
3.1.3 Research Flights . . . . . .. ... . . 0. 23

3.2 The Dutch Atmospheric Large-Eddy Simulation Model (DALES) . . . . .. 24
3.2.1 General Description of DALES . . . . .. ... ... ... ...... 25
322 Setupof DALES . . . . . . . ... 25
3.2.3 Microphysics Scheme . . . . . .. ... oL L oL 25
3.2.4 Radiation Scheme . . . . .. ... ... L o 26

3.3 Large-scale Forcing Dataset . . . . . . .. ... ... ... ... .. ..., 27
3.4 Experimental Setup . . . . . ... L 28

4 Configuring LES based on dropsonde data in sparsely sampled areas
in the subtropical Atlantic 29

4.1 Introduction . . . . . . . . . e 29



4.2 Observations and Models . . . . . . . . . 31

4.2.1 NARVAL Campaign . . . . . ... ... .. 31
422 LESModel . .. .. . . 33
423 GCMDataset . . . . . ... L 34
4.3 Experimental Configuration . . . . . . .. .. .. ... 0oL 35
4.3.1 General Strategy . . . . . . ... Lo 35
432 DALES Setup . . . . . . . . e 35
4.3.3 Overview of Simulations . . . . . . ... .. ... ... 36
44 Model Results . . . . . . . ... 38
4.4.1 Resultsforall Sim Concases . . . . .. ... ... ... . ..... 38
442 DSO01 Results . . . . . .. . 38
4.4.3 Dropsonde Impact Analysis . . . . . ... ... ... ... ... .. 43
444 TInversion Height . . . . ... . ... ... ... ... 44
4.4.5 Inversion Strength . . . . . ... Lo Lo 47
4.4.6 Sensitivity Studies . . . . ..o oL 48
4.5 Discussion . . . . . ... e e 49
4.6 Conclusions . . . . . . . . . e 50

Confronting water vapor variability in limited domain LES with re-

trievals from HAMP during NARVAL South 53
5.1 Introduction . . . . . . . . . L 54
9.2 Data . . . . oL 95
52.1 HAMP Retrievals . . . . . . . .. ... 55
5.2.2 Large-Eddy Simulations . . . .. . ... ... ... ... 56
5.2.3 Composite Large-Scale Forcings . . . . . . .. . ... ... ... ... 58
5.3 Quantifying Variability and Spatial Organization . . . . . . .. ... .. .. 59
5.3.1 Variability in IWV and LWP . . . . .. ... . o000 59
5.3.2 Spatial Organization Index . . . . ... ... ... .. 0. 60
54 Results. . . . . . . 61
54.1 Mean State . . . . . ... 61
54.2 Time Evolution . . . . . .. ... ... oL 62
5.4.3 Spatial Structure . . . . . ..o 63
5.5  Sensitivity Studies . . . .. ..o 68
5.5.1 Domain Size. . . . . . . . .. 68
5.5.2 Radiation . . . . . .. .. 70
9.6 Discussion . . . . . . ... 72

5.7 Conclusions . . . . . . . . . 73



6 Using elevated moisture layers to study the fast boundary layer re-

sponses to climate perturbations 75
6.1 Introduction . . . . . . . . . .. L 75
6.2 Datasets . . . . . ... 77
6.2.1 NARVAL Observations . . . . . . . . . .. ... ... .. .. ..... 77
6.2.2 LES Model Description . . . . . . .. ... o 78
6.2.3 Composite Large-Scale Forcings . . . . . . .. . ... ... ... ... 78

6.3 Experiment Configuration . . . . . . .. ... ... Lo 79
6.3.1 Control Experiment . . . . . . .. ... L0 L 79
6.3.2 Elevated Moisture Layer Simulation . . . . ... .. ... ... ... 79

6.4 Results. . . . . . . . . 80
6.4.1 Vertical Structure. . . . . . ... Lo 80
6.4.2 Time Evolution . . . . . . . . .. ... . ... . 82
6.4.3 Radiative Impacts . . . . . . ... . o 87
6.4.4 Impact of Changes in Radiation on the Cloud Cover . . . . ... .. 88
6.4.5 Cloud Feedback Response to EMLs . . . . . . ... ... ....... 91

6.5 Discussion . . . . . . ... L 92
6.6 Conclusions . . . . . . . . ... 93
7 Conclusions & Outlook 95
7.1 Summary of Research . . . . . . . . ... ... 95
7.2 Conclusions . . . . . . . .. L e 95
7.3 Outlook . . . . . . e 97
Bibliography 111

Erklirung 112



Abstract

Boundary layer clouds make up a large part of the total cloud cover across the world. These
clouds play an important role in the vertical transport of heat, moisture, and momentum
from the surface through the boundary layer. Thus these clouds have a significant impact
on the vertical structure of the boundary layer. They not only have an impact on the
vertical structure, but also have a significant impact on the Earth’s radiation budget.
Normally boundary layer clouds generally have a higher albedo compared to the surface
below them and as a result there is an increased reflectance of solar radiation. Due to
these strong impacts on the atmospheric conditions it is important that these boundary
layer clouds and their processes are taken into account when simulating (future) climates.

One of the largest uncertainties in climate projections is related to the uncertainty in how
boundary layer clouds respond to climate change. This uncertainty in cloud feedback is
primarily related to the use of general circulation models (GCMs) in climate projections. As
GCMs have a very coarse resolution they require parameterizations to represent boundary
layer processes and clouds. These parameterizations are imperfect and therefore the GCMs
have difficulties in representing the radiative effects of clouds. Therefore high resolution
models such as large-eddy simulations (LESs), which require less parameterizations are
used to study boundary layer processes and clouds.

Several LES studies have been conducted on climate projections, where a perturbation of a
future climate is applied to the model. These perturbations include increases in sea surface
temperature and/or the concentration of CO,. In future climates it is anticipated that the
atmosphere will become warmer and therefore it can contain a much larger concentration
of moisture. This increased moisture can lead to the presence of very humid layers above
the boundary layer, known as elevated moisture layers, which have already been observed
in nature. This thesis investigates the response of boundary layer clouds to the presence
of an elevated moisture layer, based on observed conditions during research flight 4 of the
first Next Generation-aircraft Remote-sensing (NARVAL) campaign. This study is divided
into three main sections. The first and second parts of the analysis focus on comparing the
LES to observations recorded during the campaign in order to test the representativeness
of the model. Following this the response of boundary layer clouds to an elevated moisture
layer perturbation is investigated.

To this purpose, LESs are initially generated at the locations of the 11 dropsondes launched
during the fourth research flight of the NARVAL campaign, which took place on December
14* 2013. Initial comparisons indicate the LES shows good ability in representing the
atmospheric conditions observed, showing a strong evolution of the boundary layer over
time which has previously been observed at the Barbados Cloud Observatory. The results
from the simulations also indicate that the LES has an ability to capture the height of
the boundary layer inversion. There are some limitations in capturing the strength of the
inversion, which is potentially related to the extremely dry conditions observed above the
boundary layer.



The LES is then compared to retrievals from the High Altitude and Long Range Aircraft
(HALO) Microwave Package (HAMP) instrument. In order to take the flight path into
account the mean large-scale profiles, from the locations of 9 dropsondes, are used to
derive a composite case. The aim of using the composite case was to investigate whether
the LES has the ability to capture the large variability in the integrated water vapor and
liquid water path retrieved throughout the flight path. Using a large domain LES, with
horizontal extent reaching 51.2 km? the variability in integrated water vapor and liquid
water path does approach the retrieved values, while domains with a smaller domains have
a larger underestimation of the variability. The simulations indicate a correlation between
the degree of organization, I,., and the precipitation flux, variability in integrated water
vapor, and variability in liquid water path. A similar slope of dependency between the
variability in integrated water vapor and I,4 is found, across all simulations. In comparison
the slopes of dependency between the I,., and both the variability in liquid water path
and precipitation flux values differ between each of the simulations. This suggests that
there are different structures in the clouds between simulations and that the I,.4 is highly
controlled by the water vapor distribution.

These studies give confidence that the LES has the ability to capture observed conditions,
which is important for simulating future climates. For the investigation into the impact of
an elevated moisture layer and the corresponding response of the boundary layer clouds,
two sets of simulations were generated on a 25.6 km? domain using the composite case setup
from the HAMP comparison. These two sets of simulations include a control simulation
and a set of 5 elevated moisture layer simulations with varying elevated moisture layer
depth. While the elevated moisture layer has a significant impact on the atmospheric
conditions in the free troposphere, while the largest impact in the boundary layer occurs
in the cloud fraction. A decrease in the cloud layer depth is found with increasing elevated
moisture layer depth. The impact is not however limited to the vertical structure of the
clouds with a significant impact also found in the radiative fluxes throughout the lower
troposphere. In order to determine the response of the boundary layer clouds to a change
in climate, represented here by the elevated moisture layer, the cloud radiative effect is
calculated at the top of the cloud layer. The results indicate there is a positive feedback
from the boundary layer clouds produced in response to the elevated moisture layer, which
indicates that these clouds have a warming effect on the boundary layer.



Zusammenfassung

Grenzschichtwolken machen einen groken Teil des Gesamtbedeckungsgrads auf der ganzen
Welt aus. Diese Wolken spielen eine bedeutende Rolle beim vertikalen Transport von
Wiérme, Feuchtigkeits und Impuls von der Oberfliche durch die Grenzschicht. Somit
haben diese Wolken einen signifikanten Einfluss auf die vertikale Struktur der Grenzschicht.
Neben diesem Einfluss auf die vertikale Struktur, haben sie auch einen grofien Einfluss
auf das Strahlungsbudget der Erde. Ublicherweise haben Grenzschichtwolken eine héhere
Albedo als die Erdberfliche darunter und infolgedessen ist das Reflexionsvermdogen fiir
Sonnenstrahlung erhcht. Aufgrund dieser starken Auswirkungen auf die atmosphérischen
Bedingungen ist es wichtig, dass Grenzschichtwolken und dazugehorige Prozesse bei der
Simulation (zukiinftiger) Klimaszenarien beriicksichtigt werden.

Eine der grofiten Unsicherheiten bei Klimaprojektionen hdngt zusammen mit der Un-
sicherheit, wie Grenzschichtwolken auf den Klimawandel reagieren. Diese Unsicherheit
beziiglich des Feedbacks von Wolken ist hauptséchlich mit der Verwendung allgemeiner
Zirkulationsmodelle (GCMs) fiir Klimaprojektionen verbunden. Da GCMs eine sehr grobe
Auflésung haben, erfordern sie Parametrisierungen, um Grenzschichtprozesse und Wolken
darzustellen. Diese Parametrisierungen sind nicht perfekt, weshalb GCMs Schwierigkeiten
haben die Strahlungseffekte von Wolken darzustellen. Daher benutzt man hochauflésende
Modelle wie Large-Eddy-Simulationen (LESs), die weniger Parametrisierungen benétigen,
um Grenzschichtprozesse und Wolken zu untersuchen.

Einige Untersuchungen zu Klimaprojektionen wurden mit LES Modellen durchgefiihrt,
bei denen eine Storung auf das Modell zur Simulation eines mdglichen zukiinftigen Kli-
magaufgeprigt wird. Solche Stérungen beinhalten eine Erhéhung der Meeresoberflichen-
temperatur und/oder der COy-Konzentration. Unter zukiinftigen Klimabedingungen wird
erwartet, dass die Atmosphére wirmer ist und daher eine gréfiere Menge Feuchtigkeit en-
thalten kann.

Diese erhohte Feuchtigkeit kann zu sehr feuchter Schichten {iber der Grenzschicht fithren,
die als “elevated moisture layers” bekannt sind und in der Natur bereits beobachtet wur-
den. Diese Arbeit untersucht die Reaktion von Grenzschichtwolken auf das Vorhanden-
sein einer “elevated moisture layer” basierend auf den beobachteten Bedingungen wihrend
des Forschungsfluges 4 der ersten NARVAL-Kampagne (Next Generation-Aircraft Remote
Sensing). Diese Studie ist in drei Abschnitte unterteilt. Der erste und zweite Teil der
Analyse konzentrieren sich auf den Vergleich des LES mit Beobachtungen, die wihrend
der Kampagne gewonnen wurden, um die Reprisentativitit des Modells zu testen. An-
schliefend wird die Reaktion von Grenzschichtwolken auf eine Anderung des “elevated
moisure layer” untersucht.

Zu diesem Zweck werden zundchst LESs an den Standorten der 11 Fallsonden generiert, die
wihrend des vierten Forschungsfluges der NARVAL-Kampagne gestartet wurden, welcher
am 14. Dezember stattfand. Erste Ergebnisse zeigen, dass das LES die beobachteten at-
mosphérischen Bedingungen gut darstellt und ein starkes Anwachsen der Grenzschicht mit



der Zeit zeigt, die zuvor am Barbados Cloud Observatory beobachtet wurde. Die Ergeb-
nisse der Simulationen deuten darauf hin, dass das LES die Hohe der Grenzschichtinversion
erfassen kann. Einige Einschrankungen gibt es bei der Erfassung der Starke der Inversion,
was moglicherweise damit zusammenhéngt, dass extrem trockene Bedingungen iiber der
Grenzschicht beobachtet wurden.

Anschliefend wird das LES mit Retrievals des HALO (High Altitude and Long Range
Aircraft) Microwave Package (HAMP) verglichen. Um die Flugbahn zu beriicksichtigen,
werden die mittleren grofsrdumigen Profile von den Positionen der 9 Fallsonden verwen-
det, um einen zusammengesetzten, reprasentation Fall. Das Ziel der Verwendung dieses
Falls bestand darin, zu untersuchen, ob das LES in der Lage ist, die grofse Variabilitdt
des integrierten Wasserdampf- und Flissigwasserpfads zu erfassen, der iiber den Flugweg
hinweg ermittelt wurde. Bei Verwendung eines LES mit einem grofsem Simulationsge-
biet von einer horizontalen Ausdehnung von 51,2 km? nihert sich die Variabilitit des
integrierten Wasserdampf- und Fliissigwasserpfads den beobachteten Werten an, wahrend
bei kleineren Simulationsgebieten die Variabilitdt stérker unterschétzt wird. Die Simula-
tionen zeigen eine Korrelation zwischen dem Organisationsgrad, Iy, und dem Nieder-
schlagsfluss, der Variabilitdt des integrierten Wasserdampfs, sowie der Variabilitdt des
Fliissigkeitswasserpfads. Die Steigung der Abhéngigkeit zwischen der Variabilitdt des in-
tegrierten Wasserdampfs und I,y ist in allen Simulationen @hnlich groff. Hingegen unter-
scheiden sich die Steigungen der Abhéngigkeit zwischen I,,.4 und sowohl der Variabilitét des
Fliissigkeitswasserweges als auch der Niederschlagsflusswerte zwischen den einzelnen Simu-
lationen. Dies deutet darauf hin, dass sich die Simulationen durch unterschiedliche Struk-
turen in den Wolken unterscheiden und dass I,.4 stark von der Wasserdampfverteilung
gesteuert wird.

Diese Studien deuten darauf hin, dass das LES in der Lage ist, beobachtete Bedingun-
gen zu erfassen, was filir die Simulation zukiinftiger Klimaszenarien relevant ist. Fiir
die Untersuchung des Einflusses einer “elevated moisture layer” und der entsprechenden
Reaktion der Grenzschichtwolken wurden zwei Ensemble von Simulationen mit einem 25,6
km? -Simulationsgebiets mit Verwendung des gleichen Fall-Setups wie bei dem HAMP-
Vergleich erzeugt. Die beiden Simulationssitze umfassen eine Kontrollsimulation und 5
Simulationen mit einer “elevated moisture layer” bei variierender vertikaler Ausdehnung
der Feuchtigkeitsschicht. Wéhrend das “elevated moisture layer” einen signifikanten Ein-
fluss auf die atmosphérischen Bedingungen in der freien Troposphére hat, tritt der grofte
Einfluss in der Grenzschicht in dem Wolkenanteil auf. Eine Abnahme der Dicke der Wolken-
schicht wird mit zunehmender Ausdehnung die “elevated moisture layer” festgestellt. Der
Einflufs ist jedoch nicht auf die vertikale Struktur der Wolken beschrénkt, sondern es wird
auch ein bedeutender Einflufs auf die Strahlungsfliisse in der gesamten unteren Troposphére
deutlich. Zur Bestimmung der Reaktion der Grenzschichtwolken auf ein verdndertes Klima,
welches hier durch die Schicht mit erhéhter Feuchtigkeit dargestellt wird, wird der Wolken-
strahlungseffekt am Oberrand der Wolkenschicht berechnet. Die Ergebnisse zeigen, dass
es eine positive Riickkopplung durch die Grenzschichtwolken als Reaktion auf die “elevated
moisture layer” gibt, was darauf hinweist, dass diese Wolken einen wiarmenden Effekt auf
die Grenzschicht haben.



Chapter 1

Introduction

1.1 Boundary Layer Clouds

Clouds play an important role in the atmospheric conditions across the world. They can
have both a warming and a cooling effect on the atmosphere due to their response on
incoming and outgoing radiation (Ackerman et al., 2009; Mitchell and Finnegan, 2009).
Clouds cover almost two thirds of the Earth, in particular there tends to be more clouds
over the ocean compared to over land. Clouds are usually categorized into three types: low
level, mid-level, and high level clouds, depending on the altitude at which they persist.

This study focuses on the boundary layer region of the atmosphere. The atmospheric
boundary layer is in the lowest level of the troposphere, and is therefore in direct contact
with the surface. The clouds that form in this region, boundary layer clouds, are therefore

ISCCP-D2 198307-200912 Mean Annual

-180 =120 -60 0 60 120 180
YIS-IR Low Cloud Amount ()

No data 0 15 30 45 60

Figure 1.1: Mean  low-level cloud cover from  the Inter-
national Satellite Cloud Climatology Project D2 Dataset,
https://iscep.giss.nasa.gov /products/browsed2.html, downloaded on Febru-
ary 14, 2020, additional information on the development of the datasets can be
found in (Rossow and Schiffer, 1999)
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1.1 Boundary Layer Clouds

Figure 1.2: Stratus clouds that have developed in a mountainous region. Photo
credit: Jan Chylik

Figure 1.3: A stratocumulus cloud, in the Arctic. Photo credit: Jan Chylik

classified as low level clouds. Boundary layer clouds make up a large portion of the cloud
cover across the world, particularly over the ocean as shown in Fig. 1.1. Usually most low
level clouds are made up of water droplets, but depending on the latitude and the tem-
perature of the atmosphere where the cloud is present they can contain some ice crystals.
Boundary layer clouds include stratus, stratocumulus, and cumulus clouds and are defined
by their formation and horizontal extent.

Stratus clouds, known for their sheet like features, are usually either white or gray in
color, and are found in stratified air. One feature in stratus clouds that separates them
from stratocumulus and cumulus clouds is the fibrous cloud base, meaning that the exact
altitude of cloud base can be difficult to define. Stratus clouds usually consist of water
droplets, but on rare occasions can contain some ice crystals. In most cases these clouds
do not precipitate, however under the right conditions it is possible that some drizzle is
formed (American Meteorological Society, cited 2020a).

Similar to stratus clouds, stratocumulus clouds also very rarely produce precipitation. If
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1.1 Boundary Layer Clouds

Figure 1.4: The detached and noticeable individual cumulus cloud, with the bright
cloud top and a gray dark cloud base. Photo credit: Jan Chylik

precipitation is generated within the stratocumulus cloud it is usually in the form of drizzle.
Stratocumulus are often easily confused with stratus clouds, primarily due to their large-
scale horizontal extent. However, there are a several differences between the structures of
these two clouds. Stratocumulus clouds are defined by their flat cloud tops and non fibrous
cloud base, which means that the cloud base is easier to determine compared to a fibrous
cloud, and they also have a distinctive variation in color, with some of the patches being
white while others are gray. While stratus clouds are defined by their continuous cloud
sheet, stratocumulus is seen to have patches of clear sky surrounded by cloud (American
Meteorological Society, cited 2020b). Stratocumulus clouds are the most common low-level
cloud types seen across the world, with the average cloud cover over the ocean, between
1954 and 2008, being 22 % and over land, between 1971 and 1996, being 12 % (Hahn and
Warren, 2007; Eastman et al., 2011).

While shallow cumulus clouds are relatively similar in structure to stratocumulus clouds,
in that they have non-fibrous cloud edges. Unlike stratocumulus clouds, shallow cumulus
clouds have a relatively small horizontal extent. Shallow cumulus clouds are defined by
their tower like structures, which on occasion can begin to take the shape of a cauliflower,
with a bright white cloud top and a dark gray cloud base (Organization, 1975). Similar
to stratus clouds, shallow cumulus clouds also have a diurnal cycle, which highly depends
on whether the clouds are located above a land or ocean surface. Above land the maxi-
mum shallow cumulus cloud cover generally occurs in the afternoon, while over the ocean
it generally occurs in early morning. Shallow cumulus clouds generally give an indica-
tion of fair weather conditions (American Meteorological Society, cited 2020c). Following
stratocumulus clouds, shallow cumulus are one of the most common low-level cloud types
occurring over the ocean, with an average cloud fraction of 13 % (Hahn and Warren, 2007;
Eastman et al., 2011). They are particularly common in the trade-wind regions above the
oceans (Joseph and Cahalan, 1990; Cuijpers and Duynkerke, 1993; Johnson et al., 1999;
Bretherton et al., 2004; Siebert et al., 2013; Nuijens et al., 2014), e.g. off the west and
northwest coasts of Barbados in the North Atlantic and off the coast of California in the
Pacific.
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1.2 Boundary Layer Clouds and Climate Change

1.2 Boundary Layer Clouds and Climate Change

Boundary layer clouds play an important role in the atmospheric conditions experienced.
The vertical structure of the boundary layer is highly dependent on the processes resulting
in the formation of these boundary layer clouds. For a convective boundary layer the heat,
humidity, and momentum are transported rapidly from the surface to higher altitudes
in the atmosphere (Tiedtke et al., 1988; Cess et al., 1995; Siebesma et al., 2003; Zhao
and Austin, 2005; Markowski, 2007; Siebert et al., 2013; Albrecht et al., 2019). These
convective conditions can result in the formation of some boundary layer clouds such as
shallow cumulus clouds and stratocumulus clouds. The formation of these clouds can then
further drive convective conditions. The convective transport causes in the boundary layer
deepen and as a result has an impact on the large-scale conditions, including the climate
of the region.

Cloud parameters, such as cloud cover, have a strong influence on not only the vertical
structure of the boundary layer, but also on the Earth’s radiation budget (Arking, 1991;
Albrecht et al., 1995; Nuijens et al., 2014; Bony et al., 2015). This effect on the radia-
tive budget by boundary layer clouds is referred to as the cloud radiative effect (CRE).
Boundary layer clouds generally have a much higher albedo compared to the surface be-
low them, this is particularly true for clouds over the oceans. Therefore the presence of
boundary layer clouds can result in more solar radiation being reflected which reduces the
amount of heat reaching the surface, which would have a cooling effect on the boundary
layer. Depending on whether the boundary layer clouds are shallow or deep, longwave
radiation emitted by the surface can either be transported through the cloud into the free
atmosphere, which results in a cooling effect on the boundary layer, or it can absorbed and
re-emitted back towards the surface (Schneider et al., 1978; Hartmann et al., 1992), which
would result in a warming of the boundary layer.

The resulting impact of the clouds on the radiation budget causes a feedback loop, referred
to as the cloud feedback, in which the change in the radiation budget then has a corre-
sponding impact on the boundary layer clouds. With a change in climate there would be
a change in the radiation budget and therefore a corresponding change in the boundary
layer clouds. It is however uncertain how these clouds will respond to this change in the
radiation budget.

In future climates, it is expected that the atmospheric conditions will change, temperatures
are expected to rise and a potential increase in the moisture at higher altitudes. This leads
to a change in the boundary layer clouds, and as a result a corresponding change in the
cloud feedback. The change in the cloud feedback would indicate whether the clouds have
a warming or cooling effect on the boundary layer. It is therefore important to be able to
correctly simulate this cloud feedback in predictions of future climates.

1.3 Project Aims

General circulation models (GCMs) have been used to simulate climate predictions, how-
ever large uncertainties have been seen between GCM models simulations, with different
models simulating various different potential future climates. One of the largest uncer-
tainties in these climate predictions is related to the feedback of boundary layer clouds
to a change in climate (Bony and Dufresne, 2005; Boucher et al., 2013; Vial et al., 2013;
Blossey et al., 2016; Tan et al., 2016), in particular the feedback of marine boundary layer
clouds. This uncertainty stems from the GCMs difficulty in simulating boundary layer
clouds, due to the horizontal extent of the boundary layer clouds being smaller than the
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1.3 Project Aims

resolution of a GCM domain. Therefore the GCMs require parameterization schemes in
order to simulate boundary layer clouds. Over the years, high resolution models, such
as large-eddy simulation (LES) models, have been used to simulate proxy future climate
simulations in an effort to understand this cloud feedback Klein et al. (2017). In these
cases perturbations of increases in CQOs levels or sea surface temperatures have been used
to gain an insight into how boundary layer clouds respond to a potential future climate.

This thesis investigates the possibility of using elevated moisture layers, which have already
been observed in reality, as an additional method for studying how boundary layer clouds
will respond to a change in climate, using an LES model. In order to investigate the
response, it is first important to understand the model and to determine how accurate the
LES model is at representing observed conditions, before generating a simulation with an
elevated moisture layer. The results from these simulations will focused on answering the
question:

How do boundary layer clouds respond to a change in climate, using an elevated moisture
layer as a proxy for a potential future climate?

The thesis is made up of 7 chapters which are divided between background theory, and
the analysis of the simulations, first focusing on determining the accuracy of the LES
compared to observations, and then investigating the response of boundary layer clouds
to an elevated moisture layer perturbation. Chapter 2 focuses on additional background
theory of how boundary layer clouds form and their representation in observations and
models. A detailed description of the observational campaign and model data used in the
study is given in Chapter 3. Chapters 4 and 5 focus on comparing the LES model to the
observational data, while Chapter 6 investigates the response of boundary layer clouds to
the presence of an elevated moisture layer. Finally, the thesis concludes with Chapter 7
which includes the conclusions of the project and a future outlook.

14



Chapter 2

Boundary layer cloud formation and
representation in observations and
models

2.1 Formation of Boundary Layer Clouds

All clouds form when a parcel of air becomes saturated, which can occur as a result of in-
creased moisture, decreasing temperature, or the introduction of mixing in the atmosphere,
combined with available cloud condensation nuclei. As this air parcel rises through the
boundary layer until it reaches its saturation level where it begins to cool and the water
vapor begins to condensate onto cloud condensation nuclei, which consist of small aerosol
particles (Seifert and Beheng, 2005). As the activated cloud droplets begin to grow they
release latent heat. The manner in which these air parcels reach saturation differ between
clouds, which in turn explains the general structure of the clouds seen in nature. Therefore
the formation of a cloud is highly dependent on the atmospheric conditions in the region
at the time of the cloud formation, which also include whether the boundary layer is in a
stable or unstable state. Illustrative profiles of the mean virtual potential temperature for
the cloud free stable boundary layer and an unstable boundary layer can be seen in Fig.
2.1a) and b) respectively.

Stratus clouds are layered clouds that primarily form due to moist air advecting over a
slightly cooler surface in a stable boundary layer. A change in the orography of the surface
or an advection of colder drier air below the moist air is required to lift the saturated layer
forming a stratus cloud. This can occur particularly at coastal regions when warm moist
air is advected over a cooler land surface which is at a higher altitude, or over a plain
covered by fog. It is also possible for stratus clouds to form as a result of the dissipation
of fog. Based on the close connection between stratus clouds and fog a diurnal cycle of the
stratus clouds is seen, with a maximum cloud cover occurring late at night and into the
early morning (American Meteorological Society, cited 2020a).

Straocumulus clouds, also a layered cloud, form through different mechanisms compared to
stratus clouds. While it is possible for a stratocumulus clouds to be present in either stable
and unstable atmospheric boundary layer conditions, they do require some convection to
form. This convection can act in several ways to produce a stratocumulus cloud. One
method is by the convective transformation of a stratus cloud layer, resulting in the stratus
cloud layer breaking up and patches of clear sky forming between cloudy regions. A second
method, by which stratocumulus clouds can form, is by the convective lifting of a parcel
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8, 8,

Figure 2.1: An illustration of the mean virtual potential temperature profiles in
a a) stable and b) unstable atmospheric boundary layer.

of moist air through an unstable boundary layer. When this rising parcel of air reaches a
strong inversion, the cloudy air continues moving in horizontal directions.

Similar to stratocumulus clouds, cumulus clouds also require convection to form. This
means that the atmospheric boundary layer is in an unstable state. If the a parcel of air
at the surface is moist and warm enough, and thus less dense than the air around it, the
convection in the atmosphere can cause it to lift. As the parcel of air begins to rise and
continues to rise throughout the boundary layer it has a positive buoyancy. This release
of latent heat increases the buoyancy of the air parcel (Lohmann et al., 2016) beyond the
buoyancy of the air above the inversion, which allows the cloud to continue forming and
increasing in altitude.

2.2 Observations of Boundary Layer Clouds

For over 50 years there have been numerous campaigns conduced to study the atmospheric
conditions over the ocean. The aims of each of the individual observational campaigns con-
duced have varied, for example investigating interactions between the ocean surface and
the atmosphere (Davidson, 1968), or studying the initiation and impact of precipitation in
marine shallow cumulus clouds (Rauber et al., 2007b). The method of obtaining the ob-
servational measurements also varied from campaign to campaign, with several campaigns
employing the use of instruments onboard research ships (e.g. Augstein et al., 1973), buoys,
or instruments onboard aircrafts (Rauber et al., 2007b). Two of the pioneering campaigns,
the Atlantic Tradewind Experiment (ATEX) (Augstein et al., 1973) and the Barbados
Oceanographic and Meteorological Experiment (BOMEX) (Nitta and Esbensen, 1974),
took place in 1969 and were both primarily based in tbe North Atlantic trade-wind region,
where boundary layer clouds are a common feature as indicated in Fig. 1.1.

The ATEX campaign, which took place in February 1969, was divided into two obser-
vational periods. Through the first period four research ships: Research Vessel Meteor,
Research Vessel Planet, Research Vessel Discoverer, and the HMS Hydra, took part in the
measurement campaign, while for the second period the HMS Hydra was not present. The
three research vessels were positioned at the corners of an equilateral triangle and were
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2.2 Observations of Boundary Layer Clouds

then allowed to drift along the flow of the trade winds. Throughout this period of observa-
tions there was very little precipitation present, with only one ship the Meteor observing
a few showers of rain. The observations recorded during the ATEX campaign indicated
that when the region has reduced convective activity and the trade-wind conditions are
normally well developed a trade inversion develops which results in a separation between
the divergent layer in the boundary layer and a convergent layer in the free troposphere
(Augstein et al., 1973).

Several research ships took part in the BOMEX campaign, which was divided into four
periods during May, June, and July of 1969. During this campaign a total of five research
ships: the Rainier, Mount Mitchell, Discoverer, and the Oceanographer were positioned
at the corners of a square separated by 500 km, with the Rockaway located at the center
of the square (Davidson, 1968; Kuettner and Holland, 1969; Holland, 1970; Holland and
Rasmusson, 1973; Nitta and Esbensen, 1974). The BOMEX was not limited to a research
ships. An aircraft flew around the perimeter of the square defined by the locations of the
research ships. The main study of the BOMEX campaign investigated the differences in
the fluxes in momentum, heat, and water vapor between the ocean and the atmosphere
(Holland, 1970). Based on results from the campaign it was indicated that the fluxes
between the ocean and the atmosphere that were calculated, and the results of the subgrid-
scale fluxes, could be of benefit in the development of eddy diffusion coefficients for models.
Overall it is stated that this campaign was a success.

Following the success of these pioneering campaigns, several additional campaigns took
place in years between then and now. From June to September in 1974 a large campaign
covering ocean and land stations took place as part of the Global Atmospheric Research
Programme (GARP), the GARP Atlantic Tropical Experiment (GATE). This campaign
made use of up to 39 ship based sites and 13 research aircrafts which generally flew from
near Dakar out over the ocean towards the ship based sites in the region (Mason, 1975).
Studies based on this campaign included investigations into the fair weather boundary
layer including boundary layer clouds (Nicholls and Lemone, 1980).

The focus on studying boundary layer clouds from observations continued with the inter-
national Atlantic Stratocumulus Transition Experiment (ASTEX) (Albrecht et al., 1995).
The aim of the ASTEX campaign was to study and gain an understanding of the different
processes that result in stratocumulus clouds transforming into a broken cloud. A second
aim of the study was to investigate the processes that result in the formation of different
types of clouds and the resulting cloud cover. It was aimed that the observations of these
processes could lead to development of different parameterizations in models and also help
with the development of the algorithms for satellites. The ASTEX campaign took place
in June 1992 and was based off the coast of the Azores and Maderia Islands. A com-
bination of measurements from aircrafts, ship, land based sites, and satellite were taken
into account during the campaign. A vast dataset was obtained throughout the campaign,
with approximately 600 soundings recorded during the campaign being assimilated into
the ECMWF analyses data (Albrecht et al., 1995).

Since 2000, there has been an increase in the number of campaigns based in the tropical
and subtropical trade wind regions. Between November 2004 and January 2005, the Rain
in Shallow Cumulus over the Ocean (RICO) campaign was conducted off the coast of the
Caribbean islands, primarily off the coast of Antigua and Barbuda. The primary reason for
the development of the RICO campaign was to investigate atmospheric processes, based
on observations, to study the initiation and development of precipitation. Observational
measurements were recorded at four mobile sites: three research aircrafts and one research
vessel, and one stationary site located at Spanish Point on the island of Barbuda. Each
of the sites had several instruments in operation throughout the campaign. These instru-
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Figure 2.2: The convective clouds observed at 16:29 UTC during research flight
4 of the first NARVAL campaign. Photo credit: Bjorn Stevens

ments included for example: several radar instruments recording at different wavelengths,
radiosondes, lidars, cloud radars, and microwave radiometers. Additional information on
the instruments and sites at which they were operated is given in Rauber et al. (2007a).
The RICO campaign was largely a success in that a large dataset was compiled giving
insight into the development and level of precipitation produced in cumulus clouds within
the trade-wind region. The datasets of observations recorded during the RICO campaign
also give a base line for the conditions expected from weather and cloud resolving models
(Rauber et al., 2007b).

Following the RICO campaign a permanent cloud observatory was constructed on the island
of Barbados, the Barbados Cloud Observatory (BCO). The BCO consists of numerous
instruments including an sky imager, water vapor DIAL, lidar, radiometer, two cloud
radar, and a standard meteorological station to name a few (Stevens et al., 2016). The
observations recorded at the BCO have complemented the more recent field campaigns
that have taken place since its construction, including the Clouds, Aerosol, Radiation and
turbulence in the trade-wind regime over Barbados (CARRIBA) (Siebert et al., 2013),
the two Next-generation Aircraft Remote-sensing for Validation (NARVAL) campaigns
(Stevens et al., 2019a), and the ongoing Elucidating the role of clouds-circulation coupling
in climate (EUREC*A) campaign (Bony et al., 2017).

As the observational dataset taken in to account in this study is from one of the research
flights conducted during the first NARVAL campaign, a detailed description is found in
Section 3.1, where convective clouds such as the ones seen in Fig. 2.2 were observed.
Following the success of the first NARVAL campaign, a second campaign was conducted
during the wet season in August 2016. The High Altitude and Long-range research aircraft
(HALO) was used as a remote-sensing platform in both NARVAL campaigns (Klepp et al.,
2014; Stevens et al., 2019a). A large number of dropsondes were launched in a circle
during two of the research flights in the second NARVAL campaign to test the potential
for measuring the large-scale vertical velocity based on observations (Stevens et al., 2019a).
A total of 10 research flights took place as part of the second NARVAL campaign.

The work done as part of both NARVAL campaigns has been the building block for the
currently ongoing EUREC*A campaign. The aims of the EUREC*A campaign are to
study trade-wind cumulus clouds in relation to the large-scale conditions and to develop
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a dataset that could be used to compare future simulations of cumulus conditions. The
main measurement platforms for the EUREC*A campaign consist of 3 research aircrafts:
the German HALO aircraft, the French ATR-42, and the British Twin Otter aircraft, and
3 research vessels: the Maria S. Merian, the Meteor, and the L’Atalante (EURECA, 2020).
A corresponding campaign, the Atlantic Tradewind Ocean-Atmosphere Mesoscale Interac-
tion Campaign (ATOMIC) (NOAA, 2020), from the National Oceanic and Atmospheric
Administration (NOAA) is also being conducted as part of the EUREC*A. As part of the
ATOMIC campaign, a fourth aircraft, the WP-3D aircraft, and a fourth ship, the Ronald
H. Brown, are added to the EUREC*A campaign.

2.3 Modeling Boundary layer clouds

2.3.1 General Circulation Models

General circulation models (GCMs) allow for simulating the climate systems around the
world, and in general can be useful for determining potential impacts as a result of climate
change. Over the years there have been several GCMs developed with slightly different
setups, however when predictions for future climate are generated a number of uncertainties
into how the climate will change are seen. A large portion of these uncertainties have been
associated with uncertainties in how boundary layer clouds will respond to a change in the
climate (Bony and Dufresne, 2005; Boucher et al., 2013; Vial et al., 2013; Blossey et al.,
2016; Tan et al., 2016, 2017). This is related not only to problems arising as boundary
layer clouds, particularly shallow cumulus clouds, are generally only a fraction of the size
compared to the dimension of the the GCM column, but there are also issues relating to
the interactions and relationships between these clouds and the environment on a larger
scale (Nuijens et al., 2014). As a result GCMs tend to have difficulties in representing
and determining the radiative effects of these clouds (Nuijens et al., 2014), the vertical
structure of the boundary layer particularly when boundary layer clouds are present, and
the general cloud fraction within the domain (McGibbon and Bretherton, 2017).

In order to take the boundary layer conditions and in particular the presence of boundary
layer clouds into account, GCMs require parameterizations and will continue to require
them in the near future (Siebesma et al., 2003; Abel and Shipway, 2007). These parame-
terizations were designed in order to represent the effects on boundary layer clouds on a
subgrid scale (Betts, 1986). These parameterizations are generally divided into two main
topics: 1) understanding the transport of moisture, heat, and momentum using a verti-
cal turbulent mixing parameterization, and 2) a cloud parameterization (Siebesma et al.,
2003). These can be then further divided, with the vertical turbulent mixing parameter-
ization being subdivided into an eddy diffusivity parameterization, a moist adjustment
scheme, and a parameterization developed based on a mass flux scheme (Bretherton et al.,
2004).

One of eddy diffusivity schemes, that is applied in numerous GCMs and some single-column
models, is described by Tiedtke et al. (1988). In an eddy diffusivity scheme the sensible
heat flux, the moisture turbulent flux, and the liquid cloud water are parameterized. This
scheme takes into account the transport of the sensible heat and moisture, due to convec-
tion, within the cloud layer. Also within this particular scheme it is assumed that the eddy
diffusivity coefficient is constant within an active cloud layer, while for passive cloud layers
the eddy diffusion coefficient relies on the moisture distribution (Tiedtke et al., 1988).

A second common parameterization of the vertical transport in GCMs is the moist ad-
justment scheme approach. This parameterization is applied in an effort to reproduce the
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moisture in the GCMs or large-scale models as realistically as possible. This method of
parameterizing was proposed by Betts (1986) and then applied to datasets from a number
of observational campaigns in Betts and Miller (1986). In this scheme the temperature
and moisture structure is adjusted towards reference profiles determined by the large-scale
advective processes and the large-scale radiative processes. The cloud top is determined
using a moist adiabat profile throughout the lower levels of the atmosphere, and therefore
defines whether it is a shallow or deep convective system. For a shallow convective system
the condensation, and therefore the precipitation, when integrated throughout the cloud
layer, are zero. Therefore for shallow convection it is set that there is no precipitation. For
deep convection however the reference profiles are developed based on the total enthalpy.

Over the years there have been several different methods used to parameterize the liquid
water in models and the cloud fraction in GCMs. Two methods of cloud parameterizations
are a prognostic cloud scheme and a statistical cloud scheme. The prognostic scheme
involves the inclusion of additional prognostic equations particularly for the cloud fraction
and the liquid water. The statistical cloud scheme on the other hand is based on the
potential to derive the values of the cloud fraction and liquid water. However this method
only works if the subgrid scale values of the variability in both the temperature and the
moisture are defined (Siebesma et al., 2003).

While the ability of parameterizations in GCMs have increased over the years, a number
of weaknesses that contribute to the an uncertainty in climate prediction continue to exist
(Bretherton, 2015). However there is hope that with the help of high resolution models,
such as large-eddy simulation (LES) models, the understanding of the cloud effect can be
expanded. While LES models do require some parameterization schemes, the variability on
the subgrid scale is less complicated, as it is explicitly resolved. LES can also help with the
developments and the evaluations of parameterization schemes that can be implemented
into GCMs (e.g Siebesma and Holtslag, 1996; Siebesma et al., 2003; Neggers et al., 2009;
Matheou et al., 2011).

2.3.2 Large-Eddy Simulation Models

Since their application to atmospheric research over 50 years ago, LES models have been
a huge benefit in studying atmospheric processes, in particular boundary layer processes.
LES models are on a level between direct numerical simulations and GCMs, which means
the methods they use are in between direct simulations of the turbulent flow and the
results of Reynolds-averaging equations (Piomelli, 1999). As their name suggests LES
have the ability to explicitly model larger turbulent eddies, while the small eddies in the
turbulent cascade require parameterizations (Mason, 1994). Even though LES models do
contain some parameterizations the dependence on these parameterization is to a much
lower extent when compared to large-scale models such as GCMs (Heus et al., 2010).

Over the years, there have been several developments adding to the representation of
processes in the lower troposphere including for example cloud microphysics (Seifert and
Beheng, 2005), radiation, and the treatment of the surface. A variety of LES models
have been developed over the years, for example the University of California Los Ange-
les LES (UCLA-LES), the MetOffice large-eddy model (MetOffice LEM), the Icosahedral
Nonhydrostatic LEM (ICON LEM), and the Dutch Atmospheric Large-Eddy Simulation
(DALES) model. As DALES is used in this study a description of the model can be found
in Chapter 3 Section 3.2.

LES models were initially used for gaining an understanding of the turbulent transport in
the atmospheric boundary layer in studies by Lilly (1966), Deardorff (1972b) and Deardorff
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(1972a). It was not long after these initial experiments, using LES models, that one of the
first studies on a boundary layer with clouds was conducted by Sommeria (1976). For the
study by Sommeria (1976) the model described in Deardorff (1972b) was used with slight
modifications.

Ever since these pioneering studies of boundary layer clouds, there have been numerous
studies on the different aspects of the boundary layer conditions (Beare et al., 2006a),
including boundary layer cloud types (e.g Cuijpers and Duynkerke, 1993; Brown et al.,
2002). The LES models ability to reproduce boundary layer clouds has been tested by
generating simulations over locations where observations have been recorded. These ob-
servations are based on either stationary observational measurement sites, such as Cabauw
in the Netherlands (Schalkwijk et al., 2015) and the Atmospheric Radiation Measurement
Southern Great Plains (ARM SGP) site (Zhang et al., 2017), or based on observational
field campaigns, such as BOMEX (e.g Siebesma and Cuijpers, 1995; Jiang and Cotton,
2000; Neggers et al., 2006) and RICO (vanZanten et al., 2011; Seifert and Heus, 2013).
These comparisons have given confidence in the ability of LES in reproducing observed
conditions, particularly with the developments on the microphysics schemes, which allow
for the development of precipitation to be represented within the domain.

Intercomparison studies of LES models have been performed in order to compare different
LES codes to each other and to observations, in order to determine the strengths and
weaknesses of different LES codes in regards to representing observed conditions (Heus
et al., 2010). There have been both large and small scale projects in this field. Some of
the larger general projects include studies completed under the Global Energy and Water
Cycle Experiment’s (GEWEX’s) Atmospheric Boundary Layer Study (GABLS) (Beare
et al., 2006b) and the GEWEX Cloud System Study (GCSS) (Duynkerke et al., 1999,
2004; Stevens et al., 2001; Siebesma et al., 2003; vanZanten et al., 2011).

In recent years some of the focus of LES studies have been directed towards studying the
feedback from boundary layer clouds due to perturbations in the climate. These studies
are divided between intercomparison studies, such as the Cloud Feedback Model Intercom-
parison Project’s (CEFMIP) Global Atmospheric System Studies (GASS) Intercomparison
of Large-Eddy and Single-Column Models (CGILS) (Blossey et al., 2013; Zhang et al.,
2013; Blossey et al., 2016), and studies employing the use of a single LES model (e.g Xu
et al., 2010; Rieck et al., 2012; Bretherton and Blossey, 2014). In each of these studies a
perturbation is applied to a set of simulations. This perturbation is used to represent a
potential future climate, e.g. an increased concentration of COs or an increase in the sea
surface temperature.
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Chapter 3

Observation and model datasets

3.1 Observations from the NARVAL Campaign

The main observational dataset used in this study is from the first Next Generation Aircraft
Remote-sensing for Validation (NARVAL) Campaign. The NARVAL Campaign made use
of HALO, as an airborne remote-sensing platform. The main aim of the NARVAL Cam-
paign was to investigate the shallow convection cloud structures and presence of clouds,
like those seen in Fig. 2.2 and 3.1, and precipitation over two climate regimes in the North
Atlantic, NARVAL South and NARVAL North. NARVAL South took place in December
2013 and was aimed at studying the trade wind regime in the North Atlantic, while NAR-
VAL North took place in January 2014 and was aimed at studying winter mid-latitude
storm-tracks. For both parts of the campaign, HALO was equipped with a specialized
payload, including the microwave package, lidar, and the dropsonde system, along with
several other instruments (Klepp et al., 2014). In the case of this study observations and
retrievals from the dropsonde system and the HALO microwave package (HAMP) are used
to determine the representativeness of the simulations. The measurements from the HAMP
instrument and the additional instrumentation, such as the dropsonde system, made the
overall NARVAL Campaign a success.
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Figure 3.1: Convective clouds observed at 17:30 UTC during research flight 4 of
the NARVAL campaign. Photo credit: Bjorn Stevens
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3.1.1 Dropsondes

The dropsonde measurements add to the HAMP data to give an insight into the thermo-
dynamic conditions in the atmosphere during each research flight in the campaign. The
dropsondes developed by Vaisala were launched from HALO at intervals throughout the
flight, recording measurements of temperature, wind-speed, latitudes, longitudes, pressure,
and the relative humidity throughout the atmosphere. The dropsonde system on board
HALO during the campaign were global positioning system (GPS) dropsondes that were
based on a dropwindsonde system described in Hock and Franklin (1999). The accuracy
of these dropsonde measurements were relatively high with the pressure measurements ac-
curate to within 0.5 mb, the relative humidity measurements had an accuracy of around
2 %, and wind speeds with an accuracy of 0.5 m s™! to 2.0 m s~! (Hock and Franklin,
1999). Throughout the entire campaign a total of 121 dropsondes were launched (Klepp
et al., 2014).

3.1.2 HAMP

HAMP consists of three modules and is nadir pointing radiometer located in the bellypod
of HALO. These three modules are divided into HALO KV, HALO 11990, and HALO 189.
HALO KV consists of two packages that are independent of each other for the K and V
bands. HALO 11990 is also dived into two antennas independent of each other, a single
detection retriever at 90 GHz and a signal heterodyne receiver which consisted of four
channels ranging centered around the O line at 118 GHz. Finally HALO 189 consisted
of a single heterodyne which retrieved signals over the H2O line centered on the 183 GHz
line. Therefore in total, HAMP consists of 26 channels between 22 GHz and 195 GHz
(Mech et al., 2014; Konow et al., 2018; Jacob et al., 2019). Using seven of the 26 HAMP
channels, Jacob et al. (2019) was able to accurately retrieve values of IWV and LWP from
the HAMP database.

3.1.3 Research Flights

A total of 13 research flights and two transfer flights were conducted over the North Atlantic
during NARVAL. Eight of these research flights took place during NARVAL South and the
remaining 5 research flights took place during NARVAL North. For NARVAL South four
of the eight research flights were return trips between Oberpfaffenhofen in Germany and
Barbados, while the other four research flights were local flights out of Barbados. In three
of the four local flights, the aircraft traveled more than half way across the Atlantic.

In this study, the focus is on research flight 4 which took place during NARVAL South.
While research flight 4 was a local flight, in that it left and returned to Barbados, it
covered a large distance across the Atlantic. The flight track, shown in Fig. 3.2, shows
that after leaving Barbados, HALO traveled approximately half way across the Atlantic
to the location at which an overpass by CloudSat was performed. For this HALO turned
and traveled south, before returning back to the original flight track and then back to
Barbados. A total of 11 dropsondes were launched throughout the flight, the locations of
which can be seen by the circles marked in Fig. 3.2.

During research flight 4, the large-scale thermodynamic conditions were generally homo-
geneous, with some variations occurring at the beginning and ending of the flight. In the
area around the Caribbean Islands a relatively deep convective system was present, which
produced precipitation, during the day. This convection also resulted in the presence of a
large humid layer at elevated altitudes of around 8 - 10 km. This elevated layer dissipated
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Figure 3.2: Flight track of research flight four, including the locations of each of
the dropsondes that were launched throughout the flight. Modified version of the
flight track to that seen in Klepp et al. (2014) and Reilly et al. (2019)

slightly as HALO traveled out across the Atlantic, where very dry conditions were observed
above 2 km (Klepp et al., 2014). Upon returning to Barbados a deep convective system
had developed resulting in an increase in the magnitude of the elevated humid layer and
an increased depth of the boundary layer (Stevens et al., 2016).

3.2 The Dutch Atmospheric Large-Eddy Simulation Model
(DALES)

This study makes use of the Dutch Atmospheric Large-Eddy Simulation (DALES) model.
The code for the DALES model, previously known at the KNMI large eddy simulation
model, that is currently used is based on the model used by Wyngaard and Brost (1984)
and Nieuwstadt and Brost (1986). The governing equations in DALES can be based on
either the Boussinesq approximation, where the reference state variables are set to equal
the value of the variables at the surface, or an anelastic approximation. The DALES setup
used in this study uses the Boussinesq approximation for the governing equations.

Over the years DALES has been involved in many intercomparison studies investigating
the representativeness of LES compared to observed conditions. Some of these intercom-
parisons include simulations generated for observational campaigns such as the Atlantic
Tradewide Experiment (ATEX) where DALES is referred to as the KNMI simulations
(Stevens et al., 2001), and the Rain in Shallow Cumulus over the Ocean Campaign (RICO)
(vanZanten et al., 2011). DALES is not however limited to intercomparison studies, it has
also been used to study different atmospheric condition. These atmospheric conditions in-
clude convective boundary layers, which were first studied using DALES by Cuijpers and
Duynkerke (1993).

Over the years since the study by Cuijpers and Duynkerke (1993), DALES has benefited
from its open source platform. Having the open source platform for DALES allows users to
download, modify and exchange information on the code, depending on the research topics.
As a result of this DALES has been significantly modified since the study by Cuijpers and
Duynkerke (1993). Some of these modifications are the inclusion of a number of schemes
into the DALES setup, for example updated microphysics schemes and radiation schemes.
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3.2.1 General Description of DALES

DALES requires at least three prognostic variables to be run, these are liquid water po-
tential temperature (0;), the velocity components, and the subgrid-scale turbulent kinetic
energy (E) that are either calculated in the model or provided in the large-scale forcings.
Additional prognostic variables such as total water specific humidity (q;), rain droplet
number concentration (N,), and rain water specific humidity (q,), along with additional
scalars can also be included (Heus et al., 2010). Large-scale forcing could also be applied
for each prognostic variable with the exception of E.

3.2.2 Setup of DALES

One file required for using DALES is the namoptions file, which contains the settings for
the simulations including the length of the simulation, the domain size and the resolution
of the horizontal and vertical grids. Within the namoptions file it is also possible to set
how often the large-scale field is output as initialization profiles, which allows the model to
be rerun beginning at different time-points throughout the simulation using the warmstart
function. Using the warmstart function can be beneficial when running simulations with
a large-domain and high resolution over a long time period, as it allows the simulation to
be produced in smaller sections.

Forcing the LES back towards the large-scale state throughout the simulation, referred
to nudging, can be applied to prevent drift in the model. This nudging, similar to the
initialization and forcing of the LES, can be applied to either all prognostic variables, with
the exception of E, that are provided by the large-scale variables, or individually specified
prognostic variables. The nudging can also be applied over the entire profile or over a set
range of altitudes. In order to switch nudging on in DALES, the Itestbed and ltb_nudge
variables need to be set to true in the namoptions file. Following this the strength of the
nudging (1), referred to as tb_taunudge in the namoptions file, needs to be set to the
length of time, in seconds, between the time-points at which DALES is nudged back to the
large-scale reference state. The strength of the nudging is important, particularly when
applying it to the entire profile, as when the nudging is too strong the turbulence in the
boundary layer cannot develop. A detailed description of the nudging in DALES can be
found in van Laar et al. (2019).

The DALES code uses a subgrid-scale scheme in order to determine the eddy diffusivity
coefficients. Similar to the microphysics schemes, there are two main subgrid-scale schemes
that can be employed by DALES. These subgrid-scale schemes are a subfilter-scale turbu-
lent kinetic energy (SFS-TKE) (Deardorff, 1973) and the Smagorinsky schemes (Smagorin-
sky, 1963). There are some similarities and differences between the two subgrid-scale
schemes in DALES. Both schemes use the three velocity component prognostic variables
on a resolved case. There are however some differences between the two schemes. While
both schemes take into account the velocity component prognostic variables, the SFS-
TKE subgrid-scale scheme also includes an additional prognostic equation which results in
storing the prognostic variable of the subgrid turbulent kinetic energy. The Smagorinsky
scheme on the other hand, does not include this prognostic equation. The Smagorinsky
scheme does use the Smagorinsky theory which takes into account the stability and viscos-
ity of the air.

3.2.3 Microphysics Scheme

There are two main microphysics schemes that can be employed by DALES, both of which
are the bulk microphysics scheme. A bulk microphysics scheme is defined as a scheme in
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which the drop size distributions follow a theoretical probability distribution. The droplet
size distribution is assumed to follow a prescribed probability density function. The exact
size distribution in each cell is then specified by values of the main moments, such as the
mean. The two possible bulk microphysics schemes in DALES are the Khairoutinov and
Kogan scheme (Khairoutdinov and Kogan, 2000) and the Seifert and Beheng two moment
microcphysics scheme (Seifert and Beheng, 2001). The formation of rain is dependent on
the type of microphysics scheme used for the individual simulations.

The scheme by Khairoutdinov and Kogan (2000) was developed for representing marine
stratocumulus clouds in LES models. It was constructed based on results from a fine bin
microphysics simulation (Heus et al., 2010). Within this microphysics scheme a series of
prognostic variables are defined based on a number of settings, for example the initialization
of cloud droplets is influenced by the population of the cloud droplets. The droplet size is
determined based on the the droplet concentration at specific liquid water content value.

While the Khairoutdinov and Kogan microphysics scheme is primarily used for stratocu-
mulus cloud cases, the microphysics scheme by Seifert and Beheng (2001) and Seifert and
Beheng (2005) is primarily for clouds which produce large amounts of precipitation. The
microphysics scheme by Seifert and Beheng (2001) is developed by integrating the stochas-
tic collection equation in order to determine the microphysical variables (Heus et al., 2010).
This microphysics scheme calculates autoconversion and accretion rates as the cloud begins
to develop, and are used to ensure that the transformation of cloud water into rain water
is considered.

3.2.4 Radiation Scheme

DALES can be run using different radiation calculations depending on the aim of the study.
The type of radiation calculation used is defined in the namoptions file before the simulation
begins. There are five main radiation calculations currently used in DALES. These are no
radiation calculations, a parameterized radiation calculation, a full radiation calculation, a
rapid radiative model, and a user defined radiation calculation. Switching off the radiation
calculation in DALES also results in the diurnal cycle in the simulation being switched off
as it is driven by the radiation scheme. For the user defined radiation calculation, the user
modifies one of the radiation fortran scripts before building the DALES code to be used in
the simulation. The remaining radiation calculations, involves using two different radiation
parameterization schemes, a longwave parameterization and a shortwave parameterization
scheme.

The parameterization scheme for the longwave radiative transfer is the Global Energy and
Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) parameterization, which
links the longwave radiative flux to the liquid water path. This is done using an analytic
formula, which allows the simulation to be less computationally expensive (Larson et al.,
2007). The shortwave radiative flux is calculated using the Delta-Eddington Model (Joseph
et al., 1976). The Delta-Eddington Model calculates an asymmetrical phase function using
a Dirac-delta function along side a two-term extension of a phase function (Joseph et al.,
1976; Heus et al., 2010).

A rapid radiative transfer model has also been introduced to the DALES setup in recent
years. This model also uses a Spectral Integration method, however it varies from the
Monte Carlo Spectral Integration Model used by Pincus and Stevens (2009). Details of
this rapid radiative transfer model are found in Mlawer et al. (1997). Finally, in the last 10
years, a fully interactive radiation scheme, the Monte Carlo Spectral Integration (Pincus
and Stevens, 2009), has also been introduced into the DALES setup. This radiation model
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is based on the k-distribution described in Fu and Liou (1992) and Fu et al. (1997). The
benefit of the full radiation scheme is that the radiative flux is determined for every grid
point at each time-step in the LES. This radiative flux is calculated by either a part
of a waveband where the absorption coefficients are relatively similar, or by taking into
account the full waveband that was randomly chosen. The use of the Monte Carlo Spectral
Integration model for the full radiation scheme keeps computational costs reduced.

3.3 Large-scale Forcing Dataset

In order to run simulations using DALES, large-scale profiles are required. These profiles
are used to initialize simulations and when required act as reference state profiles towards
which the LES can be nudged. Large-scale forcings can be derived from GCM output, on
the condition that they contain the prognostic variables required by the LES. Two examples
of GCM data from which the large-scale profiles can be derived, are the Reanalysis and the
Integrated Forecasting System (IFS) datasets from the European Center for Medium-range
Weather Forecasts (ECMWF). The ECMWF Reanalysis dataset is a global dataset with
information on the atmospheric conditions and surface conditions, and is produced as a
result of running forecasting systems using observational data. The ECMWEF IFS dataset
on the other hand is forecast produced using an integrated computer software system.
These datasets have been used in many studies over the years, with ECMWEF Reanalysis
being used by Neggers et al. (2006) and Blossey et al. (2013). The ECMWF IFS dataset
has been also used in several recent studies, for example studies by Neggers et al. (2012),
Dal Gesso and Neggers (2018) and van Laar et al. (2019).

This study makes use of large-scale forcing profiles derived from a ECMWE IFS dataset.
These large-scale forcings, derived from the IFS dataset, are based on 12 hour datasets
that are complemented by short-range weather forecasts. This provides large-scale profiles
at a temporal resolution three hours. Having this temporal resolution of three hours, can
be of benefit particularly when nudging is applied by the LES back towards the large-scale
forcings. DALES takes the profiles of the atmospheric state variables, such as the total
water specific humidity (q;), the liquid water potential temperature (©;) and the wind
velocity components in the u and v direction, into account when initializing, forcing, and

applying nudging.

The profiles of these atmospheric state variables are provided as averages over a 0.5 ° x
0.5 ° region around the area where the simulation is based. The vertical resolution of the
derived large-scale forcing profiles is relatively coarse. With a vertical height of 70 km and
a total of 91 vertical levels, the vertical resolution decreases with increasing altitude. This
means that the region of the atmosphere with the highest resolution is within the boundary
layer. A detailed description of the large-scale forcings, similar to those used throughout
this study, is given by van Laar et al. (2019).

Throughout this study, datasets derived from the ECMWEF IFS model are used to initialize
DALES and are used as reference profiles towards which DALES is nudged either over the
full atmospheric profile or over a range of altitudes above the boundary layer. Initially
11 large-scale forcing datasets where derived from ECMWF IFS output, for the regions
around the locations of the 11 dropsondes launched during Research Flight 4 of NARVAL
South. These datasets can be used to run individual simulations, as will be seen in Chapter
4, or run a composite case, as seen in Chapter 5 and Chapter 6.
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3.4 Experimental Setup

Over the course of this study a number of different simulations with DALES have been
generated. While they are different simulations there are a number of similarities between
each of the them. All simulations, generated as part of this study, make use of the Seifert-
Beheng bulk microphysics scheme and SFS-TKE subgrid scale scheme implemented in
DALES. When the radiation in DALES is switched on, the fully interactive radiation
scheme is used.

A summary of all the simulations generated throughout the project is given in Table 3.1.
The elevated moisture layer simulations, referred to as EML Simulations in Table 3.1, cover
the five elevated moisture layer simulations in total. This is done as to the only difference
between the five simulations is the depth of the elevated moisture layer.

Table 3.1: Simulations generated throughout this project, with information on
the different durations of the simulations, domain sizes, resolutions, radiation
scheme nudging strengths (7), and nudging time windows (At).

Simulation Name Run Domain Scheme Nudging
Length Size Resolution | Radiation | Altitudes Variables T At
[hrs] [km3] [m3] [km)] [hrs] | [hrs]
Sim_Con (x11) 24 12.8x12.8x5.02 50x50x40 yes 0.0-5.02 | q, O, u, v 3 6
Sim DS (x11) 24 12.8x12.8x5.02 50x50x40 yes 0.0 -5.02 | q¢, ©g, u, v 3 6
Sim_Con/DS 1 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0 - 5.02 | q¢ O, u, v 1 6
Sim Con/DS 2 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0 -5.02 | q¢, O, u, v 2 6
Sim Con/DS 4 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0 - 5.02 | q¢ O, u, v 4 6
Sim_Con/DS 5 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0 -5.02 | q¢, O, u, v 5 6
Sim Con/DS 6 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0 -5.02 | q¢ O, u, v 6 6
Sim_DS At =3 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0-5.02 | q¢, O, u, v 4 3
Sim DS At = 12 hr 24 12.8x12.8x5.02 50x50x40 yes 0.0 -5.02 | q¢, ©g, u, v 5 12
Sim__DS 10 m 17 12.8x12.8x5.02 50x50x10 yes 0.0 - 5.02 | q¢, O, u, v 4 6
Sim DS 20 m 24 12.8x12.8x5.02 50x50x20 yes 0.0-5.02 | q¢, ©7, u, v 5 6
NARVAL 48 51.2x51.2x5.02 | 100x100x40 yes 3.0-5.02 | q¢, ©,u, v 6 None
NARVAL Domain test 1 24 6.4x6.4x5.02 100x100x40 yes 3.0-5.02 | q¢ O, u, v 6 None
NARVAL Domain test 2 24 12.8x12.8x5.02 | 100x100x40 yes 3.0-5.02 | q¢ O, u, v 6 None
NARVAL Domain test 3 24 25.6x25.6x5.02 | 100x100x40 yes 3.0-5.02 | q¢, O, u, v 6 None
NARVAL,0rad 48 51.2x51.2x5.02 | 100x100x40 no 3.0-5.02 | q¢ O, u, v 6 None
Control 24 25.6x25.6x7.02 | 100x100x40 yes 3.0 - 7.02 qt 1 None
EML Simulations 24 25.6x25.6x7.02 | 100x100x40 yes 3.0 - 7.02 qt 1 None

The differences between the simulations vary depending on the focus of the study and the
testing different sensitivities of the LES, such as the impact of the domain size, resolution,
or the strength of the nudging (7). The length of the simulation duration is also varied
in three simulations, where it is reduced to 17 hrs in the 10 m vertical resolution case to
reduce computational costs, or increased to 48 hrs in the NARVAL simulations to limit the
differences between the NARVAL simulation and a RICO simulation. The RICO simulation
is performed using the University of California Los Angeles LES model (UCLA-LES) using
an idealized setup on a 51.2 x 51.2 km? domain, described by Seifert and Heus (2013).
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Chapter 4

Configuring LES based on dropsonde
data in sparsely sampled areas in the
subtropical Atlantic

This chapter is published as Stephanie Reilly, Roel Neggers, and Sara dal Gesso (2019)
Configuring LES based on dropsonde data in sparsely sampled areas in the subtropical
Atlantic, Journal of Applied Meteorology and Climatology, doi: 10.1175/jamc-d-19-0013.1

Abstract

This study explores the question of how field campaign data, gathered over a large area
that is poorly sampled, can be used to make large-eddy simulation (LES) realizations more
representative of the local conditions. To this purpose, dropsonde data recorded during
the first Next-generation Aircraft Remote sensing for Validation Studies (NARVAL) South
Campaign, in the marine subtropical North Atlantic, are blended into the forcing data.
Control simulations are driven by time-dependent forcings derived from a combination
of analyses and short-range weather forecasts, using weak nudging to prevent excessive
model drift. A second set of simulations is driven by forcing data with dropsonde profiles
included at the time-points of their release. Metrics are designed to i) quantify the impact
on the boundary layer vertical profiles as a result of nudging towards the DS, and ii) use a
probabilistic method to allow a fair comparison of the inversion strengths in the simulation
and observation. The simulations show strong time-variation in the cloud layer depth on
relatively short timescales, which is commensurate with recent observational studies in the
area. Nudging towards dropsondes improves the representation of the atmospheric profiles
throughout the depth of the boundary layer in all simulations. However, the impact on the
inversion strength is less pronounced. All impacts persist for some time after the dropsonde
time-point, depending on the intensity of the nudging and the nudging time-window. The
sensitivity of the results to nudging details and vertical resolution is assessed.

4.1 Introduction

Subtropical marine trade-wind boundary layer (BL) clouds play a critical role in Earth’s
climate system given their strong impact on the vertical transport of heat, humidity, and
momentum, and their significant impact on the radiative energy budget (Bony et al.,
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2015). Uncertainties in predictions of future climate have been associated with poor repre-
sentations of BL clouds in models through cloud-climate feedbacks that are still not fully
understood (Bony and Dufresne, 2005; Tan et al., 2016; Blossey et al., 2016). A long-
standing and continuing, scientific and practical, problem in atmospheric science is that
BL clouds need to be parameterized in General Circulation Models (GCMs) (e.g Stocker,
2013).

High resolution models, such as Large-Eddy Simulation (LES) models, can be used to
simulate BL clouds (Lilly, 1966; Deardorff, 1972a; Sommeria, 1976). The four-dimensional
fields provided by LES give an insight into BL clouds and help improve their parameteriza-
tion for GCMs. In an attempt to determine the strengths and weaknesses in LES models,
many intercomparison studies have been carried out focusing on a variety of atmospheric
conditions. Initially these intercomparison studies focused on stratocumulus clouds (e.g.
Moeng et al., 1996; Duynkerke et al., 1999; Ackerman et al., 2009). More recent intercom-
parison studies have also included studying the representation of shallow cumulus cases
(e.g. Brown et al., 2002; Siebesma et al., 2003; vanZanten et al., 2011). Studies over the
past few years have focused on BL cloud responses to changes in climate (e.g. Bellon and
Stevens, 2012; Rieck et al., 2012; Tan et al., 2016; Blossey et al., 2016).

While LES models have been shown to provide realistic realizations of BL cloud fields, the
technique does have some well-known shortcomings. Those reported often include numer-
ical and/or physical problems. Some examples include a lack of performance near strong
inversions (e.g. Stevens et al., 1999; Gentine et al., 2015) or having a fully parameterized
cloud microphysics scheme. A more practical difficulty is related to the configuration of
LES experiments based on field campaign data (Stevens et al., 2001). Often such data is
scarce over the oceans.

Recent field campaigns in the subtropical Atlantic, featuring state-of-the-art instrumenta-
tion, can provide observations that have the potential to fill this data gap. One example,
the Rain In Cumulus over the Ocean (RICO) campaign (Rauber et al., 2007b) took place
in 2004 and 2005 near Barbados. While RICO coincides geographically with the perma-
nently operational Barbados Cloud Observatory (BCO) site, a more recent field campaign
has taken place that was designed to start filling the data gap over the remote quarters of
the subtropical Atlantic ocean. The Next-generation Aircraft Remote-sensing for Valida-
tion Studies (NARVAL) South campaign (Klepp et al., 2014) took place in December 2013
and featured the High Altitude and Long Range Research Aircraft (HALO) as its main
instrument platform.

The NARVAL data complements the RICO/BCO dataset, by providing a more complete
coverage of cumulus in the Trades. Most LES experiments of trade-wind cumulus have
focused on the Barbados area (Siebesma et al., 2003; vanZanten et al., 2011; Seifert and
Heus, 2013), with fewer experiments carried out for the upstream areas. There have been
a few exceptions, for example Stevens et al. (2001). Unfortunately, the NARVAL dataset
is much less extensive compared to the rich RICO/BCO datasets, with HALO only briefly
present in areas of interest. This potentially complicates the ability to build an LES case.
How to overcome this problem is an open research question and is applicable to all field
campaigns similar to NARVAL. 1t is therefore scientifically attractive to build LES cases
based on the dropsonde (DS) observations recorded during NARVAL.

This study aims to investigate the potential for using DS data, recorded during field cam-
paigns, to make LES realizations more representative of the atmospheric conditions ob-
served in the region. There is a focus on the BL deep structure in particular. In-situ DS
data, as obtained during the NARVAL Campaign, is ideal for this study due to its rela-
tively homogeneous large-scale conditions, in humidity and potential temperature, over a
large area in the North-eastern Atlantic trade-wind subsidence regime. A second benefit

30



4.2 Observations and Models

of using the NARVAL dataset are the additional cloud remote sensing datasets recorded
with the HALO Microwave Package (HAMP), which complement the DS data.

Our main objective is to investigate to what extent it is possible to use limited DS data to
build an LES realization that is realistic to a reasonable degree and subsequently useful for
gaining insight into observed trade-wind cumulus cloud fields. To this purpose a total of
36 LES experiments were performed to coincide with dropsondes. These include a control
series purely driven by the Integrated Forecasting System (IFS) data from the European
Centre for Medium-Range Weather Forecasts (ECMWF), a second series in which DS
data is merged in, and an additional series of sensitivity tests to investigate the impact of
numerics and the nudging details.

The observations, LES model, and large-scale forcings used in this study are introduced
in Section 4.2. Section 4.3 describes the general strategy, the setup of the model and
the nudging, along with the details on the two main sets of simulations. The results are
presented in Section 4.4, which documents the general behavior of the simulations while
also investigating and quantifying the impact of including DSs in the nudging. The focus
of the results lies on the BL deep structure and the inversion strength. In addition, the
sensitivity to details in the nudging are assessed. Finally, Sections 4.5 and 4.6 summarizes
the successes and shortcomings in the study followed by the main conclusions and outlook.

4.2 Observations and Models

4.2.1 NARVAL Campaign

The first NARVAL Campaign took place throughout December 2013 and January 2014,
with HALO functioning as the main instrument platform. The campaign was divided into
two parts: NARVAL-South, based off the coast of Barbados and focused on the North
Atlantic trade-wind region, and NARVAL-North, based in Iceland and focused on the
North Atlantic storm track (Klepp et al., 2014). This study focuses on NARVAL-South,
which took place between December 10" and December 227 2013 and consisted of eight
research flights. Four of these flights were transatlantic flights between Oberpfaffenhofen
in Germany and Barbados. The four additional flights were local flights out of Barbados
(Klepp et al., 2014; Schnitt et al., 2017).

The target area of NARVAL-South was the subtropical Atlantic trade-wind region, which
in general is not routinely sampled by state-of-the-art meteorological instrumentation. The
exception to this rule is the BCO on the island of Barbados (Stevens et al., 2016) and the
Eastern North Atlantic (ENA) site (Lamer et al., 2015). Therefore, this campaign recorded
important information on the atmospheric conditions in the North Atlantic trade-wind
region.

Two observational datasets are used in this study. Vaisala DSs, which gathered in-situ
measurements, and retrievals from HAMP. Over the course of the eight research flights, a
total of 75 DSs were launched (Klepp et al., 2014; Schnitt et al., 2017). The DSs used during
NARVAL-South contain a Global Positioning System (GPS), which was initially developed
in the 1990’s as a result of a collaboration between the National Center for Atmospheric
Research (NCAR), the National Oceanic and Atmospheric Administration (NOAA), and
the German Aerospace Research Establishment (DLR) (Hock and Franklin, 1999). These
DSs record profiles for a variety of different atmospheric variables, including pressure with
an accuracy of 0.5 mb, relative humidity (RH) with an accuracy of 2 %, specific humidity
(gv), potential temperature (0) and virtual potential temperature (0,). The wind-speed
in the West-East direction (1) and North-South direction (v) were recorded from the GPS

31



4.2 Observations and Models

0o G
‘ 7°N

69°W 31°W
— RF04 DS02 ® Dso4 DS06 DS08 ® DS10
DSO1 DSO03 ® DsO05 @® DSo07 ® Dso09 @® Ds11

Figure 4.1: The locations of the 11 dropsondes (circles) launched during NARVAL
South Campaign Research Flight 4 (RF04) are shown in different colors which will
be used in profiles throughout in Figs. which contain more than 1 dropsonde per
plot. RF04 traveled approximately 2000 km across the North Atlantic trade-wind
region before returning to Barbados. The basis for the Fig. is credited to the
NARVAL Campaign report by (Klepp et al., 2014)

system on the DS and have an accuracy of 0.5 - 2.0 m s~'. The HAMP instrument is a
microwave radiometer consisting of 26 channels between 22 GHz and 183.31 GHz (Mech
et al., 2014; Konow et al., 2018; Jacob et al., 2019). The retrievals of Integrated Water
Vapor (IWV) used in this study are obtained using the seven K-band channels along with
the 90 GHz channel (Jacob et al., 2019).

This study focuses on Research Flight 4 (RF04), which took place on December 14" 2013.
RF04 left Barbados and flew approximately 2000 km across the North Atlantic before
returning to Barbados. During this flight 11 DSs were launched, the details of which are
given in Table 4.1. The flight path can be seen in Fig. 4.1, with the locations of each of
the DS launched shown by the circles. RF04 was chosen due to the relatively steady state
and uniform large-scale conditions (Stevens et al., 2016) and the presence of a well-defined
convective BL including persistent fair-weather cumulus.

Table 4.1: Location and Time of the Dropsonde (DS) launches.

Simulation/DS DSo1 Ds02 DS03 DSo4 DS0s5 DSo6 DSo7  DS08  DS09 DS10  DS11
Launch Time (UTC)| 14:08 15:04 15:46 16:00 16:22 17:06 17:24 18:27 19:09 19:47  20:01
Lat (°N) 14.3 16.6 18.0 18.1 15.4 18.4 18.8 16.9 15.4 14.0 13.5
Lon (°E) 3042 311.7 317.0 318.7 3194 319.0 320.8 312.8 307.7 303.3 301.6

In order understand the atmospheric conditions observed by the DSs the recorded profiles
of Oy, qv, and RH are shown in Fig. 4.2. Within the BL there is some variation in the
profiles for ©,. However, all DSs record ©, within a 5 K range at the surface. The BL
for each of the ©, profiles is capped by an inversion which occurs between 1.5 km and
2.5 km for nearly all DSs. Further aloft, the variation among the ©, profiles is much
less pronounced. The lapse rate above the BL indicates relatively stable atmospheric
conditions. The profiles of ¢, and RH, shown in Figs. 4.2b) and c) respectively, are more
variable in the BL compared to the ©, profiles. This is emphasized in the region of the
capping inversion at the top of the BL.
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Figure 4.2: Profiles for a) virtual potential temperature (0,), b) specific humidity
(gv) and c) relative humidity (RH) with respect to altitude, recorded for each of
the dropsondes launched during RF04

For the individual DS profiles, the capping inversions are more pronounced in the humidity
profiles compared to those in the ©, profiles. While the BL capping inversion in the ©,
profiles occur at relatively similar altitudes for each DS, this is not the case in the humidity
profiles. The capping inversions in the humidity profiles for predominantly occur between
0.7 km and 1.7 km. One outlying profile, DS11, has a capping inversion at approximately
4 km. This DS recorded a region of deep convection, which was also noted by Stevens
et al. (2016).

One common trait between each of the DS humidity profiles is the extremely dry conditions
above the BL, also observed by Stevens et al. (2016). The dry conditions can be seen in Fig.
4.2b) and ¢), where there appears to be little to no humidity present above the inversion.

4.2.2 LES Model

The Dutch Atmospheric Large Eddy Simulation (DALES) model, formerly known as the
KNMI LES model, was used to run LESs over the locations of the DS launches. For
the simulations in this study, DALES was run using the kappa scalar advection scheme
recommended in Hundsdorfer et al. (1995) and also described in Heus et al. (2010). DALES
can be run with either a two-moment microphysics scheme which is based on the Seifert
Beheng scheme (Seifert and Beheng, 2005) or a scheme by Khairoutdinov and Kogan
(2000). Similarly, there are two main sub-grid scale schemes in DALES, the sub-filter
scale turbulence kinetic energy scheme and a Smagorinsky sub-filter scheme. Downward
radiation at the top of the model is calculated using the GCM profiles above the model
ceiling.

DALES has been successfully used to simulate trade-wind cumulus for scientific research,
and has shown satisfactory skill in reproducing key features of this cloud regime based on
various intercomparison studies such as BOMEX (Siebesma et al., 2003), RICO (vanZanten
et al., 2011), ATEX (Stevens et al., 2001), transition cases (van der Dussen et al., 2013;
Neggers et al., 2017) and continental cumulus (Brown et al., 2002). The DALES code allows
continuous nudging of liquid water potential temperature (©;), the total water mixing ratio
(g¢), and w and v throughout the simulation. For a detailed description of the DALES
model, including details on the schemes and processes included in the model we refer to
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Figure 4.3: The profiles of a) virtual potential temperature (0, ), and b) specific
humidity (g,) for an ensemble of a) all the DS profiles (red) and all Integrate
Forecasting System (IFS) data (gray) for the Sim _Con simulations. Solid lines
represent the median profiles while the shaded region represents the area between
the 5 and 95" percentiles of the ensembles.

Heus et al. (2010). DALES is an open access code which and is available to download from
the DALES team on GitHub at https://github.com/dalesteam.

4.2.3 GCM Dataset

The method of using GCM data, from ECMWEF, to derive the large-scale forcings for
DALES has been previously used by Dal Gesso and Neggers (2018) and more recently
by van Laar et al. (2019). We refer to the latter study for a detailed description of the
forcing data and method. These large-scale forcings, from IFS weather analyses, are based
on an average over a 0.5x0.5 degree domain centered over the DS location. The vertical
resolution of the IFS dataset consists of 91 pressure levels with a high vertical resolution
at the surface and a coarser resolution near the ceiling of the dataset. 12 hourly data
from weather analyses is combined with short-range three-hourly forecasts, to fill up the
time-points in between. This yields a continuous forcings dataset at a temporal-resolution
of 3 hrs. IFS data from ECMWF has also been used in various other recent LES studies
for calculating the large-scale forcings (e.g. Gustafson et al., 2017).

To investigate the difference between the IFS dataset at the time of each DS launch, the
ensemble-mean profile for ©, and ¢, across all IFS datasets is compared to the ensemble-
mean DS profile across all DSs. Figure 4.3 shows the ensemble-mean ©, and ¢, profiles
for all DSs and IFS profiles. The median value of both ensembles at each altitude is
represented by the solid line while the shaded region indicates the area between the 5 and
95" percentile. It should be noted that the median IFS ©, and g, profiles are colder and
drier at the surface. This indicates that the IFS slightly underestimates the temperature
and humidity in the lowest layers of the BL. While there is a slightly greater variability in
the DS profiles near the surface, in general the IFS is able to capture the basic observed
thermodynamic structure of the trade-wind BL.

To gain more insight into the atmospheric conditions represented in the IFS dataset, the
pressure velocity (w) profiles are studied at the DS launch times, shown in Fig. 4.4. Figure
4.4a) indicates that there is large variation in the magnitude and vertical structure of w
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Figure 4.4: The IFS pressure velocity a) profiles (w) for each DS location and time,
with respect to altitude, and b) value at 1 km compared to the corresponding IFS
qy value at 1 km.

within the sampled area. From Fig. 4.4a) a relatively linear change is seen in w within
the lowest 1 km of the atmosphere. Therefore, the value of w at 1 km for each DS time
is compared to the corresponding IFS ¢, value at 1 km, shown in Fig 4.4b). The large-
scale convergence (w < 0), expressed by large-scale ascent, tends to be associated with
higher low-level humidity, while large-scale divergence (w > 0), as expressed by descent,
is associated with drier conditions. The expected association between ascent and high
humidity values, and between descent and drier conditions is confirmed by the linear fit
line in Fig. 4.4b).

4.3 Experimental Configuration

4.3.1 General Strategy

The novel approach used in this study is to directly blend the DS profiles into the forcing
data as derived from a GCM in order to nudge the LES toward observed profiles. Sim-
ulations are then generated at the location of each DS launch. The aim is to investigate
and understand the subsequent impact on the thermodynamic state in the LES near the
time-point of the DS. There is a particular focus on the representation of the BL deep struc-
ture and the trade-wind inversion. Methods to fairly and optimally compare the observed
inversion as derived from the point-sampled DS profiles to that of the three-dimensional
LES domain are explored. The associated impact on clouds will be briefly documented,
but their detailed analysis and evaluation against HALO data is for now considered an
ongoing research topic.

4.3.2 DALES Setup

This study utilizes time-dependent large-scale forcing, including the application of pre-
scribed advective tendencies and prescribed large-scale subsidence. Large-scale horizontal
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advection is prescribed for all prognostic variables. The large-scale vertical advection ten-
dency is interactive with model profiles by using prescribed subsidence. For wind, the
geostrophic forcing is derived from the large-scale pressure field. The lower boundary con-
ditions for these simulations include prescribed sea-surface temperature (SST), roughness
length and interactive fluxes. The simulations are generated with an interactive radia-
tion scheme and warm Seifert Beheng two moment bulk microphysics scheme (Seifert and
Beheng, 2005).

Continuous nudging is applied towards a reference state at a slow, synoptic timescale of
3 hrs. The nudging in these simulations is applied in an effort to reduce the drift in the
LES and involves nudging the simulation towards the large-scale forcing profiles in the
IFS dataset. The nudging tendency towards the reference state is carried out using the
following equation:

At nudged(z,y,z) T

where At is the time between each of the large-scale forcings time-steps, and ¢,,(z) is the
reference profile towards which the LES profile ¢(z) is nudged. The nudging tendency is
the same for every grid cell, with ¢(z) linearly interpolated between the IFS time-steps.
The nudging timescale is represented as 7, where large values of 7 indicate weak nudging
and small values of 7 indicate tight nudging. The value of 7 in this study is set to 3 hrs,
which allows the simulation to take the large-scale data into account while also allowing
the turbulence in the simulation to act freely. This method was demonstrated by Neggers
et al. (2012) at the location of a permanent supersite, and more recently by van Laar et al.
(2019).

The simulations are generated on a domain that was fixed in space (Eulerian) at each DS
location. The domain size used in this study is 12.8 x 12.8 x 5.04 km? with a resolution of
50 x 50 x 40 m3. The general details of resolution and nudging timescale for the two main
sets of simulations are summarized in Table 4.2.

Table 4.2: Setup of simulations generated with the simulations analyzed in the
initial experiments highlighted in bold.

Parameter Value

7 (hr) Sim_Con 1 2 3 4 5 6
Sm DS | 1 2 3 4 5 6

T (hr) Sm DS | 3 6 12

Az (m) Sim DS 10 20 40

4.3.3 Overview of Simulations
4.3.3.1 Control Simulations

A set of 11 control simulations were generated, referred to as Sim_ Con, and were nudged
toward the pure IFS state. The time-series of the pure IFS state is visualized in Fig. 4.5a)
as a timeline of atmospheric states where the blue circles indicate an individual time-step
(¢) in the TFS dataset. Each time-step ¢, in Fig. 4.5, contains the large-scale forcing profiles
required by the LES. The subscripts £ represent where each specific ¢ is in relation to the
time of the DS launch, where #; is the time-step directly before the time-point of the DS
launch. The time difference between each t is exactly 3 hrs.
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Figure 4.5: Schematic of the time-series of the Integrated Forcing System (IFS),
from ECMWF, with each time-step (¢, blue circle) contains the large-scale at-
mospheric profiles at that location and time of day for a) Sim Con, while b)
Sim_ DS also includes the DS profiles, on the IFS vertical grid, at the DS launch
time (green square, tpg) and two additional time-steps (red triangles, t,o and #,;
which are located 3 hrs before and after the DS launch time. These two additional
time-steps allow for a gradual nudging towards the DS profile, and are created by
linearly interpolating the atmospheric profiles from the adjacent IFS time-steps.

Each Sim Con was initialized at 00:00 UTC and run for 24 hrs. The nudging is imple-
mented in the Sim Con cases in order to reduce as many differences as possible between
the different simulations carried out in this study.

4.3.3.2 Dropsonde Simulations

The second tier of 11 simulations, referred to as Sim_ DS, has a similar setup to the
Sim _Con. The main difference between the setup of the Sim DS and the Sim Con is
that the DS profile is inserted into the IFS dataset at the time-point of the DS launch.
To effectively blend the DS profile into the IFS nudging dataset the following procedure,
made up of three steps, is designed.

First, at the exact time-point of the DS launch, a new time-step is created in the IFS time-
series, tpg. This time-step is indicated by the green square in Fig. 4.5b). To calculate the
radiation, the DS profiles are used below the flight altitude of HALO while the IFS profiles
are used above this altitude. The second step is then to define two new time-steps, 3 hrs
before and after ¢pg. This creates a nudging time-window (T' = 41 — t40) of 6 hrs. At
these two new time-steps, represented by the red triangles in Fig. 4.5b), the values from
the atmospheric profiles at the two adjacent IFS time-steps are linearly interpolated onto
teo and t41.

The final step is then to adjust each of the profiles at time-steps #; and #;41. The closer
time-step # or tx41 is to tpg, the more it resembles the DS state. This is achieved by
using a gradual changing weight, f:

tao — 1t
a0 T Tk for tip <tpg
teo — tps
= (42)
ta1 — 1t
_tal 7% for 1 > tpg
te1 — tps
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b1, = d(te) - (1= f) + d(tps) - f (4.3)

where o(tps) is the DS profile on the IFS vertical grid as a domain-average profile, and
o(tx) is original domain-average profile at time-step f;. As illustrated by Fig. 4.5b), to
adjust the profile at the time-step #, situated directly before the tpg, f is calculated using

Eq. 4.2. Using f, the new profile (¢;) at time-step # is calculated using Eq. 4.3.

Summarizing, the new time-series contains three new time-steps, together defining a nudg-
ing time-window in which the reference state for nudging is modified to reflect the at-
mospheric state observed by the DS. The addition of the new time-steps #,o and #,; in
the sequence ensures that the impact of the DS is not felt before the simulation enters the
time-window. This also ensures that the differences in the proximity of {pg to the adjacent
IF'S time-steps do not affect the nudging.

4.4 Model Results

4.4.1 Results for all Sim Con cases

Previous studies, such as Nuijens et al. (2014) at the BCO and Lamer et al. (2015) at
the ENA site, have reported observations of strong temporal-evolutions of the BL in the
trade-wind region. To assess if this is also seen in simulations for the NARVAL campaign,
the time-height contour plots of RH, including the evolution of the cloud layer, for all 11
Sim_Con are shown in Fig. 4.6. All simulations contain clouds, but differ considerably.
Indeed, all simulations show time-variation on a short timescale. We speculate that this
variation is introduced by time-varying forcings. The cloud base (Z¢cp) is defined as the
lowest level at which the cloud fraction (CF) is greater than 0.001 %, while cloud top (Z¢cr)
is defined as the level above which the CF is less than 0.001 % . The results from Fig. 4.6
indicate that i) the LES is able to reproduce the strong temporal-evolution of the BL, and
that ii) this behavior that Nuijens et al. (2014) observed is not unique to the BCO.

As the simulations in Sim_ DS are directly forced towards the DS profiles, it is beneficial
to compare the simulations to an independent set of measurements to investigate their
representativeness of local conditions. To this purpose, a time-series of integrated water
vapor (IWV) was retrieved by HAMP. The median IWV retrieval, calculated over a 1 hr
window around each DS launch time, is compared to the IWV for the domain-averaged
profile at {pg. From Fig. 4.7 it is shown that the LES is able to capture IWV values similar
to the observed values. This comparison indicates that the LES is capable of representing
the atmospheric conditions observed over the flight path. It should be noted that DS11 is
not included in this comparison as the aircraft landed less than half an hour after DS11
was launched and therefore there is not enough data to have a consistent comparison.

4.4.2 DS01 Results

To understand the impact of nudging the LES towards the DS, in particular on the BL
and its clouds, we focus on a single experiment. This experiment corresponds to the
temporal and spatial region of the first dropsonde, DS01. First, a visual indication for
both simulations is shown in Fig. 4.8. These visualizations give an instantaneous look at
the impact of including the DS profile into the LES setup. To quantify the difference the
CF and liquid water path (LWP) for the domain at that time-point were calculated. There
is a difference of 21.8 % in CF and of 0.03 kg m~2 in LWP between the simulations.

One aim of this study is to investigate the impact on the BL structure by nudging the LES
towards the DS profile. To this purpose the DS profiles for potential temperature (0), ¢,
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Figure 4.6: Time-height contour plot of the relative humidity (RH) of the
Sim_ Con for the domains centered over each DS, where a) to k) represent the
locations from DS01 to DS11 respectively. The time at which each DS is launched
is represented by the gray dashed line, while time-series of the Cloud Top (Zcr)
and Cloud Base (Z¢p) altitudes are shown by the dashed black line and solid
black line respectively.
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Figure 4.7: Comparison between the Integrated Water Vapor (IWV) calculated
from the Sim_Con (unfilled squares) and Sim_ DS (filled squares) for each DS
location, and the median IWV value from a 1 hour window of HAMP retrievals
around the DS launch time.

Control LES DS Simulation

Figure 4.8: The 3D visualization of simulated clouds and precipitation at 14:00
UTC on December 14" 2013. The light blue shows the ocean surface, the light
gray shows the surface of the clouds and the dark blue indicates precipitation.
A) and b) show tilted top views of the cloud field for Sim _Con and Sim_DS01
respectively, while ¢) and d) show the side-view of the cloud field for Sim Con
and Sim_DS01 respectively.
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and RH are compared to the domain-averaged LES profiles at tpg. The comparison of
LES profiles, shown in Fig. 4.9, indicate that a number of features in the atmosphere are
captured well by both the Sim Con and Sim DS01. These features include the inversion
height, the mixing layer height and state, and the lapse rate in the free troposphere. It
should be noted that the inversion layer depth and strength should not be directly compared
between a domain-averaged profile and a point-sampled profile. A statistical method for
comparing inversion height and strength to deal with this problem is explored in a more
detailed way in Section 4.4.4 and 4.4.5.

The details of Fig. 4.9 show that the LES reproduces the observed vertical structure of
the cumulus capped BL to a reasonable degree. This result is commensurate with most
previous LES studies of shallow cumulus in the Trades (Siebesma et al., 2003; vanZanten
et al., 2011). In Fig. 4.9a) the region that shows the largest effect of the nudging towards
the DS is in the layer between approximately 2 km and 3 km. This is in the region of
the inversion layer. It should be noted though that this difference is still quite small. The
effect of nudging the simulation towards the DS is more pronounced for variables ¢,, RH,
and CF. The most significant difference between the Sim Con and Sim DS01 profiles
occurs in Fig. 4.9d) where the vertical profile of CF is changed as a result of nudging the
simulation towards the DS. Compared to the single peak at cloud base in the Sim Con
simulation, the Sim DS01 profile consists of two peaks, one at cloud base and one at cloud
top. The second peak in the CF is potentially related to outflow clouds just below the
inversion layer. This is also seen in the 3D visualization in Fig. 4.8¢) and d).

Due to the importance of wind-speed (Nuijens and Stevens, 2012) and as the profiles can
be quite variable throughout the troposphere, particularly in the boundary layer, it is
beneficial to determine how well the LES can represent the wind-speed profiles compared
to the observations. To this purpose the wind-speed profiles, 4 and v, are shown in Fig.
4.9¢) and f). The profiles shown for DS01 are based on recordings of wind-speed by the GPS
system onboard the DS. Both Sim Con and Sim_DS01 show a good ability to capture
the general profile. However, both simulations tend to underestimate the sharp changes in
wind-speed throughout the profile. Based on the profiles it is indicated that the LES can
represent the atmospheric conditions to a reasonable degree.

We next focus on a visual comparison of the trade-wind inversion in the water vapor
profiles. In the case of both simulations the inversion occurs at approximately 2.4 km. In
general, domain-averaged LES profile of g, exhibit slight differences between Sim Con and
Sim_DS01, with the latter showing a slightly sharper change in the profile at the capping
inversion height. Although the nudging towards the DS profile does appear to increase the
strength of the inversion, both simulations seem to underestimate the inversion strength.
One suspected cause of this underestimation is that the LES profiles being compared are
domain-averages. A more detailed comparison of the inversion height and strength are
further investigated in Section 4.4.4 and 4.4.5 respectively.

To quantify the difference between Sim Con and Sim DS01 in the domain-averaged pro-
files, the differences between the profiles of CF and ¢, were calculated for every time-step
in the LES. The resulting time-height contour plots are shown for a) CF and b) ¢, in Fig.
4.10. As expected, before the nudging time-window (7T') begins there are no differences
between the simulations for both variables. The differences in the simulations begin slowly
after the start of T" and gradually increase in strength, particularly around {pg. Most of
the differences in the simulations tend to occur within the cloud region, with a larger CF
in Sim DS01 compared to Sim Con at around 2 km. This is also true for the difference
in g,. The strengthening of the inversion is highlighted by the larger values of ¢, at lower
altitudes in Sim _DS01, compared to the corresponding values in the Sim Con, and lower
values of ¢, at higher altitudes. The time-height contour plot also indicates that the impact
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Figure 4.9: Atmospheric profiles of Potential Temperature (©), Water Vapor Spe-
cific Humidity (g,), Relative Humidity (RH), Cloud Fraction (C'F'), West-East
wind-speed velocity (u), and South-North wind-speed velocity (v) for DS Obser-
vations (red), Sim_Con (navy), Sim_DSO01 (light blue). The IFS for the control
simulations (IFS_Con) in gray for the time DS01 was launched are included for

reference.
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Figure 4.10: Time-height contour plot of the difference between Sim DS01 and
the Sim_Con for a) CF and b)g,. When ACF and Ag, are greater than 0 if
the value for Sim _DSO01 is greater than the corresponding value in the Sim _Con.
The nudging time-window is shown by the dashed black lines while the DS launch
time is shown by the dashed green line. The cloud top altitude and cloud base
altitude time series are shown for Sim Con are shown as the dashed and solid
gray lines respectively, as seen in Fig. 4.6a).

of including the DS data in the forcing lasts for a long period after T' ends.

4.4.3 Dropsonde Impact Analysis

We now progress from a single case to assessing the impacts for all 22 simulations. To this
purpose a special metric is adopted to express the deviation of LES from the observations
concerning the vertical structure within the BL. In order to quantify the impact of including
the DS data on the thermodynamic state of the BL,, the areas between the domain-averaged
LES profiles and the corresponding observed DS profiles were calculated. It should be noted
that the DS profiles have been linearly interpolated onto the LES vertical grid to ensure a
fair calculation of the area between the profiles. The time-evolution of these areas, during
T, is then assessed for all 22 cases.

Suppose Ay is the area enclosed between the simulated and observed profiles of variable
¢, in the lowest 3 km:

3km
Ay = / |915s(2) — ¢ps(2)|dz (4.4)
0k

m

where ¢ € q,, 0, RH, or any variable of interest, with LES and DS indicating the domain-
averaged and observed profiles respectively. This area is calculated as a function of time
during T and is done for both the Sim Con and Sim DS simulations. Time is synchro-
nized between all simulations such that ¢ = 0 at tpg. For Sim Con, the area will be
referred to as Ay sim Con, While for Sim DS it is Ay gim ps. The next step is to normal-
ize these areas with ﬂespect to Ag.sim con at tps. The normalization yields the following
two non-dimensional expressions for the skill, S, of the simulation in matching the DS
profile.
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Figure 4.11: A time series of the area between the domain averaged profiles and
the corresponding DS profile for a) ©, b) ¢,, and ¢) RH. The plots are centered
on zero, the time of the DS launch (green dashed line), and takes into account
the 6 hr window during which Sim_ DS is nudged towards the DS profile. The
solid navy and light blue lines are the median time-series of the skill for all 11
Sim_ Con and 11 Sim DS respectively, while the shaded regions represent the
5t to 95" percentile across all the time-series.

o AqS,SimiCon (t)
Aqﬁ,SimiC’on (t = 0)

Sg, sim_Con(t) (4.5)

Ay sim ps(t)
S¢7 SimiDS(t) = A¢ Sim C;n(t _ 0) (46)

Note that the division of both metrics by A¢75¢m_con (t = 0) makes these quantities directly
comparable. It should also be noted that the lower the value of Sy(t) the better the
simulation is at representing the DS profile.

To see if nudging the LES towards the DS improves the representativity of the domain-
averaged profiles, this calculation is carried out for the profiles of three variables, O, q,,
and RH. A time-series for the duration of T is shown for each of these variables in Fig.
4.11. The shaded region in the time-series designating the 5t to 95" percentiles, and the
median indicated separately. Per definition § = 1 for Sim Con at tpg. In the case of
all three variables the ensemble spread for the Sim Con and Sim_ DS are identical at the
start of the time-window, #;0. This reflects that until that point in time the forcing is
identical. Following the beginning of the time-window, the median value of S for Sim DS
in all variables remains smaller than that of the Sim Con, for a longer time period.

As expected, S begins to decrease, in each of the variables, as Sim DS begins to feel the
effects of the DS data to a larger extent. Following ¢pg, Sim_ DS feels the effects of the DS
data to a lesser extent as time progresses. Therefore, the spread in the values of S begins
to increase again towards the end of T, as the simulations begin to feel the impact of the
pure IFS state. The behavior of the time-series for all three variables indicates that by
including the DS profiles into the IFS data leads to better representation of the BL deep
vertical structure.

4.4.4 Inversion Height

Previous studies have shown that the strength of the trade-wind inversion has a significant
impact on the presence of clouds in the BL (e.g Klein and Hartmann, 1993). As a result
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of this and based on the visual impact of nudging in the region of the capping inversion in
Fig. 4.9 it is important to determine if the capping inversions in the LES are representative
of observations. To assess whether the visual impact of nudging leads to an improvement
in the representativeness, a comparison of the inversion height and strength needs to be
derived from both model data and observations. In literature, there have been a large vari-
ety of methods proposed for this (Albrecht et al., 1979; Stull, 1988; Wood and Bretherton,
2004; Teixeira et al., 2008; Lock, 2009; Neggers, 2015; Gentine et al., 2015).

This study explores the use of a new probabilistic method for determining the inversion
height and strength. This method makes use of probability density functions (PDFs) of
inversion height and strengths as diagnosed over all columns in the LES. It is designed to
achieve a fair comparison between measurements and high-resolution simulations.

The first step is to calculate the discretized vertical gradient (I'y) of a variable ¢ as follows:

_|a¢

Ty = Az

(4.7)

where ¢ € {q,, ©,} and A represents the difference between two model levels. The next step
is to apply this procedure to i) the DS profile and ii) all columns in the three-dimensional
LES field at tpg. This yields a single inversion height for the DS and a PDF of inversion
heights for the LES. The final step is to compare up to three modes, defined as the three
largest local maxima in the PDF, to the single observed value. The closest mode is then
selected as the inversion height of the LES, referred to as the Selected Mode.

A first benefit of using the probabilistic method described above is that it avoids compar-
ing the domain-averaged profiles to single point samples. Secondly, by scanning multiple
modes to establish the simulated inversion height we increase the chance that we select
one that best reflects the physical meaning of the height that is derived from the DS. For
example, at cloud base the vertical profiles can exhibit strong jumps, that are associated
with the cumulus transition layer (Albrecht et al., 1995; Neggers et al., 2007). Also, the
DS-derived height does not necessarily reflect the trade-inversion. By including up to three
modes it accounts for this possibility. The strongest gradients are typically seen at i) the
trade-inversion, ii) the cloud base transition layer, and iii) possibly one in between. By
considering up to three modes instead of only one, the most relevant height is automat-
ically considered. In the LES the depth of the inversion layer reflects the spread among
inversion heights among all columns in the grid, each calculated as the altitude of the
strongest gradient. This means that the width of the PDF represents the depth of the
inversion layer.

The probabilistic procedure is now illustrated with some concrete examples. Figure 4.12a)
and c¢) show the observed and simulated inversion heights for DS01 and DS03 respectively.
The first three LES modes are indicated for both Sim Con (navy) and Sim_DS (light
blue). The DS-derived inversion height is indicated by the dashed green line, while the
LES Selected Mode is indicated by the crosses. Figures 4.12b) and d) also show the
respective observed and domain-averaged ¢, profiles for reference. What is clear from
these two examples is that the first three modes in LES reflect the Trade-inversion, the
cloud base inversion, and an additional third jump in the cloud layer. Interestingly, the
trade-inversion does not always have the largest mode in the LES. However, selecting the
LES mode closest to the observed one still ensures that the most relevant inversion height in
the LES is chosen for the comparison, and also occurs relatively frequently in the domain.

To determine whether the inversion heights in the LES are representative of the DS-derived
inversion heights, the Selected Modes in the inversion height PDFs are compared to the
DS-derived inversion heights for all cases. Figure 4.13 shows the comparison between the
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Figure 4.12: a) DS01 and ¢) DS03 Probability Density Functions (PDFs) of the
altitudes at which the maximum Ag, occurs for each column in the LES domain
for the Sim Con (navy) and Sim_ DS (light blue). The inversion altitude in
the corresponding DS profiles is given by the green dashed horizontal line. The
dots represent the three largest local maximum number of occurrences, while the
crosses represent the LES mode selected by the probabilistic method. ¢) and d)
show the Sim _Con (navy) and Sim_ DS (light blue) area-averaged profile for g,
for the location and time of DS01 and DS03 respectively. The corresponding g,
profiles for the DS are shown in green in b) and d).
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Figure 4.13: Comparison between the inversion heights in the DS profile and the
height of the Selected Mode from the inversion height PDFs for all simulations,
for a) ©, and b) ¢,. The unfilled squares represent the modes in the Sim Con
while the filled squares represent the Sim DS. The inversion heights for the IFS
dataset are also included for Sim_Con (IFS Sim_Con) as a reference to where
the LES is nudged.

altitudes of the Selected Modes, in Sim Con and Sim DS, compared to the inversion
heights in the corresponding DS profiles, for a) ©, and b) ¢,. It should be noted that
all 11 Sim DS are included in Fig. 4.13a), however the Selected Mode for two of the
Sim DS cases occurs at the same altitude as the Selected Modes for two of the other
Sim DS cases. From this comparison it is therefore concluded that the LES is successful
in capturing inversions at altitudes that are observed by the DSs for both ©, and g,.

4.4.5 Inversion Strength

Next the inversion strength is calculated. To this purpose only the grid locations which have
their inversion height at the level of the Selected Mode are considered. The median over
the subset of inversion strengths is then compared to the DS derived inversion strength. An
example of the inversion strength PDFs derived for Sim Con and Sim DS01 is described
in the Appendix.

Figure 4.14a) shows that both the Sim Con and Sim DS reproduce the observed DS
inversion strength in @, to a reasonable degree. However, the spread among the LES values
is quite significant. In addition, Fig. 4.14a) shows that the inclusion of the DS profile in
the forcings appears to only improve the inversion strength in the ©, in approximately 36
% of the cases. Figure 4.14b) shows that the performance for the strength in the humidity
inversion is worse, being underestimated by both Sim Con and Sim_DS. The IFS data
also underestimates the inversion strength in 6, in 90 % of the cases.

The considerable difference in performance for the strength of the inversion for tempera-
ture and humidity is remarkable. We speculate that various reasons could exist for this,
including i) extremely low humidity observed above the Trade inversion, ii) the significantly
underestimated inversion strength also in the IF'S, seen in Fig. 4.9b) and Fig. 4.14b). Both
effects could conspire to make advective forcings in the vicinity of the inversion, as derived
from the IFS, less reliable. It could be the case that these forcings play a big role in
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Figure 4.14: Comparison of inversion strengths in a) ©, and b) ¢, as calcu-
lated using Eq. 4.7 for all DSs, Sim Con (unfilled squares) and Sim_ DS (filled
squares), where individual colors relate both simulations to their corresponding
DSs. The inversion strength for the IFS dataset are also included for Sim Con
(IFS Sim_ Con) as a reference to where the LES is nudged.

establishing the strong inversion that is observed. When inversion strength is underesti-
mated in the GCM, sharp differential advection across the inversion is likely not captured.
Investigating this possibility and addressing its impact are a future research topic.

4.4.6 Sensitivity Studies

An additional 14 simulations were run to determine the sensitivity of the results in rela-
tion to different parameters. These parameters include i) the tightness of the nudging as
expressed by 7, ii) the length of T around ¢pg, and iii) the vertical discretization in the
LES (Az). Each of these simulations were run for the DS01 location. In the analysis only
the lowest 3 km were considered, where the DS has the largest impact. The area Ay, as
defined in Eq. 4.4, is thus calculated over the lowest 3 km at tpg. To calculate the area
between profiles the DS profile was linearly interpolated onto the respective LES vertical
grid.

Nudging timescale: Ten simulations, divided between Sim_ Con and Sim_ DS, were
carried out to study the impact of increasing and decreasing 7 in the LES. The different
7 values used in this sensitivity study are summarized in Table 4.2. For the purpose of
analyzing the impact of varying the value of 7, Sim _Con and Sim DS for DS01 are used.
Figure 4.15a) shows Ay, for each value of 7 at tpg. For each value of 7 the value of Ay,
for Sim DS is consistently smaller than that of Sim Con. Note the slightly larger value
for Agy, for Sim_ Con, when 7 = 1 hr compared to when 7 > 1 hr. This deviation is
potentially due to the 7 being set to a tight nudging value. The value of A, does not vary
significantly for values of 7 between 2 hrs and 6 hrs. In the Sim DS studies, the value
of Ay, increases with increasing 7. This indicates that the nudging effect decreases with
increasing 7. Therefore, it can be determined that the simulation where 7 is equal to 1 hr,
where the nudging strength is strongest, captures the DS profile with the highest accuracy.
However, one issue with using 7 = 1 hr is that the turbulence unable to act freely in the
simulation.
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Figure 4.15: The area calculated between the observed g, profile and the simu-
lated ¢, profiles, at the DS launch time, for the sensitivity simulations for a) the
tightness of the nudging as expressed by the nudging timescale (7), b) the length of
the nudging time-window (7°), and c¢) the vertical resolution (Az). The Sim Con
(navy) was only run for the sensitivity simulations on the nudging tightness.

Nudging Time-window: Two simulations were carried out to study the impact of the
duration of the time window during which the DS profile affects the IFS dataset. Similar
to the experiments conducted for 7, these simulations are summarized in Table 4.2. Using
the method described for the Sim DS, simulations where T' = 3 hrs and T = 12 hrs were
generated. Figure 4.15b) shows Ay, at tpg for each value of 1. Ay, is lowest for 7' = 12
hr, and largest for T = 3 hrs. Therefore, the larger time window makes the nudging more
effective allowing the simulation to be more representative of the BL observed.

Vertical Resolution: The final sensitivity study conducted was on the vertical resolu-
tion. As mentioned in the previous sensitivity experiments, Table 4.2 summarizes the two
simulations carried out for this sensitivity study. This study was carried out to investigate
whether having a higher vertical resolution would improve the representation of the BL
in the atmospheric profiles. Two simulations were carried out in the vertical resolution
test, one where Az = 20 m and a second where Az = 10 m. All LES input files were
interpolated onto a higher vertical grid resolution. Figure 4.15¢) shows A, for each of the
studied resolutions. Over the three simulations A,, varies by approximately 0.05 g kg™?
km~!. Therefore, it is determined that there is very little impact in increasing the vertical
resolution, for this case.

4.5 Discussion

Throughout this study the LES has shown good skill in reproducing the mean thermo-
dynamic structure, wind-speeds, IWV, and inversion heights. A significant impact due to
nudging the LES towards DS profiles is seen on the simulated trade-wind cumulus fields.
Finally a probabilistic method for comparing observed and simulated inversion properties
has been shown to be successful.

There are however some shortcomings. For example the representation of the inversion
strength, particularly in humidity. As speculated earlier this could be due to the extremely
low values in humidity directly above the inversion, or potentially due to the representation
of the inversion in the IFS dataset. Investingating this shortcoming is definitely an impor-
tant future research topic. A second possible shortcomming is that the use of a limited
domain size can artificially boost variability in the mean.
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4.6 Conclusions

In this study LES realizations were generated of cumulus cloud fields observed by HALO
during NARVAL. The main novelties compared to previous studies of this kind (e.g.
Bretherton et al., 1999; Siebesma et al., 2003; vanZanten et al., 2011) include i) the use
of time-varying large-scale forcings and ii) the incoporation of dropsonde profiles using a
simple assimilation method.

The main results of this study are briefly summarized as follows:

e The simulations show a strong temporal evolution of the boundary layer state, com-
mensurate with previous observational studies at the BCO site.

e Comparing Sim_Con and Sim_ DS with the independent observational data from
HAMP reveals that domain averaged LES IWYV is representative of the observed
median IWV.

e The representation of the atmospheric profiles throughout the boundary layer is
improved in Sim_ DS compared to Sim _Con. This is a result of nudging the LES
towards the observed state in the large-scale forcings as opposed to the prescribed
large-scale forcings.

e The probabilistic method for evaluating inversion properties shows that the inver-
sion height is reproduced to a satisfactory degree. However, the simulated inversion
strength contains significant spread, and is also significantly underestimated in water
vapor.

o Ag expected, sensitivity tests show considerable dependence on the tightness of the
nudging, with the more representative boundary-layer profiles in the LES with a
nudging timescale of 3 hrs compared to 6 hrs, when the simulations were compared to
observed profiles. Also concluded from these sensitivity tests was a weak dependence
on vertical resolution, with little difference when the resolution is increased by a
factor of 2.

The method detailed in this study can also be applied to several other field campaigns
where the profiles of a number of measured variables can be blended into the large-scale
forcings.

In a related and ongoing follow-up study, the clouds in these simulations are evaluated
against additional observations recorded by instrumentation onboard HALO, for exam-
ple HAMP. A key question addressed in that study is how well the observed horizontal
variability in the convective cloud field is reproduced by the LES, and how this relates to
spatial organization.
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Figure 4.16: PDF of maximum Ag,/Az values for the Sim Con (navy),
Sim_ DSO01 (light blue), the median of both simulations represented by the dashed
line of the respective colors, and the maximum Ag,/Az in DS01 profile repre-
sented by the dashed green line.

Appendix

Determining the Inversion Strength

As described at the beginning of Section 4.44.4.5, the inversion strength in ¢, and O, is cal-
culated for every column in the three-dimensional LES field with an inversion height within
the Selected Mode. A PDF of these inversion strengths is produced for each Sim _Con and
Sim_DS. The median of these inversion strength PDFs is then compared to the inversion
strength in the corresponding DS profile.

Taking DSO01 as an example, Figs. 4.16 and 4.17 show the PDFs of the inversion strength in
gy and O, respectively. The medians of the Sim Con and Sim_DS01 PDFs, represented by
the dashed navy and light blue lines respectively, are compared with the inversion strength
in the DS01 ¢, and ©,, profiles, represented by the dashed green line.

From Fig. 4.16 it is clear that both simulations underestimate the inversion strength
compared to the observed inversion strength. While both simulations underestimate the
inversion strength, the median of the Sim DS01 PDF is more representative of the in-
version strength in the DS01 ¢, profile. For the inversion strength in ©, comparison Fig.
4.17 shows that both simulations capture the inversion strength to a relatively high de-
gree. Comparing the median inversion strength in ©, for both simulations to the observed
inversion strength shows that the Sim Con has a more representative in this case. This
is repeated for the Sim _Con and Sim DS at each of the DS locations. The results of the
comparisons across all DS locations are seen in Section 4.4.5.
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Chapter 5

Confronting water vapor variability
1in limited domain LES with retrievals

from HAMP during NARVAL South

Abstract

This study compares the variability in integrated water vapor and liquid water path from
limited domain large eddy simulation (LES) realizations of trade-wind cumulus cloud fields
to retrievals derived from observations by the High Altitude and Long Range Aircraft
(HALO) Microwave Package (HAMP) instrument during the first Next Generation Aircraft
Remote-sensing for Validation (NARVAL) campaign. A composite case is designed that
reflects the conditions observed during research flight 4, which took place on December
14" 2013. The configuration of the composite case is compared to a well-known cumulus
case, based on the Rain in Shallow Cumulus over the Ocean (RICO) campaign, which
took place in the same region in 2004. The aim of the study is to investigate whether
a large-domain simulation is required to capture the range of values from the retrievals
derived from the HAMP measurements, and how smaller domains and radiation have an
impact. This study also aims to gain an insight into how the integrated water vapor, liquid
water path, and precipitation flux correlate with the organization index (I,.q) metric for
expressing the spatial organization of the cloud field. The variability in the simulated
integrated water vapor does approach the values from the HAMP retrievals when the LES
has a domain of size 51.2 km?, while the smaller domains significantly underestimate the
variability in the integrated water vapor. The variability in both integrated water vapor
in the NARVAL simulation and RICO simulation are relatively similar when compared.
In both the NARVAL and RICO cases there is a strong correlation between the variability
in the integrated water vapor, liquid water path, and precipitation flux, and the I,.4. The
slope of these dependencies differs between the cases, in particular for the liquid water path
and precipitation flux. This suggests that not only are the clouds differently structured
with a flower like structure seen in the NARVAL case, which tends to indicate the presence
of outflow cumulus clouds, and a gravel like structure in the RICO case, but also that
the I,.4 is predominantly controlled by the water vapor distribution. Switching off the
radiation in the NARVAL case supports this hypotheses, as there is a reduction in the
presence of outflow clouds and as such it resembles the RICO case to a higher degree.
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5.1 Introduction

Shallow cumulus cloud fields are a common and persistent feature found over large areas
in the North Atlantic trade-wind region. The accurate representation of shallow cumulus
clouds in both weather and climate models is important due to their role in the transport
of moisture and momentum in the atmosphere (Stevens, 2007; Siebert et al., 2013), and
their significant impact on the Earth’s radiation budget. At the heart of uncertainties
in climate projections is the uncertainty in the feedback from shallow cumulus clouds in
response to climate change (Bony and Dufresne, 2005; Zelinka et al., 2012).

The temporal and spatial organization of a shallow cumulus cloud field (Tompkins, 2001)
also has an impact on how shallow cumulus affects climate, which prioritizes gaining insight
into why this phenomenon occurs and how it is maintained. Convective organization has
been a topic that has been widely researched and discussed for several years. Organization
such as self-aggregation has been identified based on an increase of the variability in the
moisture over the large-scale region (Wing, 2019). Using large-eddy simulation (LES)
models Bretherton and Blossey (2017) indicated that the organization of the cloud field
is heavily impacted by precipitation (Wing et al., 2017). As a result it is important that
large-domain simulations are used to capture this organization in models (Muller and Held,
2012).

In a recent study by Naumann and Kiemle (2019) investigate the question of whether sim-
ulations with grid spacings from hectometers to kilometers could represent the water vapor
variability that was observed by the Water Vapor Lidar Experiment in Space (WALES)
which was mounted to the High Altitude and Long Range Aircraft (HALO) during the
first and second Next Generation Aircraft Remote-sensing for Validation (NARVAL) cam-
paigns, NARVAL 1 and NARVAL 2 (Stevens et al., 2019a). They reported a weak impact
of the grid resolution on simulated water vapor variability compared to the observations.
The domain size of their simulations was very large, therefore the question remains at
what domain size does the variability begin to be artificially underestimated, e.g. Reilly
et al. (2019), where a very small domain size of 12.8 x 12.8 km? was studied. In addition
the method by which the radiation is treated can also potentially have an impact on the
spatial variability in water vapor, as it plays an important role in establishing dry regions
(Bretherton et al., 2005). A main difference between the study conducted by Naumann
and Kiemle (2019) and the present study is the observational instrumentation taken into
account. While Naumann and Kiemle (2019) takes the observations from the WALES in-
strument into account, the retrievals of the integrated water vapor (IWV) and liquid water
path (LWP) are determined from the HALO Microwave Package (HAMP) (Jacob et al.,
2019), and are therefore worth comparing the LES too.

In this study the retrievals from the HAMP instrument, which was also onboard HALO for
both NARVAL campaigns, are supplemented by results from an LES in order to investigate
the potential link between the spatial organization of the cloud field and atmospheric prop-
erties such as the precipitation flux, the variability in IWV, and variability in LWP. First,
this study aims to determine whether the variability in IWV and LWP in the observations
can be reproduced in an LES with a limited domain. The second goal is then to use the
simulations to gain an additional insight into the variability by using the three-dimensional
field from the LES to determine the spatial organization, which cannot be measured by
HAMP. To this purpose a composite case, based on research flight 4 (RF04) of the first
NARVAL campaign, is built using large-scale forcings derived from the European Center
for Medium Range Weather Forecasts (ECMWF). In order to determine whether the LES
has the ability to reproduce the variability in IWV and LWP that is observed, metrics are
derived for the variability in both the LES data and the HAMP retrievals. An additional
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metric for the spatial organization is determined to investigate the link between the vari-
ability in IWV, and LWP, and the organization of the cloud field. The results from an
LES study on the Rain in Shallow Cumulus over the Ocean (RICO) campaign will also be
taken into account in this study as a reference.

This study is divided into seven sections, beginning with a description of the datasets
including the retrievals, LES models, and large-scale forcings in Section 5.2. The methods
for deriving the variability in IWV, and LWP, and the spatial organization are described
in Section 5.3. The results of the simulations are presented in Section 5.4, where the
variation in the IWV values is compared between the LES and the retrievals, while also
investigating the response in the organization of the cloud field. An investigation into the
impact of the domain size and the radiation used in the LES is described in Section 5.5.
Finally the successes and shortcomings of the study will be discussed, along with the main
conclusions, in Sections 5.6 and 5.7.

5.2 Data

5.2.1 HAMP Retrievals

This study makes use of retrievals from the HAMP instrument during the fourth RF04
of NARVAL South. HAMP was mounted in the bellypod of HALO during the NARVAL
campaigns in 2013 and 2016. Detailed descriptions of the NARVAL campaigns are found
in Stevens et al. (2019a), with a descriptions of the first NARVAL campaign also found in
Klepp et al. (2014) and Chapter 3. The HAMP instrument consists of 2 nadir pointing
instruments, a cloud radar which operates at 32 GHz and a suite of passive remote sensing

microwave radiometers which operate at 26 frequencies between 22.24 and 183.31 GHz
(Mech et al., 2014). The cloud radar is a MIRA-36 (Melchionna et al., 2008) radar.

The retrievals of liquid water path (LWP) and TWV only require the use of 7 Ka-bands,
within the rage 22.24 GHz to 31.40 GHz along with the 90 GHz channel. These frequencies
are similar to those used by satellite instrumentation, however the exception is the size
of the precipitation particles. The retrievals of IWV have an accuracy of less than 1.4 kg
m~2, while the accuracy of the LWP retrievals are 20 g m~2 for retrievals of LWP less
than 100 ¢ m~2 and around 10 % for retrievals of LWP that are greater than 100 g m~2
(Jacob et al., 2019). In order to reduce potential noise, the retrievals around the first and
last dropsondes are not taken in to account in this study.

To gain some insight into the observational dataset used in this study, a time-series of the
retrieved IWV and liquid water path (LWP) values from HAMP are shown in Fig. 5.1a)
and c¢) respectively. From both the IWV and LWP time-series a substantial amount of
variability can be seen. As seen in the IWV time-series, shown in Fig. 5.1a), the IWV
value peaks to approximately 50 kg m~2 at the beginning and end of the research flight.
Soon after the flight begins there is decrease in IWV. The level of IWV then continues
to vary in amplitude between 20 kg m~2 and 35 kg m~2, until the significant increase in
IWYV towards the end of flight. While there is some variation in the IWV time-series, the
LWP time-series has significantly more variability, with numerous local maxima in LWP
throughout RF04. Figure 5.1¢) indicates there are several short time windows during which
the level of LWP increases and decreases relatively quickly. As noted in both time-series
there are several time windows during which there are no retrievals. This is based on flags
which indicate the presence of ice or precipitation at those time-steps which can affect the
retrieved IWV and LWP values.
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Figure 5.1: Time-series and probability density function (PDF) of the retrieved
Integrated Water Vapor (IWV) (a and b) and Liquid Water Path (LWP) (¢ and
d) by the HAMP instrument. The time between each vertical line represents the
15 minute time windows during which the median and standard deviation are
calculated.

In order to quantify the distribution of IWV and LWP values throughout RF04, a proba-
bility density function (PDF) of both variable across the time-series was produced, as can
be seen in Fig. 5.1b) and d) respectively. The PDF of IWV values, as seen in Fig. 5.1b)
indicates that in a majority of cases the IWV is usually between 20 kg m~2 and 35 kg
m~2, however the higher IWV are also visible in the PDF. While the PDF for IWV has a
skewed Gaussian shape, the PDF for LWP looks more logarithmic shaped. This is due to
the large number of occurrences of very small values of LWP and significantly less number
of occurrences of high LWP values. The PDF does indicate that there is a significant
distribution of LWP between the very low LWP values and the very high values.

5.2.2 Large-Eddy Simulations

Simulations for two different trade-wind cumulus cloud cases are used in the study, as
simulated using two different LES codes. The primary simulations are generated using the
Dutch Atmospheric Large Eddy Simulation (DALES) model (Heus et al., 2010) for the
newly created NARVAL case. This NARVAL case is compared to a reference simulation
created with the University of California Los Angeles Large-Eddy Simulation (UCLA-
LES) model for the RICO campaign, as used in a previous study by Seifert and Heus
(2013). Both simulations are composite cases, which means that the large-scale forcings
are constant with time and reflect conditions during a longer period. The simulation time
for both cases was 48 hours.
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5.2.2.1 NARVAL RF04

The DALES model is used to generate simulation based on the NARVAL campaign, referred
to as NARVAL, .4 for the remainder of this study. Simulations are generated using a similar
setup to those run by Reilly et al. (2019), however there are some significant differences in
the setup of the model. The main size difference is the the domain size over which DALES
is run, which includes various sizes with the largest being the NARVAL, .4 case with a
domain size of 51.2 x 51.2 x 5.02 km?, discretized at a spatial resolution of 100 x 100 x 50

m3.

The domain of the NARVAL,. .4 case is fixed in space, an Eulerian domain, centered around
the location of dropsonde 4, as this is towards the center of the research flight. The large-
scale subsidence and advective tendencies are prescribed. Horizontal periodic boundary
conditions are applied to the LES domain, with a prescribed sea-surface temperature (SST).
Roughness length and interactive fluxes are also prescribed. Nudging, as demonstrated by
(Neggers et al., 2012; van Laar et al., 2019; Reilly et al., 2019), is only applied in the
upper vertical layers in the model. This nudging is applied from an altitude of 3 km to the
top of the DALES domain at a slow synoptic time-scale of 6 hrs. This reduces the drift
in the upper atmosphere. Below 3 km, DALES is run with an idealized setup, allowing
the boundary layer to develop freely, with the profiles from the large-scale forcing only
providing the initialization and forcing profiles.

Horizontal advection is also prescribed for all the prognostic variables. Using the large-
scale pressure field the geostrophic forcing for the wind is derived. This simulation also
makes use of the Seifert-Beheng bulk microphysics scheme, details of which can be found
in (Seifert and Beheng, 2005), and a fully interactive radiation scheme that is implemented
in DALES. The radiation scheme is initialized at 00:00 UTC and contains a changing solar
zenith angle with time. This changing solar zenith angle introduces a diurnal cycle in
the solar radiation. A detailed description of the DALES code is provided by Heus et al.
(2010).

5.2.2.2 RICO

This study also makes use of a LES study based on the RICO campaign (Rauber et al.,
2007b), referred to as RICO;,pqq for the remainder of this study. The RICO campaign
took place from November 2004 and January 2005 off the coast of Antigua and Barbuda
in the northeast trades. This campaign took place in a similar region as the NARVAL
campaign which took place in December 2013. Similar to the NARVAL, .4, RICO,0rad
is generated on a horizontal domain of 51.2 x 51.2 km? with a altitude of 4 km. The
resolution of the RICO simulation is also higher with a resolution of 25 m in both the
horizontal and vertical directions. Similar to the NARVAL, .4, the RICO,,p;qq also applies
horizontal periodic boundary conditions and a prescribed SST (vanZanten et al., 2011).

Organization in the marine cloud field was first described in Seifert and Heus (2013) and
then in Neggers et al. (2019). The case is a slowly organizing marine shallow cumulus
cloud field, which reflects the marine subtropical subsidence conditions observed. The
spatial organization in this case is related to warm precipitation process, producing cold
pools with low cloud mass that are separated by convergence lines where clouds tend to
congregate.

The double moment microphysics scheme of Seifert and Beheng (2001) is applied with
a Smagorinsky scheme for the subgrid transport of momentum, energy, and heat. An
interactive radiation scheme is switched off for the RICO simulations, however a cooling
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Figure 5.2: Profiles of the large-scale forcings including a) humidity advection
(dq/dt), b) temperature (dT/dt) advection, ¢) geostrophic U wind, d) geostrophic
V wind, and e) the pressure velocity (w) used to initialize the LES. The mean pro-
file, represented by the black line, is used to initialize the simulation. The median
(50t" percentile) profile is shown by the red line, while the shading represents the
25th to 75 percentile and the 5 to 95" percentile range of large-scale forcings
across all dropsondes used in this study.

rate is prescribed for the simulations. A detailed description of the UCLA-LES code used
for the RICO simulation is provided in Seifert and Heus (2013).

5.2.3 Composite Large-Scale Forcings

DALES is initialized and forced using a set of large-scale forcing profiles that give an
indication of the atmospheric conditions in the region. The large-scale forcing profiles used
in this study are profiles from a general circulation model (GCM) that have been averaged
over a 0.5 x 0.5 degree domain. To this purpose a combination of analyses and short
range forecasts from the Integrated Forecasting System (IFS) in the European Center for
Medium Range Weather Forecasts (ECMWF) are used to initialize and force DALES in
this study. A detailed description of method applied to derive these forcings is provided
by van Laar et al. (2019). Several recent studies have previously also used IFS datasets
to drive high resolution simulations of cumulus convection for example Gustafson et al.
(2017), Dal Gesso and Neggers (2018), Neggers et al. (2019) and Reilly et al. (2019).

This study makes use of the exact forcing data as applied in the study by Reilly et al.
(2019). In the study by Reilly et al. (2019) the LES was driven at each of the 11 dropsonde
locations, released during RF04, maintaining time-dependency in the forcing. In contrast,
this study makes use of a composite setup with time-constant forcing, obtained by averaging
the IFS profiles over all dropsonde locations and over all dropsonde locations and over the
full day of the flight. The large-scale forcings from the locations of dropsondes 1 and 11
are excluded in the averaging, because they represent outliers reflecting deep convective
conditions, seen in Fig. 5.1.

The use of a composite case is motivated by the full IWV and LWP time-series of the
HAMP retrievals which can therefore be used, increasing the sample size of the variability
calculated. In the study by Reilly et al. (2019) it was seen that there was significant
time-variation in the large-scale forcings at individual dropsonde locations. Compositing
removes this variation, making mechanisms leading to spatial variability in water vapor and
cloud variables easier to identify. The composite forcing profiles of the humidity advection,
temperature advection, geostrophic U wind, geostrophic V wind, and the pressure velocity
are shown in Fig. 5.2. The spread in the daily-averaged forcings across all dropsonde
locations is indicated by the shading between the 5 and 95 percentile. For all of the
forcing variables the overall vertical structure is well defined, with the spread between
the different dropsonde locations remaining relatively small compared to the features that
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define the vertical structure. The mean profile, seen as the black line in Fig. 5.2, is the
main profile used to initialize DALES. Figure 5.2a) indicates that there is a slight drying
of the atmosphere close to the sea surface, with a slight increase in moisture above 1000
m. This moistening of the atmosphere remains from 1000 m to the height of the DALES
ceiling. Throughout the atmosphere the large-scale profiles indicate that there is a cooling
affect, as seen in Fig. 5.2b), where the value of the temperature advection remains less than
0.0 K s~!. There is little variation in the geostrophic wind in both the U and V directions,
as seen in Fig. 5.2c¢) and d). From the large-scale profile of the pressure velocity (w), as
seen in Fig. 5.2e) indicates that there is consistent large-scale divergence throughout the
lower troposphere. The RICO,,4rqq case is also driven by time-constant composite forcings,
and can thus act as a useful reference for the NARVAL case.

5.3 Quantifying Variability and Spatial Organization

5.3.1 Variability in IWV and LWP

To obtain a characteristic value of the spread in the IWV and LWP values, including the
temporal variation in that spread, the time-series of IWV and LWP is divided into 27
time-windows that last 15 minutes each, where the boundaries of each time-window can be
seen in Fig. 5.1a) and c). To determine the variability in the IWV and LWP, the standard
deviation is calculated using the following equation:

oy = Z((ﬁ[; ¢)° (5.1)

where ¢ € {IWV, LW P}, ¢ is the mean, and H is the number of points in the dataset.

Figure 5.3 shows that a o, from approximately 1.5 g m™2 to 2 g m~2 is the most
common throughout research flight 4. There are a number of larger values of o,y which
are representative of a number of time-windows during which the IWV sharply increases
or decreases, which may have to do with deep convective systems near Barbados at the
beginning and end of the research flight. As seen Fig. 5.1, during the main part of the
flight the variability in the IWV was relatively constant with time.
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Figure 5.3: Probability density function of the standard deviation of IWV (owv/)
PDFs computed for the HAMP retrievals during each of the 15 minute time-
windows seen in Fig. 5.1.
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5.3 Quantifying Variability and Spatial Organization

5.3.2 Spatial Organization Index

To investigate if there is a relation between o,y and the organization in the cloud field this
study makes use of the Organization Index (I,.4) parameter (Tompkins and Semie, 2017;
van Laar, 2019). I,.4 gives an indication of whether a cloud field is regularly distributed,
randomly distributed, or clustered, while also indicating the degree of organization in the
field. The organization index parameter is based on the nearest neighbor spacing between
the clouds in the convective cloud field. The nearest neighbor spacing between clouds has
previously been used to study the organization of the cloud field by Weger et al. (1992),
Zhu et al. (1992), and Nair et al. (1998). As the nearest neighbor distances are important,
this study uses a method based on that of Joseph and Cahalan (1990). While they used
the cloud brightness based center of gravity to determine the center of the cloud, this study
uses a cloud mask to determine the cloud centers.

To calculate the nearest neighbor spacing, a cloud mask of the domain needs to be pro-
duced. The cloud mask is set to 1 if the liquid water specific humidity (g;) for a single
column, with location (a,b) where a is the location along the x direction and b is along
the y direction, is greater than 107® kg kg=! and 0 otherwise. This produces a domain
of binary numbers, highlighting the clouds. Figure 5.7 shows the cloud masks at 08:00,
16:00, and 24:00 UTC for NARVAL,,q case. Based on these cloud masks the clouds in
the domain are numbered, in order to calculate the nearest neighbor spacing. In order to
number the clouds, locations where a column with a cloud masgk of 1 is directly connected
to a second column with a cloud mask of 1 they are classified as being the same cloud.

Following this the cloud centers are determined. This is done by making a temporary
assumption that the cloud is a perfect circle, from which the center can be determined.
The distances between the center of each cloud and all other clouds in the domain are
calculated. Based on all the calculated distances the minimum distance for each cloud is
determined. This is defined as being the nearest neighbor spacing for that cloud.

To compute the 1,4 of the cloud field a Cumulative Density Function (CDF) of the nearest
neighbor spacings for the clouds in the LES domain is calculated. A second cumulative
density function is then calculated based on a randomly distributed cloud field, which
follows a Poisson distribution, where the number of clouds and domain size remain the
same. The Poisson Cumulative Density Function (CDFp) is calculated using Equations
5.2 and 5.3:

CDFp =1 — exp(—pnd?) (5.2)
N
p= 12 (5.3)

where d is the nearest neighbor spacing for the randomly distributed cloud field, p is the
number of clouds normalized by the area of the LES domain, L is the horizontal length of
the LES domain, and N is the number of clouds in the domain.

The CDF of the LES nearest neighbor spacings can be directly compared to the CDF p.
The I,y value is determined by integrating the area under the curve (Tompkins and Semie,
2017). An I, value greater than 0.5 indicates that the cloud field is clustered. If the
value of L,.4 is equal to 0.5, the comparison is along the diagonal line, indicates that the
simulated cloud field is randomly distributed. If the I,., value is less than 0.5 the cloud
field is regularly distributed.
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Figure 5.4: The domain averaged profiles for the total specific humidity (q;) (a
and e), the liquid water potential temperature (©;) (b and e), relative humidity
(RH) (c and f), and cloud fraction (d and h) for both the NARVAL, .4 (a - d) and
the RICOy0rqq (e - h). The profiles at 08:00 UTC, 16:00 UTC, and 24:00 UTC
are shown as the solid line, dashed line, and dotted lines respectively.

5.4 Results

5.4.1 Mean State

In order to investigate the LES’s ability to represent the variability in IWV and LWP as
observed by HAMP and the degree of organization in the cloud field, it is important to
first assess the LES mean vertical structure of the cloudy boundary layer. To this purpose
the domain averaged profiles of total specific humidity (q), liquid water potential temper-
ature (©;), relative humidity (RH), and cloud fraction (CF) for both the NARVAL, .4 and
RICO,0rad, as seen in Fig. 5.4, are analysed.

While both LES cases feature a vertical structure typical of trade-wind cumulus, some
subtle but important differences exist. NARVAL,,q has a much drier free troposphere
compared to RICO,oqq- A second feature in these profiles is the visually stronger inver-
sion at the top of the boundary layer in the NARVAL, .4, when compared to RICO,,orq4-
Related to this there is a significantly stronger humidity jump across the inversion. A third
difference between the NARVAL, .4 and RICQO,,,qq is seen in the domain averaged profiles
of Oy, as seen in Fig. 5.4b) and f). NARVAL,.q4 is cooler throughout the boundary layer
compared to the conditions in RICO,,0rqq. As a result, the boundary layer can contain less
water in vapor form, which should be reflected in the IWV. Similar to the profiles of q;
and RH, the inversion in the profiles of ©; is visually stronger compared to the inversion
in the RICO,0rq4-

What both composite cases share, however, is that the boundary layer continuously deepens
throughout the simulated 48 hrs.. This is evident by the profiles at 16:00 UTC, represented
by the dashed line, and 24:00 UTC, represented by the dotted line, showing deeper bound-
ary layer when compared to the profile at 08:00 UTC, represented by the solid line. The
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Figure 5.5: Time-height profile of the domain averaged a) specific humidity (qy),
b) CF and c) precipitation flux (P) from the NARVAL, .4

deepening of the boundary layer is also indicated in the domain averaged CF profiles, in
Fig. 5.4d) and h). The CF profiles for both cases also share a double peak, at cloud base
and directly below the inversion altitude. At all three time points these two maxima are
present at cloud base and cloud top. This double peak in cloud fraction can also be seen
in the time-height profiles, as seen in first half of Fig. 5.5a). Another robust feature seen
in Fig. 5.5a) is the almost constant cloud base height. While there is very little variation
in the height of cloud base, there is a consistent increase in the altitude of the cloud top.
This increase in cloud top height can be seen throughout the first 24 hrs of the simulation
and continues to develop into the second simulated day, reflecting a boundary layer that is
not exactly in equilibrium but is still adjusting slightly to the time-constant forcings. This
behavior is a defining feature of the classic RICO case and also shared by the NARVAL,..4
case.

5.4.2 Time Evolution

This continuous and gradual deepening of the boundary layer is also visible in the time-
height profile of specific humidity (q,), as seen in Fig. 5.5b). At the beginning of the
simulation a sharp jump from q, values of approximately 8 and 9 g kg™! to approximately
2 g kg~! occurs across the trade inversion, which is located at approximately 2000 m.
This inversion rises to approximately 3000 m towards the 48:00 UTC mark. The gradual
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deepening of the boundary layer is accompanied by an increase in the precipitation flux
(P). The value of P varies with time, but in general the maximum intensity occurs around
1500 m. This points towards significant evaporation of precipitation below this height,
which results in a cooling of the lower altitudes of the boundary layer. It should also
be noted that in a number of cases the peaks in P appear to visibly correlate with the
maximums in CF near the inversion, which suggests a potential outflow of cumulus clouds
at that height.

The time-series of selected variables, that reflect the cloud related properties, from the
NARVAL, 4 case are shown in Fig. 5.6. The corresponding results from the RICO,,rq4
case are included for reference. Figure 5.6a) shows the time-series of P at an altitude of
1500 m, a height that is close to the maximum flux throughout the simulation. At 1500
m the value of P generally varies between 0 and approximately 125 W m~2. Note that in
the RICO,,0rqq case only six time-points are available. As a result, the temporal variability
in P gives the appearance of being smoother than it actually is. This is also true for the
other variables shown in Fig. 5.6.

Similarly a difference in the cloud cover, averaged over the entire LES domain, is seen
between the two simulations. The RICO,,.qq consistently has a lower cloud cover compared
to the NARVAL, 4, as seen in Fig. 5.6b). During the first 24 hrs the simulated cloud cover
in RICOyorqq begins to increase with time, peaking at 24:00 UTC with a cloud cover
of approximately 20 %, however there is a decrease in the cloud cover at the beginning
of the second simulated day. The NARVAL,,4 time-series for cloud cover also indicates
relatively similar trend, however it does show significantly more variability. Throughout
the 48 hrs NARVAL, .4 generally has a cloud cover ranging between 20 % and 40 %, which is
consistently larger than the RICO,,,.qq at corresponding time-steps. This probably reflects
the presence of more outflow clouds near the inversion in NARVAL,,q4, as shown in Fig.
5.4d).

While the value of P is more intense and cloudiness more enhanced in NARVAL, .4 case,
there are very little differences between the two simulations in the median LWP time-
series, as seen in Fig. 5.6¢). For the full 48 hrs both simulations indicate a median LWP
below 50 g m~2. Comparing these values to the range of median LWP values obtained
from the 27 time-windows of HAMP retrievals, here shown in box-whisker format, it is
clear that the LES values are well within the range of retrieved LWP values, with a slight
bias towards low LWP values compared to HAMP, which has median LWP values of up to

approximately 250 g m~2.

In comparison, Fig. 5.6d) suggests that the simulated range of median IWV values reason-
ably compares to the range observed by HAMP. Note that the median IWV is continuously
increasing during the simulation, which is an artifact of its composite setup. When com-
pared to the RICO,,prq4, it is clear that the NARVAL, .4 has a consistently lower median
IWYV. This is due to NARVAL being somewhat colder throughout the boundary layer, and
therefore it can contain less water in vapor phase.

5.4.3 Spatial Structure

Next the simulated spatial structure of the cloudy boundary layer in NARVAL, 4 is in-
vestigated, starting with the cloud mask at 08:00 UTC, 16:00 UTC, and 24:00 UTC, as
shown in Fig. 5.7. What is immediately noticeable is the heterogeneous structure of the
projected cloud field, with substantial cloudy areas surrounded by smaller clouds in clearer
patches. The substantial clouds represent areas dominated by cumulus outflow near the
inversion. The IWV two-dimensional fields were also determined for the corresponding
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Figure 5.6: Time-series of the a) Precipitation Flux at 1500 m (P1500,,), b) CF, ¢)
median LWP, and d) median IWV for NARVAL, 4 (blue) and RICO,,4qq (green),
with the median IWV values and median LWP values from the time-windows in
the HAMP retrievals represented by the corresponding box-whisker plots.
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Figure 5.7: The cloud mask is shown for the NARVAL,,; at a) 08:00 UTC, b)
16:00 UTC, and c¢) 24:00 UTC, with the corresponding IWV field shown for d)
08:00 UTC, e) 16:00 UTC, and f) 24:00 UTC.

time-steps to gain insight into the increasing median TIWV, as shown in Fig. 5.6d) to f).
Cross comparing cloud mask with the IWV field immediately confirms that the clearer
areas correspond to relatively low IWV conditions, and vice-versa. The gradual increase in
IWYV during the simulation, related to the gradual deepening of the boundary layer, is also
visible. It seems that difference between the lower and higher IWV values within the field
gradually increases with time, which is a manifestation of the increasing degree of spatial
organization.

We next address the question to what extent the LES can reproduce the variability in TWV
and LWP values as observed in the HAMP retrievals, derived using the method described in
Section 5.3.1. In addition, we investigate whether the cloud field organization is connected
to this distribution. I,., is calculated, following the method described in Section 5.3.2,
for the three-dimensional fields in both the NARVAL,,; and RICO,,,..q cases. Because
the RICO,,prqq case has been used extensively for studying spatial organization with LES
(Seifert and Heus, 2013; Neggers et al., 2019), it is used as a reference for interpreting the
relationship between the cloud field organization and the variability in IWV and LWP as
diagnosed for the NARVAL,..4 case.

The time-series of the I,., values of all time points for which the LES produced a cloud
mask are shown in Fig. 5.8a). Initially, during spin-up the NARVAL, 4 has a regularly
distributed cloud field, with an I,., increasing from sub-0.5 values to super-0.5 values.
This reflects that the cloud field quickly becomes organized. Once the NARVAL,,q4 begins
to organize it remains organized for the remainder of the 48 hrs, occasionally fluctuating
slightly in the degree of organization. Both the time-development and the amplitude of
the degree of organization as expressed by I, is very similar to the RICO,,pqq case.

The time-series of the standard deviation of IWV and LWP ( o,y and o, p respectively)
are shown in Fig. 5.8b) and c) respectively. The value of o,y increases quickly in value at
the beginning of the simulation, but then stabilizes around 1.5 kg m~2 for the remainder
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Figure 5.8: Time-series of a) Iong, b) 0wy, and ¢) opwp for the NARVAL, 4
(blue) and RICO,,5pqq (green). The spread in the o,y and o,y p from the HAMP
retrievals are represented by the corresponding box-whisker plots.
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Figure 5.9: Comparison of a) standard deviation of the variance in IWV (o), b)
standard deviation of the variance in LWP (o p), and ¢) the value of P1500;, with
respect to I,.q. The individual time-steps for each simulations are represented
with the markers, while the best fit indicates the relationship between the variable
and the organization index.

of the simulation. A similar trend can be seen in the time-series for o,y p. Intercomparing
all three panels suggests that for both LES cases and the HAMP retrievals the variability
appears to correlate with the I,.4,. A similar trend is also seen in the RICO,,4.qq over the
course of the 48 hrs.

One of the main objectives of this study is to determine if the LES reproduces the degree
of variability as diagnosed from the HAMP retrievals. To this purpose box-whisker plots of
the distributions of oy and o, p as diagnosed from the HAMP retrievals are included in
Fig. 5.8b) and c) respectively. The results indicate that the range of variability covered by
LES sits reasonably close to the bulk of the observed distribution, for both variables. The
performance of the LES is better for the IWV compared to LWP, for which the LES shows
a slight underestimation. Also the LES does not reproduce the strong outlying values for
IWV. One shortcoming is that the NARVAL,,; cannot capture the very large values of
oy that are seen in some of the time-windows of HAMP retrievals. This suggests that
while the NARVAL,.,4 does show that there is an increase in the o,y is still struggles
slightly with with extreme distributions in the oy . Similarly the NARVAL,,4 can also
reproduce values of o, p within the range of those determined from the HAMP retrievals.
The NARVAL, s however shows a bias towards lower values of o p.

As a result of the visual correlation between the time-series of the variables in Fig. 5.6, it
is possible to quantify this correlation, which is shown in Fig. 5.9 by means of scatterplots
and linear regression. Apart from o,y and o,y p, the correlation of P at 1500 m (P1500.m)
with Iorg is also calculated. The correlation between the o,y and the I,,4 is significant in
both NARVAL, .4 and RICO,,prqq, with a relatively similar slope. A significant correlation
also exists between o,y and I, in both LES cases. The slope of the dependency in oy p
and I, is quite different between the NARVAL, ,q and RICO,,.qq cases. This confirms
the visual indication of a relationship between the values of oy, and o, p, and the
degree of organization, that was seen in the time-series. Finally, the value of 1,4 is also
compared to the value of Pq50g,, for each time-step. A correlation also exists, in both
simulations, between the value of Pi500m and I,.,. The difference in the slope for this
correlation between Pi500, and I,.g, between the NARVAL,,; and RICO,,orqq cases, are
even larger compared to the slopes for the o,y v, and oLy p, correlations. Previous studies
have indicated a relationship between the precipitation in the domain and the degree
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of organization. The results from the two LES cases presented confirm the relationship
between the precipitation and the degree of organization.

To summarize, the large domain LES shows a relatively good ability in representing the
variability in IWV and LWP from the HAMP retrievals, however it still struggles with
large variability in both variables. The slopes from the quantitative comparison indicate
that the correlation between some variables and the I, are very case dependent, e.g. the
cloud-related variables such as LWP and the value of P1500,, while for others it is not, e.g.
for IWV. This information that the case dependence is strongest for these cloud-related
variables suggests that the cloud structure between the NARVAL, .4 and the RICO,,4rq4
cases is responsible. In particular the difference in the presence of outflow clouds near
the inversion between the two LES cases, NARVAL, .4 case contains more outflow clouds
compared to the RICO,,,rqq case, as suggested by the domain-averaged profiles in Fig.
5.4d) and h).

5.5 Sensitivity Studies

In this section two sets of additional simulations are discussed that are designed to give
additional insight into the results obtained. A total of four new simulations are discussed
in order to perform these two sets of sensitivity studies. The first tests the impact of
the domain size on the results, while the second investigates the impact of the radiative
transfer.

5.5.1 Domain Size

Three additional simulations of the NARVAL,.,4 case were performed at different domain
sizes, as part of the domain size sensitivity study. The four versions of the NARVAL,..4 case
thus cover a set of domain sizes L € {6.4,12.8,25.6,51.2} km, referred to as 1.6.4, L12.8,
L.25.6, while the domain size of 51.2 km? is the NARVAL, .4 from earlier. The simulations
generated on the smaller domains were only run over a 24 hr period.

The time-series of key properties for all four experiments are shown in Fig. 5.10, with the
mean values over the last 12 hrs of the day for each simulation seen in the corresponding
scatterplots. During the spin up, there are very few differences in the cloud cover (CC)
within the domain between the simulations, as seen in Fig. 5.10a). The differences in
CC between the simulations begin after around 10:00 UTC. During the simulated day the
range of values in cloud cover between the simulations generally vary between 20 % and
35 %. This range of cloud cover values increases into the night, ranging between 20 % and
approximately 55 % towards 24:00 UTC. This increase in the range values is primarily a
result of the significant increase in cloud cover in the Sim 6.4 km?, which peaks at 24:00
UTC.

A similar divergence between the simulations is seen in the value of Py500:,, as seen in Fig.
5.10b). For this variable the divergence between the simulations begins much earlier in
the day even during spin up. This difference persists throughout the simulation with the
NARVAL, 4 and L25.6 cases having peaks in the values of Pi500,, towards the end of the
day, with values reaching approximately 90 W m~2. In comparison the L6.4 and L12.8
cases which have much lower values of P1500m, peaking at approximately 10 W m~2. This
increase in P1500,, with increasing domain size is also indicated by the mean Pi509,, over
second half of the day, as shown in Fig. 5.10f).

Having an understanding of the divergence in the atmospheric conditions between the dif-
ferent domain sizes can also help with understanding potential differences in the variability
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Figure 5.10: Time-series and corresponging mean values over the second 12 hrs of
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i) and j) o,wp for the NARVAL, .4 (blue), and the three simulations generated
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km? (light blue)
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in IWV and LWP, and the degree of organization. In order to investigate this in more detail
the time-series of 1oy is shown in Fig. 5.10e). The time-series of the L6.4 case indicates an
I,ry that remains almost consistently below 0.5. This indicates that an LES with a domain
of size L6.4 is too small for organization to develop. The degree of organization begins to
increase with increasing domain size, with values increasing to above 0.5 in the L12.8 case.
For the two largest cases, the L28.6 and NARVAL, .4, the values of I,,4 begin to converge
towards values of approximately 0.6. The mean values of I,., over the second half of the
day, shown in Fig. 5.10f), highlight the convergence between the two larger domain cases.

The time-series of o,y shows a similar stratification, with the smallest domain having
the smallest variability in IWV. Similar to the time-series of I,.4, the value of oy in
the L6.4 case is consistently lower compared to the larger domain simulations. The mean
orwv, as shown in Fig. 5.10h), shows an increase in o,y with increasing domain size. A
slight convergence towards larger values of o,y is seen between the two larger domain
size simulations.

In comparison, there are very few differences in the value of o, » between each of the
domain size simulations. The value of o,y p for all simulations are quite variable throughout
the 24 hrs, as shown in Fig. 5.10i). By calculating the mean o,y p, over the second half
of the day, it is confirmed that there are very few differences between the different domain
sizes, with all four simulations having a mean value around 100 g m~2. This suggests that
the LES domain size does not play a significant role on the variability in LWP.

To summarize, these results suggest that both I,., and oy are highly dependent on the
size of the LES domain, with both variables increasing in value with increasing domain
size. The mean variability in LWP indicates that o, p is not as highly dependent on the
domain size. Similar to the value of oy p, the mean CC is not significantly dependent on
the domain size, with only the 6.4 case having a higher mean CC in the second half of
the day. In comparison, the value of P1500,, does show a high dependence on the domain
size, with increasing P1500,,, with increasing domain size.

5.5.2 Radiation

The impact of radiation is investigated, by performing one additional NARVAL experiment
in which the radiation was completely switched off for the duration of the simulation. As
a consequence the diurnal cycle, driven by radiative forcings also completely disappears.
This simulation is labeled NARVAL,,prq4-

Figure 5.11, the domain and temporally averaged profiles of CF give a first indication of
the impact of radiation on the simulations. While both cases have two local maxima in
CF at cloud base and cloud top, however the magnitude of the CF is significantly different
between the two simulations. In both simulations the local maxima at the cloud base are
at similar altitudes with the NARVAL, .4 case having a larger magnitude in CF compared
to the NARVAL,,,rqq case. The most significant difference between the two simulations
is located at the cloud top, both in the location and the magnitude. The difference in
the magnitude between the peak in CF at cloud top in NARVAL,.4 is almost 5 % larger
compared to the peak of just over 2 % in the NARVAL,,,,..q case. The altitude of this peak
in CF, in NARVAL,, 04, is also almost 1000 m below the altitude of the NARVAL,. .4 case,
which indicates a significant impact on the cloud layer depth as a result of the radiation.
The same also applies to P1500m, except that for this variable the impact is stronger, shifting
the median from approximately 55 W m~2 to 10 W m~2. Given the strong reduction in the
second peak in CF near the inversion, shown in Fig. 5.11, it is speculated that the absence
of radiative cooling at the cloud top harms the formation of cumulus outflow structures,
which produce a significant fraction of the precipitation flux in this regime.
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Figure 5.11: Domain averaged profile of cloud fraction (CF), averaged over the
second 24 hours simulated, NARVAL, 4 (blue) and NARVAL,, ;.4 (magenta)

Cloud Cover [%]

%
o

T
N
o

50

Precip Flux at 1500 m [W m~2]

0 2 4 6 8 10 12 16 18 20 22 24 26 0.0 0.1 0.2 0.3 0.4 0.50.0 0.1 0.2 0.3 0.4
Time [hr] PDF [-] PDF [-]

—— NARVAL,y —— NARVAL,oag --- Median NARVAL,y --- Median NARVALnoraq
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NARVAL,,4 (blue) and NARVAL, ;04 (magenta) with the corresponding PDFs
for b) and ¢) NARVAL, 4 and c¢) and f) NARVAL,,»q4
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Figure 5.13: Comparison of a) 0wy and b) orwp with respect to the Io. for the
NARVAL, 4 (blue) and the NARVAL, ;¢4 (magenta) for the 48 hrs simulated.

The question then remains how the absence of radiation and the associated impacts on the
cloud boundary layer translate to the values of orwv, oLwe, and I,.4. To this purpose scat-
terplots of 0wy and orwp against I,y are shown for both NARVAL, .5 and NARVAL,, ;4.
In both the NARVAL, .4 and NARVAL, ¢ simulations there is significant, correlation be-
tween both values for oy, and o1 p, and the 1,4 values, as shown in Fig. 5.13. However,
as seen from the correlation coefficient in Fig. 5.13 there is a weakening in the correla-
tion when the radiation is switched off. The slopes of the dependencies in both variables
are larger in the NARVAL,, ;¢ compared to the NARVAL, .4 simulation. This mainly
results from the NARVAL,.qq having lower values of o,y and ooy p compared to the
NARVAL,,4 case, while the values of I,., remains relatively similar between the two sim-
ulations. The trend of the NARVAL, 4 slope of the dependency in these variables is
relatively similar to that of the RICO,,prqq, that was shown in Fig. 5.9.

5.6 Discussion

The NARVAL, .4 case indicates that the variability in IWV and LWP, as observed in the
HAMP retrievals, can be reproduced to a reasonable degree in large-eddy simulations that
are 50 km? or greater in the horizontal extent. This suggests that it is not completely
required to run simulations that cover the entire tropical and subtropical Atlantic to in-
vestigate the spatial organization of shallow cumulus. This is encouraging, particularly
in relation to the ongoing Elucidating the role of clouds-circulation coupling in climate
(EUREC*A) campaign (Bony et al., 2017) and the modeling work corresponding to it.

Significant correlations are found between the three metrics that were defined for deter-
mining the variability in IWV and LWP, and the degree of spatial organization. The use
of the RICO,,prqq case is beneficial in that spatial organization had previously been noted
in the simulation by Seifert and Heus (2013) and more recently by Neggers et al. (2019).
There are some noticeable differences in the correlations between the variability in IWV,
and LWP, and I,., between the two simulations. The slopes in the comparisons between
orwv, and oy p, compared to .4 differ, with the slope suggesting whether the correlation
is case dependent or independent. In the case of the oy comparison with I,., there are
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very few differences between the two cases, while for the comparison between the cloud-
related variables and the I,.4 there is a high dependence on whether it is the NARVAL, .4
case or the RICO,,,rqq case.

When tested, the domain size suggests an impact on the correlation between oy, and
orwp, with the I,.4. This is particularly noted for the L6.4 case which struggles to organize
due to its very limited domain size. The larger domains begin to converge towards an I, of
0.6, with very little differences between the L.25.6 and NARVAL,.,4 cases. A corresponding
impact is also seen in the o,y values which increase with increasing domain size, while
less of an impact is seen in o,y p.

When tested, the radiation indicates a significant impact on the vertical structure of the
clouds layer, with significantly less clouds present, and the cloud top located at a lower
altitude found in the NARVAL,,qq case compared to the NARVAL, .4 case. The radiation
also has an impact on the correlations between the cloud-related variables and the I,.4. The
resulting slopes suggest that the NARVAL, .44 case is actually closer to the RICO,0rqd
case. There is a potential connection between this impact on the cloud layer and the
recent classification of trade-wind clouds, which divide the clouds into flowers, fish, or
gravel (Stevens et al., 2019b; Bony et al., 2020). For the NARVAL,,,4 case the cloud fields,
shown in Fig. 5.7, indicate a flower structure which are usually associated with outflow
clouds and generally tend to have a high amount of precipitation. Once the radiation is
switched off this cloud field shifts from a mainly flower dominated cloud field towards a
cloud field dominated by gravel like cloud structures. This result has similarities to the
RICO,,0raq case, the cloud field for which is shown in Fig. 1 of Neggers et al. (2019).

A second important result found, when the radiation was switched off, was in the correlation
between the variability in LWP, and the value of I,.,. The slopes of the dependency for
the cloud-related variables in these comparisons indicated that the NARVAL,, o 0q shows
a similar trend to the RICO,,qqq case. However it is interesting to note that in the
NARVAL,,,,qq there is no significant change in the value of I,.4. The correlation between
the variability in IWV and I, does not change significantly between the NARVAL, .4 and
NARVAL,,;qq cases. This would suggest that the I,.; mainly reflects the horizontal water
vapor distribution. This is particularly interesting as the I, is determined from the cloud
population.

There are still a number of shortcomings however. While NARVAL,..4 does capture values
of oy similar to a majority of the 27 time-windows from the HAMP retrievals, there
are still values of o,y for some HAMP time-windows that the NARVAL,,4case does not
capture. This would indicate that the while the NARVAL,,4 case is representative for the
lower oy, it still struggles with large distributions of IWV.

5.7 Conclusions

This study focused on determining whether a large domain LES is required to capture a
range of oy and oy p values that were retrieved using the HAMP instrument during
the 4" research flight of the NARVAL South Campaign. A second aim was to investigate
whether there is a relation between the increase in oy and the degree of organization in
the cloud field. A simulation based on the RICO campaign, with a relatively similar model
setup, is also used as a proxy case for a cloud field that organizes.

The main results of this study are briefly summarized:

e Dividing the time-series of the HAMP IWV and LWP retrievals into 27 time-windows
gives a range of o and ooy p that are representative of research flight 4.
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e The NARVAL,,q shows good ability in reproducing o,y and o p values in the
range of those retrieved by HAMP, however a struggle with very large values remains.

e By quantifying the correlation between the oy, and o wp, and I,.4 values, in both
the NARVAL, .4 and the RICO,,,;.qq4, it is confirmed that there is a relation between
the variability in IWV, and LWP, and the degree of organization.

e A similar relation is also seen in the correlation between Pi500,, and Loy in both
simulations, however it is noted that the value P1590y, is very limited in the RICO 444
case compared to the NARVAL, .4 case.

e The reduction in Pi500s, in the RICO,0qq 18 potentially related to the gravel like
classification of the cloud field in the RICO,,,;qq case, while the cloud field in the
NARVAL,,q case is more flower like as a result of increased amounts of outflow
clouds, which can produce more precipitation.

e These results suggest that not only do the clouds have different structures but that
the I,y is predominantly controlled by the water vapor distribution as opposed to
the liquid water distribution.

e The vertical structure of the CF profile in the NARVAL,,,;qq case indicates a similar
classification, with significantly lower amounts of outflow clouds below the inversion.

e This potentially explains the significantly lower values of P1500,, in the NARVAL, 004
case compared to the NARVAL, 4 case, indicating that the radiative cooling at the
cloud top, that is present in the NARVAL, .4, plays an important role in the devel-
opment of the cumulus outflow structures.

e Similar to the NARVAL, .4 case, the NARVAL,,,,.qq also shows a correlation between
orwv, and oy p, and the value of 1,4, however based on the slopes of the dependency
it is suggested that the NARVAL,,,.qq case is more similar to the RICO,,4qq case.

There is little impact to the value of I,.4 in the NARVAL,,,,.qq case compared to the
NARVAL,,4 case, which is also similar to the RICO,,,.qq case.

e While the domain size test does also show a correlation between oy and 1,4, there
is a very clear impact as a result of the domain size, particularly for the small domain.
The L6.4 struggles to organize due to its very small horizontal extent, while there is
a convergence between the larger domain simulations with very little differences seen
between the L25.6 and NARVAL, .4 cases.
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Chapter 6

Using elevated moisture layers to
study the fast boundary layer
responses to climate perturbations

Abstract

The uncertainties in the responses of boundary layer clouds to a change in climate make
up one of the largest uncertainties in climate projections using general circulation models
(GCMs). This is primarily related to the parameterization required in GCMs to represent
boundary layer processes and clouds as the coarse resolution of the GCMs is larger than the
horizontal extent of cumulus clouds. Therefore high resolution models such as large-eddy
simulation (LES) models, which require less parameterizations, have been used in several
studies to simulate potential future climates. In most studies perturbations in sea surface
temperature or an increase the concentration of COy are added to the simulation setup
to indicate a potential future climate. This study makes use of elevated moisture layers
(EMLs) to investigate the fast response of boundary layer clouds to a change in climate.
These EMLs are based on an EML observed during research flight 4 of the first Next
Generation Aircraft Remote-sensing for Validation (NARVAL) campaign. A composite
case, identical to the L25.6 study in Chapter 5, is setup as a control simulation, with an
additional 5 simulations generated where the depth of the EML perturbation is varied.
The presence of an EML has a direct impact on the magnitude and depth of the cloud
layer within the boundary layer, while the the development of a convective layer is also
indicated above the boundary layer. Within the boundary layer the largest impact is in
the cloud layer depth and magnitude of the cloud fraction. An impact in the radiative
fluxes are also indicated, particularly at altitudes above the boundary layer. Therefore it
is suggested that the boundary layer acts as a buffer where the impact of the water vapor
on the longwave radiation is reduced. This study makes use the cloud radiative effect at
the top of the cloud layer in order determine whether the boundary layer clouds, produced
in response to the EML, have a warming or cooling effect on the boundary layer. Initial
results indicate that with increasing EML depth, the boundary layer clouds have a positive
cloud feedback, which corresponds to a warming of the boundary layer.

6.1 Introduction

One of the largest questions in climate science is how boundary layer clouds respond to a
changing climate. The uncertainty in the response of boundary layer clouds corresponds to
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one of largest uncertainties in climate projections (Bony and Dufresne, 2005; Boucher et al.,
2013; Vial et al., 2013; Blossey et al., 2016; Tan et al., 2016). This particularly applies to
marine boundary layer clouds in the tropical and subtropical regions (Tan et al., 2017).
This uncertainty is predominantly related to the use of general circulation models (GCMs)
to simulate projected climates. As marine boundary layer clouds are generally spatially
smaller than the horizontal resolution of GCMs parameterizations are required in order
to represent the processes involved in the boundary layer (Bretherton, 2015; Myers and
Norris, 2016; Vogel et al., 2016). While the resolution in the GCMs has been significantly
increased and the parameterizations updated, there are still a number of shortcomings such
that the uncertainty in the cloud feedback remains (Bretherton, 2015).

Several solutions have been suggested in order to tackle these shortcomings in GCM simu-
lations. These solutions include using observations of clouds in order to predict how they
will respond to a change in the climate. Observations from recent field campaigns, such as
the first and second Next Generation Aircraft Remote-sensing for Validation (NARVAL)
campaigns, NARVAL1 and NARVAL2, and the ongoing Elucidating the Role of Clouds-
Circulation Coupling in Climate (EUREC*A) campaign, provide information to help with
understanding the different processes that control the cloud fraction. It was planned that
a second research aircraft, during the EUREC*A field campaign, would have a backscatter
lidar and a radar mounted on the plane, which would fly just above the altitude of the
cloud base in an effort gain an understanding of the processes at cloud base. The mea-
surements from the EUREC*A campaign aims to give an insight into how convection and
the large-scale environment have an impact on the cloud feedbacks (Bony et al., 2017).

Additional solutions that have been suggested involve using high resolution models such as
large-eddy simulation (LES) models or single-column models (SCMs) in order to gain an
understanding of the cloud feedback (Klein et al., 2017). The use of these high resolution
models means that the model has the ability to resolve boundary layer clouds. An added
benefit of using LESis that they are known to be able reproduce realistic realizations
of boundary layer clouds. While it is still not practical to use LES on large temporal
and spatial climatological simulations, they can give an insight into feedbacks on small
temporal and spatial scales (Bretherton, 2015). Numerous studies have been conducted
on how boundary layer clouds will respond to climate change using a variety of different
models and methods. Tan et al. (2017) summarized that a majority of current studies using
LES to investigate the response of boundary layer clouds to climate change use one of three
methods: i) a perturbation of temperature profiles in the troposphere based on a prescribed
sea surface temperature, ii) an increase in sea surface temperature, or iii) an increase in
the concentration of carbon dioxide (COs). Additionally several intercomparisons have
focused on investigating the feedback of clouds to these potential climate perturbations in
LES models, for example the Cloud Feedback Model Intercomparison Project (CFMIP) and
the CFMIP/GASS Intercomparison of Large-Eddy and Single-Column Models (CGILS).

Perturbations in the concentration of CO2 have been investigated in several studies using
different magnitudes of CO2 and different models. These include to name a few a doubling
of the COq concentrations in CFMIP models (Zelinka et al., 2012), quadrupling of CO»
concentration in the Icosahedral Non-hydrostatic global climate model (ICON-GCM) and
ICON large-eddy model (ICON-LEM) (Nam et al., 2018), and a quadrupling the COq
concentrationin the LES models from CGILS (Blossey et al., 2016) study. A number of
these studies have also investigated the corresponding change in the upper troposphere,
while keeping the ocean heat flux constant (Tan et al., 2017).

Additional studies, like for example those by Bretherton et al. (2013) and Bretherton
and Blossey (2014) also included investigations on the impact of changes to humidity,
subsidence, wind-speed, warming in the free troposphere, and increases in the sea surface
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temperature to name a few. The increasing of the sea surface temperature is a common
method used to represent a changing climate in models. Studies such as Bretherton and
Blossey (2014) and Bellon and Geoffroy (2016) describe simulations in which the the sea
surface temperature is increased as proxy cases for future climates. In the case of the
sea surface temperature study in Bretherton and Blossey (2014) a warming is applied
throughout the atmosphere with the relative humidity held constant. An intercomparison
of the sensitivity of boundary layer clouds to an increase in sea surface temperature was
conducted by Blossey et al. (2013) at three different locations, as part of the CGILS project.

A number of shortcomings do remain in the use of observations and LESs to investigate the
responses of boundary layer clouds to climate change. Observational campaigns, designed
to gain detailed information on the cloud processes generally take place over a relatively
short time period, which is not long enough to represent the changes in the climate. Simi-
larly simulations generated using LES models also have a relatively short temporal extent
due to their high computational costs.

This study proposes the use of elevated moisture layers (EMLs) as a proxy for a future
warming in the free troposphere. An example of an EML was observed during the 4"
research flight of the first Next Generation Aircraft Remote-sensing for Validation (NAR-
VAL) campaign. To this purpose, a composite of the large-scale forcings representing the
flight path of research flight 4 are used to initialize and force the LES. The general struc-
ture of this observed EML is used to inform the configuration of the simulations generated
as part of this study. The study aims to investigate the fast response of boundary layer
clouds to the presence of an EML, using the Dutch Atmospheric Large-Eddy Simulation
Model (DALES). In the case of this study the total cloud radiative effect at the top of the
cloud layer is used to quantify the response of the boundary layer clouds to the EML.

The model and the GCM dataset used to initialize DALES are introduced in Section 6.2,
with a detailed description of the different simulations built for this study given in Section
6.3. Section 6.4 details the analysis of the results, comparing the atmospheric conditions in
the different simulations, the response in the radiative fluxes and boundary layer clouds due
to EMLs, and finally the response of these clouds in the form of the total cloud radiative
effect. Finally, Sections 6.5 and 6.6 summarize and describes the main conclusions of this
study.

6.2 Datasets

6.2.1 NARVAL Observations

The use of an EML as a proxy for a future climate is based on the presence of EMLs in
nature. The 4" research flight from the first NARVAL campaign observed one of these
EMLs. The profiles from the 11 dropsondes that were launched during the 4 research
flight, shown in Fig. 6.1, provide an insight into the elevated moisture layer that was
observed throughout the flight. This EML is particularly evident in the profiles of the
water vapor specific humidity (q,) and the relative humidity (RH), shown in Fig. 6.1Db)
and ¢), where there are peaks in both variables in the free troposphere above the boundary
layer. These peaks are generally decoupled from the boundary layer, with the presence of
a dry layer between the boundary layer and the EML.

The range of altitudes of this EML vary during the flight, occurring at around 12 km
throughout the middle section of the flight, and at a lower altitude of around 8 km in the
region of Barbados where a deep convective system was observed (Stevens et al., 2016).
The different upper limits of the profiles are a result of the altitude at which the aircraft
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Figure 6.1: The profiles of a) virtual potential temperature (0,,), b) water vapor
specific humidity (qy), ¢) relative humidity (RH), for each dropsonde launched
during research flight 4 of the first NARVAL Campaign, similar to Fig. 4.2.

was flying when the dropsonde was released, with the most significant difference occurring
in the profiles for the 11*" dropsonde which was launched just before the aircraft landed.

6.2.2 LES Model Description

This study makes use of DALES to generate high resolution simulations at the location of
research flight 4 during the NARVAL campaign (Klepp et al., 2014). DALES is setup on an
Eulerian domain of size 25.6 x 25.6 x 7.02 km?, with a horizontal resolution of 100 m and a
vertical resolution of 40 m. Similar to the DALES setup, as described in Chapter 4 and 5
the horizontal advection on the large-scale is prescribed in each of the prognostic variables.
The interactive fluxes at the surface and the sea surface temperature is also prescribed for
these simulations. While the geostrophic forcing used for the wind in DALES is derived
from the large-scale pressure field based on the GCM dataset. For this study DALES
employs a Seifert-Beheng two-moment bulk microphysics scheme, as described in Seifert
and Beheng (2005), along with an interactive radiative scheme.

Nudging used in this study follows that described in Neggers et al. (2012); van Laar et al.
(2019) and Reilly et al. (2019) however in this case it is limited to altitudes from 3 km to
the ceiling of the LES domain at 7.02 km. The nudging is applied at a time-scale of 1 hr
in order to constrain the EML to the free atmosphere. Below 3 km where nudging is not
implemented the boundary layer is free to develop throughout the day.

6.2.3 Composite Large-Scale Forcings

DALES is initialized and forced using a large-scale forcings that are based on GCM profiles
from the European Center for Medium Range Weather Forecasts’” (ECMWTF) Integrated
Forecasting System (IFS) used in Reilly et al. (2019). The large-scale profiles that are used
to initialize and force DALES in this study are identical to the composite forcings used
in Chapter 5, the profiles for which are shown in Fig. 5.2. These composite forcings are
based on the mean large scale forcings over the locations of dropsondes 2 to 10 during the
flight. This study makes use of these composite forcings to ensure that there would not
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Figure 6.2: Time-series of the prescribed downward shortwave radiation (SWD)
at the ceiling of the LES (Z7o00m) for the Control simulation

be an impact as a result of the region of deep convection that was seen in the region of
Barbados that day.

6.3 Experiment Configuration

Two main sets of simulations are built as part of this study. These include a control
simulation and a set of simulations with an elevated moisture layer included above the
boundary layer.

6.3.1 Control Experiment

A single control simulation, referred to as Control, was nudged directly toward the compos-
ite large-scale forcing profiles, and is identical to the 25.6 km? domain simulation studied
in Chapter 5. While the nudging was primarily included for the EML simulations, it is
also applied to the Control in order to limit the differences between the Control and the
set of EML simulations. Control was initialized at 00:00 UTC and run for a total of 24
hrs.

The time-series of the downward shortwave radiative flux (SWD) at the ceiling of the
Control simulation gives an insight into the prescribed shortwave radiative flux for the
simulations. The time-series confirms that the incoming shortwave radiation only begins
to have an impact after 10:00 UTC, before peaking at 16:00 UTC, and decreasing as the
sun begins to set. This prescribed incoming shortwave radiation at the LES ceiling remains
constant throughout all the simulations.

6.3.2 Elevated Moisture Layer Simulation

A second set of simulations was generated with a similar setup to Control. These simula-
tions were also initialized at 00:00 UTC and run for 24 hrs. The only difference between
Control and the set of EMLs is the inclusion of a moisture layer above the boundary layer.
A total of five simulations were generated as part of the EML study. The depths of the
EMLs were set to 200 m, 400 m, 600 m, 800 m, and 1000 m, referred to as EMLoggm,
EMUL400m, EMLeoom, EMLgoom, and EML1goom.-

The strength of the EML was determined based on the domain averaged saturated specific
water content, defined as the maximum amount of water vapor at a given temperature and
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Figure 6.3: The large-scale forcing profiles of a) specific humidity (q,) and b)
temperature (T) for Control (green), EMLagon, (light green), EMLygom (blue),
EMLgoom (purple), EMLgoon, (orange), EMLiooom (red). The EML basee and
individual tops are shown by the dotted lines.

pressure, profile from the first time-step of Control. The maximum magnitude of the EML
was set to be 50 % of the saturated specific water content. This maximum was set in order
to reduce the potential of clouds being produced within or at the top of the EML.

In order to avoid convection as a result of a sudden increase in humidity at an elevated
altitude, a staggered increase in humidity is implemented. This staggering of the increased
humidity is done by first calculating 15 % of the saturated specific water content at 4020
m, then increasing to 30 % of the saturated specific water content at 4060 m, before finally
reaching the 50 % saturated specific water content at 4100 m. The humidity layer is
consistently increased to 50 % of the saturated specific water content across all vertical
level in the EML up until the altitude of the second last vertical level of the EML. To avoid
a sudden decrease in the level of humidity at the top of the EML, a staggered decrease in
strength is applied using the same format as at cloud base.

An insight into the staggering of the strength of the EML at the base and top can be seen
in the large-scale forcing profiles in Fig. 6.3. To emphasis that the only changes made to
the setup of the EML simulations is in the humidity, the temperature (T) profile for all
simulations are shown to be identical in Fig. 6.3b).

6.4 Results

6.4.1 Vertical Structure

Before analyzing the impacts of the inclusion of an EML in the forcing data, it is important
to gain an understanding of the atmospheric conditions seen in Control. To that purpose
the domain averaged profiles of liquid water potential temperature (0;), total specific
humidity (q;) and cloud fraction (CF) are shown in Fig. 6.4. Profiles at 06:00 UTC, 12:00
UTC, 18:00 UTC, and 24:00 UTC provides an insight into the atmospheric conditions
develop throughout the day. This development of the boundary layer is based on the
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Figure 6.4: The domain averaged profiles of a) liquid water potential temperature
(©;), b) total specific humidity (q;), and ¢) Cloud Fraction (CF) at 06:00 UTC
(solid line), 12:00 UTC (dashed line), 18:00 UTC (dashed and dotted line), and
24:00 UTC (dotted line) for Control

increase in altitude of the height of the visible inversion throughout the day, particularly
in the q; and RH profiles in Fig. 6.4b) and ¢). The altitude of the inversion increases from
approximately 2000 m at 06:00 UTC to 2700 m at 24:00 UTC. The increasing altitude of
the inversion is also indicated in the CF profiles with the with the altitude of cloud top
increasing throughout the day. A common feature that is consistent throughout the day
is the presence of two peaks in CF, one at cloud top and one at cloud base. This suggests
the presence of outflow clouds at the boundary layer inversion.

Having an understanding of the atmospheric conditions in the Control is useful for gaining
an insight into the impact of the EML on the atmospheric conditions. In order to investigate
this impact the Control and EML domain averaged profiles of ©;, g, relative humidity
(RH), and CF, temporally averaged over the last 6 hrs of the simulation, are shown in Fig.
6.5. The domain averaged profiles do indicate that there are some similarities between the
Control and each of the EML simulations. These similarities include a similar structure
of the boundary layer, with only small differences in the values q; and RH close to the
surface. The double peak in CF, previously noted in the Control, is also present in each of
the EML simulations, with some variation in the magnitude of these peaks. This suggests
that the main impact in the boundary layer, as a result of the EML, is in the CF.

There are also several additional differences between the Control and EML simulations in-
dicated in the domain averaged profiles. The most significant differences occur at altitudes
above the boundary layer. The presence of the EML is very clearly defined in the profiles
of q; and RH, shown in Fig. 6.5b) and c¢) respectively, where the increase in the humidity is
evident over a range of altitudes from just below 4 km to just below 6 km. The magnitude
of this humidity increase and depth of this range of altitudes is highly dependent on the
depth of the EML, with both increasing with deeper EMLs.

Within this range of altitudes the EML is also seen to have an impact on the ©; profiles,
with the value of ©; remaining constant throughout the layer. Similar to the q; and RH
profiles, the depth of this layer and the constant value of ©; are highly dependent on
the depth of the EML, with the EMLjggg,, maintaining a constant ©; of approximately
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Figure 6.5: The domain averaged profiles averaged over 6 hrs from 18:00 UTC to
24:00 UTC for a) ©;, b) q; c¢) relative humidity (RH), and d) CF for the Control
(green) EMLogg,, (light green), EMLygonm, (blue), EMLgoon (purple), EMLgoom
(orange), and EMLjgoom, (red).

319 K over an approximately 2 km layer while the EMLogg,, has a constant ©; of around
315 K over a 600 m layer. This constant value of ©; over several vertical levels suggests
the presence of a dry turbulent layer, above the boundary layer, which allows for the
production of convection within the EML. These profiles are significantly different to those
for the Control which shows a constant increase in ©; with with increasing altitude, while
the humidity values decrease to indicate very dry conditions above the boundary layer.

6.4.2 Time Evolution

While there is only a small impact of EML on the value q; at the surface, as indicated
from the profiles in Fig. 6.5b), there is a significant impact on the latent heat flux (F)
over those 6 hrs. This impact of the EML on F, towards the end of the day is indicated
in the time-series of the sensible and latent heat flux at the surface are shown in Fig. 6.6.
The time-series of the latent heat flux, shown in Fig. 6.6a), indicates a significant impact
as a result of the depth of the EML. This impact is primarily related to the slightly higher
values of q; at the surface and the slightly reduced altitude of the inversion, as a result of
increased EML depth. This decrease in Fy is also noted in a study by Rieck et al. (2012)
where there is a strong decrease in F, with increasing strength of the climate perturbation.
It should be noted that the differences in the magnitude of the decrease in Fy, between the
two studies, can be explained by the methods used for climate perturbation. In the study
by Rieck et al. (2012) the perturbed climate is applied to the full atmospheric profiles, while
in this study it is only applied to a layer above the boundary layer. As there is limited
impact on the temperature profiles within the boundary layer, there is little difference in
the latent heat flux, as seen in Fig. 6.6a).

The sensible and latent heat fluxes are important for the development of the convection
in the boundary layer and thus important for the development of the marine boundary
clouds. To gain an insight into whether the impact, seen in the domain averaged profiles of
CF, is consistent throughout the simulation a time height profile of the CF for the Control
and each of EML simulations is shown in Fig. 6.7. The time height profiles do indicate
that the two peaks in the CF, at cloud base and cloud top, are present in all simulations.
It should be noted that the magnitude of the CF varies quite significantly throughout the
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Figure 6.6: Time-series of the a) Latent Heat Flux (Fg) and b) Sensible Heat
Flux (F,) at the surface for Control (green), EMLago,, (light green), EMLa4gom
(blue), EMLgoom (purple), EMLggon, (orange), EMLigoom (red).

simulated day, and also across the different simulations.

As this CF has an impact on the Earth’s radiation budget it is important to understand
the resulting changes in the radiative fluxes. To this purpose, a time-series of the upward
shortwave (SWU) radiative flux and downward longwave (LWD) radiative flux at three
altitudes are shown in Fig. 6.8 and Fig. 6.9 respectively. These three altitudes represent
the radiative fluxes at the surface (Zaonm), at an altitude between the boundary layer and
the EML (Zss00m), and at the LES ceiling (Z7000m ). The time-series of the SWU radiative
flux indicates that the EML has a limited impact at the surface, with the larger impacts
occurring at 3500 m and at the ceiling of the LES. At these higher altitudes it is suggested
that the less shortwave radiation is being reflected above the boundary layer in the Control
compared to the EML simulations. This suggests that the EML simulations would have a
cooling effect as more shortwave radiation is reflected.

The time-series of the LWD radiative flux indicates that the largest impact, as a result
of the EML, is in the altitudes below the EML. While the LWD radiative flux appears
to be extremely variable at the LES ceiling, it should be noted that the values only vary
over a range of around 2 W m~2. In comparison the time-series of the LWD radiative flux
at 20 m (LWD Zao,,) and at 3500m (LWD Zss00,,) have a much larger impact. At the
surface the LWD radiative flux indicates that with the presence of an EML the magnitude
of the LWD Zsyg,,, increases, with a difference of almost 10 W m~2 between the Control and
EMLggom,- This difference in magnitude increases at 3500m. Throughout the day the EML
simulations have a significantly larger magnitude of LWD radiative flux compared to the
control, with the magnitude increasing with increasing EML depth. This would suggest
that with increased EML depth there is an increase in the absorption and reflection of
the longwave radiation by the EML. The resulting increase in the magnitude of the LWD
radiative flux indicates a warming of the boundary layer as a result of the EML.

The time-series of both the upward shortwave radiative flux and the downward longwave
radiative flux indicate strong temporal fluctuations, which are potentially due to the limited
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Figure 6.7: Time-height contour plots of CF for a) Control, b) EMLagom, ¢)
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Figure 6.8: Time-series of the domain averaged SWU radiative flux at a) 7000 m
(SWU Z7000m), b) at 3500 m (SWU Zg500m), and C) at 20 m (SWU Zgom) Control
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Figure 6.10: Direct comparison between the differences between the Control and
EML simulations in the a) upward longwave radiation and b) downward longwave
radiation at 3500 m and the depth of the EML.

domain size used for this study. This motivates the use of averaging over time for analyzing
the cloud and radiative impacts in the following sections. To this purpose, the average is
taken for the last 6 hrs of the simulated day, from 18:00 UTC to 24:00 UTC, during which
the simulations is in an almost steady state. This also eliminates the impact of spin-up in
the simulation.

6.4.3 Radiative Impacts

In order to quantify the largest impact in the LWD radiative flux occurring in the time-
series at 3500 m, as a result of the EML, the difference between the LWD radiative flux at
3500 m in the Control and each of the EML simulations is derived (ALWDc¢ontrol—EmL). A
scatterplot comparing the values of ALWDcontroi— Epmr to the corresponding EML depth
is shown in Fig. 6.10a). It should be noted that as the LWD radiative flux is negative in
value, a positive ALWD controi— ar, indicates a stronger magnitude in the EML simulation
compared to the Control. The comparison further confirms that the magnitude of the LWD
radiative flux at 3500 m is consistently larger in the EML simulations compared to the
Control, and increases exponentially with increasing EML depth.

On the other hand when the difference in the LWU Z3500,, between the Control and
the EML simulations at 3500 m (ALWUcontroi—EML Z3500m) is derived and compared to
the EML depth, the impact not as significant, as shown in Fig. 6.10b). In the case of
ALWU controi—EML, @ negative value indicates a stronger magnitude in the EML LWU
radiative flux, while a positive value would indicate a stronger magnitude in the Control
LWU radiative flux. The main differences between the different EML depths is in the
variability of the ALWUgontroi—Emr values, with the EMLjggom, presenting the largest
spread.

In order to investigate the impact of the EML on the full radiative flux profiles, the domain
averaged profiles, temporally averaged over the second half of the day, are shown in Fig.
6.11. The impact on the radiative fluxes, as a result of the EML tends to vary in the
vertical extent and magnitude depending on whether the radiative flux is shortwave or
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Figure 6.11: The domain-averaged profiles for a) LWD radiative flux b) TWU
radiative flux, ¢) SWD radiative flux, and d) SWU radiative flux, temporally
averaged over the final 6 hrs of the simulation, for Control (green), EMLsgg,
(hght green), EML400m (blue), EMLGOQm (purple), EMLSOOm (orange), EMLlUOOm
(red).

longwave and whether it is in the upward or downward direction. In general the domain
averaged profiles of the radiative flux do indicate that the region of the free troposphere
between the boundary layer and the EML consistently has a large impact as a result of the
EML. This is in particular contrast to the impact on the radiative fluxes near the surface
where there are very small differences between the simulations, with the exception of the
SWD radiative flux, where the maximum difference between the simulations is around 5
W m~2. This would suggest that the boundary layer produces a buffering effect, which
reduces the strong direct impact of the water vapor on the longwave radiative flux.

6.4.4 Impact of Changes in Radiation on the Cloud Cover

It has long been understood that clouds have an impact on the radiation budget, which
also has a corresponding impact on the clouds present. It is therefore important to first
have an understanding of the impact the EML on the radiative fluxes before being able
to attempt to answer the question posed in this study, which was determine the response
of clouds to a change in the climate using EMLs as potential proxy cases. The domain
averaged profiles of CF, seen in Fig. 6.5, have already suggested that the presence of
an EML has an impact on the CF throughout the atmosphere. In order to understand
this impact additional comparisons of the CF and the downward longwave radiation are
required.

To this purpose the mean LWD radiative flux at the peak in CF just below the inversion,
is compared to the mean CF at the corresponding altitude, as shown in Fig. 6.12a). From
this comparison it is indicated while there is not a significant difference in the mean CF
between each of the EML simulations there is a clear increase in the magnitude of the
LWD radiative flux, with values ranging from around -237 W m~2 in the Control case to
-257 W m~2 in the EMLigoom case. This confirms the results from LWD radiative flux
domain averaged profiles in Fig. 6.11 and the time-series of the LWDj3500,, radiative flux
in Fig. 6.9b), which further indicates an absorption and refection of longwave radiation in
the EML.

While it is helpful to have an insight into the relation between the CF and the downward
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Figure 6.12: A quantitative comparison of a) the mean LWD radiative flux at the
altitude of the CF peak just below the inversion (LWD Zp;cr) to the correspond-
ing CF (CF Zp;cr where the lines represent the variation in in both variables, b)
the change in LWD radiative flux over the cloud layer depth (ALWD CD) to the
cloud layer depth (CD), and ¢) the ALWD CD to the change in mean liquid water
path (LWP) in the LES domain, for the Control (green), EMLagg,, (light green),
EML400m (blue), EML600m (purple), EMLgOOm(orange), and EMLlOOOm (red)

longwave radiative flux at the peak in CF below the inversion it is also important to
investigate the response throughout the cloud layer to the climate perturbation. The cloud
layer depth is determined by deriving the altitudes for the cloud base, the first altitude at
the CF > 1072 %, and cloud top, the next altitude above cloud base where the CF < 1072
%. A scatterplot of the difference in the LWD over the cloud layer (ALWD CD) compared
to the depth of the cloud layer (CD) for the final 6 hrs of the simulation is shown in Fig.
6.12b). There are two main results highlighted in this comparison. The first is that the
CD decreases with increasing EML depth, and the second is that there is a corresponding
decrease in the change in LWD radiative flux over the cloud layer.

This trend is also noted in the scatterplot of the comparison between the values of ALWD
CD and the liquid water path (LWP) averaged across the LES domain, as shown in Fig.
6.12¢). Similar to the decrease in the CD with increasing EML depth, a decrease is also
noted in the average LWP. This indicates a link between the change in LWP and the
decrease in the CD.

In order to quantify the impact of the EML on the change in LWD over the cloud layer the
difference between the ALWD CD in the EML and Control simulations (ALWD control—EML
Zcp) is derived and compared to the CD in the EML simulations, as shown in Fig. 6.13.
This comparison further emphasizes the decreasing CD with increasing EML. Similarly the
decrease in the ALWD over the cloud layer with increasing EML depth is also emphasized,
with the increasing values of ALWD controi— Ear, with increasing EML depth.

This impact on the cloud layer depth is summarized in the schematic shown in Fig. 6.14,
where the differences between the Control simulation, which does not have an EML, and
the EML simulations are highlighted. In the schematic the difference in the cloud layer
depth, previously seen in Fig. 6.13, can be seen where the cloud layer depth in the Control
simulation is larger compared to the EML simulations. A second impact of the EML also
summarized in the schematic is that of the impact on the radiative fluxes, previously seen in
Fig. 6.11. The magnitude of upward and downward radiative fluxes, seen in the schematic
as the green and red arrows respectively, were derived at cloud top. The increase in both
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Figure 6.13: Direct comparison of the difference in the LWD over the cloud layer
between the Control and EML simulations (ALWDcontroi—ErML Zop), With re-
spect to the cloud layer depth (CD) for the Control (green), EML 200 m (blue),
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Figure 6.14: A schematic representing the increasing EML from the control to
1000 m, represented by the increasing depth of the navy blacks where Control has
no EML. The resulting decrease in the depth of the cloud layer (dotted lines) and
increase in the magnitude of the upward and downward radiative fluxes derived
at cloud top, represented by green and red arrows respectively
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flux, and d) SWU radiative flux components of the cloud radiative effect at cloud
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(purple), EMLgoo, (orange), and EMLjggom, (red).

the upward and downward radiative fluxes can be seen with increasing EML depth.

6.4.5 Cloud Feedback Response to EMLs

It is evident from the previous results that the presence of an EML has a significant impact
on both the radiative fluxes and the cloud layer. To quantify the response of the boundary
layer clouds to a climate perturbation the total cloud radiative effect (CRE) at the top of
the cloud layer is derived. The method used to derive the CRE is based on the method
described in Henderson et al. (2013) and Ceppi et al. (2017), with the main difference
being the altitude at which the CRE effect is calculated. In this study the CRE will be
calculated at cloud top, as opposed to the top of the atmosphere. This is done in order to
take the impact of the clouds into account, and reducing the effect of the absorption and
reflection of radiation by the EML.

To this purpose the total CRE at the top of the cloud layer, for each simulation, needs
to be taken into account. Therefore the individual components of total CRE, for each
simulation, are shown in Fig. 6.15. While it is noticeable that there is an almost linear
increase in the magnitude of the LWD radiative flux with increasing EML depth, there is
much more variability in the other radiative components. Therefore, as it is not directly
clear from these components whether the clouds would have a positive or negative cloud
feedback, the total CRE needs to be calculated.

This study makes use of the CRE equation, based on E.q. 2 in Henderson et al. (2013).
For this study the Control case takes the place of the clear sky conditions, while the EML
conditions take the place of the all sky. This results in the equation taking the form:

CRE = (RADyy + RADgoun)Emr, — (RADyy + RADgouwn)Control (6.1)

where,
RAD,, = SWU + LWU (6.2)
RADygpn = SWD + LWD (6.3)

where RAD,,;, and RAD 4y, are the upward and downward components of the radiative
fluxes. The CRE indicates whether the clouds produced in response to the EML have a
positive or negative cloud feedback, and thus a warming or cooling effect on the boundary
layer, in response to a potential future climate. When the total CRE is negative in value
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Figure 6.16: The total CRE at cloud top (CRE Zg7) in EMLggg,, (light green),
EMTLygo0m (blue), EMLgoom (purple), EMLgoo, (orange), and EMLiggo, (red)
simulations with respect to the Control.

the boundary layer clouds have a positive cloud feedback, indicating a warming effect
on the boundary layer. A positive total CRE indicates a negative cloud feedback which
would mean the clouds have a cooling of the boundary layer in response to potential future
climate.

The mean CRE over the last 6 hrs of the simulation are calculated for each EML simulation
and is shown in Fig. 6.16. For the EMLygg,, it is suggested that there will be a cooling of
the atmosphere, while for the simulations with a deeper EML there is a clear shift towards
a more negative CRE. This indicates that in general the boundary layer clouds produced
in response to the EML simulation have a warming effect on the boundary layer, and
therefore suggest that boundary layer clouds have a positive cloud feedback in response to
climate change, represented by an EML.

6.5 Discussion

Over the years there have been several studies which have focused on attempting to reduce
one of the largest sources of the uncertainty in climate projections, the uncertainty in how
boundary layer clouds will respond to a change in climate. As GCM models continue
to struggle with the representation of boundary layer clouds, due to imperfections in the
parameterizations required to produce boundary layer clouds, high resolution models are
suggested for testing the response of boundary layer clouds to perturbations of potential
future climates. To this purpose sensitivity studies have been setup testing a variety of
different climate perturbations, from increasing the concentration of COs to increasing the
sea surface temperature by a fixed amount. In the case of this study the response of clouds
to a humidity perturbation above the boundary layer is tested.

The LES shows good ability in maintaining the presence of an EML, decoupled from the
boundary layer, throughout the simulated day. The largest impacts of the EML on the
boundary conditions were mainly related to the cloud fraction, with impact in 6y, q;, and
RF primarily seen above the boundary layer. The EML is also seen to have a significant
impact on the radiative fluxes, particularly in the region between the boundary layer and
the EML. Calculating the cloud radiative flux at the top of the cloud layer, allows the
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impact on the cloud layer to be taken into account, while limiting the influence the EML
has on the radiative effect. The results of the cloud radiative effect indicate that the
boundary layer clouds, produced in response to the EML, have a positive cloud feedback
and therefore a warming effect of the boundary layer.

This positive cloud feedback agrees with several recent intercomparisons where the response
of boundary layer clouds to a change in climate were tested by perturbing the concentration
of CO4 or sea surface temperature (Blossey et al., 2013; Zhang et al., 2013; Bretherton and
Blossey, 2014; Blossey et al., 2016). Zhang et al. (2013) gives an indication of the magnitude
of the cloud feedback in single column models which appears to vary significantly across the
different models. While not directly the same model type the magnitudes of the positive
feedbacks in the EML simulations fall within the single column model range. These results
give confidence in the potential use of EMLs as proxy cases for future climate predictions
using LES models. Naturally there are a number of shortcomings associated with this
study in that it is run on a relatively limited domain of 25.6 km? domain and therefore
the larger scale impacts are not seen. This is primarily due to high computational costs
for running large temporal and spatial high resolution LESs.

6.6 Conclusions

The main aim of this study was to investigate the fast response of boundary layer clouds
situated under an elevated moisture layer (EML). There have been numerous studies inves-
tigating how clouds respond to changes in climate using a variety of different models and
methods (e.g. Zhang et al., 2012; Myers and Norris, 2016; Nam et al., 2018). This study
focuses on using large-eddy simulations generated with an EML as proxy cases for future
climates where there is additional humidity above the boundary layer. As the response of
the clouds to the EML is the central focus no additional modifications were made to the
large-scale forcing data used to initialize the LES.

A summary of the main results are as follows:

e Large-eddy simulations were setup with an EML perturbation that was informed
by an observation of an EML during the 4" research flight of the first NARVAL
campaign.

e Sensitivity tests were carried out on the depth of this EML, with simulations setup
with EML depths of 200 m, 400 m, 600 m, 800 m, and 1000 m.

e The presence of the EML has an instantaneous impact on variables such as ©;, q;, and
RH above the boundary layer, with a small convective layer developing throughout
the day.

e Domain averaged profiles suggest limited impact on ©;, q;, and RH within the bound-
ary layer with the largest impacts seen in the cloud fraction profiles.

e The presence of the EML has an impact on the upward and downward longwave
radiative fluxes, particularly above the boundary layer, with the largest impacts in
the downward longwave radiative flux in the region between the EML and boundary
layer.Therefore it is indicated that the boundary layer acts as a buffer where the
impact of the water vapor on the longwave radiation is reduced.

e There is a strong impact in both the upward and downward shortwave radiative
fluxes in response to the EML
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e At an altitude of 3500 m, between the EML and the boundary layer, EMLigoom
has a downward longwave radiative flux that is approximately 12.5 W m~2 stronger
compared to the Control.

e The depth of the cloud layer decreases with increasing EML depth.

e This study makes use of the total cloud radiative effect, the difference between the
longwave and shortwave radiation, at the cloud top to investigate the fast response
of boundary layer clouds.

e The boundary layer clouds, produced in response to the EML, have a warming effect
on the boundary layer and therefore indicate that there is a positive cloud feedback
in response to climate change.

Based on the results it is seen that using EMLs as a proxy for climate change in an LES
reproduces a warming effect by the clouds. As this is also indicated in additional studies,
using different climate change scenarios, it suggests that there is potential for using EMLs
as proxy cases for climate change. There is potential in using the EMLs to test the
impact with a stronger or weaker moisture perturbations, by increasing and decreasing the
magnitude of the humidity perturbation using the saturated specific water content.
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Chapter 7

Conclusions & Outlook

7.1 Summary of Research

Boundary layer clouds, such as stratus, stratocumulus, and cumulus clouds, play an im-
portant role in the atmosphere. While having an impact on the vertical structure, they
also play an important role in the Earth’s radiation budget. When the radiation bud-
get changes there is a corresponding change in the clouds cover, referred to as the cloud
feedback. With a change in climate, it is expected that the temperature and amount of
moisture will increase at higher altitudes, and as a result a change in the cloud extent
along with a corresponding impact on the radiation budget. It is therefore important to
have an understanding as to how these clouds will respond to a change in climate.

One of the largest uncertainties in climate projections is related to the uncertainty in
boundary layer cloud feedback to future climates. Therefore in recent years large-eddy
simulation (LES) model have been used to set up proxy cases to investigate this feed-
back in response to a change in climate. These studies have usually involved including a
perturbation where the COq concentration is increased, or the sea surface temperature is
increased by 2 to 4 K.

This study makes use of an elevated moisture layer as a proxy case for investigating the
response of boundary layer clouds to a future climate. The elevated moisture layer used
is based on an elevated moisture layer observed during the 4" research flight of the first
Next Generation-aircraft Remote-sensing (NARVAL) campaign. In order to do this the
Dutch Atmospheric Large-Eddy Simulation (DALES) model is first tested against observed
conditions before it generated simulations with an elevated moisture layer perturbation.
Based on the results of this study an answer has been determined for the research question:

How do boundary layer clouds respond to a change in climate, using an elevated moisture
layer as a proxy for a future climate.

7.2 Conclusions

In order to answer this question DALES was first compared to several observations in
order to test its representativeness. Initial comparisons indicated that DALES was able to
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reproduce a strong temporal development of the atmospheric boundary layer. This result
is consistent with observations recorded at the Barbados Cloud Observatory. Simulations
generated at the locations of the 11 dropsondes launched during the 4** research flight of
the first NARVAL campaign, show good ability in representing the vertical structure of the
boundary layer, when compared to the dropsonde profiles. Using a probabilistic method
to determine the height and strength of the inversion at the top of the boundary layer, it is
indicated that DALES can capture the inversion height to a reasonable degree, however it
continues to underestimate the inversion strength, particularly in the water vapor specific
humidity (qs).

Using the large-scale forcings from the simulations at the dropsonde locations, a composite
case was derived to generate simulations that can be compared to the retrievals from
the High Altitude and Long Range Aircraft (HALO) Microwave Package (HAMP) which
was operational for the 4*" research flight. This allowed an investigation into how well
a series of DALES simulations, with a largest domain of size 51.2 km?, can capture the
variability in integrated water vapor (orwy) and liquid water path (opwp) which were
retrieved by HAMP. By dividing the HAMP retrievals into 27 time-windows a variety
of orwy and orwp values were derived. Comparisons between the DALES simulations
and the HAMP retrievals suggest that the LES shows a good ability in capturing oy
and orpwp seen in the retrievals, while the smaller domain simulations have significant
underestimations. There are still some underestimation in the large domain LES, where
some the large oy and opwp values, seen in the retrievals, cannot be represented in
DALES. A correlation between the oy, and oy p, and 1,4 values, in both the NARVAL
simulations, confirming that there is a relation between the variability in IWV, and LWP,
and the degree of organization, I,.,. Based on the slopes of dependency between the
variability and the degree of organization, it is indicated that the clouds have different
structures and that the water vapor distribution controls the I,.,. To conclude DALES is
able to represent observed conditions to a high degree, both the vertical structure and the
distribution of IWV and LWP, throughout the research flight studied.

Comparing the simulations against the observed conditions helped gain confidence in the
LES’s ability to represent the atmospheric conditions that were observed. This in turn
helped gain confidence in the potential for using DALES to test how boundary layer clouds
would respond to a change in climate, using an elevated moisture layer as a proxy. Using
the composite simulation, built for the comparison with HAMP, a set of simulations, on a
25.6 x 25.6 km? grid, were generated with varying depths of the elevated moisture layer.
The presence of an elevated moisture layer had an instantaneous impact on the profiles of
liquid water potential temperature (©;) and total water specific humidity (q;) above the
boundary layer, with limited impact within the boundary layer. The largest impact, of
the elevated moisture layer, in the boundary layer was in relation to the cloud layer depth
and magnitude of the cloud fraction. Aside from the impact on the vertical structure
a significant impact is also found on the radiation fluxes. The largest impact on the
longwave radiation occurs at altitudes above the boundary layer, while there is an impact
on throughout the shortwave radiative flux profiles. To investigate the fast response of
boundary layer clouds, in relation to changes in radiative flux, the cloud radiative effect at
the top of the cloud layer is determined. The boundary layer clouds, produced in response
to the EML, indicate a positive cloud feedback, which suggests a warming effect on the
boundary layer. An increase in this warming effect on the boundary layer is seen with
increasing EML depth.

Several studies have been conducted using LES models to investigate cloud responses to
perturbations in COy and sea surface temperature. In a number of these studies a positive
cloud feedback is found in response to these perturbations. This gives confidence in the
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7.3 Outlook

potential use of EMLs as proxy cases for future climate simulations in LES models.

To conclude, the answer to the question about how boundary layer clouds respond to a
change in climate, using an elevated moisture layer as a proxy for a future climate can now
be answered. Boundary layer clouds will have a fast positive cloud feedback in response to
a potential future climate, derived using elevated moisture layers.

7.3 Outlook

Based on the results of this study there is potential for further research to be conducted on
the topic. Recent field campaigns, such as the second NARVAL campaign and the ongoing
EUREC*A campaign provide large datasets. In particular the circles flown by HALO
during these campaigns is expected to assist in the measurement of divergence (Bony and
Stevens, 2019), which is important for determining the boundary layer conditions. By
obtaining measurements of the main prognostic variables, such as liquid water potential
temperature (©;), the total specific humidity (q¢), the wind speed in the u and v directions,
along with the divergence, simulations generated using LES can potentially produce more
accurate representations of the atmospheric conditions.

While it was seen in this study that by merging the dropsonde data into the large-scale
forcings ,the representation of the vertical structure of the atmospheric boundary layer was
improved. Aside from the values for divergence and additional measurements recorded, the
EUREC*A campaign also includes measurements from additional aircrafts and research
vessels. This gives hope that the representation of observed conditions in LES models can
potentially be greatly improved.

The use of elevated moisture layers as proxy cases for future climates are also a source of
potential future investigation. In this study the strength of the elevated moisture layer was
limited to a maximum of 50 % of the saturated specific water content. Additional studies
could also focus on increasing or decreasing this elevated moisture layer strength. There
is also an opportunity to test the impact of an elevated moisture layer at much higher
altitudes. In the NARVAL campaign, elevated moisture layers were observed between 8
to 10 km. In this study the lower level of the elevated moisture layer was limited to 4
km, with the elevated moisture layer extending to a maximum altitude of 5 km. This was
primarily to reduce computational time, but with increasing computational power it is a
potential future study. Additional simulations can be generated to test the sensitivity of
the boundary layer to the strength of the elevated moisture layer, and the altitude at which
it occurs.
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