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Predicting participants’ attitudes from patterns of event-related potentials 
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A B S T R A C T   

Morality and language are hardly separable, given that morality-related aspects such as knowledge, emotions, or 
experiences are connected with language on different levels. One question that arises is: How rapidly do neural 
processes set in when processing statements that reflect moral value containing information? In the current 
study, participants read sentences about morally relevant statements (e.g., ‘Wars are acceptable’) and expressed 
their (dis)agreement with the statements while their electroencephalogram (EEG) was recorded. Multivariate 
pattern classification (MVPA) was used during language processing to predict the individual’s response. Our 
results show that (1) the response (‘yes’ vs. ‘no’) could be predicted from 180 ms following the decision-relevant 
word (here acceptable), and (2) the attitude (pro vs. contra the topic) could be predicted from 170 ms following 
the topic word (here wars). We suggest that the successful MVPA classification is due to different brain activity 
patterns evoked by differences in activated mental representations (e.g. valence, arousal, etc.) depending on 
whether the attitude towards the topic is positive or negative and whether it is in accordance with the presented 
decisive word or not.   

How do people come to moral decisions? This is a question that 
mankind has been occupied with for thousands of years. More recently, 
the implementation of neuropsychological methods has revived this 
question, as it has become possible to take a closer look at the brain 
processes involved. With regard to the question whether human judge-
ments include well-considered reasoning or rather fast, intuitive gut 
feelings, the exact timing of decisions is of particular interest. Event- 
related potentials (ERPs) are useful for obtaining excellent temporal 
resolutions, but studies in the field of moral decision-making often make 
use of methods such as fMRI to localize involved brain areas, and still 
little is known about the timing of moral judgments (Christensen and 
Gomila, 2012; Wagner et al., 2017). 

A prominent moral theory, one often debated in recent years, is 
Haidt’s Social Intuitionist Model (SIM; 2001). It claims that moral 
judgments – individually developed values within a culture – happen 
intuitively, i.e., rapidly, effortlessly, and automatically. A person will 
only search effortfully and consciously for arguments in order to support 
the judgement already made; thus, according to the author, reasoning is 
rather a post-hoc justification process. The approach is based, amongst 
others, on the observations of ‘moral dumbfounding’, i.e., when people 

consider an action immoral and stick to it, even if they are incapable of 
finding good reasons for it (Haidt and Hersh, 2001). 

Semantic priming is a phenomenon whereby the processing of a 
stimulus (target, e.g., cat) is influenced by the activated memory con-
tents of a previous stimulus (prime, e.g., dog). We know that words, for 
example, automatically and rapidly activate associated representations 
founded upon prior learning, emotions, motivation, past or recent ex-
periences, etc., so that the following related words have a processing 
advantage (McNamara, 2005; Neely, 1991). It is even suggested that the 
following words within a given context are proactively anticipated (Bar, 
2011). Based on these observations, Fazio (2007) hypothesized that at 
least to some degree, attitudes are already represented in memory and 
are enabled automatically as the sum of the activated associations by 
processing an attitude object (e.g., cigarettes). 

The findings mentioned above give reason to suppose that moral 
decisions are already influenced during the processing of language 
input, for example, when listening to or reading about a morally relevant 
issue. In other words, morally relevant words can also serve as attitude 
objects and automatically activate memory contents. Of course, there is 
also evidence for controlled decisions built on conscious, introspective 

* Corresponding author. Individual Differences and Psychological Assessment, University of Cologne, Pohligstraße 1, 50969, Köln, Germany. 
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access. Nevertheless, they are more likely to happen if more time and 
information are available (Cunningham and Johnson, 2007; Greene 
et al., 2004; Schwarz, 2008). So, what if participants are asked about 
their attitudes towards various topics and to express their opinions for or 
against an issue without time pressure, but also without being given 
much time for introspection or elaboration? Can their judgements 
already be predicted from brain activity while processing the words of 
the sentence that they are asked to consider? Under the conditions that 
the processed words automatically activate related feelings, experi-
ences, knowledge, etc., and that these activations differ depending on 
whether one agrees or disagrees with the issue, this should be the case. 
We have already outlined the first condition (e.g., priming and proactive 
anticipation), but there are also references in neuropsychological 
research to the latter of differing activation processes. For example, the 
contributions of left and right hemispheric structures in language pro-
cessing seem to vary depending on emotional sub-processes, such as the 
emotional significance of the information and the emotional valence of 
words (for a review, see Kotz and Paulmann, 2011). A recent fMRI study 
of Wing et al. (2018) examined the neural mechanisms underlying 
subsequent memory for personal beliefs about social and political issues 
and found that the intensity of the ratings was linked to greater 
emotional arousal, with greater activity in the frontal brain regions 
associated with episodic memory. Moreover, the results showed brain 
activity differences between the response conditions, with more activity 
in the orbitofrontal cortex and anterior cingulate cortex for agreements 
compared with disagreements regarding the issues. The authors 
explained the results with findings that these regions are sensitive to 
comparisons between oneself and others, for example, on shared opin-
ions. Studies examining ERPs also showed evidence of differentiable 
processes between value-consistent and value-inconsistent language 
processing. Leuthold, Kunkel, Mackenzie, and Filik (2015), for example, 
found that the reading of information associated with 
social-normatively acceptable versus unacceptable outputs caused a late 
positive potential effect (LPP; reflecting facilitated attention to 
emotional stimuli) with the LPP amplitude being larger for morally 
unacceptable than for morally acceptable sentences. The texts contained 
scenarios that seemed either socially appropriate (e.g., accepting the 
invitation of a grandfather who was terminally ill) or were considered 
inappropriate (e.g., accepting the invitation of a boss who makes clear 
advances on an employee, even though he is married, and the father of 
three children). Participants were instructed to simply read the texts 
without giving explicit judgements, therefore, the authors suspected 
that the scenarios triggered implicit processes of evaluative categori-
zations. In a further study, sentences on moral issues, such as ‘I think 
euthanasia is an acceptable/unacceptable course of action’, were pre-
sented to people who identified as strict Christians or non-Christians 
(van Berkum, et al, 2009). Two ERP components, the LPP and the 
N400 (reflecting unexpected or semantically incongruent stimuli), 
showed group-coherent effects following the presentation of the rele-
vant word, which contradicted the group-specific value system. Specif-
ically, LPP amplitudes were more positive and N400 amplitudes more 
negative when, for instance, strict Christians read the word “acceptable” 
and non-Christians read the word “inacceptable” referring to euthanasia 
(i.e. value-consistent statement) than when participants read 
value-consistent statements (i.e. “inacceptable” for Christians and 
“acceptable for non-Christians). The authors postulated that the effects 
may reflect automatic expectations regarding the personal concept of 
moral. Stimuli that were unexpected and contradicted the group-specific 
values could have led to an intensified semantic analysis or increased 
attention due to the emotionally aversive element of the stimuli. 

In a previous study, we investigated neural correlates of moral de-
cisions (Hundrieser and Stahl, 2016). The participants were asked to 
express their opinions on various moral issues. We found larger N400 
amplitudes and larger LPP amplitudes for value-incongruent words 
compared with value-congruent words. 

Based on the above-mentioned findings, the current study asked 

participants again to express their agreement or disagreement on 
morally relevant statements presented on a monitor (e.g., ‘Sibling incest 
should be permitted’). Unlike previous studies, we were not only inter-
ested in the critical words that were in the context of the sentence 
congruent or incongruent to the activated attitude (e.g., permitted). In 
addition, we were also interested in the attitude object words (e.g., 
incest), using the terminology of Fazio’s attitude model (2007). Using the 
terminology of semantic priming, we were concerned with both the 
target words (e.g., permitted), hereafter referred to as decisive words, and 
the prime words (e.g., incest), hereafter referred to as topic words. 
Furthermore, our aim was to use multivariate pattern analysis (MVPA) 
to find the earliest time point that allowed for predicting the response 
outcome from the distributed spatiotemporal brain patterns while pro-
cessing those two morally relevant words. 

MVPA is a method that has recently been applied in cognitive 
neuroscience. We used an MVPA optimized for ERPs (e.g., Bode et al., 
2012; Bode and Stahl, 2014). One advantage of the method is that it 
takes spatial and temporal aspects of neural data into account. Sentence 
processing is beyond finding single word meanings; it requires the 
simultaneous processing of visual input and its linking to contextual 
information. It is therefore not surprising that an extended network of 
brain areas is involved in a complex and dynamic interplay (Hagoort, 
2017). As MVPA does not rely on a priori knowledge of specific ERP 
components or locations, this more data-driven explorative approach 
fits our purpose well (Turner et al., 2017). 

1. The present study 

To sum up, the aim of the present study was to identify if and when 
any information of morally relevant statements becomes available that 
predicts the response outcome, i.e., whether and how early individual 
judgments could be predicted from ERP signals during language pro-
cessing of sentences such as ‘Wars are acceptable’. Participants had to 
make decisions regarding various moral themes by indicating their 
agreement or disagreement. We expected significantly differentiable 
spatiotemporal brain patterns in the processing of the sentences, first, 
between the decisive words, depending on the post-stimulus yes or no 
response, and second, between the topic words, depending on the post- 
stimulus pro or contra attitude regarding the topic (for details see 
below). 

2. Method 

2.1. Participants 

Sixty participants (Mage = 25.10 years, SD = 5.23; 31 females), 
mostly students at the University of Cologne, Germany, were paid €8.00 
per hour for attendance or received course credits. All participants 
claimed to have good German-language skills and normal or corrected- 
to-normal vision. Informed consent was obtained, and the study was 
approved by the ethics committee of the German Psychological Society. 

2.2. Stimuli and procedure 

We constructed 90 sentences on nine ethical topics (war, euthanasia, 
genetic engineering, sibling incest, legalization of drugs, abortion, 
internet leaking platforms, animal experiments, and nuclear power). 
Each topic was used in 10 sentences with opposed sentence endings, 
such that five statements were composed in favour of and five against 
each topic (e.g., ‘I think abortion is acceptable/unacceptable’). In each 
statement, a topic word that specified the attitude relevant object (here, 
abortion) was at some point followed by a decisive word (usually at the 
end of a sentence) which decided on the message of the statement (here, 
e.g., acceptable). The order of sentences was randomly mixed and pre-
sented on a computer monitor word by word. Afterwards, a window 
appeared containing the words ‘yes’ and ‘no’ on the left and right sides 
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of the screen, with randomly varying sides. Participants gave their 
opinion on a response pad using the corresponding index finger (yes if 
they agreed with the statement, no if they did not). To maintain a con-
stant and stable posture while reading and responding to the sentences, 
participants were seated at a distance of 50 cm in front of the monitor, 
with their chin on a chinrest. 

The stimulus presentation was similar to the one used in one of our 
previous studies (Hundrieser and Stahl, 2016). Each sentence (M words 
per sentence = 6.8, range 5–10) started with the presentation of a fix-
ation cross in the centre of the 17” VGA monitor screen (horizontal vi-
sual angle: 1.38, 1000 ms), followed by a blank screen (500 ms). The 
words were presented in black letters in the centre of a white screen in 
Arial 24-pt font. The presentation duration was 500 ms per word plus 40 
ms per letter, separated by a blank screen (500 ms). The response 
assignment display was presented 1000 ms after the offset of the last 
word, with a maximum of 2000 ms to initiate the response (for illus-
tration, see Fig. 1). Participants were instructed not to spend too much 
time on individual topics and to give the first response that came to their 
mind. Response times (RTs) were recorded using the Cedrus RB-830 
response box (Cedrus Corporation). 

Participants were tested individually in a separated and quiet room. 
Prior to testing, a standard set of written and oral instructions was given 
to each participant. In order to reduce socially desirable responses, the 
instructions emphasized the importance of honest responses and assured 
them that there was no objective right or wrong opinion. Furthermore, 
the participants were ensured that all data would be treated as strictly 
confidential and anonymous. 

2.3. EEG data recording 

EEG activity was recorded from 61 scalp electrodes positioned ac-
cording to the standard international 10–20 system (Jasper, 1958; FP1, 
FP2, AF7, AF3, F4, AF8, F7, F5, F3, F1, Fz, F2, F4, F6, F8, FT7, FC5, FC3, 
FC1, FCz, FC2, FC4, FC6, FT8, T7, C5, C3, C3′, C1, Cz, C2, C4, C4’, C6, 
T8, TP7, CP5, CP3, CP1, CPz, CP2, CP4, CP6, TP8, P7, P5, P3, P1, Pz, P2, 
P4, P6, P8, PO7, PO3, Poz, PO4, PO8, O1, Oz, O2; actiCAP, Brain 
Products). The active Ag/AgCl electrodes (actiCAP, Brain Products) 
were referenced against the left mastoid. Vertical and horizontal elec-
trooculograms were placed below the right eye and 2 cm lateral to the 
outer canthi. The EEG was continuously recorded at a sampling rate of 
500 Hz using a BrainAmp DC amplifier (Brain Products). An online 
band-pass filter (DC-70 Hz) was used on all channels. 

EEGs were analysed offline, time-locked to the onset of the respective 
word presentation. The data was divided into epochs ranging from 150 
ms before to 700 ms after the onset of (1) the topic words and to the 

onset of (2) the decisive words. The 150 ms pre-stimulus intervals were 
used as baselines. The length of the post-stimulus epoch (700 ms) was 
equal to the presentation time of the shortest topic word (“Krieg”, 
German for “war”). All data were screened for artefacts, and contami-
nated trials exceeding a maximum allowed voltage step of 100 μV were 
rejected. The influence of eye blinks was eliminated by applying an 
ocular correction algorithm (Gratton et al., 1983). 

2.4. Multivariate pattern classification 

The goal of the approach was to distinguish between experimental 
conditions by means of a classifier that was trained on brain activation 
patterns. To this end, we used a linear support vector machine (LSVM, 
implemented by the LIBSVM Toolbox; Chang and Lin, 2011) classifica-
tion approach that is suitable for binary-dependent variables (e.g., Bode 
et al., 2012; Bode and Stahl, 2014). The LSVM is a machine learning 
algorithm that treats each element of the EEG data for a respective 
analysis time window as a feature in a high-dimensional space. In ma-
chine learning, the term ‘feature’ is used as a general term for a set of 
variables or attributes (here, the corresponding EEG signal represented 
in a 3D matrix with the dimensions ‘channels’, ‘time points’, and ‘tri-
als’). In the first step, a classification model is generated by training the 
classifier on a subset of trials to determine the best highest-margin 
separating hyperplane (an optimal decision boundary) between the 
predefined classes (the two conditions). In the next step, this boundary is 
used to classify the remaining and unused trials producing classification 
accuracy (the percentage of correct classifications). In case the classifi-
cation accuracy is significantly above chance, the data contains sub-
stantial information about the two conditions. 

We implemented two different LSVM analyses (default regularisation 
parameter C = 1) to find the time windows that allowed for decoding the 
response outcome from distributed patterns of ERP data related to 
stimulus presentation: (1) The decisive words served as stimuli and pro-
vided the basis for the binary conditions belonging either to yes re-
sponses or to no responses, according to the individual’s agreement or 
disagreement with a statement (response class-labels: yes, no); (2) the 
topic words were used as stimuli, belonging either to for or against 
judgments, according to the individual’s opinion on the topic (opinion 
class-labels: for, against). Table 1 displays some exemplary variations of 
statement contents, participants’ responses, and resulting opinions to 
provide a better understanding of the principles of classification. 

To account for possible effects of inconsistent or uncertain opinions 
on an issue and to increase power, we included only topics with more 
than eight judgments (out of the 10 sentences) for or against a topic (e. 
g., nine times responding in opposition to abortion). The remaining one 

Fig. 1. Illustration of the time course of the sentence presentation. The sentences were presented word by word before the response assignment display (with 
randomly varying sides of ‘yes’ and ‘no’) appeared for a maximum of 2 s. The response was indicated by a key press on a response pad with the left or right 
index finger. 
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or two trials not in line with the prevailing opinion (e.g., if the same 
participant responded one time in favour of the right to abortion) were 
excluded from the analyses. Furthermore, responses that were skipped 
and participants who had less than 10 trials per condition were also 
excluded. Due to the criteria, out of our original dataset, two partici-
pants were excluded from the first analysis (n = 58), and six participants 
were excluded from the second analysis (n = 54). Both analyses were 
based on a balanced number of trials associated with the two-class 
conditions. This means that we only used the smaller number of trials 
of the two conditions. For the condition with the larger trial numbers, 
trials were chosen randomly from all available trials for each 
participant. 

For the MVPA analyses, a MATLAB version of the Decision Decoding 
Toolbox (DDBOX) was used (Bode et al., 2019). The moving analysis 
windows were applied to the brain activity patterns 150 ms before and 
700 ms after the stimulus onset covering the entire epoch. The LSVM 
classifier analysed the data in time steps of 10 ms, with a moving win-
dow with a width of 10 ms (i.e., 150–140 ms pre-stimulus, 140–130 ms 
pre-stimulus, and so on, up to 690–700 ms post-stimulus). Within each 
time window, the data (containing five data points) from all 61 channels 
were transformed into vectors and served as individual features repre-
senting the spatiotemporal activity patterns. For each of the two ana-
lyses (yes vs. no; for vs. against), data from the two label types were 
randomly sorted into 10 sets of equal sizes. The classifier was then 
trained on nine sets (90% of the data), estimating the hyperplane that 
optimally separated exemplars from the two classes. The decision 
boundary was then used to classify the vectors of the remaining set (10% 
of the data) as either yes or no, and for or against, respectively. The 
percentage of trials that were classified correctly served as the resulting 
classification accuracy. To minimize the risk of false positive results, the 
entire process was first repeated using a ten-fold cross-validation pro-
cedure, so that each set was used once for testing while the remaining 
nine sets were used for training (Bode et al., 2014; Bode and Stahl, 
2014). In addition, a conservative accuracy estimation approach was 
taken to rule out potential drawing biases. Therefore, the procedure was 
repeated 10 times, each time randomizing the pairing of trials, resulting 
in a total of 100 analyses. The resulting mean classification accuracy for 
each time window was obtained by the average of the respective 100 
analyses. 

In the next step, a permutation test was used for significance testing. 
The empirical chance distribution was obtained by repeating a similar 
analysis for each analysis step once again, but this time shuffling the 
labels randomly before classification. By adopting this approach, clas-
sification accuracy can be compared with the empirical chance distri-
bution instead of the theoretical chance level whose limitations have 
lately been criticised (Combrisson and Jerbi, 2015; Turner et al., 2017). 

First, analyses were performed on each participant’s EEG data 
separately. Then, statistical analyses were performed at the group level. 
For each 10-ms time window, the results (classification accuracy versus 
empirical chance, composed of the average accuracies of the participant 
level) were tested with paired sample t-tests. Corrections for multiple 
comparisons were performed with cluster-based permutation tests 

(global alpha level of 0.05; Bullmore et al., 1999; Maris and Oostenveld, 
2007). Furthermore, for each time window in which the labels were 
successfully classified, the individual absolute feature weights 
(z-standardised) were extracted and assigned to each of the 61 channels. 
Note that these values allow a rough estimation of their importance for 
the classification but cannot be interpreted as the sources of this infor-
mation (Haufe et al., 2014; Turner et al., 2017). For example, it is 
possible that significant channels are only important for the classifica-
tion because they reduce the noise of irrelevant variance for the features 
that carry the relevant information (see Bode and Stahl, 2014). 

3. Results 

3.1. Word length 

The effects of word length were examined to see whether the various 
words classified as yes or no and for or against differ in word length. We 
used two different measures of word length: length in letters and length 
in phonemes, i.e., the smallest sound units in language (Bijeljac-Babic 
et al., 2004). The descriptive statistics are given in Table 2. 

For the two different word types, separate ANOVAs were performed 
for the word-length variables. The ANOVAs for the decisive words 
showed neither significant differences between the yes and no word 
lengths in letters, F(1, 57) = 3.90, p = .053, nor in phonemes, F(1, 57) =
2.01, p = .162. However, the ANOVAs for the topic words showed sig-
nificant length effects between the for and against conditions, both in 
letters, F(1, 53) = 170.10, p < .001, η2 = 0.76, and in phonemes, F(1, 
53) = 190.50, p < .001, η2 = 0.78. This means that the topic words with 
an agreeing attitude were on average 1.6 letters and 1.5 phonemes 
longer than the words with a disagreeing attitude (see Table 2). 

3.2. Behavioral data 

First, we investigated whether the different responses classified as 
yes or no and, furthermore, classified as for or against differed with 
respect to response rate (i.e., how often a certain response was made) 
and to reaction times (see also Table 3). 

The respective ANOVAs for response rate showed neither significant 
differences between the number of agreements and disagreements 
regarding the statements (yes vs. no), F(1, 57) = 2.97, p = .090, nor 
between the number of pro or contra opinions regarding the statement 
topics (for vs. against), F(1, 53) = 0.02, p = .896. Furthermore, the 
ANOVAs for reaction times showed neither significant differences be-
tween the speed of yes and no responses, F(1, 57) = 0.83, p = .367, nor 
between the response speed of for and against opinions, F(1, 53) = 2.27, 
p = .138. 

3.3. Multivariate pattern classification 

Decisive words. A linear SVM classifier was used to predict partici-
pants’ post-stimulus agreement or disagreement (yes or no) from the 

Table 1 
Simplified illustration of some morally relevant sentences (including the topic 
words and the decisive words), with exemplary resulting opinions on the topics, 
depending on each statement’s content in combination with the given response.  

Exemplary Topic Exemplary Statement Response Opinion 

Topic Word Decisive 
Word 

The right to have an 
abortion 

Abortion is acceptable yes for 
Abortion is unacceptable no for 

The use of nuclear 
power 

Nuclear 
power 

is useful no against 

Nuclear 
power 

is harmful yes against  

Table 2 
Descriptive statistics for the different word lengths in letters and phonemes: first, 
for the yes and no responses according to the agreement or disagreement with 
the sentence (n = 58); and second, for the for and against opinions according to 
the judgment regarding the sentence topic (n = 54). The decisive words were 
mostly adjectives and the topic words mostly nouns.   

Letters S.E.M. Phonemes S.E.M. 

Decisive Word 
“yes” 8.6 0.7 8.1 0.7 
“no” 8.5 0.9 8.2 0.8 

Topic Word 
“for” 11.4 2.2 10.3 2.0 
“against” 9.8 2.9 8.8 2.5 

Note. S.E.M. = standard error of the mean. 
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spatiotemporal patterns of their EEG data, according to the statements’ 
decisive words (e.g., ‘I think abortion is acceptable’). Two statistically 
significant clusters were found between 180–260 ms and 470–490 ms 
following stimulus presentation. The trained LSVM performed signifi-
cantly better than chance in these time-windows in distinguishing the 
yes responses from the no responses (see Fig. 2). 

Topic words. Next, we used the classifier to predict participants’ for or 
against opinions about the morally relevant topics. To this end, the EEG 
data were time-locked to the statements’ topic word (e.g., ‘I think 
abortion is acceptable’). Participants’ pro or contra judgments of the 
topic of the statement could be predicted significantly above chance 
between 170 and 360 ms after stimulus presentation. In this time win-
dow, four statistically significant clusters were found: 170–200 ms, 
220–240 ms, 260–280 ms, and 330–360 ms (see Fig. 3). 

In sum, we found that during processing of the sentences, EEG signals 

Table 3 
Response rate and mean reaction time results for the different classification 
types: first, for the yes and no responses according to the agreement or 
disagreement with the sentence (n = 58); and second, for the for and against 
opinions according to the judgment regarding the sentence topic (n = 54).   

RR S.E.M. RT (ms) S.E.M. 

Response 
“yes” 29 0.96 659 18 
“no” 28 0.95 667 18 

Opinion 
“for” 31 1.61 675 20 
“against” 31 1.65 662 19 

Note. RR = response rate; RT = reaction time; S.E.M. = standard error of the 
mean. 

Fig. 2. Spatiotemporal decoding of the 
statements’ decisive words (e.g., acceptable). 
(A) LSVM classification was used to predict 
participants’ responses (yes vs. no) from 
distributed patterns of their ERPs while 
processing the morally relevant statements. 
The black line represents the classification 
accuracy, the blue line the empirical chance 
distribution. The grey bars denote the sig-
nificant differences between the two distri-
butions (180–260 ms, 470–490 ms; N=58). 
(B) Z-standardised, averaged absolute 
feature weights for the two significant time- 
windows. Red and yellow channels indicate 
high absolute feature weights; light blue and 
dark blue channels indicate low absolute 
feature weights. (C) Scalp maps of the z- 
standardised absolute feature weights aver-
aged across the significant time-steps. Pre-
dictive channels reaching significance 
(Bonferroni-corrected) are indicated by red 
dotted frames. (For interpretation of the 
references to colour in this figure legend, the 
reader is referred to the Web version of this 
article.)   

M. Hundrieser et al.                                                                                                                                                                                                                            



Neuropsychologia 153 (2021) 107768

6

of both the topic words and the statements’ decisive words carried in-
formation that predicted participants’ post-stimulus responses. 

3.4. Feature weights and post-hoc ERP analyses 

We also analysed the feature weights for the significant classification 
time windows. The spatial distributions of the z-standardised absolute 
feature weights for the significant time windows are presented in 
Figs. 2B and 3B. Visually, there are many similarities between the ab-
solute feature weight maps for all of the statistically significant clusters 
of the decisive word and the topic word classifications (see Figs. 2B and 
3B). Significant Bonferroni-corrected (p < .05) channels were found 
mostly over prefrontal cortices, with electrodes Fp1 and Fp2 reaching 
the highest absolute feature weights in all conditions (see also Figs. 2C 
and 3C; high values are indicated in red colours). As already mentioned 
above, the values cannot be interpreted as the underlying neural sour-
ces, therefore, their interpretation is merely hypothetical. Since, how-
ever, the feature weights correspond to the relative classifying 

contributions, they can be an indication of the importance of the 
channels. Therefore, to gain further insight into the processes behind 
these results, we investigated the ERPs at Fp1 and Fp2, averaged across 
the electrodes and time points within each significant MPVA classifi-
cation time window in a series of t-tests. Averaged event-related po-
tentials time-locked to the stimulus onset are shown in Fig. 4. 

Decisive words. The mean amplitude in the first significant MVPA 
classification time window between 180 and 260 ms showed significant 
differences between the trials with yes (M ± SEM: 0.71 ± 0.79 μV) versus 
no responses (2.66 ± 0.95 μV), t(57) = − 2.66, p = .010, d = .349. This 
means that ERP amplitudes were more positive for decisive word stimuli 
with following no responses than with following yes responses. There 
was no significant difference between the two conditions for the ERP 
amplitudes during the second time window from 470 to 490 ms, t(57) =
− 0.18, p = .856 (yes M = 5.53 μV ± 1.28, no M = 5.76 μV ± 1.22). 

Topic words. The t-tests for the topic words in the four selected time 
windows, which were found to be significant in the MVPA analyses, 
revealed no significant differences between for and against conditions 

Fig. 3. Spatiotemporal decoding of the 
statements’ topic words (e.g., abortion). (A) 
LSVM classification was used to predict 
participants’ opinion (for or against) from 
distributed patterns of their ERPs while 
processing the morally relevant statement. 
The black line represents the classification 
accuracy, the blue line the empirical chance 
distribution. The grey bars denote the sig-
nificant differences between the two distri-
butions (170–200 ms, 220–240 ms, 
260–280 ms, 330–360 ms; N=54). (B) Z- 
standardised, averaged absolute feature 
weights for the four significant time- 
windows. Red and yellow channels indicate 
high absolute feature weights; light blue and 
dark blue channels indicate low absolute 
feature weights. (C) Scalp maps of the z- 
standardised absolute feature weights aver-
aged across the significant time-steps. Pre-
dictive channels reaching significance 
(corrected) are indicated by red dotted 
frames. (For interpretation of the references 
to colour in this figure legend, the reader is 
referred to the Web version of this article.)   
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between 170 and 200 ms, t(53) = 1.78, p = .081 (for 0.09 μV ± 0.92, 
against − 1.36 μV ± 0.83); between 220 and 240 ms, t(53) = 1.38, p =
.174 (for 1.99 μV ± 0.91, against 0.65 μV ± 1.03); between 260 and 280 
ms, t(53) = 1.51, p = .138 (for 1.45 μV ± 1.06, against 0.08 μV ± 1.14); 
and between 330 and 360 ms, t(53) = 1.13, p = .265 (for -0.18 μV ±
1.25, against − 1.23 μV ± 1.02). 

4. Discussion 

In this study, using MVPA, we examined EEG patterns for two 
different stimulus types while participants were reading morally rele-
vant sentences: first, words that completed the content of a sentence to 
predict the participant’s yes or no response, and second, words that 
indexed the sentence topic to predict the participant’s for or against 
attitude towards the issue. We found that subsequent decisions on moral 
topics could be predicted successfully from distributed patterns of brain 
activity recorded during language processing from less than 200 ms after 
stimulus presentation. This early time point is remarkable since research 
in language processing shows that early ERP components up to 200 ms 
are found, for example, for perceptual or syntax-related processing 
(Hagoort, 2017; Hillyard et al., 1998; Vogel and Luck, 2000). Word 
recognition, e.g., identifying a particular word from other representa-
tions in long-term memory, takes about 150 ms at the earliest up to 300 
ms or even later (e.g., Klimovich-Gray et al., 2019; Pylkkänen and 
Marantz, 2003). 

4.1. Processing of the decisive words 

Predictions of yes and no responses were possible from 180 to 260 
ms, as well as around 480 ms after stimulus onset (see Fig. 2A). In a 
previous study, we found, in accordance with our hypotheses, an N400- 
effect (300–500 ms) and an LPP-effect (500–800 ms) for value- 
incongruent words compared with value-congruent words (compara-
ble to the decisive words in this study; Hundrieser and Stahl, 2016). 
These results seem to be confirmed by the second significant time win-
dow in our present findings, obtained with a different method in a new 
sample. 

Furthermore, the highest absolute feature weights in the present 
study were found at frontal channels, and our post-hoc ERP-analyses for 
the frontal channels showed a significant difference between the yes and 
no conditions in the early significant time window (see Fig. 4). This 
finding matches the P2 component, a positive potential, often peaking 
around 200 ms and distributed around the frontal region of the scalp. 
The P2 has been found to be modulated by attention, language context 

information, and memory processes, comparing, for example, incoming 
stimuli with stored memory (Luck and Hillyard, 1994). Leuthold et al. 
(2015), for instance, found pronounced P2 amplitudes in response to 
socio-normative violations, suggesting attentional allocation for unex-
pected stimuli (see also Lu et al., 2019). In our study, the decisive words 
appeared in the course of a sentence where the moral issue was already 
named by the topic words. Assuming that the topic words primed 
associated memory contents, leading to an individual attitude, the 
processing of a semantically activated target word should be facilitated 
(Cunningham and Johnson, 2007; Fazio, 2007). Thus, reading a sen-
tence that ends in conflict with the activated attitude could attract more 
attention, which might be reflected in a P2 effect for the decisive words. 

Another possible explanation for the differences we found between 
the decisive words may not only be due to the ease of word processing 
but also to different induced feelings when processing a sentence that 
contradicts or corresponds to the participant’s own opinion. For 
example, Carretié et al. (2001) found that the P200 amplitude increased 
as the stimulus was evaluated more negative. Perhaps, disagreeing with 
the statement in our study evoked a more pronounced P200 in response 
to the decisive word than agreeing with the statement, because 
disagreement is associated with negative affect. Further support for this 
interpretation is provided by Wing et al. (2018). The authors found 
differences in individuals’ brain activity between agreements and dis-
agreements on social and political issues. Participants showed more 
activity in the orbitofrontal and anterior cingulate cortex when they 
read about political opinions they agreed with (Gozzi et al., 2010). In 
communication research, it has been shown that achieving an agree-
ment about attitudes and beliefs is perceived favourably, whereas dis-
agreements are experienced negatively (Michaels et al., 2013). 
Unpleasantness experienced during decision-making on moral dilemmas 
has been shown to correlate with the P260 amplitude over fronto-polar 
and frontal locations (Sarlo et al., 2012), suggesting that the P2 effect 
that we found at comparable electrode sites and in comparable time 
windows might reflect the emotional state of the participants during 
decision-making. 

4.2. Processing of the topic words 

A matter of particular interest in our study was the investigation of 
the topic words. The MVPA classifier was able to predict the partici-
pants’ for or against attitudes successfully 170 ms after stimulus onset 
(see Fig. 3A). Again, the significant predictions were accompanied by 
high feature weights for channels over the prefrontal cortex. Interest-
ingly, the ERP amplitudes revealed no significant differences between 

Fig. 4. Grand-average, event-related potentials time-locked to the onset of (A) the decisive words, separated for yes versus no responses; and (B) the topic words, 
separated between for and against opinions, illustrated at the channels with the highest feature weights (Fp1, Fp2). Note that for illustration purposes, we display the 
waveforms for the Fp1 and Fp2 separately, but in the analysis of the significant MVPA time windows, we used the average of both electrodes. 
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the conditions. The missing sensitivity of P2 seems to make sense as 
different word analyses take place during sentence processing. In the 
course of each of the 90 randomly presented sentences, the topic word 
appeared to the participant mostly as the first clue on the topic, such that 
it is very unlikely that morally related processes specific to this topic 
occurred before the presentation of the word. Therefore, the mere pre-
sentation of the topic word should not have elicited any type of stimulus 
(un)expectancy, making the emergence of a P2 effect equally unlikely 
(Lu et al., 2019; Luck and Hillyard, 1994). Given that each topic word 
was presented multiple times in the course of the experiment, it is valid 
to assume that participants formed some sort of expectation regarding 
which topics might occur in the course of the experiment in general. 
However, considering the random order of topic word presentation, it is 
highly unlikely that this produced the observed MVPA results. 

Nevertheless, using MVPA, there was evidence that the attitudinal 
tendency for or against an issue could be predicted from brain patterns 
during topic word processing. One possible explanation could be the 
differential emotional and evaluative content of the stimuli. In a review 
article on neural correlates of emotional word processing, Citron (2012) 
describes two main findings: First, there are indications that the 
emotional intensity (i.e., arousal) of stimuli triggers rapid, unconscious 
processes, indicated by amygdala activation and early ERP components. 
Second, the valence, i.e., the positive or negative evaluative content of 
stimuli, occurs in a later conscious process, indicated by later, more 
controlled activations of the orbitofrontal and prefrontal cortex and 
paired with later ERP components. Results from an affective word list 
study showed a U-shaped function between emotional arousal and 
emotional valence of words, with higher arousal for emotional words 
compared to neutral ones, and, in addition, higher arousal ratings for 
negative than positive words (Võ et al., 2009). Negative stimuli are often 
associated with processes related to attention orientation and risk pre-
diction. Positive stimuli, on the other hand, are associated with positive 
affect and reward (Citron, 2012). 

Although our study did not assess ratings, it is assumed that even 
with the moral themes one agrees with (such as being in favour of 
abortion), the concepts themselves would not actually have been rated 
‘positively’, in contrast to words such as love or happiness in the studies 
conducted in terms of word ratings (e.g., Garcia et al., 2012; Rohr and 
Rahman, 2015). Note that this does not mean that the concepts we used 
can be considered neutral or less emotional. Instead, it is more likely that 
they can be categorized as ambivalent, since they are cognitively com-
plex, with multiple factors and potentially opposing perspectives acti-
vating both, positive and negative evaluation components (Cunningham 
et al., 2003, 2004; Kaplan, 1972; Nohlen et al., 2014). Cunningham et al. 
(2004) for example asked participants to make evaluative judgments 
(good vs. bad) about socially relevant positive, negative, or ambivalent 
concepts (e.g., welfare, murder, or abortion, respectively). They found 
that stimuli rated as ambivalent were indicated by high emotional in-
tensity, and correlated with activation brain areas such as the anterior 
cingulate and prefrontal cortex which are associated with cognitive 
control. The authors suggest that these brain areas were activated 
because they were involved in the attempt to solve the evaluatively 
inconsistent/conflicting information (see also Cunningham et al., 2003; 
Nohlen et al., 2014). 

As stated before, we assume we have used rather ambivalent stimuli. 
In the analysis, however, only topics on which participants expressed 
relatively consistent opinions across the 10 sentences were included, 
with the valence in either the pro or contra direction prevailing. In the 
case of pro opinions, the positive aspects of the concepts should pre-
dominate, and in the case of contra opinions, the negative ones should 
predominate. Furthermore, participants had on average an equal num-
ber of for and against attitudes towards the topics they were presented 
with (see Table 3). As discussed above, previous work has shown that 
negative attitudes come along with a higher level of arousal than posi-
tive attitudes (e.g. Schmidtke et al., 2014; Võ et al., 2009). Accordingly, 
it should be possible to predict the participants’ attitude not only from 

valence (positive valence – for attitude; negative valence – against atti-
tude), but also from arousal. Higher arousal suggests that the participant 
would indicate a response against the topic while lower arousal suggests 
that the participant would indicate a response for the topic. As previous 
work has shown that different levels of arousal produce different pat-
terns of brain activity (e.g. Canli et al., 2000; Cunningham et al., 2004), 
we suggest that this might be what allowed our classifier to decode the 
participant’s attitude from the EEG signal. The same applies to valence 
(Cunningham et al., 2004; Nohlen et al., 2014). Considering that mul-
tiple studies propose that arousal is processed faster than valence (e.g. 
Citron, 2012), the earlier time window in which the classifier success-
fully decoded participants’ attitude might reflect differences in arousal, 
while the later time window could reflect differences in valence between 
the for and against attitudes (see Citron, 2012). 

4.3. Limitations 

As a limitation, it should be noted that there is evidence of dissoci-
ations between implicit and explicit measures in attitude research. 
Therefore, one could question the design of the study per se, since the 
MVPA classifications were related to the actual (and maybe socially 
desirable) responses, but they may not correspond to the individual’s 
implicit attitude. However, the gap between implicitly and explicitly 
measured results depends on the task, and it is lower if participants are 
asked to decide on the basis of their ‘gut feeling’ (see Gawronski and 
Bodenhausen, 2012). In the present study we have placed great 
emphasis on assuring participants not to worry about their responses, 
since there were no objectively right or wrong decisions. This pro-
ceeding may also have contributed to rather intuitive and less socially 
desirable answers. 

Furthermore, it should be mentioned that a difference in the word 
lengths of the topic words could be found, so that a significant difference 
of about 1.5 letters on average occurred between the for and the against 
conditions. Word length affects, for example, the number of eye fixa-
tions, or the word-identification time, and could therefore influence 
language processing. However, in studies investigating word-length 
differences, stimuli are often distinguished in so-called short words, 
which usually contain about three to four letters, and long words, which 
contain about six to eight letters (Bertram and Hyönä, 2002; Bijeljac--
Babic et al., 2004). Thus, in our study, the words in both conditions can 
be classified as rather long (9–11 words). In addition, Bijeljac-Babic et 
al, (2004) were able to show that the length effects in visual word 
recognition are almost eliminated in adult ages compared, for example, 
to children. As our sample consisted of adults, and the actual difference 
between the conditions seems rather small, it is likely to be of no rele-
vance. Furthermore, we only investigated effects that were observed 
before the offset of the shortest word (“Krieg”; German for “war”), i.e. in 
the interval from topic word onset to 700 ms after the onset. Accord-
ingly, the differences in word length cannot explain these very early 
effects. 

Parts of our suggestions rely on the observation that arousal is higher 
for negative than for positive stimuli. Unfortunately, we did not obtain 
valence and arousal ratings in our sample and have to refer to findings in 
the literature. However, this observation is very consistent in German 
affective word databases and has been reported in many studies (e.g. 
Schmidtke et al., 2014; Võ et al., 2009). Future studies might collect 
valence and arousal ratings and use MVPA to predict these on a 
trial-by-trial basis from the brain activity patterns in response to topic 
words. This would allow to disentangle whether the successful decoding 
of the for or against attitude from the brain activity following the topic 
word was really due to differences in valence and/or arousal associated 
with the topic word. 

5. Conclusion 

Our MVPA findings provide evidence of substantial brain pattern 
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associations according to the later-made responses to both types of 
words (topic words and decisive words). Fig. 5 summarizes our results 
and discussion. 

We suggest that while reading a socially or morally relevant sen-
tence, such as ‘Wars are acceptable’, the topic-relevant word (or attitude 
object; here, war) might activate mental associations (e.g., war crimes, 
civilian casualties) which are stored in memory. These memory contents 
can be based on more or less important, motivating, neutral, positive or 
negative information, emotion, experiences, and so on. Depending on 
the content of these components, arousal and valence arise (e.g., high 
arousal, with a negative valence), and an individual attitude emerges as 
the summary evaluation (e.g., opponent of war). We suppose that 
depending on whether the opinion is for or against the topic, different 
patterns in arousal and/or valence emerge which can be decoded from 
the brain activity patterns. 

Recently, models of language processing have referred to feedfor-
ward connections and predictive coding, assuming that the brain is 
generating proactively probabilistic predictions about upcoming infor-
mation affected by prior context (Bar, 2011; Hagoort, 2017; Klimo-
vich-Gray et al., 2019). In most studies, the prediction refers to the 
semantic content of a sentence context, i.e., starting words of a sentence 
lead to corresponding expectations concerning the end of it (Kutas and 
Federmeier, 2011; Nieuwland and Van Berkum, 2006). In our study, a 
proactive prediction seems very reasonable for the decisive words, as 
they were presented in the course of the sentence at some point after the 
topic words. But it seems also quite reasonable that at least in the course 
of the experiment, both directions of sentence endings were similarly 
predictable, since the presentation of the 90 sentences was randomized 

and ended in one direction or the other (i.e., ‘Wars are acceptable’ or 
‘Wars are unacceptable’). Nevertheless, the motivational relevance of the 
task was to make decisions based on one’s own opinion. Therefore, it is 
more reasonable to assume that ‘prediction’ in this context contributes 
to a preparatory comparison between the own activated attitude (‘I am 
an opponent of war’) and the incoming stimulus (e.g., acceptable). A 
sentence ending in accordance with the attitude can be processed more 
easily and even be perceived favourably, ending in a yes response. A 
mismatch between these two, reflected also in an enlarged P2 ampli-
tude, could be indicative of a no-response preparation. Although no 
actual motor preparation was possible at the time of the sentence word 
presentation (because the response assignment display was presented 
1000 ms after the offset of the last word and the sides of the words yes 
and no on the screen varied randomly), the cognitive decision for 
agreement or disagreement was at least possible by presenting the last 
critical word of the sentence. 

There are multiple theoretical frameworks that explain moral 
judgement, e.g. the universal moral grammar theory (Hauser, 2006; 
Mikhail, 2007, 2011) or the dual-process and single-process theories 
(Greene et al., 2001 and Moll et al., 2008, respectively). Our results may 
be reconciled with the single-process and dual-process theories of moral 
judgement. The dual-process theory states that moral judgements are 
the result of two separate systems that compete with each other: a fast 
and rather uncontrolled system producing an affective response (limbic 
system) and a slower and more controlled system producing a cognitive 
response (prefrontal cortex and parietal areas) to a moral dilemma 
(Greene et al., 2004; Greene et al., 2001). In contrast, the single-process 
theory postulates that cognitive and affective aspects of a moral 

Fig. 5. Illustration of the study results and the assumed associated language processes.  
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judgement may not be isolated from each other, but go along with each 
other and form a compound (Moll et al., 2008; Moll et al., 2005). The 
competition is here not among an affective and a cognitive response, but 
among different cognitive-affective options. Our paradigm was designed 
to investigate the temporal dynamics of moral judgement processing, 
thus, it will not fully allow identifying the source of the moral conflict 
(affective vs. cognitive response; among different cognitive-affective 
options). However, it might give some first ideas, about some 
time-course related aspects. The classifier was able to predict the par-
ticipants for or against attitude roughly 200 ms after the topic word 
onset. We suppose that the processes in this time window are mainly 
affective given that the single word without any further context may 
have been evaluated more generally (e.g. in terms of arousal and/or 
valence). At this point the participants did not know the end of the 
sentence, thus, no decision has to be made, which would require more 
cognitive resources. To further corroborate this notion, a future study 
might collect valence and arousal ratings and train a classifier to predict 
these ratings from the brain activity patterns following the topic word 
onset (see also Limitations). In addition, the classifier successfully 
decoded the participants’ ‘yes’ and ‘no’ response starting roughly 200 
ms following the presentation of the decisive word. In this time interval, 
both affective and cognitive processing might occur: Cognitive processes 
may involve a preparatory comparison between the own activated 
attitude and the incoming stimulus, i.e. the decisive word. Affective 
processes were presumably activated, because depending on the result 
of this comparison, negative/positive affect may emerge. Although our 
study was not designed to disentangle the dual-process and 
single-process theories, it contributes to understanding when processes 
occur that are related to moral judgement. 

To sum up, the use of a multivariate technique allowed us to detect 
systematic differences in distributed brain activity patterns and found 
evidence that moral judgments can be predicted during very early 
reading processes, even long before the actual judgement is delivered. 
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