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Abstract

Most of the modern electronic devices are still based on the electrical prop-
erties of metals and semiconductors. Yet, the transition metal oxides show a
variety of spectacular physical effects like, e.g., high-temperature supercon-
ductivity, the giant or tunnel magneto resistance, spin-polarized transport,
metal to insulator transitions, or multiferroic order. If ways could be found
to make use of these phenomena, one could obtain devices with unprece-
dented functionalities. This, however, requires a profound understanding of
the electronic structure of these compounds. Electron-electron correlations
are very important here, thereby requiring a more sophisticated theoretical
ansatz. An effective first order approach to take these correlation effects into
account is to neglect the translational symmetry of the real crystal and to
describe the electronic structure in a local single-site impurity model. This
is done for example in the so-called configuration-interaction cluster calcula-
tions where the system is reduced to a single ion and its ligands, and also,
at least for the correlations, in dynamical mean-field theory (DMFT). The
underlying idea is that the ground state and near ground state properties
as well as the excitation spectra can be described on an equal footing as far
as the many body aspects are concerned. It is not always easy, however, to
judge about the applicability of the results for the real bulk systems. An
experimental test is highly desired.

In this thesis we have, therefore, set out to study the electronic structure
of selected transition metal impurities in oxides using photoemission (PES)
and x-ray absorption spectroscopy (XAS). We have simulated our experi-
mental data using a single-site cluster model and compare the results to the
respective bulk systems. We found that transition metal impurities in oxides
are fundamental model systems to study the electronic structure of strongly
correlated oxides. A detailed study of their electronic structure yields essen-
tial information on the importance of local and non-local interactions in the
associated bulk compounds and even more complicated materials.
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Kurzzusammenfassung

Die Funktionsweise moderner elektronischer Geräte basiert noch immer
weitestgehend auf den elektronischen Eigenschaften von einfachen Metallen
und Halbleitern. Übergangsmetalloxide hingegen weisen eine Vielzahl spek-
takulärer physikalischer Eigenschaften auf. So zeigen Sie z.B. Hochtem-
peratursupraleitung, den Riesen- oder Tunnelmagnetwiderstand, Spin-
polarisierten Transport, Metall-Isolator Übergänge oder multiferroische Ord-
nung. Die technische Nutzung dieser Phänomene würde einen Zugang zu
Geräten mit nie dagewesenen Eigenschaften ermöglichen. Diese allerdings
erfordert ein tiefgehendes Verständnis der elektronischen Struktur dieser
Verbindungen. Elektron-Elektron Wechselwirkungen sind hier sehr aus-
geprägt und erfordern eine anspruchsvollere und detailliertere theoretische
Behandlung. In einem weit verbreiteten und sehr erfolgreichen Ansatz zur
Berücksichtigung dieser Korrelationseffekte wird die Translationssymmetrie
eines realen Kristalls vollkommen vernachlässigt. Stattdessen wird die lokale
elektronische Struktur einer einzigen isolierten Störstelle beschrieben. Diesen
Ansatz verfolgen sog. configuration-interaction Clusterrechnungen, in denen
der Festkörper auf ein einzelnes Ion nebst den dazugehörigen Liganden re-
duziert wird. Die zugrunde liegende Idee ist, dass hier Grundzustands- und
Nahgrundzustandseigenschaften sowie Anregungsspektren im Hinblick auf
Korrelationseffekte gleichberechtigt behandelt werden können. Auch eine
der am weitesten fortgeschrittenen Methoden der theoretischen Festkörper-
physik, die dynamische Mean-Field Theorie (DMFT), basiert auf diesem
Ansatz. Trotzdem ist es oft nicht leicht zu beurteilen, wie gut die Ergebnisse
und Modellparameter auf reale, ausgedehnte Systeme übertragbar sind. Ein
experimenteller Test wäre daher sehr wünschenswert.

Diese Arbeit beschäftigt sich aus diesem Grund mit der Untersuchung
der elektronischen Struktur von Übergangsmetall-Störstellen in Oxiden mit-
tels Photoemissions- (PES) und Röntgenabsorptionsspektroskopie (XAS).
Die gewonnenen experimentellen Daten wurden im Rahmen von Clusterrech-
nungen simuliert, und die Ergebnisse mit den zugehörigen Volumensystemen
verglichen. Es wird gezeigt, dass Übergangsmetall-Störstellen in Oxiden als
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fundamentale Modellsysteme zur Untersuchung der elektronischen Struktur
stark korrelierter Oxide dienen können. Ihre detaillierte Untersuchung liefert
essentielle Informationen über den Einfluss lokaler und nicht-lokaler Wechsel-
wirkungen in den zugehörigen Volumensystemen oder weitaus kompliziert-
eren Verbindungen.
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Chapter 1

Introduction

This thesis deals with the investigation of the electronic structure of transi-
tion metal impurities in oxides. It will be shown how these impurity systems
can be used as fundamental model compounds for (usually much more com-
plicated) correlated electron systems, and to test the reliability of recent elec-
tronic structure theories. Therefore, in this first introductive chapter we will
briefly outline the most important physical concepts of strongly correlated
electron systems and some basic ideas of a popular method of the local elec-
tronic structure calculation for these compounds, namely, the configuration-
interaction cluster model. In Section 1.3 the key issues and aims of this thesis
will be introduced.

1.1 Correlated electron systems

One of the key problems in modern technology is to find proper materials for
new applications and devices. Most modern electronics is still based on the
transistor invented in the 1940s by Schockley, Bardeen, and Brattain [1].1

These transistors make use of the charge degree of freedom of the electron.
Since then it is one of the key issues in the design of integrated electronic
circuits to increase the number of transistors per area. Today’s micropro-
cessors are built from 32 nm structures produced using extreme ultraviolet
(EUV) lithography [2]. This is already very close to the physical limit of
integration which is in the order of a few Å, the size of single atoms. Modern
materials research tries to make also use of other properties of the electron,
like, e.g., the spin and the orbital degrees of freedom. The ordering of these
charge, orbital, and spin degrees of freedom, their fluctuations, interactions,
and coupling to the crystal lattice lead to a variety of phenomena. New ef-

1W. B. Shockley, J. Bardeen, and W. H. Brattain, Nobel Prize in 1956
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fects like high-Tc superconductivity
2, giant magneto resistance (GMR)3 and

tunnel magneto resistance (TMR) [3], spin-polarized electron transport [4, 5],
or metal to insulator transitions [6] have been found from which part of them
are already used in modern devices. In so-called multiferroics two or more
ferroic phases appear simultaneously, opening a path to multi-functional ma-
terials, very interesting with respect to device miniaturization [7]. In order to
understand all these effects or, in the second step, to develop new materials
or compounds for applications, a profound comprehension of the underlying
physics and the electronic structure is indispensable. Unfortunately, most of
these effects can no longer be explained by one-electron theory. Electron-
electron interactions play a major role here, and thus electrons cannot be
described as embedded in a static mean-field generated by the other electrons
[8]. Due to the importance of these correlations, such systems are referred to
as correlated electron systems. In this field of fundamental research binary
transition metal monoxides are often regarded as “simple” model systems for
more complicated compounds containing more elements in different environ-
ments. However, most of these binary transition metal monoxides are by far
not that simple as they might appear at first sight.

It was kind of a starting point of correlated electron physics when de Boer
and Verwey [9] pointed out that many of the properties of the 3d transition
metal compounds do not agree with the predictions of band theories. In basic
classes of solid state physics we learn that [10]: “In the ground state of an
insulator all bands are either completely filled or completely empty; in the
ground state of a metal at least one band is partially filled.” Thus, from a
band theory point of view, systems with an incompletely filled 3d shell should
be a metal. Standard density-functional theory (DFT) [11, 12] predicts FeO,
CoO, and CuO to be metallic [13, 14], for MnO and NiO a (way too small)
bandgap is found, but only in the magnetically ordered phase [13, 15, 16].
Experimentally, all of these compounds have been found to be insulators with
bandgaps between about 1 and 4 eV. In DFT calculations this problem could
be fixed by the inclusion of a so-called self-interaction-correction term into
the model, which than gives reasonable values for the bandgap [17]. How-
ever, even though DFT methods have shown to give a good description of
the ground state properties of many systems with weak correlation effects
[17], they usually fail to reproduce excitation spectra such as x-ray absorp-
tion and photoemission. Configuration-interaction cluster calculations [18]
and combined photoemission/ inverse-photoemission experiments [19] have
pointed out the importance of the d-d Coulomb interaction U for the elec-

2J. G. Bednorz and K. A. Müller, Nobel Prize in 1987
3A. Fert and P. Grünberg, Nobel Prize in 2007

2



tronic structure of correlated electron systems.
These electron-electron interactions have been used to explain the insu-

lating state of a so-called Mott insulator. In his model, Mott considered a
lattice with one single electronic orbital on each site. Electrons are now al-
lowed to hop between these sites and each site can be occupied by up to two
electrons. However, since two electrons would feel a large Coulomb repul-
sion if they occupy the same site, the band will split into two: a lower lying
band from electrons that occupy an empty site and a higher lying band from
electrons occupying a site that is already taken by another electron. At half
filling, i.e., one electron per site, the lower band is full and the system is an
insulator. A first theoretical description of the transition from a Mott insu-
lator to a metal was given within the Hubbard model which is the inclusion of
interaction effects into a tight-binding description. The Hamilton operator
of the Hubbard model is given by [20]

H = −t
∑
⟨i,j⟩

c†iσcjσ + U
∑
i

ni↑ni↓ (1.1)

and describes the competition between the kinetic energy (hopping) which
favors the electrons to be delocalized over the lattice and the Coulomb repul-
sion that drives the electrons to localize on the lattice sites (Mott insulator).
The first term in 1.1 describes the kinetic energy: An electron is annihilated
at site j and created at site i, accompanied with the gain of the kinetic energy
t, the strength of the hopping integral.

∑
⟨i,j⟩ here is a shorthand notation

for the sum over neighboring lattice sites. The second term in 1.1 includes
the number operator niσ and describes the Coulomb repulsion. For double
occupation the system has to pay the on-site repulsion U . So far the Hub-
bard model has been exactly solved only in the limits of one dimension [21]
or infinite-range hopping [22]. However, it is already very interesting to look
at the limiting cases: For U = 0 we are back in the tight-binding model with
non-interacting electrons. For t = 0 or U/t = ∞ we have no hopping at all
and, thus, a lattice of isolated atoms. For U ≫ t the band splits into a lower
and a upper Hubbard band (see above).

However, for d electron systems orbital degeneracy is important and must
be taken into account. In transition metal compounds the overlap of d bands
and p bands of the ligands upon hybridization is also crucial. This led to
the distinction of two types of insulators, depending on the character of the
first electron removal and addition states. Figure 1.1 schematically explains
the difference between the electronic structure of a Mott-Hubbard (a) and
a charge-transfer (b) insulator. For a Mott-Hubbard insulator, the partially
filled d band is split by the d-d Coulomb repulsion U into a completely filled
lower Hubbard band and an empty upper Hubbard band - the material is

3



(a) Mott-Hubbard insulator (b) Charge-transfer insulator

Fig. 1.1: Schematic illustration of the electronic structure of a (a) Mott-Hubbard
and a (b) charge-transfer insulator. The insulating phase is driven by the d-d
Coulomb repulsion U . (Reproduced from Ref. [6])

an insulator. If on the other hand, the charge-transfer energy ∆ is much
smaller than U , the lower Hubbard band falls below the ligand p band. The
insulating gap is then between the ligand p and the upper Hubbard band.
The system is called a charge-transfer insulator. For both scenarios, ∆ and
U are defined in terms of energy differences between configurations as

∆ = E(dn+1L)− E(dn), (1.2)

U = E(dn+1) + E(dn−1)− 2E(dn), (1.3)

where E(dn) is defined as the total energy of a dn configuration and L denotes
a ligand hole.

The concept of Mott-Hubbard and charge-transfer insulators has been
generalized by Zaanen, Sawatzky, and Allen [23]. Their results is summarized
in the phase diagram in Fig. 1.2. Here, compounds are classified dependent
on the parameters U , ∆, and the ligand p and transition metal 3d hybridiza-
tion parameter T . The heavy solid line (Egap = 0.5 T ) here separates metals
from insulators. In region (A) one finds Mott-Hubbard insulators. ∆ is much
larger than U , and thus Egap ∝ U . Charge-transfer insulators are found in
region (B), where U ≫ ∆ and Egap ∝ ∆. In the intermediate region (AB)
∆ and U are of comparable strength. For materials falling into this region
the density of states close to the Fermi level is of highly mixed ligand 2p and
transition metal 3d character.

Note that electron-electron correlation effects as described above are not
small or only important in very complicated systems. They already play
an essential role in one of the easiest systems than one can imagine: In the
hydrogen molecule (H2) we consider two electrons in s-like orbitals, two sites,
and the hopping probability t. Within a one-electron picture one finds the
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Fig. 1.2: Zaanen, Sawatzky, and Allen (ZSA) phase diagram, estimating the char-
acter of material (metal/insulator) dependent on the strength of the d-d Coulomb
repulsion U and the charge-transfer energy ∆. The heavy solid line (Egap = 0.5 T )
represents the separation between metals and semiconductors. (Reproduced from
Ref. [23])

0

PES                                                                               IPES

2 |t|

one-electron theory

0

Hubbard model

U
PES                                                                               IPES

2 |t| 2 |t|

Fig. 1.3: Schematic photoemission and inverse photoemission spectra and
bandgap of the H2 molecule within one-electron theory (top) and the Hubbard
model (bottom).
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well-known bonding and anti-bonding states at E0 ± t. Thus, in the ground
state both electrons will occupy the bonding state with opposite spins. PES
and IPES spectra would yield a single peak, respectively, separated by the
bandgap Eg = 2|t| (see Fig. 1.3). When we treat this system within the
Hubbard model with U ≫ t, however, the bands split up in a lower and
upper Hubbard band, and the PES and IPES spectra show two peaks each.
Within the spectra the two peaks are separated by ∆E = 2|t|, the bandgap is
Eg = U − 2|t|+2δ, where δ = 4t2/U . The intensity ratio of the two peaks of
the PES/IPES spectrum turns out to depend on the ratio t/U . Even though
it is very simple, the hydrogen molecule model has been used to estimate t/U
for real systems such as Ti2O3, a d1 system with a pronounced dimerization
in the crystal structure [24].

As outlined above, standard band theory is not able to fully describe the
electronic structure of systems in which electron-electron correlations are im-
portant. The Hubbard model captures well the basic concept of correlations
but its simplifications are severe. Another approach is to concentrate on
the local electronic structure. Configuration-interaction cluster calculations
which usually treat a cluster of a transition metal ion surrounded by the lig-
ands in the correct symmetry turned out to be extremely useful to simulate
excitation spectra such as x-ray absorption or photoemission [25, 26, 27]. On
the other hand these kind of calculations are not ab initio and thus depend
on parameters which have to be estimated from experiments or different the-
oretical approaches. Since they are impurity calculations, long range crystal-
lographic order and intersite effects are also neglected here. New approaches
like the dynamical mean-field theory (DMFT) try to combine the advantages
of density-functional theory and impurity calculations: Here, the translation
invariant lattice of atoms in a solid is replaced by a single impurity atom that
resides in a bath of electrons. In contrast to common DFT methods here the
bath is not static. The central atom fluctuates between certain atomic con-
figurations with a certain probability. DMFT becomes exact in the limit
of infinite lattice coordination. In practice, DMFT and DFT methods are
often combined: Weakly correlated electrons are described within the LDA
approach and strongly correlated electrons are treated using DMFT. The re-
sulting Hamiltonian can then be solved with this LDA+DMFT method in a
self-consistent way [8]. However, also (single-site) DMFT is often not able to
reproduce details of experimental data such as intersite correlations or multi-
plet structures (cf. Chapter 3). Recent multi-site cluster and DMFT models
are a another promising step towards electronic structure calculations of real
materials.
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1.2 Configuration-interaction cluster calcula-

tions

Fig. 1.4: Cluster of a transition metal cation (blue) surrounded by an octahedron
of six oxygen anions (red), here in Oh symmetry. Illustrated using [28]

A cm3 of a material in the solid state contains about 1024 electrons which
can principally interact whith each other. This makes an exact theoretical
treatment of the electronic structure of a real solid impossible. Standard band
theory makes use of the translational symmetry of crystals and then treats
a single electron in the mean-field potential of all other electrons. Electron-
electron interactions are completely neglected here. However, despite of these
rather strong restrictions, many (ground state) properties of solid state ma-
terials, in particular those of metals, can be very well understood within this
one electron model.

A completely different approach is to neglect the translational symmetry
of the crystal completely and to concentrate on the local correlations. In
this impurity or cluster ansatz one restricts oneself to the description of one
or a very limited number of ions residing in the surrounding of their ligands
in the correct local symmetry. This restriction allows in principle to take
all correlations explicitly into account, even the full atomic multiplet theory.
This model is in particular interesting for systems with narrow shells, such
as transition metal (3d) or rare earth (4f) compounds. Here, the spread of
the radial wave functions is rather limited suggesting that the electrons may
mostly retain their local character. Since within this method the ground
state, low-lying excited states, and final states due to excitations can be
treated on equal footing it is particulary interesting for the simulation of
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excitation spectra such as photoemission or x-ray absorption. In these cases
the cluster model turned out to be very powerful [25, 29].

In this work configuration-interaction cluster calculations have been per-
formed for the simulation of experimental x-ray absorption and photoemis-
sion data. For the calculations we have used the XTLS 8.30 code by Arata
Tanaka [25]. In this section some of the basic concepts of the cluster ap-
proach will be illustrated. For more detailed information we refer to Refs.
[25, 26, 30, 31].

Talking about a (single-site) cluster we here refer to a transition metal
ion surrounded by six O2− ligands in the respective symmetry (see Fig. 1.4).
When hybridization is taken into account the ground state of a dn system
can be described as:

|i⟩ = α1|dn⟩+ α2|dn+1L⟩+ α3|dn+2L2⟩+ ...,

where L means a ligand hole and
∑

i α
2
i = 1. The cluster is then treated

using the following Hamiltonian:

H = H1 +H2,

H1 =
∑
i

ϵd(Γi)
∑
γi

d†γidγi +
∑
i

ϵp(Γi)
∑
γi

p†γipγi + ϵc
∑
ξ

c†ξcξ

+ Udd

∑
i,j

∑
γi ̸=γj

ndγindγj − Udc

∑
i,γi

ndγi

∑
ξ

(1− ncξ)

+
∑
i

V (Γi)
∑
γi

(d†γipγi + h.c.),

H2 = Hdd +Hdc +Hd(ζd) +Hc(ζc).

In H1 the six different terms denote

1. The energy of the 3d orbit of the transition metal ion, where {Γi} stands
for the corresponding representations of the respective symmetry group
(t2g and eg in the case of Oh) and γi is the basis of each representation
including the spin state.

2. The energy of the ligand molecular orbit.

3. The energy of the core orbit. Here, ξ denotes the orbital and spin state
of the core orbit.

4. The effective 3d-3d interaction Udd.

5. The attractive core-hole potential acting on the 3d electron Udc.

6. The hybridization between the ligand and the 3d orbit.

8



H2 describes the full-multiplet 3d-3d (Hdd) and 3d-core (Hdc) interaction,
expressed in terms of Slater integrals, and the spin-orbit coupling in the 3d
(Hd(ζd)) and core (Hc(ζc)) state. (cf. [25])

Depending on the spectrum that one wants to simulate the final state
wave function then is:

3d valence band PES: |f⟩ = β1|dn−1⟩+ β2|dnL⟩+ β3|dn+1L2⟩+ ... ,

core level PES: |f⟩ = β1|cdn⟩+ β2|cdn+1L⟩+ β3|cdn+2L2⟩+ ... ,

XAS: |f⟩ = β1|cdn+1⟩+ β2|cdn+2L⟩+ β3|cdn+3L2⟩+ ... .

Again, c and L denote a core and ligand hole, respectively, and
∑

i β
2
i = 1.

The input parameters of a cluster calculation, therefore, typically are:

• The initial and final state configurations taken into account.

• Crystal field and hybridization, generally expressed in coefficients of an
expansion in spherical harmonics. The crystal field can be, e.g., deter-
mined by LDA(+U) calculations but is often fitted to the experimental
data. This is possible since for systems with a high local symmetry
the number of parameters needed is only very small (only one for Oh

symmetry, see below). Hybridization is usually calculated within the
tight-binding model by Slater and Koster [32]. Here, the basis set used
in the calculation can be significantly reduced by taking only the bond-
ing orbitals into account.

• The Coulomb repulsion U and charge transfer energy ∆ as defined in
Sec. 1.1.

• The spin-orbit coupling parameters ζd and ζc.

• The Slater integrals F 2
dd and F 4

dd, and F 2
cd, G1

cd and G3
cd describing

the electron-electron interaction. The Slater integrals and spin-orbit
coupling parameters are usually calculated within the Hartree-Fock
approximation and are tabulated for a variety of elements, e.g., in
Refs. [25, 30]. In a solid the Slater integrals are partially screened and
are, thus, typically reduced to about 80% of the (atomic) Hartree-Fock
value [33].

In this work systems with a cubic (Oh), tetragonal (D4h), or trigonal
(D3d) local symmetry are treated. In the Oh case the crystal field splits the
3d states into the well-known t2g and eg states. This splitting can be described
by one single parameter only, namely, the cubic crystal field splitting 10Dq.
See Fig. 1.5. A distortion of the Oh octahedron of the ligands along one of

9



Spherical Cubic Tetragonal Trigonal

 =25Dq2 +9/4D 2 +25/4D 2 
    -5DqD  +25/3DqD  -15/2D D

0

e
g
: 6Dq

t
2g

: -4Dq

e
g
: -4Dq -Ds +4Dt

b
2g

: -4Dq +2Ds -Dt

a
1g

: 6Dq -2Ds -6Dt

b
1g

: 6Dq +2Ds -Dt

e
g

: Dq +1/2D  +3/2D  +  1/2

e
g

: Dq +1/2D  +3/2D  -  1/2

a
1g

: -4Dq -2D  -6D

Fig. 1.5: Splitting of the d orbitals in an octahedral, tetragonal, and trigonal field
(cf. [30, 34]).

the principal axes leads to a D4h local symmetry in which the t2g and eg
states are further split by additional parameters ∆t2g and ∆eg. Following
Ballhausen [34], these splittings are described by introducing the parameters
Ds and Dt, with ∆t2g = 3Ds − 5Dt and ∆eg = 4Ds + 5Dt. When the
distortion of the octahedron is applied along the [111] direction we have a
D3d local symmetry. Here, the trigonal crystal field lifts the degeneracy of
the t2g and splits these into a non-degenerate a1g and a doubly degenerate eπg
state. For the description of the crystal field splitting in trigonal symmetry
three parameters, usually called Dq, Dσ, and Dτ is needed, as well. These
parameters are often re-expressed in terms of a so-called bare trigonal field
D0

trig = −3Dσ− 20Dτ/3 and a mixing term Vmix =
√
2(Dσ− 5Dτ/3) which

mixes the t2g and eg states of the cubic field and, thus, leads to the formation
of the eσg and eπg states. D0

trig is the crystal field splitting between the a1g
and eπg states in the absence of the stabilization of the eπg due to the mixing
of t2g and eg states. In the XTLS 8.30 code the crystal field is expressed
in terms of spherical harmonics. In this notation the complete form of the
crystal field on the d orbitals in Oh, D4h, and D3d symmetry is [30]:

10



VOh
= 21DqC0

4(θ, ϕ) + 21

√
5

14
Dq(C4

4(θ, ϕ) + C−4
4 (θ, ϕ)), (1.4)

VD4h
= −7DsC0

2(θ, ϕ) + 21(Dq −Dt)C0
4(θ, ϕ) (1.5)

+21

√
5

14
Dq(C4

4(θ, ϕ) + C−4
4 (θ, ϕ)),

VD3d
= −7DσC0

2(θ, ϕ)− 14(Dq +
3

2
Dτ)C0

4(θ, ϕ) (1.6)

−14

√
10

7
Dq(C3

4(θ, ϕ) + C−3
4 (θ, ϕ)),

where Cm
l (θ, ϕ) =

√
4π

2l+1
Y m
l (θ, ϕ).

Finally, excitation spectra are usually calculated within the dipole ap-
proximation. One has to diagonalize the initial and final state Hamiltonians
and then to calculate the excitation probability to each final state. This gives
a set of energies with the respective weights that, after taking a reasonable
lifetime and experimental broadening into account, can be compared to ex-
perimental spectra. A comparison of the parameter set found from a fit to
experimental data to parameters from other experiments or calculations is,
however, not always easy. The parameters from a fit to valence band PES
data can be considerably different from those from a fit to, e.g., core level
PES data of the same compound. This is because in the latter the param-
eters are used in the presence of a core hole which can screen the strength
of, e.g., crystal fields, hybridization, or hopping integrals in the final state
[35, 36].

1.3 Scope of this thesis

As outlined above, configuration-interaction cluster calculations are very suc-
cessful for the simulation of excitation spectra and the local electronic struc-
ture of correlated electron systems. On the other hand they are impurity
calculations that neglect the translational symmetry of a real crystal and,
since they are not ab initio, depend on parameters. One could, therefore,
imagine that the parameter set that one finds by fitting a cluster simulation
to experimental data of bulk samples is kind of effective in the sense that it
may compensate for differences originating from shortcomings of the model.
Also (single-site) DMFT treats correlations in an impurity ansatz, thereby
neglecting all possible non-local interactions. A natural approach to test the
validity of the cluster model and the physical meaning of its parameters would
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be to investigate real impurity systems. Here, a single-site model should
work perfectly, and parameters found from these simulations should be more
meaningful. In the past, work on optical absorption spectra and electron
spin resonance experiments on dilute crystalline salts of transition metals
has already shown to yield valuable information about the energy levels, the
ligand fields, and possible distortions [37, 38, 39, 40]. Modern spectroscopic
techniques together with the availability of synchrotron radiation now allow
us to investigate their electronic structure with unprecedented detail. We
have, therefore, set out to systematically study the electronic structure of
transition metal impurities in oxide host materials using x-ray absorption
(XAS) and photoemission spectroscopy (PES). We have simulated the ex-
perimental results using a single-site cluster approach. Depending on the
investigated system the impurity approach allows to study various physical
effects which will be shown for different examples: The impurity approach
allows to eliminate intersite or non-local effects in the electronic structure.
Hence, details in the local electronic structure can be separately studied (cf.
Chapter 3 and 6). It gives the possibility to prepare model systems which are
not stable as bulk compounds (cf. Chapter 4). By using impurity systems
instead of the stoichiometric bulk compound one can induce changes in the
local environment of the transition metal ions like, e.g., the strength of the
ligand field (cf. Chapter 5).

However, in order to do these experiments, we still have to overcome an
experimental problem. The host materials that one would typically use for
transition metal oxide impurity systems (like MgO or Al2O3) are very good
insulators and, therefore, not suitable for electron spectroscopic experiments.
They would immediately cause charging problems. Yet, we decided to pre-
pare the impurity systems as thin films on metal substrates using molecular
beam epitaxy (MBE). It is known from other studies [41] that, if the oxide
film is thin enough, the conducting substrate can provide electrons to neu-
tralize the sample charging. Furthermore, with MBE one operates far from
equilibrium conditions which allows to prepare model systems which are not
stable as bulk compounds. In addition, the in situ preparation and direct
characterization using spectroscopy offers, in contrast to bulk crystal growth,
an online control of the growth parameters at the experiment (stoichiometry,
impurity concentration, etc.), an important aspect regarding time-limited ex-
periments (e.g., at synchrotron facilities). For clarity and better readability,
details of the electronic structure and the physical properties of the studied
compounds (or of the associated stoichiometric bulk crystals) and open ques-
tions therein will be introduced and discussed in the respective chapters. In
Chapter 2 the most important experimental techniques that were used for
the studies in this thesis will be explained.

12



Chapter 2

Experimental methods

In this Chapter the experimental techniques that were used for this work will
be introduced. The explanation will be very general and concentrate on the
basic concepts. Details that are important for certain experiments will be
dealt with in the respective chapters.

Fig. 2.1: The Cologne combined XAS/PES and Mini-MBE setup installed at
the Dragon beamline of the National Synchrotron Radiation Research Center
(NSRRC) in Hsinchu, Taiwan
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2.1 Molecular beam epitaxy

For several reasons most of the samples studied in this thesis have been
prepared as thin films. Therefore, the most important nucleation processes
and growth modes of thin films, and some details of molecular beam epitaxy
will be discussed in the following.

In Fig. 2.2 the fundamental atomic processes for thin film growth on
surfaces are shown. When single atoms or molecules from an evaporation
source hit the substrate they may diffuse on the surface until one of the
other processes shown in Fig. 2.2 sets in: They can nucleate to small clusters
or at special sites such as defects or steps, but they can also diffuse into the
substrate or even be re-evaporated. (cf. [42])

Fig. 2.2: Relevant processes in nucleation and growth of thin films on surfaces.
(Reproduced from Ref. [42])

In epitaxy one distinguishes between different growth modes. The four
most important are illustrated in Fig. 2.3. When the impinging atoms or
molecules are stronger bound to the substrate than to each other one finds the
layer-by-layer growth mode, in which the next layer starts to form when the
previous one is already completed. In the other situation, namely the binding
of the impinging particles to each other is stronger than to the substrate, the
atoms nucleate as small clusters on the substrate surface and then grow into
islands of the condensed phase. This situation is called island growth. An
intermediate situation occurs if the binding energy to the substrate or the
previous layers changes in a non-monotonic way: In the Stranski-Krastanov
growth mode, the film grows in island-growth after the first monolayer(s)
have formed in a layer-by-layer fashion. A possible reason for such a change
in binding energy is, e.g., the reduction of stress due to lattice misfit by
island formation. In reality, substrates are usually not atomically flat but,
on a microscopic scale, show crystallographic imperfections such as disloca-
tions, defects, or steps. These sites are energetically favorable for impinging
atoms such that new layers start to form preferentially at steps (step-flow
growth). Which of the above mentioned growth modes appears for a certain
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Fig. 2.3: Sketch of the relevant growth modes for thin film growth. (Reproduced
from Ref. [44])

system depends on many parameters such as, e.g., material fluxes, growth
temperature, substrate quality, and lattice misfit to the substrate. (cf. [43])

In molecular beam epitaxy (MBE), materials are deposited from differ-
ent sources (solids, gases) onto a substrate whose temperature can usually
be controlled. This is done in ultra-high vacuum conditions (base pressures
of MBE systems usually are in the order of 10−10 mbar), allowing for several
advantages of this technique. The low residual gas pressure leads to a very
long mean free path of atoms or molecules in the systems. Therefore, the
mass flow from evaporation sources can be regarded as a directed beam. Fur-
thermore, it allows for very clean thin films with very little impurities and
outstanding crystalline quality. In ultra-high vacuum, one also operates far
from thermodynamic equilibrium conditions. For this reason the kinetics of
the above mentioned growth processes on surfaces become the most impor-
tant parameters. This allows to prepare systems that are usually not stable
at ambient pressure or whose preparation usually requires extreme process
parameters like very high temperatures or pressures as it is the case, e.g., for
the preparation of EuO [45]. The use of Knudsen cells or electron beam evap-
orators, in which the source materials are heated by a tungsten filament or
an electron beam, allows to precisely control the material fluxes. In this way,
the growth of even sub-monolayer films is possible. The vacuum environment
also gives the possibility for an in situ real-time control of the crystal growth
using, e.g., reflection high energy electron diffraction (RHEED). (cf. [43])

All thin film samples for this work have been prepared using our so-called
Mini-MBE setup. A photograph of this machine, mounted in combination
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with our XAS/PES measurement chamber at the Dragon beamline of the Na-
tional Synchrotron Radiation Research Center (NSRRC) in Hsinchu, Taiwan
is shown in Fig. 2.1. The Cologne Mini-MBE setup consists of a cylindrical
main chamber which can be equipped with up to three evaporators. An Ar
sputter gun and a heating stage can be used for substrate cleaning and an-
nealing. The manipulator/ sample holder allows to heat the sample to up to
500 ◦C. Oxygen gas can be introduced as molecular O2 via a leak valve or, if
needed, as radical oxygen ions via a thermal gas cracker. The system further
features a reflection high energy electron diffraction system (RHEED) for
sample surface crystal structure analysis during growth.

The Mini-MBE setup is directly connected to a combined XAS/PES mea-
surement chamber (see Fig. 2.1), thereby allowing for an all in vacuo charac-
terization of the freshly grown films. These two techniques for the character-
ization of the microscopic electronic structure of the sample will be explained
in the following two Sections.
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2.2 X-ray absorption spectroscopy

In x-ray absorption spectroscopy (XAS) one measures the photon energy
dependent absorption of x-rays of a sample. This can basically be done in
two different ways, as it is shown in Fig. 2.4: In the transmission mode,
the transmitted x-ray intensity if compared to that of the incoming light.
Due to the rather strong absorption of x-rays by matter, the transmission
mode is often not applicable. On the other hand, one can also measure
the absorption of x-rays using the yield mode. Here, secondary effects are
used to measure the absorption cross section. Upon relaxation from the
photo-excited state, fluorescence photons, Auger electrons, photoelectrons,
and even ions are emitted from the sample. All of them are supposed to give
a signal that is proportional to the absorption cross section [46]. The most
frequently used detection mode is the so-called total electron yield (TEY).
Here, the drain current of the sample, which is the net current of all charged
particles emitted, is measured with high accuracy. The probing depth of
the TEY is about 40 Å [29]. In the energy-selected or partial electron yield
(PY) one measures emitted electrons within a certain kinetic energy window
[47]. Depending on the selected energies, the PY is very surface sensitive
and probes only a few Å of the sample. The ion yield mode measures only
ions emitted from the surface [48]. The ion yield mode is the most surface
sensitive detection technique and probes only the surface (2 Å [29]). The
most bulk-sensitive detection mode is the fluorescence yield (FY) [49], where
emitted fluorescence photons are detected using a diode, a micro-channel

Fig. 2.4: Schematic representation of an x-ray absorption experiment performed
in the transmission (top) and yield (bottom) detection mode. (Reproduced from
Ref. [29])
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Fig. 2.5: Interpretation of x-ray absorption spectra within an one-electron picture:
The experimental spectrum is a convolution of the delta-shaped core levels with
the unoccupied density of states. (Reproduced from Ref. [30])

plate, or a channeltron. Since the attenuation length of photons in matter
is much larger than that of charged particles, the probing depth of FY is
comparably large (> 1000 Å [29]).

The basic mechanism of XAS is rather simple. When a sample is irradi-
ated by light with an energy equal to the binding energy of a certain core
level, electrons can be excited to the lowest lying unoccupied states, as it is
illustrated using a single-electron model in Fig. 2.5. The interaction of x-rays
with matter can here be described by Fermi’s golden rule stating that the
probability W of a system for a transition between initial state Ψi and final
state Ψf is given by [50]:

W =
2π

h̄
|⟨Ψf |T|Ψi⟩|2δ(Ef − Ei − h̄ω). (2.1)

Here, Ei and Ef are the total energies of the initial and final states, and T
is the transition operator. Re-writing the latter within the dipole approxi-
mation leads to:

W ∝
∑
q

2π

h̄
|⟨Ψf |êq · r|Ψi⟩|2δ(Ef − Ei − h̄ω). (2.2)

The dipole operator is only non-zero if the orbital quantum number of final
and initial state differ by 1, and the spin is conserved, thus, ∆L = ±1 and

18



635 640 645 650 655

L2-edge

 MnO on Ag

 

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Photon energy (eV)

L3-edge

Fig. 2.6: Isotropic Mn L2,3 x-ray absorption spectrum of MnO grown on Ag.
The line shapes of the L3 and L2 edge are very different and the branching ratio
is larger than 2/3, already indicating the breakdown of the one-electron picture
here.

∆S = 0. Quadrupole transitions are some hundred times weaker and can
usually be neglected in XAS. For historical reasons, in XAS the main peaks
are labeled as follows: The shell of the initial state is referred to asK (n = 1),
L (n = 2), M (n = 3) etc.. For a given shell, the transitions are numbered
consecutively starting from the lowest core level. Related to this work, the
most interesting transitions are the transition metal L2 and L3 edges, which
are transitions from the spin-orbit split 2p (2p1/2 and 2p3/2) to empty 3d final
states. The energy position of these transitions, of course, depends on the
binding energy of the core electron and is, thus, strongly element specific.
For the 3d transition metals, the 2p core levels have binding energies between
about 400 eV and 1000 eV.

Within this rather simple one-electron description and according to
Fig. 2.5, we would expect the L2 and L3 edges of an x-ray absorption spec-
trum to have the same shape and an intensity ratio I(L3)/I(L2 + L3), the
so-called branching ratio [51], of 2/3. Comparing Fig. 2.5 and Fig. 2.6, which
shows the experimental Mn L2,3 spectrum of MnO as an example, one finds
that this is obviously not the case. Here, the L2 and L3 line shapes are
very different and the branching ratio is much larger than 2/3. This already
means that the one-electron picture is no valid description here. The reason
for this is that one actually does not observe the unoccupied density of states
in an XAS experiment. In the final state, the 2p core hole and the 3d valence
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Fig. 2.7: Cu L2,3 fluorescence yield x-ray absorption spectra of La1.85Sr0.15CuO4

for E ⊥ c (dashed line) and E ∥ c (solid line). (Reproduced from Ref. [52])

wave function have a strong overlap. They are strongly bound and form an
exciton, i.e., a bound electron-hole pair, due to the strong 2p core hole to
3d electron attraction. This strong bond of the core hole leads to almost
atomiclike final states, allowing for successfully describing most features of
x-ray absorption spectra within a local model. On the other hand, this also
means that the one-electron picture breaks down here: An exciton can only
be explained in terms of a many-electron system. The underlying atomiclike
physics is, however, very well known. Core hole and 3d electron both can be
in different orbitals, respectively, leading to a large number of possible final
states. The number of possible transitions is, however, reduced significantly
by the application of the dipole selection rules (see above). The full atomic
multiplet theory has to be taken into account. A pure atomic description
of XAS is usually not sufficient. The ligands surrounding the probed ion
will react on the presence of the core hole and have, thus, to be taken into
account. The exact energy position and line shape of an x-ray absorption
spectrum depends on the local environment of the probed ion. This makes
XAS sensitive to the valence, spin-state, and ligand field symmetry.

When linear polarized x-rays and single crystal samples are used in an
XAS experiment, only electrons from orbitals which have a component par-
allel to the electric field vector E of the light can be excited. Furthermore,
these electrons can only be excited to orbitals with a component parallel to
E. The intensity thus depends on the occupation of these orbitals. This effect
is called linear dichroism and allows to directly probe the orbital occupation
using XAS. An example where this effect can be seen in a very distinctive
way is shown in Fig. 2.7. Here, the Cu L2,3 edges of La1.85Sr0.15CuO4 is shown
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measured with E ⊥ c (dashed line) and E ∥ c (solid line). La1.85Sr0.15CuO4

is a layered compound, belonging to the high-Tc cuprate superconductors, in
which the CuO2 planes are well separated by two LaO layers. In its tetrago-
nal structure, the Cu ions (Cu2+ d9) are surrounded by an octahedron of O
ions, whose (out-of-plane) c-axis is considerably elongated compared to the
a-axis. One would, therefore, expect the dx2−y2 orbital to be high in energy
and thus unoccupied. Looking at Fig. 2.7, this is what one can indeed see:
For E ⊥ c electrons can be excited to the dx2−y2 hole. A strong absorp-
tion edge is found. For E ∥ c there is no empty final state available. The
absorption is consistently suppressed.

XAS also offers insight to magnetic properties of a sample. In x-ray mag-
netic circular dichroism (XMCD) circular polarized light is used on magne-
tized samples. Spectra taken using left- and right-circular polarized x-rays
show a difference that gives information about magnetic moments of the
probed ion. Sum rules have been derived [53, 54] which allow to comparably
easily derive the orbital ⟨Lz⟩, spin ⟨Sz⟩, and dipole ⟨Tz⟩ moment from the
dichroic signal.

Summarizing, XAS is a synchrotron-based, site selective tool which is sen-
sitive to the valence, spin-state, and local environment of the probed ion. In
an one-electron approximation, it measures the unoccupied density of states
of a sample. For correlated systems, however, the core hole potential be-
comes dominant and a description including the full atomic multiplet theory
is necessary.
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2.3 Photoemission spectroscopy

Fig. 2.8: Schematic setup of a photoemission experiment: The sample is irra-
diated by light of a certain energy and polarization. The kinetic energy of the
emitted photoelectrons is then measured using an analyzer as a function of the
emission angle θ and ϕ and the spin orientation of the electrons σ. (Reproduced
from Ref. [55])

Photoemission spectroscopy (PES) has been established as one of the
most important methods to study the electronic structure of molecules, solids
and surfaces [55]. In contrast to XAS, which probes partially filled or empty
states, PES is used to study the occupied states of a sample.

Figure 2.8 schematically shows the basic concept of a photoemission ex-
periment. When a sample is irradiated by light of an energy hν larger than
the so-called work function Φ, electrons of the sample with binding energy
EB can be excited above the vacuum level and leave the sample (if they do
not undergo inelastic scattering) with an kinetic energy

Ekin = hν − EB − Φ.

This is Einstein’s famous equation [56], theoretically describing the photo-
electric effect, which has been experimentally found earlier by Hertz [57] and
Hallwachs [58]. From this rather simple equation one can already see that by
measuring the kinetic energy of the photoelectrons (and knowing the photon
energy and work function) one finds the binding energy of these electrons in
the measured compound.

Nowadays, different kind of light sources are typically used for PES experi-
ments. Monochromatic ultraviolet line spectra from discharge lamps are used
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in ultraviolet photoemission (UPS) to study valence band states with high
energy resolution. Since laboratory light sources can be used, this method
is comparably easy to handle, but the very high surface sensitivity has to be
taken into account. In x-ray photoemission spectroscopy (XPS) monochro-
matic x-ray sources such as Al or Mg Kα radiation are used as excitation
sources. Compared to UPS, it is more bulk sensitive and allows to study
core level spectra as well. XPS can be very well used for the chemical in-
vestigation of surfaces, thin films, and bulk samples and is for this reason
also known as ESCA (electron spectroscopy for chemical analysis). Using
synchrotron light as excitation source for PES allows to make use of different
photoionization cross sections and to adjust the probing depth by properly
tuning the photon energy. Present-day synchrotron sources also allow to use
hard x-rays for PES (HAXPES), thereby enhancing the probing depth sig-
nificantly, which makes bulk sensitive measurements possible and simplifies
the sample preparation.

Modern hemispherical electron spectrometers are able to measure pho-
toelectrons with an sub-meV energy resolution, and also allow to map the
emission angle by using appropriate electron lens systems. Angle-resolved
photoemission spectroscopy (ARPES) gives direct insight to the dispersion
of valence band states.

Figure 2.9 shows in a simplified one-electron picture how a photoemission
spectrum is connected to the electronic structure of the sample. Here, the
photoemission spectrum is a direct image of the occupied density of states,
convoluted with an experimental resolution function. However, this simpli-
fied picture is usually not valid for PES on systems where electron correlations
play a role (see Sec. 1.1). Here, one should better think in terms of initial
(|i⟩) and final state (|f⟩) configurations:

|i⟩ = α1|dn⟩+ α2|dn+1L⟩+ α3|dn+2L2⟩+ ...

|f⟩ = β1|dn−1⟩+ β2|dnL⟩+ β3|dn+1L2⟩+ ...,

for 3d valence band photoemission on a 3dn system, where L denotes a ligand
hole.

In a photoemission experiment the work function Φ, which is a character-
istic of the analyzer, has to be found out experimentally by measurements on
reference samples (typically scans of the Fermi edge of Ag or Au samples).

For photoemission experiments it is important to know that the photoion-
ization cross section (the probability of a photoelectron to be emitted from a
certain subshell when a photon is absorbed) can be very different for different
elements and (sub-)shells, and strongly depends on the photon energy used
for excitation. The photoionization cross section has been calculated and
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Fig. 2.9: Simplified representation of the photoemission process using an one-
electron picture: An electron with binding energy EB can be excited above the
vacuum level by photons with energy hν > EB+Φ0, where Φ0 is the so-called work
function. The measured energy distribution of the photoelectrons then reflects, in
this simplified picture, the occupied density of states of the sample. (Reproduced
from Ref. [55])
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tabulated for free ions [59]. However, one needs to take into account that it
can principally be different in solids [60].

In Fig. 2.10 the calculated photon energy dependence of the photoioniza-
tion cross section of Ag is shown. One can see that the cross section is very
different for each subshell, and that it decreases with increasing photon en-
ergy. However, the cross section of the Ag 4d shows a pronounced minimum
at around 120 eV. This is a so-called Cooper minimum [61] that occurs due to
vanishing matrix elements for certain transitions. As stated above, the pho-
ton energy dependence of the cross section can be exploited in experiments
to enhance or suppress certain features in photoemission spectra.

The high surface sensitivity of PES is due to the strong interaction of
electrons with matter. The probability that a photoelectron undergoes in-
elastic scattering on its way out of the sample is rather high and depends on
its kinetic energy. It has been shown [62] that the resulting inelastic mean
free path (IMFP) follows a so-called universal curve (see Fig. 2.11). This
curve shows a minimum of only a few Å between around 10 and 100 eV ki-
netic energy. Note that the universality of the curve should be treated with
attention. Even though it was experimentally shown to be valid for many el-

Fig. 2.10: Calculated atomic subshell photoionization cross sections of Ag. The
subshell designation is marked at the end of each curve. The cross section of the
Ag 4d subshell is highlighted in red. It shows a pronounced minimum at around
120 eV. (Reproduced from Ref. [59])
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Fig. 2.11: Inelastic mean free path λn measured for various elements (in nm).
The experimental data all approximately follow a so-called universal curve with a
pronounced minimum between 10 and 100 eV. (Reproduced from Ref. [62])

ements and compounds, since the weight of the scattering processes involved
strongly depends on the specific electronic structure, especially for corre-
lated systems and wide bandgap insulators this is questionable. However,
for photon energies that are typically used in conventional photoemission ex-
periments (10 - 1500 eV) the inelastic mean free path and thus the probing
depth is very short and only in the order of a few atomic monolayers. This is
one of the main reasons why PES needs ultra-high vacuum conditions and a
very careful sample surface preparation (like in situ cleaving or in situ thin
film preparation)

Figure 2.12 shows a typical XPS overview scan of a Ag film grown on MgO
by MBE in situ. The spectrum consists of the sharp 3s, 3p, 3d, 4s, and 4p
core levels, the 4d valence band, and some Auger lines. The intensity of the
lines mainly depends on the number of electrons in and the photoionization
cross section of the respective subshell.

Summarizing, PES is a versatile experimental tool to study the micro-
scopic electronic structure of gases, molecules, or solids. Depending on the
measurement geometry and the photon energy used for the excitation, surface
and bulk properties of the sample can be probed.
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Fig. 2.12: Overview photoemission spectrum of a Ag film grown on MgO, mea-
sured using Al Kα radiation.

2.4 Synchrotron radiation

XAS and also a lot of the present-day PES experiments would not be possible
without the availability of modern synchrotron light sources. Therefore, some
very basic facts and concepts of these light sources will be presented here.

Synchrotron radiation occurs when a charged particle moving at rela-
tivistic speeds follows a curved trajectory [64]. It was already predicted
theoretically in 1898 by Liénard [65] and finally found experimentally in
1947 by Elder et al. [66]. Since then synchrotron radiation in the x-ray and
ultraviolet spectral regime has become one of the most important tools for
the study of matter. The first synchrotron accelerators were only partially
used for synchrotron radiation research but more for high-energy physics to
study elementary particles. They are called first-generation synchrotron ra-
diation sources. The Synchrotron Radiation Source (SRS) at the Daresbury
Laboratory in Cheshire, UK was the first of the so-called second-generation
synchrotron radiation sources since it was designed for and dedicated to the
creation of synchrotron radiation. Modern third-generation synchrotrons are
optimized for brightness by offering long straight sections for insertion devices
such as undulators and wigglers. In Fig. 2.13 the layout of a typical third-
generation synchrotron radiation source is shown. Electrons are accelerated
to their final energy in a booster ring and finally injected into the storage
ring. Dipole (bending), quadrupole, and sextupole magnets are used to guide
and focus the electron beam. The synchrotron radiation that is created at
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Fig. 2.13: Typical layout of a third-generation synchrotron radiation source.
Electrons are accelerated to their final energy in a booster ring and then guided
into the storage ring. The synchrotron radiation, which is generated at the bend-
ing magnets and insertion devices such as undulators and wigglers, reaches the
experiment through so-called beamlines. (Reproduced from Ref. [63])

the bending magnets and at insertion devices in the straight sections such
as undulators and wigglers is guided to the experiments through so-called
beamlines. The beamlines are equipped with optics to monochromatize and
focus the synchrotron light.

In Fig. 2.14 spectra of bending magnet radiation are shown for various
electron energies. One can see that the spectrum is continuous with a rather
sharp drop-off around a critical photon energy. This critical energy mainly
depends on the electron energy and the magnetic field in the bending magnet.

Most experiments using synchrotron radiation carried out for this the-
sis were performed at the 11A1 Dragon beamline of the National Syn-
chrotron Radiation Research Center (NSSRC) in Hsinchu, Taiwan. This
third-generation synchrotron radiation source uses an electron energy of
1.5 GeV with a typical beam current of 300 mA. Its critical photon en-
ergy is at 2.14 keV [63]. The Dragon beamline at the NSRRC is the world’s
first beamline with the Dragon design originally designed by C. T. Chen in
1988 at the National Synchrotron Light Source (NSLS) in Brookhaven, USA
[68, 69]. The Dragon design features separate and decoupled horizontal and
vertical focusing mirrors, and a movable exit slit to provide both, high photon
flux and high resolution (see Fig. 2.15). In addition the design allows easy
operation and alignment. Six spherical gratings are used to cover a photon
energy range from 10 eV to 1700 eV.
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Fig. 2.14: Spectra of bending magnet synchrotron radiation for various electron
energies. The radiation shows a continuous spectrum until a sharp drop-off around
a critical photon energy that depends on the electron energy and the magnetic field
in the bending magnet. (Calculated using [67])

Fig. 2.15: The optical layout of the 11A1 Dragon beamline at the NSRRC (repro-
duced from Ref. [70]). It features separate horizontal and vertical focusing mirrors
and a movable exit slit.
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Chapter 3

Local correlations, non-local
screening, multiplets, and band
formation in NiO

Part of this work has been submitted for publication in Phys-
ical Review Letters.

NiO is a benchmark system in solid state physics. It crystallizes in the
NaCl structure, has a partially filled 3d shell (Ni2+, high-spin d8), and is an
antiferromagnetic insulator with a Néel temperature of 523 K. The superex-
change interactions via the Ni-O-Ni 180◦ bonds are antiferromagnetic and
lead to a type II antiferromagnetic order, with ferromagnetic sheets parallel
to (111) planes and antiferromagnetically stacked along the [111] directions
[71]. Physicists drew attention to the electronic properties of NiO since de
Boer and Verwey [9] pointed out that many of the properties of the 3d tran-
sition metal compounds do not agree with the predictions of band theory.
Standard band theory predicts NiO to be metallic. A qualitative explana-
tion for NiO being an insulator was proposed in terms of the Mott-Hubbard
model [72, 73] in which the large on-site Ni 3d-3d Coulomb interaction plays
a decisive role (cf. Sec. 1.1).

An early ab initio attempt to fix the shortcoming of band theory was to
treat NiO as a so-called Slater insulator in which the doubling of the (mag-
netic) unit cell allows for the existence of a gap [13, 15, 16]. However, the
calculated gap of about 0.2 eV [15] turned out to be much too small: A
combined photoemission (PES) and bremsstrahlung-isochromat (BIS) spec-
troscopy study showed that the bandgap is large, namely, 4.3 eV [19] and
established thereby the correlated nature of NiO. The inclusion of a self-
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interaction-correction (SIC) or Hubbard U term to the density-functional
formalism may provide a justification for the magnitude of the experimental
bandgap [17, 74].

Yet, one of the most direct methods to critically test the accuracy of
the different approaches, is to determine the excitation spectrum associated
with the introduction of an extra particle into the system [76], e.g., the
Ni 3d one-electron removal (photoemission) spectrum in the case of NiO.
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Fig. 3.1: Valence band XPS (1486.6 eV) spectrum of an in situ cleaved NiO
single crystal. The results of two single-site cluster calculations (reproduced from
Refs. [18] and [75]), and LDA and LDA+U calculations are also included for com-
parison.
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This is shown in curve (a) in Fig. 3.1 which displays the valence band x-ray
photoemission spectrum (XPS, hν = 1486.6 eV) of an in situ cleaved NiO
single crystal. This spectrum represents essentially the Ni 3d spectral weight
since the photoionization cross section of the O 2p is relatively small [59].
The valence band spectrum consists of two main parts, namely, a leading
edge (A) at around 1.7 eV with a shoulder (B) and a broad high binding
energy satellite around 9 eV. The main line has predominantly d8L character
(L denotes a hole in the oxygen ligands). The Ni 3d one-electron removal
spectrum mainly consists of three states. The 3d8 (3A2) ground state has
two spin-up electrons in the eg orbitals. The removal of any of these two
results in a 2E state. Removing one of the three spin-up or spin-down t2g
electrons leads to low-spin 2T1 and high-spin 4T1 states, respectively. Due to
hybridization in the ground state there is another possible ionization state,
namely, a state with 4E symmetry. It is rather accepted that the main line
of the NiO Ni 3d valence band spectrum is due to the 4T1 state. From curve
(e) in Fig. 3.1 one can clearly observe that the Ni 3d density of states as
calculated by band theory (in the local density approximation, LDA) does
not match the experimental XPS spectrum at all: It has a Fermi cut-off and
the line shape is completely different. The inclusion of the Hubbard U in the
calculations (LDA+U) does not solve the line shape problem, see curve (d).1

All this demonstrates the shortcomings of mean-field theories to describe
spectra associated with the fundamental one-particle Green’s function of the
system [74, 78]. An impurity calculation, taking the input parameters from
the LDA+U DOS (not shown here), also gives no convincing agreement with
the experiment [79].

A completely different approach is to give up the translational symmetry
of the system in order to focus on the local correlations and, especially, the dy-
namics of the propagation of the injected particle. Curve (c) of Fig. 3.1 shows
the Ni 3d spectral weight from an early cluster configuration-interaction cal-
culation by Fujimori and Minami [18], which also includes the full atomic
multiplet theory. The agreement with the experimental spectrum is ex-
tremely good. Nevertheless, a later cluster calculation by van Elp et al.
[75] arrived at a less satisfactory result: Peak B has almost disappeared in
the calculation, see curve (b). Additionally, the 2E-4T1 splitting is too large
compared to our high-resolution experimental data. The prime motivation
to use a different set of model parameters in this study was to infer that
the first ionization state is low spin (2E) [80] rather than the Hund’s rule
high-spin (4T1), analogous to the case of Zhang-Rice singlets in the cuprates
[81, 82]. This is consistent with the magnetic behavior of Li doped NiO

1LDA and LDA+U calculations done by Hua Wu using the WIEN2K code [77].
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[80, 75]. Extra holes doped in NiO behave as if low-spin Ni3+ is formed. Re-
cent developments combining LDA with dynamical mean-field [83, 84, 85, 86]
or GW approaches [87] yield Ni 3d spectral weights which deviate in impor-
tant details from the experimental spectrum. These discrepancies between
the experiment and the later theoretical simulations [75, 83, 84, 85, 86] do not
provide confidence that one has made progress in understanding the nature
of the first ionization state.

The issues that we need to address now are threefold. First of all we
have to establish whether the XPS valence band spectrum in Fig. 3.1 is truly
representative for bulk NiO. A detailed look at the 3d one-electron removal
spectral weight reveals that the main line of the spectrum exhibits a high
binding energy shoulder at about 2 eV (cf. features A and B in the top
curve of Fig. 3.1), similar to that in the Ni 2p3/2 core level PES, which has
been shown to be an intrinsic feature of NiO [88]. Neither the single-site
cluster approach [75] nor the DMFT calculations [83, 84, 85, 86] are able
to reproduce this shoulder in the Ni 3d spectral weight. There are reports
in the literature claiming that certain satellite peaks in the Ni 2p spectrum
are due to surface effects [89, 90, 91, 92]. Second, we have to determine to
what extent a single-site many body approach can be utilized to describe
the electronic structure of NiO for which band formation is also essential.
For the Ni 2p3/2 core level PES it has been shown by CI calculations, which
apply a cluster with more than only one Ni site, that the extra shoulder is
related to non-local excitations which involve screening by electrons coming
from ligands around neighboring Ni sites [88]. Here, the shoulder is caused
by a cd9 final state leaving the neighboring Ni site in a d8L configuration.
c and L denote a core and ligand hole, respectively. This is supported by
the results of experimental studies on ultra-thin layers of NiO epitaxially
grown on MgO [93] and Ni impurities in MgO thin films where the shoulder
is absent due to the lack of Ni neighbors [94]. For valence band spectra,
however, it is not clear how such non-local screening effects (or their analogon
for valence bands) enter the spectra. Third, we need to identify the nature of
the first ionization state in the framework of a local ansatz. To this end we
measured the valence band of NiO utilizing the more bulk-sensitive hard x-ray
photoelectron spectroscopy (HAXPES) and we investigated experimentally
the electronic structure of NiO impurities in MgO. We also compare our
experimental data to recent LDA+DMFT results showing that they also
match the NiO impurity rather than the bulk spectrum. In an attempt to
explain the existence of the shoulder in the bulk system we propose a non-
local screening mechanism for the valence band PES of NiO, analogous to
that explaining the shoulder in the Ni 2p3/2 core level XPS.

The measurements on NixMg1−xO were performed using our combined
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PES and XAS setup at the 11A1 Dragon beamline [68, 69] of the NSRRC
in Hsinchu, Taiwan. The thin film samples were prepared by means of MBE
in situ. XAS spectra were recorded using the TEY detection in the normal
light incidence. The photon energy resolution at the Ni L2,3 edges (hν ≈
850-875 eV) was set at about 0.35 eV. PES spectra were recorded using a
Scienta SES-100 electron energy analyzer. For the PES measurements using
140 eV photons the overall energy resolution was set to about 150 meV. XPS
data (hν = 1486.6 eV) on bulk NiO were recorded in the normal emission
geometry using a Vacuum Generators twin crystal monochromator Al-Kα

source, with an overall energy resolution set to 0.35 eV. For the bulk sample
we have used a commercially available single crystal from CrysTec GmbH.
Just before measurement the bulk samples were cleaved in vacuo to expose
a clean, mirror-like (100) surface. HAXPES spectra (hν ≃ 6.5 keV) of bulk
NiO were taken at the BL12XU Taiwan beamline of the 8 GeV Super Pho-
ton Ring (SPring-8) in Hyogo, Japan using a MBS A-1HE electron energy
analyzer. For the HAXPES measurements the overall energy resolution was
set to 0.35 eV. In all cases the base pressure of the UHV system was below
3× 10−10 mbar.

To interpret and understand the spectra, we have performed simulations
using the well-proven configuration-interaction cluster model [25, 29, 95].
Within this method we have treated the Ni impurity site as an NiO6 cluster
which includes the full atomic multiplet theory and the local effects of the
solid. It accounts for the intra-atomic 3d-3d and 2p-3d Coulomb interactions,
the atomic 2p and 3d spin-orbit couplings, the local crystal field, and the
O 2p-Ni 3d hybridization. This hybridization is taken into account by adding
the 3dn+1L and 3dn+2L2 states to the starting 3dn configuration, with n = 8
for Ni2+. The simulations have been carried out using the program XTLS
8.3 [25], with parameter values typical for a Ni2+ system [96].

The NixMg1−xO samples were grown on top of mirror-polished Ag foil
which was cleaned in situ by several sputtering and annealing cycles before
growth. High purity Mg and Ni metal were co-evaporated from effusion
cells in an oxygen atmosphere of about 5 × 10−7 mbar. The substrate was
kept at room temperature during growth. Polycrystalline films were used
to eliminate the influence of emission angle dependent effects in the PES
spectra. The use of thin films grown on a metal substrate is needed here to
overcome the problem of specimen charging which readily occurs in PES and
XAS experiments on large bandgap insulators such as MgO. The NixMg1−xO
films were capped by 2 monolayers of pure MgO (x=0) in order to prevent
the surface termination to have an effect on the local electronic structure of
the Ni impurity. However, we still have to solve another problem, namely,
that for the valence band PES measurements the presence of the Ag 4d signal
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Fig. 3.2: Valence band photoemission spectra of an in situ cleaved NiO single
crystal recorded using 1486.6 eV (XPS) and 6500 eV (HAXPES) photons.

will contaminate the small Ni 3d that we would like to record. Our solution
is to make use of the so-called Cooper minimum in the photoionization cross
section of the Ag 4d [59, 97]. By using 140 eV photons [97] we can suppress
the Ag 4d signal and we can obtain signals representative for the O 2p valence
band of the MgO and for the Ni impurity as well. The film thickness was
then chosen thick enough to sufficiently suppress the Ag 4d signal but on the
other hand thin enough to prevent charging effects. We found this to be the
case for a film thickness of about 100 Å.

In Fig. 3.2 we show a comparison of the valence band photoemission
spectra of a freshly cleaved NiO bulk crystal, taken with a photon energy of
1486.6 eV (XPS) and 6500 eV (HAXPES). To our knowledge, the HAXPES
valence band spectrum of NiO has not been reported in the literature so far.
By increasing the photon energy we increase also the kinetic energy of the
outgoing photoelectron and, thus, also the inelastic mean free path. One
can estimate that the probing depth is then enhanced from about 15 Å to
roughly 80 Å [98]. Comparing both experimental spectra we observe that
they are very similar. The intensity ratio between the different features in
the spectrum, especially that of the main peak A and its shoulder B, hardly
changes. We, thus, conclude that the XPS data as displayed in Figs. 3.1 and
3.2 is representative for the NiO bulk material and that the contribution of
surface effects [89, 90, 91] can be safely neglected. To be specific: Peak B
is intrinsic for bulk NiO. We would like to note that increasing the photon
energy from 1486.6 eV to 6500 eV does not alter much the Ni 3d character of
the spectrum. The O 2p photoionization cross section relative to that of the
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Ni 3d remains very small, it changes from 1/13 to only 1/10 [99], meaning
that peak B truly belongs to the Ni 3d spectral weight and does not originate
from the O 2p, as suggested by recent LDA+DMFT calculations [85]. How-
ever, between 6 and 12 eV binding energy the XPS and HAXPES valence
band spectra differ slightly. This difference appears due to the (slightly) en-
hanced O 2p contribution in the HAXPES data. Indeed, the difference of
the HAXPES and XPS spectra peaks at the same positions as the O p re-
moval spectral weight as measured using O Kα x-ray emission spectroscopy
[79, 100]. From the comparison to the HAXPES spectrum we found that, de-
spite of the smaller probing depth, together with proper sample preparation
normal emission XPS data represent the bulk electronic structure of NiO.

Before we turn to the valence band PES of a NiO impurity in MgO we have
to confirm the quality and stoichiometry of our impurity sample. Figure 3.3
shows the Ni L2,3 XAS spectra of bulk NiO and of a Ni0.05Mg0.95O thin
film. Impurity and bulk spectrum exhibit an almost identical line shape,
as is the case for that of the Ni 2p [94]. Tiny differences are most likely
due to small differences in the strength of the local crystal fields and due
to the influence of an exchange field in the condensed system [101]. We
compare the experimental data to a simulation of the atomiclike 2p63d8-
2p53d9 transition using a single-site cluster model. We find an excellent
agreement of the experimental data sets and the simulation. These findings
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Fig. 3.3: Ni L2,3 XAS spectra of bulk NiO and of Ni0.05Mg0.95O compared to
the result of a single-site cluster simulation. Parameters for the simulation are
explained in the text.
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let us firmly conclude that our bulk sample is indeed stoichiometric NiO
and that the Ni impurities in the MgO film are all in the 2+ valence state,
without any indication for the presence of Ni in other valence states.

We are now ready to investigate the valence band photoemission spectrum
of the Ni0.05Mg0.95O impurity system which is shown in Fig. 3.4 together with
the spectrum of an MgO reference thin film grown simultaneously under
identical oxygen and substrate conditions. The spectra are normalized to
their O 2s core level intensities. Both are dominated by the O 2p valence
band, yet, there are clear differences between them due to the presence or
absence of the 5% NiO impurity. The difference spectrum multiplied by a
factor of 6 is given by the red curve in Fig. 3.4. This curve represents the
Ni 3d spectral weight of the NiO impurity. Remarkable is that it is different
from the spectrum of bulk NiO as shown in Figs. 1 and 2. The impurity
spectrum lacks specifically peak B which is prominently present in the bulk
spectrum.

The bottom curve in Fig. 3.4 shows the Ni 3d one-electron removal spec-
trum from the cluster calculation. The agreement with the experiment is
very satisfactory. In order to achieve this, we have started the calculations
by using parameter values which were suggested from earlier studies on NiO
[25, 75, 102, 103]. We then fine-tune the parameters describing the octahe-
dral crystal and ligand fields, and also the difference between the Hubbard
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U and the O 2p-Ni 3d charge transfer energy [96]. The crucial issue here is
to obtain a main line (peak A) without having another feature appearing at
about 2 eV higher energies (peak B) as was the case in the simulations by
Fujimori and Minami [18] and by van Elp et al. [75]. This has implications
for the energetics of the states making up the valence band as we explain in
the following.

A detailed look at the cluster calculations displayed in Fig. 3.1 shows that
peak A is given by the 4T1 final state of the Ni 3d

7 multiplet structure while
peak B is due to the 2T1. Avoiding the appearance of peak B means that
the energy splitting between these two states must be made smaller, e.g.,
1 eV or less. This is what we have done in our simulation in Fig. 3.4, using
different but equally reasonable parameter values [96]. The consequences for
the physics are, yet, quite far reaching. Given the fact that various XAS
studies find an effective octahedral crystal and ligand field splitting of about
1.65 eV [102, 103], i.e., the splitting between the isospin 2T1 and 2E states,
we arrive at the conclusion that the 2E must be lower in energy than the
4T1 by 0.65 eV or more. This is what we read from our results in Fig. 3.4.
In other words, our impurity study provides the spectroscopic evidence that
the first ionization state has a compensated-spin character rather than the
Hund’s rule high-spin. This in turn justifies that the ground state of a hole
doped NiO system may indeed be low-spin in nature [80].

We now return to the problem of the bulk NiO valence band spectrum.
Fig. 3.5 shows the Ni 3d spectral weight taken with XPS and compares it
with the spectra of the NiO impurity and of the single-site LDA+DMFT
calculation [85]. For the bulk spectrum we have chosen for the XPS data
here since, as we have seen above, it reflects best the Ni 3d spectral weight
of the bulk. One can clearly observe that peak B is absent in the impurity as
well as in the Ni 3d spectral weight of the single-site calculation. In fact, one
could infer that the calculation reproduces quite well the impurity spectrum,
with perhaps some discrepancies due to the incomplete implementation of the
multiplet structure of the on-site Coulomb interactions. Yet, the discrepancy
with the bulk spectrum strongly suggests that the origin of peak B must be
sought in non-local correlations, i.e., effects which cannot be included in a
single-site approach.

Our suggestion is that peak B is due to non-local screening processes in-
volving the formation of low-energetic coherent many body states on neigh-
boring NiO clusters, which are of the 2E type as we have shown above. The
mechanism is similar as it was proposed earlier for the Ni 2p core level spec-
trum of bulk NiO [88], but the application of it for the valence band requires
a careful analysis. If one starts to interpret the valence band of bulk NiO
from a local or impurity ansatz, then one has to make an estimate about
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Fig. 3.6: Non-local screening in valence band photoemission of NiO: (a) Creation
of the atomiclike (quasi core) 4T hole state by the photoemission process. (b)
Screening by a next nearest neighbor NiO6 cluster producing a coherent Zhang-
Rice singlet-like (ZRS) hole state there.

how well each of these states will retain their local character upon band for-
mation. This is in particular difficult to calculate for the 2E state, which
is a state in which a hole is injected in an eg orbital starting from the 3d8
3A2 ground state [103]. This hole can be expected to readily propagate in
the lattice since the hopping between the Ni 3d(eg) and O 2p(σ) orbitals are
rather large [75, 88], yet, it may leave behind an energetically costly wake
of wrong spins in the antiferromagnetic lattice. In any case, it would not be
meaningful to describe its band formation as a low-energy screening process
involving neighboring 2E states [104].

However, for the main peak of the bulk NiO spectrum, i.e., the 4T1 state,
we infer that we can make a meaningful approximation by using the coherent
2E screening model. The 4T1 consists of a hole injected into the t2g orbital,
and its ability to move is rather limited since the overlap between the Ni
3d(t2g) and O 2p(π) is small. One could consider the 4T1 as a localized quasi
core state. We then can invoke the non-local screening process as follows:
After the creation of the 4T1 state, an eg electron from a neighboring NiO
cluster hops onto the Ni site, leaving behind a coherent 2E hole state on

41



that neighbor. The qualitative idea is sketched in the cartoon in Fig. 3.6. In
a first step (a) the atomiclike (quasi core) 4T1 hole state is created by the
photoemission process. This t2g hole can then be screened by an electron
from the dx2−y2 orbital of a next-nearest neighbor, 180◦-bond Ni site (b),
leaving the latter in a coherent Zhang-Rice singlet-like hole state [81]. These
two states are energetically almost degenerate [88], and the Ni 3d(eg) and
O 2p(σ) hybridization between them is then strong enough to produce two
peaks: Not only the main peak A but also the satellite peak B.

This kind of screening mechanism requires the antiferromagnetic align-
ment of the involved neighboring Ni site. To show this we take a closer look
at the involved electron removal states and the possible screening channels.
In the following discussion the indices ↑ and ↓ denote the respective spin
state. As shown above, the first two ionization states of the NiO 3d8 config-
uration are the 2E and 4T1 states. The 2E has the t62geg↑ (d7) configuration.
This configuration can hybridize with the oxygen ligands via the hopping
of a spin-up or spin-down electron with eg symmetry, leading to a t62ge

2
g↑L↑

or t62geg↑eg↓L↓ (d8L) configuration (classical, local screening). These two can
principally also be screened via non-local channels, namely, via t62ge

2
g↑–t

6
2geg↑

and t62geg↑eg↓–t
6
2geg↓ configurations. The two channels require a ferromagnetic

and antiferromagnetic alignment of the involved Ni neighbor, respectively.
In the antiferromagnetically ordered state, all Ni neighbors to be consid-
ered have an antiferromagnetic spin orientation. Thus, for T < TN only the
“classical”, antiferromagnetic non-local screening channel [88] is active. For
T > TN , the ferromagnetic non-local screening channel also contributes. The
resulting width of the 2E band becomes not necessarily narrower. The 4T1

ionization state, however, has a t32g↑t
2
2g↓e

2
g↑ (d

7) configuration and can locally
only be screened via the t32g↑t

2
2g↓e

2
g↑eg↓L↓ (d8L). Alternatively, a non-local

t32g↑t
2
2g↓e

2
g↑eg↓–t

6
2geg↓ screening channel is possible, thereby requiring the an-

tiferromagnetic alignment of the neighboring Ni site involved. Since this is
the only non-local screening channel here, we expect a narrowing of the 4T1

bandwidth for T > TN where this channel is suppressed by the breakup of
the magnetic order. Indeed, in a very recent high-temperature HAXPES
study on bulk NiO we found a substantial narrowing of the respective lines
of the valence band and the Ni 2p core level [105].

To confirm our assignments, we have also performed a Ni3O16 cluster
calculation consisting of three edge-shared NiO6 octahedra. While all the
O 2p and Ni 3d orbitals are included for the NiO6 octahedron in the center
where the photo-excitation takes place, those on the other parts of the cluster
are replaced by a reduced basis set using the method in Ref. [106]. The
results are displayed in Fig. 3.5 and demonstrate the presence of both peaks
A and B. Note that we have used the same parameters as for the single-site
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calculation which produces only peak A, see Fig. 3.4. We also note that
the energy difference between peaks A and B is somewhat smaller and the
intensity of peak B is slightly larger than those of the experiments. This can
be explained by the fact that the number of neighboring Ni sites is only two
in the Ni3O16 cluster: the energy difference will increase and the intensity of
peak B will decrease for a larger number of neighboring sites [106].

These findings, together with the experimental results presented here,
let us feel confident that the, so far only qualitative proposed mechanism
is indeed important for the one-electron removal spectrum of NiO. More
quantitative evidence from theory is, therefore, highly desired. A multi-site
cluster calculation has been carried out to describe this process quantita-
tively in the cuprates [106]. Recent multi-site DMFT approaches (“Cluster
DMFT”, “Plaquette DMFT”) have already shown that the inclusion of short
range intersite correlations strongly modifies the shape of spectral functions
[107, 108]. This techniques might, in consequence, be good candidates for
a proper ab initio inclusion of the non-local screening. An extended multi-
site CI cluster calculation, even if technically expensive, would be another
alternative.

We have succeeded to determine reliably the Ni 3d valence band spec-
tra representative for bulk NiO as well as for NiO as an impurity system.
Standard band theory, CI cluster calculations, as well as state-of-the-art
LDA+DMFT models fail to reproduce the experimental line shape in detail.
From the impurity data we are able to extract the local electronic structure
and the correlations herein, thereby establishing firmly the compensated-spin
character of the first ionization state. By combining our high-resolution XPS,
HAXPES, and XAS experimental data we have shown that the high binding
energy shoulder of the main line of the valence band PES spectrum of bulk
NiO is indeed an intrinsic feature of the electronic structure. Comparing the
bulk with the impurity system, we were able to identify features in the bulk
NiO spectrum which are caused by screening processes involving local quasi
core valence band states and non-local low-energetic many body states. We
proposed a non-local screening mechanism for the Ni 3d one-electron removal
spectrum of NiO, similar to that accepted to explain the Ni 2p3/2 core level
PES of NiO. Quantitative evidence from theory is highly desired.
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Chapter 4

Local electronic structure of
Fe2+ impurities in MgO thin
films: Temperature-dependent
soft x-ray absorption
spectroscopy study

Part of this work has been published in:
T. Haupricht, R. Sutarto, M. W. Haverkort, H. Ott,
A. Tanaka, H. H. Hsieh, H.-J. Lin, C. T. Chen, Z. Hu, and
L. H. Tjeng, Physical Review B 82, 035120 (2010), (Editors’
Suggestions).

Magnetite is one of the most controversially discussed systems in solid state
physics [109]. It shows a first-order anomaly in the temperature dependence
of the electrical conductivity at 120 K, i.e., the famous Verwey transition [110]
which is accompanied by a structural phase transition from the cubic inverse
spinel to a distorted structure. It is only very recently that one realizes that
this transition may involve not only charge ordering of Fe2+ and Fe3+ ions but
also t2g orbital ordering at the Fe2+ sites [111, 112, 113]. Important in this
regard are the recent results from band theory studies [114, 115] in which the
charge and orbital occupations were calculated based on the available crystal
structure data [111, 112].

It is highly desired to determine experimentally the electronic structure
of Fe3O4 and especially the local energetics of the Fe2+ sites in order to
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test the conditions under which the t2g orbital polarization and ordering
can occur. Unfortunately, a direct approach to this system is difficult since
the simultaneous presence of Fe2+ and Fe3+ valences as well as octahedral
and tetrahedral sites makes standard electron spectroscopic methods to yield
rather broad spectral line shapes, i.e., too featureless for a precise analysis
concerning the details about the effective crystal fields with a symmetry lower
than Oh [116].

Here we report on our study of the electronic structure of Fe impurities
in MgO thin films. Having the local quasi-octahedral (Oh) symmetry and
similar metal-oxygen bond lengths, the impurity system could serve as a
valuable reference for the more complex Fe2+ containing magnetite. Using
soft x-ray absorption spectroscopy and an analysis based on full multiplet
cluster calculations we found that the Fe impurities are all in the 2+ charge
state and that a dynamical Jahn-Teller distortion is clearly present. The
spectra showed a strong temperature dependence which can be traced back
to the existence of low-lying excited states due to the presence of the spin-
orbit interaction. We were able to make estimates concerning the magnitude
and temperature dependence of the orbital and spin contributions to the local
magnetic moments. We infer that these local effects need to be included when
interpreting the temperature dependence of the orbital and spin moments in
magnetite across the Verwey transition.

FexMg1−xO samples were prepared as polycrystalline thin films in an
ultra-high vacuum MBE system with a base pressure of 5× 10−10 mbar (cf.
Sec. 2.1). High purity Mg and Fe metal were co-evaporated from alumina cru-
cibles onto clean Cu substrates. Molecular oxygen was simultaneously sup-
plied through a leak valve. The oxygen partial pressure was kept at about
1 × 10−7 mbar and monitored by a quadrupole mass spectrometer during
growth. The Mg effusion cell temperature was kept at 315 ◦C correspond-
ing to an Mg deposition rate of 2.6 Å/min as verified using a quartz crystal
thickness monitor. During growth the substrate temperature was kept at
250 ◦C which led to a distillation process that allows the growth of stoichio-
metric MgO. This resulted in a MgO deposition rate of about 4 Å/min. The
thickness of the FexMg1−xO films was about 120 Å. The use of thin films on
metallic substrates was necessary to avoid charging problems which otherwise
readily occur in electron spectroscopic experiments on bulk insulators such
as MgO. Clean Cu substrates were prepared by growing roughly 1000 Å thick
Cu films in situ on top of atomically flat, epi-polished and oxygen-annealed
MgO substrates.

The XAS measurements were performed at the 11A1 Dragon beamline
of the National Synchrotron Radiation Research Center (NSRRC) in Taiwan
[68, 69]. The photon energy resolution at the Fe L2,3 edges (hν ≈ 700-
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Fig. 4.1: Fe L2,3 XAS spectra of FexMg1−xO films for x = 0.04, 0.02, 0.01. In-
cluded is also the spectrum of bulk Fe1−δO (top curve, reproduced from Ref. [117]).
The underlying dashed lines represent the XAS signal of a pure MgO film in the
photon energy region of the Fe L2,3, scaled to fit the pre-edge background of the
respective FexMg1−xO spectrum. All spectra were taken at room temperature.

730 eV) was set at about 0.35 eV. The spectra were recorded using the
TEY method in the normal light incidence. The base pressure of the XAS
chamber was 2 × 10−10 mbar. The MBE system was directly connected to
this XAS chamber so that the freshly prepared samples could be transferred
and measured all in vacuo, thereby assuring the cleanliness and reliability of
the spectra presented here.

In Fig. 4.1 we show the experimental Fe L2,3 XAS spectra of FexMg1−xO
films for x = 0.04, 0.02, and 0.01. We have also included the spectra of a
bulk Fe1−δO crystal (reproduced from Ref. [117]) and of a pure MgO film
(underlying dashed lines) as references. The MgO spectra have been scaled
to fit the pre-edge background of the respective FexMg1−xO spectrum. The
pure MgO film was prepared under the same conditions as the FexMg1−xO
samples, i.e., it has x = 0.00. The Fe L2,3 spectra are dominated by the
Fe 2p core-hole spin-orbit coupling, which splits the spectrum roughly into
two parts, namely, the L3 (hν ≈ 708 eV) and L2 (hν ≈ 721 eV) white line
regions. The line shapes of the spectra depend strongly on the multiplet
structure given by the atomiclike Fe 2p-3d and 3d-3d Coulomb and exchange
interactions, as well as by the surrounding solid.

In going from bulk Fe1−δO to the films with decreasing Fe concentrations,
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we can clearly observe that the spectral features become sharper. This can
be taken as an indication for the presence of inter-Fe interactions in the more
concentrated systems. Here we would like to note that the presence of Fe3+

species may also contribute to the broad spectral features of bulk Fe1−δO,
a material known to have inherent defects [118, 119]. For Fe concentrations
lower than 2% the spectra do not significantly change anymore - apparently
here we already arrived at the impurity limit. We notice that for the lowest
Fe concentrations the pre-edge XAS background is increasing. This can be
attributed to the contribution of the MgO to the XAS signal in the Fe L2,3

region as shown by the spectrum of the pure MgO film.

We now focus on the temperature dependence of the spectra. Fig-
ure 4.2 shows a close-up of the experimental Fe L3 and L2 XAS spectra
of Fe0.02Mg0.98O for various temperatures ranging from 77 up to 500 K. For
clarity, we here subtracted the XAS background coming from the pure MgO
film in the Fe L2,3 region. Clear and systematic changes with temperature
can be observed in the spectra. This can be taken as a direct indication for
the presence of local low-lying excited states.

To interpret and understand the spectra and their temperature depen-
dence, we have performed simulations of the atomiclike 2p63dn → 2p53dn+1

(n = 6 for Fe2+) transitions using the well-proven configuration-interaction
cluster model [25, 29, 95]. Within this method we have treated the Fe impu-
rity site as an FeO6 cluster which includes the full atomic multiplet theory
and the local effects of the solid. It accounts for the intra-atomic 3d-3d and
2p-3d Coulomb interactions, the atomic 2p and 3d spin-orbit couplings, the
local crystal field, and the O 2p-Fe 3d hybridization. This hybridization is
taken into account by adding the 3dn+1L and 3dn+2L2, etc. states to the
starting 3dn configuration, where L denotes a hole in the O p ligands. Pa-
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Fig. 4.2: Temperature dependence of the experimental Fe L3 and L2 XAS spectra
of Fe0.02Mg0.98O after subtraction of the pure MgO film background.
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rameters for the multipole part of the Coulomb interactions were given by the
Hartree-Fock values [25] while the monopole parts (Udd, Upd) were estimated
from photoemission experiments on FeO [27]. The one-electron parameters
such as the O 2p-Fe 3d charge-transfer energies and integrals as well as the
crystal field values were tuned to find the best match to the experimental
spectra. The simulations were carried out using the program XTLS 8.3
[25, 120].

Starting with the simple crystal field scheme, an Fe ion in the Oh coordi-
nation will have its 3d states split into the lower lying t2g and higher eg levels,
with the splitting given by 10Dq of order 1 eV (see Fig. 4.3). For an Fe2+

ion, five electrons will occupy all the available spin-up states. The remaining
electron occupies one of the three spin-down t2g orbitals (t42ge

2
g), giving the

high-spin S = 2 Hund’s rule ground state. In a multiplet scheme, neglecting
the spin-orbit interaction, the ground state is termed the 5T2g state, well sep-
arated by about 1 eV or more from the higher lying 5Eg and other lower spin
configurations. Assigning a pseudo orbital momentum of L̃ = 1 to the open
t2g shell [34, 121], the spin-orbit interaction will couple it to the S = 2 spin,
resulting in three different states with J̃ = 1, 2, and 3. The presence of the
spin-orbit coupling in the 3d shell thus splits the 15-fold 5T2g state into the
J̃ states with degeneracies of 3, 5, and 7, respectively (see Fig. 4.3). Using
typical parameters for FeO [25, 120], we find an energy separation between
them of about 33 meV (≃ 383 K) and 51 meV (≃ 597 K), respectively.

t2g

»597 K
d 6

J=1

»383 K

HS
S=2

eg

J=2

J=3

L=1

Fig. 4.3: Energy level diagrams for a Fe2+ cluster in the Oh coordination in a
crystal field (left) and a full multiplet (right) scheme. HS denotes the Hund’s rule
high-spin configuration
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Fig. 4.4: Theoretical Fe L2,3 XAS spectra starting from the three lowest multiplet

states of the FeO6 cluster in Oh symmetry, namely, the J̃ = 1, 2, and 3 manifolds
of the 5T2g.

Important for the understanding of the line shape of the Fe L2,3 XAS
spectra and their temperature dependence is that initial states with different
quantum numbers could produce quite different XAS spectra, since the dipole
selection rules, e.g., ∆J = 0,±1, will dictate which of the possible final
states can be reached in the photo-absorption process. This is shown in
Fig. 4.4. Indeed, each of the three different J̃ = 1, 2, and 3 states has its
own characteristic XAS spectrum. It is then also quite natural to expect a
strong temperature dependence for the XAS spectrum of a Fe2+ system if
an increase in temperature causes a thermal population of the J̃ = 2 and 3
excited states at the expense of a depopulation of the J̃ = 1 ground state.

Yet, a detailed comparison between the experimental spectra and the
simulations for the Oh case reveals important quantitative discrepancies. A
closer look is provided in panel (a) of Fig. 4.5. One can clearly observe
that neither the simulated 0 K spectrum, i.e., from the pure J̃ = 1 ground
state, nor the simulated 77 K spectrum, i.e., containing some amount of
the J̃ = 2 excited state, can reproduce the experimentally obtained 77 K
spectrum. In particular, feature A is a single peak in the experiment while
the Oh simulation produces two peaks, and feature B of the experiment has
considerably more weight than can be generated by the simulation. All these
strongly suggest that the symmetry must be lower thanOh, in line with earlier
studies using optical and Mössbauer spectroscopies [122, 123, 124, 125, 126].
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Fig. 4.5: Comparison between the experimental 77 K Fe L2,3 XAS spectrum of
Fe0.02Mg0.98O and the simulated 0 K and 77 K spectra of the FeO6 cluster in
the (a) Oh, (b) D4h, and (c) D3d symmetry. Parameters for the simulations are
explained in the text.
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We have investigated two further scenarios: the D3d (trigonal) and D4h

(tetragonal) cases. We find that the D3d scenario does not provide a better
fit, e.g., feature A still has a clear two peak structure and peak B has also
not enough weight, as depicted in panel (c) of Fig. 4.5. On the other hand,
we have been able to obtain a very good fit using the D4h scenario as shown
in the middle panel (b) of Fig. 4.5: The simulation gives more weight for
peak B in better agreement with the experiment, and the simulated peak
A is a more singly peak now as it is in the experiment. The overall line
shape is thus well reproduced. We note that this also provides evidence that
the Fe0.02Mg0.98O film contains only Fe2+ ions since the simulation has been
done for an FeO6 cluster having the 3dn, 3dn+1L, and 3dn+2L2 configurations
with n = 6. We thus find no indication for the presence of Fe3+ or Fe1+

ions in our MBE-grown thin film samples, in contrast to other earlier studies
[124, 125, 127, 128, 129, 130].
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Fig. 4.6: Simulations of the temperature dependence of the Fe L3 and L2 XAS
spectra in the D4h symmetry. Parameters for the simulations are explained in the
text.

Continuing now with the D4h scenario, we also have simulated the tem-
perature dependence of the Fe L3 and L2 XAS spectra. Figure 4.6 shows
the results. One can observe that the experimentally obtained temperature
dependence (see Fig. 4.2) is quantitatively very well reproduced. The good
agreement between simulation and experiment at all the temperatures mea-
sured can be taken as a strong indication that the D4h scenario describes
accurately the local symmetry of the Fe ion in MgO and that the model
parameters chosen are realistic giving also an appropriate energy separation
between the ground state and the excited states. In the following we will
discuss in more detail the total energy level diagram of the Fe2+ cluster in
D4h symmetry.

As already mentioned above, in Oh symmetry the Fe 3d6 5T2g ground
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Fig. 4.7: The total energy level diagram of the Fe2+ FeO6 cluster as a function
of the D4h crystal field splitting expressed in terms of ∆t2g.
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state is split by the spin-orbit interaction into the J̃ = 1, 2, and 3 states.
A closer look reveals that there are also smaller splittings within the J̃ =
2 and 3 manifolds. The ground state with J̃ = 1 is also labeled as Γ5g,
while the higher lying first excited states with J̃ = 2 are given the terms
Γ3g and Γ4g. We now switch on the D4h crystal field by introducing the
parameters Ds and Dt [34], as well as differences in the O 2p-Fe 3d hopping
integrals along the c axis vs. the a axis of the FeO6 cluster. The D4h

effective crystal field parameter can then be most conveniently described
as the effective energy splitting ∆t2g between the xy and the yz/zx states.
This splitting can be determined from a total energy calculation for which
the spin-orbit interaction is set to zero. Here a negative ∆t2g means that the
xy is the lowest state (compressed octahedron). The resulting total energy
diagram (including spin-orbit interaction) vs. ∆t2g is plotted in Fig. 4.7.

In going from Oh to D4h with increasing ∆t2g, we find that the split-
ting between the Γ5g ground state and part of the excited states Γ3g and
Γ4g becomes reduced. It decreases from roughly 30 meV for ∆t2g = 0 to
approximately 10 meV for ∆t2g = −76 meV, the value with which we find
the best simulations for our XAS data. See also the inset of Fig. 4.7. This
10 meV value agrees very well with earlier optical and spin relaxation mea-
surements which have inferred the existence of a state at about 100-115 cm−1

[127, 128]. In our simulations we need to have the splitting reduced from its
large cubic value of 30 meV to this particular 10 meV number in order (1)
to have sufficient admixing of the Γ3g and Γ4g into the primarily Γ5g-like
ground state so that feature A becomes more like a single peak and fea-
ture B gains substantial spectral weight as in the experiment (see Fig. 4.5),
and (2) to obtain sufficient thermal population of the excited states with
increasing temperature in the 77-500 K range so that the experimentally ob-
served strong temperature dependence is reproduced (see Figs. 4.2 and 4.6).
We would like to note that the ground state of this 3d6 system in the D4h

symmetry is a singlet, as can be seen in the inset of Fig. 4.7.
As indicated above, we found ∆t2g = −76 meV to be the optimal number

for the effective energy splitting in order to achieve the best simulations
for the experimental data. It is important to realize that this splitting lies
well within the phonon energies of the MgO crystal [131, 132]. Therefore,
rather than expecting to see a static Jahn-Teller distortion, as it is present
in some Fe2+ containing metal complexes [133, 134, 135], one should take
this distortion as dynamical in which the phonons are strongly coupled to
the electronic degrees of freedom as pointed out by Ham and co-workers
[39, 123, 126]. To generate static distortions one would need an effective
crystal field splitting of about 0.2 eV or larger.

Having found that the D4h scenario properly simulates the experimental
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Fig. 4.8: Simulations of the temperature dependence of the Fe L3 and L2 XAS
spectra for initial and final states in D4h symmetry [panel (a) and (b)], initial
states in Oh and final states in D4h symmetry [panel (c) and (d)], and initial
states in D4h and final states in Oh symmetry [panel (e) and (f)]. Parameters for
the simulations are explained in the text.
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temperature dependence and leads to an total energy diagram that is in
good agreement with other studies [127, 128], we still have to verify whether
the temperature dependence is due to the D4h splitting in the initial states.
In XAS initial and final states enter the spectra on an equal footing, i.e.,
the temperature dependence could also be a final state effect. Therefore,
in Fig. 4.8 we show again the simulated temperature dependence of the Fe
L3 and L2 edges, but now in three different scenarios: (1) Initial and final
states in D4h symmetry [panel (a) and (b)], (2) initial states in Oh and final
states in D4h symmetry [panel (c) and (d)], and (3) initial states in D4h and
final states in Oh symmetry [panel (e) and (f)]. Comparing scenario (2) and
(1) we find that with the initial states in Oh the temperature dependence is
largely overestimated. In addition, several features in the simulated spectra
do not properly fit the experiment, as already discussed above. In contrast,
the temperature dependence with the initial states in D4h (3) is very similar
to the all D4h scenario (1). This means that the temperature dependence
is indeed due to the D4h splitting in the initial states. However, a closer
look reveals that the line shapes in scenarios (3) and (1) are not exactly the
same, indicating that for the simulation a proper treatment of both, initial
and final states, is needed.

It is now interesting to see what consequences the presence of the D4h

crystal field splitting has for the magnetic properties of the Fe2+ ion. We
calculate the spin and orbital contributions to the magnetic moments in the
presence of an exchange field (Hex) of 75 meV. We chose for this value as it
may be taken as a crude estimate for the case of Fe3O4. Figure 4.9 shows the
results of the calculations for several values of the crystal field energy ∆t2g.
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and orbital [ml = Lx, panel (b)] contributions to the local magnetic moment of
the FeO6 cluster for various D4h crystal field energies (∆t2g) and an exchange field
of 75 meV.
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For ∆t2g = 0, i.e., the Oh case, the orbital moment is very large, very close to
1.0 µB. Yet, it also decreases rapidly with temperature: At 500 K it becomes
0.5 µB. This is the consequence of the thermal population of the J̃ = 2 and 3
excited states. Upon switching on theD4h crystal field to -76 meV, the orbital
moment gets also reduced, to about 0.7 µB already at 0 K. Increasing further
the crystal field to -150 meV, -225 meV, and -300 meV produces smaller and
smaller orbital moments, i.e., about 0.4, 0.3, and 0.2 µB, respectively. The
spin moment, nevertheless, always stays close to about 4 µB.

These findings could provide an interesting path to critically test recent
electronic structure theories [114, 115] for the explanation of the experi-
mentally observed complex charge and orbital order phenomena in Fe3O4

[111, 112, 113]. An accurate measurement of the orbital moment, i.e., the
orbital moment at the Fe2+ sites (the Fe3+ 3d5 with their high-spin half-
filled shell do not carry an orbital moment), will provide a direct estimate
of the magnitude of the effective crystal field splitting. This in turn will
determine whether the occupied minority t2g orbital of the Fe2+ is made of
mainly real space orbitals or has a more complex nature. Only for crystal
fields substantially larger than the spin-orbit interaction one can obtain the
real space orbitals necessary to build a robust orbital ordering. In this sense
the measurement of 0.76 µB orbital moment at 88 K by Huang et al. [136]
would suggest the occupation of a complex t2g orbital and a crystal field too
small to produce a static Jahn-Teller distortion. On the other hand, the
measurement by Goering et al. [137] of 0.01 µB would support the scenario
for real-space orbitals and large static Jahn-Teller distortions, much more in
line with the recent theoretical studies [114, 115]. Nevertheless, the issue on
the magnitude of the orbital moment is not clear and is subject of debate
[138, 139].

To conclude, we have succeeded in preparing the Fe2+:MgO impurity
system using MBE thin film technology. The resulting Fe L2,3 soft x-ray
absorption spectra display very sharp features, thereby allowing us to firmly
establish that the Fe local coordination has a lower symmetry than Oh. A
detailed analysis of the spectral line shape and its temperature dependence
reveals that the local symmetry is D4h with an effective t2g crystal field split-
ting of about -76 meV. With an energy well within the phonon frequencies
of MgO, this gives rise to a dynamic Jahn-Teller distortion. Using this Fe2+

impurity system as a model we showed that an accurate measurement of the
orbital moment in Fe3O4 will provide a direct estimate for the effective local
low-symmetry crystal fields on the Fe2+ sites, important for the theoretical
modeling of the formation of orbital ordering.
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Chapter 5

Local view on correlated
electron systems: Electronic
structure of Mn2+ impurities in
MgO

Transition metal monoxides are very important model systems to study elec-
tron correlation effects in solids. Among these, MnO plays a special role
because the Mn2+ ion has a half-filled 3d shell with the 3d5 high-spin con-
figuration stabilized by the Hund’s rule coupling [140]. MnO crystallizes
in the NaCl structure and orders antiferromagnetically below the Néel tem-
perature of TN = 118 K [141]. It is an insulator with a bandgap of about
3.6 eV [142]. Even though band structure calculations find an insulating
character of MnO at least in the magnetically ordered phase, the gap is al-
ways underestimated [143, 144, 145]. It has been shown that in band struc-
ture calculations the long-range magnetic order is responsible for the gap
[143, 145]. In the paramagnetic phase MnO was predicted to be metallic
by one-electron theory [143]. This problem could be fixed by cluster type
calculations [25, 140, 146], which show that for MnO both, the d-d Coulomb
interaction U and the charge transfer energy ∆, are large with comparable
values. From these estimates MnO was classified in the intermediate region
(AB) of the Zaanen-Sawatzky-Allen (ZSA) [23] phase diagram meaning that
the first ionization states should be of highly mixed character [140]. The
gap could also be fixed in band theory by the inclusion of a self-interaction
correction term to the model [17]. However, band structure calculations are
not able to reproduce excitation spectra of MnO, such as PES or XAS. The
configuration-interaction cluster model works quite well to simulate these
data [147], but on the other hand is not ab initio and it is in fact an impurity
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calculation, thereby neglecting the band formation of the bulk material. It
is unclear to what extent non-local effects, such as those found in NiO (cf.
Chapter 3 and Ref. [93]), enter the excitation spectra.

Because of its special role as a limiting case among the transition metal
oxides (half-filled 3d shell), a profound understanding of the electronic struc-
ture of MnO is highly desirable. However, in order to develop reasonable
theoretical models clean experimental data sets for comparison are needed.
Electron spectroscopies, like XAS and PES, offer a direct approach to ex-
amine the microscopic electronic structure. Unfortunately they are both
susceptible to specimen charging and saturation effects for measurements on
insulating samples. In PES charging effects lead to shifts and broadening of
the spectra, in XAS they also broaden the spectra and change the line shape
and background.

We, therefore, set out to study stoichiometric MnO and Mn2+ impurities
in MgO (Mn0.02Mg0.98O) both grown as thin films on Ag substrates using
XAS and PES. The use of thin films grown on metal substrates offers a way
to eliminate the above mentioned charging problems. If the films are thin
enough the conducting substrate provides electrons which compensate the
charge emitted in the photo-excitation process. We show that the Mn L2,3

XAS spectra of MnO thin films grown on Ag are, in contrast to those of bulk
MnO, free from charging effects, thereby representing a well defined data
set for comparison to theory. We explain differences in the Mn L2,3 XAS
spectra of Mn0.02Mg0.98O and MnO by simulating the experimental data
using a cluster model, thereby showing that they are caused by different
local crystal fields in both compounds. Based on these results we claim that
those different local crystal fields should also show up in the Mn 2p XPS
spectra. In addition by using 140 eV photons (the Cooper minimum of the
Ag 4d) and a subtraction procedure, we are also able to extract the MnO
impurity contribution to the valence band PES spectrum of Mn0.02Mg0.98O.
A comparison to the spectrum of the stoichiometric MnO and to the result
of the respective cluster simulations shows that bulk and impurity spectra
are very similar and that non-local effects play, if present, only a minor role
here.

The measurements were performed at the 11A1 Dragon beamline of the
NSRRC in Hsinchu, Taiwan [68, 69]. X-ray absorption data were collected
using the TEYmode in normal light incidence. In the energy region of the Mn
L2,3 edge (≃ 630−660 eV) the photon energy resolution of the beamline was
set to about 240 meV, and the degree of linear polarization was close to 100 %.
PES spectra were recorded using a Scienta SES-100 electron energy analyzer.
For the PES measurements using 140 eV photons the overall energy resolution
was set to about 130 meV. The Mn 2p XPS (hν = 1486.6 eV) spectrum of
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MnO was recorded using a Vacuum Generators twin crystal monochromator
Al-Kα source, with an overall energy resolution set to 0.4 eV. The thin film
samples were prepared by molecular beam epitaxy in situ. The base pressure
of the UHV system was below 3× 10−10 mbar. To simulate the experimental
data we carried out a configuration-interaction cluster calculation on a MnO6

cluster which includes the full atomic multiplet theory, the local crystal fields,
the hybridization with the O 2p ligands, and the spin-orbit coupling. It has
been shown in many cases that this kind of calculation is very suitable to
simulate and interpret XAS and PES data [25, 29, 95]. The calculations were
performed using the XTLS 8.3 code by A. Tanaka [25].

The thin film samples were grown on polished Ag foil (99.9%) from
Mateck GmbH. Before growth the foil was cleaned in UHV conditions by
several cycles of Ar sputtering and annealing at 500 ◦C. For the preparation
of MnO and Mn0.02Mg0.98O thin films, high purity Mn and Mg metal were
evaporated from alumina crucibles in effusion cells from Luxel. Molecular
oxygen was supplied via a leak valve and a nozzle located at a distance of
about 2 cm from the sample, and its partial pressure was monitored using a
baratron capacitance manometer and an ion gauge. Before growing the final
compounds on top we have first grown a 30 Å MgO buffer layer on top of the
clean Ag substrate in order to exclude any possible influence of the interface
to the Ag substrate to the spectroscopic data. To do so, Mg was evapo-
rated with a evaporation rate of about 1 Å/min in an oxygen atmosphere
of 5× 10−7 mbar. For the MgO buffer layer, the substrate temperature was
kept at 150 ◦C during growth. For the pure MnO sample, 170 Å of MnO was
grown on top of the buffer layer using a Mn rate of 1.1 Å/min, an oxygen
partial pressure of 7×10−8 mbar, and a substrate temperature of 300 ◦C. The
Mn0.02Mg0.98O film (thickness about 150 Å) was grown on top of the MgO
buffer by co-evaporation of Mg an Mn metal in an oxygen background of
about 4× 10−8 mbar, the substrate temperature kept at 350 ◦C. The overall
thickness of the thin film samples was chosen such that no contribution of the
Ag substrate to the spectra was found, and on the other hand no charging
effects were observed. Furthermore, distortions induced by the Ag substrate
which were found for ultrathin MnO films on Ag [148] are prevented by the
film thickness and the MgO buffer layer.

In Fig. 5.1 we compare the Mn L2,3 XAS of a freshly cleaved bulk MnO
crystal to that of a polycrystalline MnO film grown on Ag. First of all we
find that all features in the spectra are the same. This reflects the good
quality of the film, showing that it is indeed stoichiometric MnO with the
Mn ions in the 2+ valence state. We find no indications of Mn ions in other
valences such as Mn3+ or Mn4+. Furthermore, we find that in the bulk MnO
XAS most features are suppressed compared to the spectrum of the thin film.
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Fig. 5.1: Mn L2,3 XAS spectrum of a polycrystalline MnO film grown on Ag in
comparison to that of a freshly cleaved MnO bulk crystal. As a result of specimen
charging, the spectrum of the single crystal is considerably suppressed.

This is due to specimen charging that occurs for the insulating bulk MnO. In
the thin film grown on Ag, the film is thin enough such that the conducting
Ag substrate can provide electrons that neutralize this charging effect here.
This allows us to conclude that the spectrum of the polycrystalline MnO film
grown on Ag is actually the “better” MnO for comparison to theory since it
is free from saturation or charging effects that are present in bulk samples.

The Mn L2,3 XAS of the polycrystalline MnO on Ag (see above) and that
of Mn0.02Mg0.98O on Ag is shown in Fig. 5.2. Comparing both spectra we see
that they are surprisingly different. Even though the position of the main
peaks is the same, firmly establishing that also for the Mn0.02Mg0.98O the
Mn ions are in the 2+ valence state, all other features in the spectrum differ
considerably in detail. In order to explain the differences in the spectra we
first recall that XAS is very sensitive to the local crystal fields and symmetry
of the probed ion. Since the Mn2+ in MnO has a high-spin 3d5 configuration,
stabilized by the Hund’s rule coupling, it cannot lower the energy of the
ground state by lowering its symmetry from Oh. Thus, it is very unlikely
that a lower local symmetry is the reason for the differences in the XAS
of MnO and Mn0.02Mg0.98O. However, looking at the crystal structures of
bulk MgO and MnO we recall that their lattice constants are quite different
(aMgO = 4.21 Å [149] and aMnO = 4.44 Å [150]). A different transition metal
to oxygen distance will of course influence the strength of the cubic crystal
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Fig. 5.2: Mn L2,3 XAS spectrum of a polycrystalline MnO film grown on Ag in
comparison to that of Mn0.02Mg0.98O on Ag.

field splitting 10Dq and of the hybridization, as it has already been shown
in electron spin resonance measurements [151, 152].

We have, therefore, performed a configuration-interaction cluster calcu-
lation on an MnO6 cluster in Oh symmetry. d5, d6L, and d7L2 initial states
are included, where L denotes a ligand hole. We used parameters typi-
cal for a Mn2+ system in octahedral symmetry [25, 27, 153]. The result of
the simulation in comparison to the experimental data is shown in Fig. 5.3.
For the comparison to the simulation, an integrated background was sub-
tracted from the raw experimental data (Fig. 5.2) here. The Lorentzian
and Gaussian broadening, that has been added to the calculated spectral
weights to draw the spectra, is the same for both systems. Comparing
experiment and theory we first of all find that for both systems the XAS
data can be very well reproduced by the cluster analysis. The only dif-
ference in both simulations is the value of the parameters 10Dq, the ionic
crystal field splitting, and V (eg), the strength of the p-d hybridization.
These differences in the parameter sets can be understood by the differ-
ent surrounding of the MnO6 cluster for the impurity system: The lat-
tice constant of MgO is around 5% smaller than that of bulk MnO and,
thus, the crystal field splitting is larger here. In our model we have, there-
fore, assumed that these parameters change with the ratio of the MgO and
MnxMg1−xO lattice constant d as 10Dq(MnxMg1−xO) = 10Dq(MnO) · d−5

and V (eg)(MnxMg1−xO) = V (eg)(MnO) · d−7/2 [154, 155]. We have obtained
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Fig. 5.3: Comparison of the experimental Mn L2,3 XAS spectra of MnO and
Mn0.02Mg0.98O to the result of a simulation using a configuration-interaction clus-
ter model. Parameters of the calculations are explained in the text.
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Fig. 5.4: Mn 2p XPS spectrum of a freshly cleaved MnO single crystal compared
to simulated spectra using the cluster model. Parameters of the calculations are
explained in the text.

the best fit to the experimental data for d = 0.95, consistent with the value
that one gets using the bulk lattice constants of MgO and MnO. This means
that the Mn impurity sites in the MgO take over the MgO lattice constant.
With this we end up with 10Dq = 0.40 eV and V (eg) = 2.30 eV for the MnO,
and 10Dq = 0.52 eV and V (eg) = 2.75 eV for the Mn0.02Mg0.98O. Note that
the hybridization and the change therein have by far the larger effect to the
simulated spectra than the 10Dq parameter. Therefore, the value of the ex-
ponent n in the d−n dependence of the ionic crystal field parameter 10Dq
(here n = 5) cannot be tested in this particular experiment.

After we have found from the XAS experiments together with the cluster
simulations that the different manganese to oxygen distances in MnO and
Mn0.02Mg0.98O lead to different local crystal fields, one might expect that
these differences should also show up in the Mn 2p core level XPS. We have,
therefore, also calculated the Mn 2p XPS spectra using the cluster model
with the same two sets of parameters. The result is shown in Fig. 5.4. Here
we also show the Mn 2p XPS of a freshly cleaved MnO single crystal; the
Mn 2p XPS of the impurity system has not yet been measured. Comparing
experiment and the simulation using the bulk MnO parameter set we find
a very good agreement. As for the XAS, energy positions and the spectral
line shape are well reproduced. When we compare the two simulations using
the different parameter sets of MnO and Mn0.02Mg0.98O we find that indeed
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Fig. 5.5: Extraction of the impurity valence band: The spectra of Mn0.02Mg0.98O
(blue) and MgO (orange) on Ag are very similar at first sight. Only the difference
spectrum (green) reveals the MnO impurity contribution to the valence band.

the spectra are also different here. Even though they are not so obvious as
in the XAS, we find distinct differences in the line shape of the Mn 2p1/2
line and in the energy positions of the two charge-transfer satellites. Thus,
a detailed experimental study of the Mn 2p core level XPS of MnxMg1−xO
would certainly give further insight to this system.

We now turn to the valence band PES spectrum. To do so we first
have to deal with the problem, that due to the thinness of the film the
Ag 4d signal from the substrate will contaminate the MnxMg1−xO signal
that we would like to record. By using 140 eV photons, which is the so-called
Cooper minimum of the Ag 4d [59, 97], we were able to suppress the Ag 4d
contribution to the valence band spectra below the detection limit. Then
we need to extract the MnO impurity contribution from the Mn0.02Mg0.98O
valence band spectrum which is, of course, basically the O 2p valence band
of the MgO. The extraction of the impurity contribution is shown in Fig. 5.5.
We find the MnO impurity contribution as the difference of a Mn0.02Mg0.98O
and a MgO reference spectrum. To eliminate effects of small differences in
the sample preparation both, the Mn0.02Mg0.98O and the MgO reference film,
were grown at the same time and on the same substrate by separating parts
of the substrate using a stainless steel flag.

We are now ready to compare the bulk and the impurity valence band
spectra (see Fig. 5.6). The experimental valence band spectra have in general
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Fig. 5.6: Comparison of the valence band PES spectra of stoichiometric MnO on
Ag and of MnO impurities in MgO. The impurity spectrum has been shifted by
about 1 eV for comparison. Also included are simulated spectra resulting from the
cluster model. Parameters of the calculations are explained in the text.

similar features: They consist of four structures, yet, the impurity spectrum is
considerably narrower than the bulk. In addition we find that in the impurity
spectrum the spread of the spectral weight over the energy range is larger.
Moreover, the intensity ratio of the three main peaks differs somewhat from
the bulk. Most of these observations can be well reproduced by the cluster
model, as it is also shown in Fig. 5.6. The larger hybridization (V (eg)) in
Mn0.02Mg0.98O spreads the spectral weight wider over the measured energy
range, in good agreement with earlier studies [140]. The impurity spectrum
shows a pronounced feature at around 10.5 eV binding energy which we
do not find in the bulk spectrum nor in the simulations, at least, not as
pronounced. At present we are not able to explain the origin of this feature.
It is possible that this feature is an artefact of the extraction of the impurity
valence band from the raw data (see Fig. 5.5). The subtraction procedure as
well as the high surface sensitivity at 140 eV photons makes us very sensitive
to small imperfections, impurities, etc. in or on the the surface of the sample
which are too small to also show up in the XAS.
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To conclude, we have studied the electronic structure of MnO and
Mn0.02Mg0.98O thin films grown on Ag substrates by MBE using XAS and
PES. By comparison of the XAS of bulk MnO to that of the thin film grown
on Ag we have shown that the Ag substrate is able to compensate for spec-
imen charging due to the photo-excitation process. We have found that the
Mn L2,3 XAS spectra of MnO thin films grown on Ag provide a well defined
data set for comparison to theory. We were able to explain differences in the
Mn L2,3 XAS spectra of Mn0.02Mg0.98O and MnO by fitting the experimental
data using a cluster model taking the different local crystal fields in MnO and
MgO into account. The simulation suggests that similar effects should also
be visible in the Mn 2p XPS. We were able to measure and extract the MnO
impurity valence band PES spectrum by using 140 eV photons and a sub-
traction procedure. The impurity valence band spectrum shows differences
to that of the bulk which can be explained by the cluster model with the use
of different local crystal fields in both compounds. Yet, the differences are
not as dramatic as in the case of NiO, so that we can conclude that non-local
effects play only a minor role in MnO.
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Chapter 6

V3+ impurities in Al2O3:
Importance of intersite
correlations

Fig. 6.1: Phase diagram of V2O3. Reproduced from Ref. [156]

Vanadium sesquioxide V2O3 has extensively been studied over the past
decades as the canonical Mott-Hubbard system [6]. It shows a phase tran-
sition at around 150 K with a change of the resistivity of seven orders of
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magnitude [109], accompanied by a structural transition from a corundum
(T > 150 K) to a monoclinic (T < 150 K) structure [157]. This changes re-
markably upon applying external pressure or when substituting part of the V
ions by several percent of Ti or Cr. For substitutions by small amounts of Cr a
second phase transition sets in, but here the symmetry of the crystal remains
unchanged. Because of this feature it was argued that the phase transition
is due to the correlation of electrons (Mott transition) [109]. Looking at the
famous phase diagram of V2O3 shown in Fig. 6.1 [156] one finds three phases
depending on pressure, doping, and temperature: Paramagnetic metal (PM),
paramagnetic insulator (PI), and antiferromagnetic insulator (AFI).

Fig. 6.2: Corundum crystal structure of V2O3: The V3+ ions are arranged as
pairs along the c axis. Each V3+ ion is surrounded by a trigonally distorted
oxygen octahedron. Illustrated using [28].

In the corundum structure of V2O3, each V3+ ion is surrounded by a
trigonally distorted (D3d) oxygen octahedron (see Fig. 6.2). Thus, in an
one-electron picture, the trigonal crystal field lifts the degeneracy of the t2g
states of the cubic crystal field and splits these into a non-degenerate a1g and
a doubly degenerate eπg state. See Fig. 6.3. On top of that, the V 3+ ions
are arranged in pairs along the c axis in the corundum structure. These so-
called dimers have been proposed to form molecular orbitals (a1g molecular
singlets) which would lead to an effective S = 1/2 system [158, 159, 160].
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Fig. 6.3: Schematic one-electron energy level diagram of the 3d states in the
corundum structure. Treatment of the c axis dimers as a diatomic molecule leads to
the formation of molecular states, hence, an effective S = 1/2 system. Reproduced
from Ref. [158].

More recently, an LDA and LDA+U study by Ezhov et al. claimed the spin
1/2 model not to be valid for V2O3 [161]. Their calculations result in a total
spin of S = 1.

Only one year later, Park et al. [162] have shown using polarization-
dependent XAS that this is indeed the case. Their most important result is
shown Fig. 6.4. One can immediately see that the linear dichroism is very
different in the three phases. According to Sec. 2.2 the linear dichroism is
a measure for the orbital occupation. The a1g orbital has lobes along the c
axis of the hexagonal basis, the lobes of the eπg orbitals are more in the ab
plane. The XAS transition probability to an empty a1g or eπg state, thus,
strongly depends on whether the polarization vector E of the light is parallel
or perpendicular to c [162]. Assuming a model where part of the V sites have
an eπge

π
g configuration, i.e., both electrons occupy the two eπg states, and the

other part an eπga1g configuration, i.e., one electron occupies the a1g and the
other electron one of the two eπg states, Park et al. found that the eπge

π
g :e

π
ga1g

occupation ratio is about 2:1 in the AFI, 1:1 in the PM, and 3:2 in the PI
phase. Yet, for V2O3 to become metallic, at least 50% eπga1g occupation is
needed. Even though the orbital occupation changes remarkably across the
phase transitions, the V3+ 3d2 ion is always in the S = 1 high-spin state.
This ruled out the possibility of projecting out the a1g orbital by means of
molecular orbital formation and showed that the dimer is electronically non-
existent. Interactions in the ab plane are of equal importance, in-line with
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Fig. 6.4: Polarization-dependent V L2,3 XAS of (V0.988Cr0.012)2O3 in the AFI,
PM, and PI phases taken at 140, 190, and 290 K, respectively. The bottom-middle
and -right panels show theoretical spectra of the pure eπg e

π
g and eπga1g initial states.

Reproduced from Ref. [162].

recent LDA results [163].

LDA+DMFT has been used to describe the electronic structure of V2O3,
also taking many-body effects into account [164, 165, 166]. The calculations
all find the V3+ d2 system to be in an S = 1 state with reasonable values of U
and an orbital occupation in agreement with the XAS results by Park et al..
These studies also provide predictions for the V 3d single particle spectral
functions. For the PM phase of V2O3 they predict a prominent quasipar-
ticle peak in the PES spectrum at the Fermi energy. There is a discussion
whether such a peak has indeed been found in bulk-sensitive photoemission
spectroscopy [167, 168] (cf. appendix 7).

The XAS results of Park et al. [162] have clearly shown that dimeriza-
tion plays no important role for the electronic structure of V2O3. The dimer
is, at least electronically, not present. However, to further strengthen this
point and to discuss the importance of in-plane interactions we have studied
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the electronic structure of an isolated V2O3 impurity by measuring the V
L2,3 XAS of the V:Al2O3 impurity system. By comparison of the experi-
mental data to the result of a single-site cluster calculation we will discuss
the influence of the 3d spin-orbit coupling and the size of the trigonal crystal
field splitting. Differences between bulk and impurity spectra are interpreted
in terms of substantial virtual charge fluctuations present in the electronic
structure of bulk V2O3, with appreciable amplification of the broadening in
the XAS spectra due to core hole effects.

Al2O3 is one of the best-known insulators (bandgap 8.8 eV [169]) and
is, therefore, also discussed as a gate material in transistors [170]. Thus, the
simple total electron yield detection of the XAS is not possible here. We have
used the fluorescence yield detection mode instead, which is known to be very
powerful for bulk-sensitive XAS measurements on diluted samples [171]. The
use of V:Al2O3 thin films grown on metal substrates to overcome the problem
of specimen charging was not possible here. With our present MBE setup we
did not find any set of growth parameters resulting in crystalline Al2O3 films.
The films always turned out to grow amorphous. The growth of crystalline
Al2O3 thin films by MBE would presumably need growth or post-annealing
at temperatures higher than 900 ◦C [172].

The experiments were performed at the 11A1 Dragon beamline of the
NSRRC in Hsinchu, Taiwan. For the XAS measurements the photon energy
resolution at the V L2,3 edges (hν ≃ 510− 530 eV) was set to about 0.13 eV.
The XAS signal was detected using a home-made channeltron fluorescence
yield detector. For details of the detector see Ref. [173]. For each scan the
XAS spectrum of a YVO3 single crystal was measured simultaneously in a
separate chamber as an energy reference. The base pressure of the UHV
system was below 3× 10−10 mbar.

The V:Al2O3 sample (courtesy of J. W. Allen) was obtained by melt-
ing crystalline pieces of V2O3 and Al2O3 in sealed cylindrical crucibles and
slowly cooling. At the measured spot the V concentration was about 1% (de-
termined by electron-microprobe analysis), assuring the probability to have
a V first nearest neighbor (c axis dimer) to be negligibly small [160].

Our experimental data obtained using the fluorescence detection is shown
in the bottom panel of Fig. 6.5. Also included here for comparison is the
spectrum of a thick V2O3 film grown on Al2O3(101̄2) which has been shown
to have bulk-like properties (cf. Appendix 7). At the very first sight the
XAS spectrum of the impurity seems to be very similar to that of the thick
film. However, taking a more detailed look, the features of the impurity
spectrum appear much sharper than those of the thick V2O3 film, indicating
that we are indeed in the impurity limit. The difference of the line widths of
thick film and impurity spectra is much larger than one would expect from a
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Fig. 6.5: Isotropic L2,3 XAS spectra of V3+ impurities in Al2O3 and a thick
V2O3 film grown on top of Al2O3(101̄2) (bottom panel), compared to those of
Ni2+ impurities in MgO and bulk NiO (top panel). In the top panel the energy
axis is broken between the L3 and L2 edges to yield the same eV/cm scale in both
panels for better comparability.

broadening due to band formation only. For comparison, in the top panel of
Fig. 6.5 we have plotted the Ni L2,3 XAS spectra of bulk NiO and NiO as an
impurity in MgO. Note that the energy axis is broken between the L3 and
L2 edges here to yield the same eV/cm scale in both panels of the figure. For
NiO, the line widths of bulk and impurity spectra do not differ at all. This
clearly indicates that intersite correlations must be very important for the
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electronic structure of V2O3. In addition we find the spread of the spectral
weight over the energy range for V:Al2O3 to be significantly larger than in
V2O3. Since the atomic distances in Al2O3 are very different from those in
V2O3 (both, a and c axis are considerably shorter) we expect that the local
crystal fields are stronger here. This could lead to the enhancement of the
spread of the spectral weight for V:Al2O3.

515 520 525

Oh + SOC

Oh no SOC

D3d + SOC

 V3+ in Al2O3 experiment
 Simulation

 

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Photon energy (eV)

Fig. 6.6: Isotropic V L2,3 XAS spectrum of V3+ impurities in Al2O3 compared
to the result of a cluster simulation using three different parameter sets. Details
and parameters of the calculation are explained in the text.

In order to extract quantitative information about the electronic struc-
ture we have simulated the experimental spectrum using the well-proven CI
cluster model. Our simulations include the full-atomic multiplet theory, the
2p and 3d spin-orbit interactions, the hybridization with the oxygen ligands,
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and the local crystal fields [174]. The simulations have been performed using
the XTLS 8.30 code by A. Tanaka [25]. The parameters for the multi-
pole parts of the Coulomb interaction were given by the Hartree-Fock values
[30]. The monopole parts Udd, Upd, and the charge-transfer energy ∆ have
been estimated from photoemission experiments [175, 176]. Covalency was
included by, besides the ionic d2, also taking the d3L and d4L2 states into
account, where L denotes a hole in the oxygen ligands. The parameters for
the hopping integrals were calculated using the Hybrid code by T. Burnus
[31]. A trigonal crystal field (D3d) was accounted for by introduction of the
parameters Dq, Dσ, and Dτ [34], in terms of D0

trig and Vmix as defined in
Chapter 1. The strength of the local crystal fields and especially that of the
trigonal crystal field splitting (D0

trig) has been estimated from the results of
an LDA+U calculation by Hua Wu. In a first step, D0

trig was calculated here
for an artificial VAlO3 crystal (in order to avoid direct V-V interactions) and
assuming the crystal structure of Al2O3. The calculated trigonal crystal field
splitting then is negligibly small. In the cluster simulation we have, therefore,
started by assuming a local Oh symmetry. The result is shown in the bottom
curve of Fig. 6.6 where we compare the experimental XAS spectrum of the
V2O3 impurity in Al2O3 to the cluster simulations. The fit exhibits simi-
larities with the experimental spectrum but a detailed comparison reveals
differences. Most notably, the intensity ratio of the first two peaks at 512.5
and 512.9 eV is opposite to that of those in the experimental data. This
can be fixed by switching off the spin-orbit interaction in the calculation as
it is also shown in Fig. 6.6 (curve “Oh no SOC”), as it has already been
done in previous calculations [162]. There is, however, no special motivation
why the spin-orbit coupling should be switched off a priori. Thus, there
must be another interaction present that overcomes the spin-orbit coupling
and suppresses its contribution to the XAS spectrum. In Al2O3 all atomic
shells are either completely full or empty. One could, therefore, imagine that
the presence of a 3d ion such as the V3+ could locally strongly distort the
surrounding oxygen octahedron simply due to the asymmetric shape of the
3d orbitals. Calculating D0

trig again for the artificial VAlO3 crystal but now
using the crystal structure of the PI phase of V2O3 yields a much larger
value, namely, D0

trig=160 meV with a sign such that the eπg level is stabilized.
This value is indeed much larger than the spin-orbit coupling, ζ3d=27 meV.
Similar values of the trigonal crystal field splitting have indeed already been
found long time ago, namely, in optical spectroscopy, magnetic susceptibil-
ity, and related theoretical studies on V:Al2O3 [37, 38, 177, 178, 179]. A
cluster simulation using this value for the trigonal crystal field splitting is
also shown in Fig. 6.6, just below the experimental data (“D3d + SOC”).
In this scenario the ratio of the two pre-peaks is indeed correct now, and
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also the overall agreement compared to the experiment is very good. All
features of the spectrum can be reproduced in the simulation with the cor-
rect energy position and comparable intensity ratios. The single-site cluster
model simulates the experimental XAS spectra very well. This, on the other
hand, means that the differences in the spectra of bulk V2O3 and V2O3 as
an impurity in Al2O3 must be due to the presence of intersite correlations in
bulk V2O3. Indeed, assuming virtual charge fluctuations being present in the
electronic structure of V2O3 would lead to extra peaks in the XAS spectrum.
In a very simple model we take a look at two neighboring V3+ sites. Allowing
for charge fluctuations with a hopping parameter t, in the ground state we
can have the configurations d2-d2, d1-d3, and d3-d1, whereas for U ≫ t the
latter two are higher in energy by about the Coulomb repulsion U . In the
XAS final state we then also have three possible configurations, namely, the
cd3-d2, cd2-d3, or cd4-d1, where c denotes a core hole. Instead of only one line
that we would find without charge fluctuations, the XAS spectrum would
now consist of three lines at about the energies 0, 2U −Q, and Q, where
Q is the attractive core hole potential. The exact peak positions and their
weights, however, strongly depend on the strengths of U , Q, and t. Whether
these intersite correlations are due to dimerization or in-plane interactions
cannot be judged at this point. A detailed theoretical study using a dimer
or a multi-site cluster would definitely yield more insights here.

To summarize, we have measured the V L2,3 XAS spectrum of V:Al2O3

using the fluorescence yield detection method. The spectrum displays sharp
features and shows substantial differences compared to the spectrum of sto-
ichiometric V2O3. Especially, the spectrum of stoichiometric V2O3 is much
broader than that of V:Al2O3, much more than one observes in a comparison
of the Ni L2,3 XAS spectra of bulk NiO vs. NiO impurity in MgO. The impu-
rity spectrum could be very well simulated within a single-site cluster ansatz,
with reasonable parameter values and taking a large trigonal distortion into
account. The differences between bulk and impurity spectra are interpreted
in terms of substantial virtual charge fluctuations present in the electronic
structure of bulk V2O3, with appreciable amplification of the broadening in
the XAS spectra due to core hole effects.
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Chapter 7

V2O3 thin films on Al2O3

Connected to our study on V3+ impurities in Al2O3 we have also carried out
experimental work on stoichiometric V2O3 thin films grown on differently
oriented Al2O3 substrates in a combined XAS and PES study. Depending
on the film thickness one could expect the lattice mismatch of the V2O3 and
Al2O3 crystal structures1 to induce a compressive lattice strain in the V2O3

films, thereby stabilizing the metallic phase towards lower temperatures (cf.
Fig. 6.1).

The experiments were performed at the 11A1 Dragon beamline of the
NSRRC in Hsinchu, Taiwan. For the XAS measurements the photon energy
resolution at the V L2,3 edges (hν ≃ 510− 530 eV) was set to about 0.13 eV.
The degree of linear polarization of the incident light was about 99%. The
XAS signal was detected by measuring the total electron yield (TEY). PES
spectra were recorded using a Scienta SES-100 electron energy analyzer using
140 eV photons. The overall energy resolution was set to about 130 meV.
The base pressure of the UHV system was below 3× 10−10 mbar.

For c oriented samples polarization-dependent XAS spectra were recorded
in a geometry in which the Poynting vector of the incoming light has an
angle of α = 70◦ with respect to the c axis of the sample. Rotating the
sample around an axis parallel to the Poynting vector allows to vary θ, the
angle between the E vector of the light and c, between 20◦ and 90◦. In
this measurement geometry the optical path of the light is independent of θ,
thereby allowing for a reliable comparison of spectral line shapes for different
polarization directions. Spectra for E ⊥ c (I⊥) can be measured directly
(θ = 90◦) while the spectra for E ∥ c are calculated by the expression I∥ =
[Ip − I⊥ cos2(α)]/ sin2(α). Here, Ip is the measured intensity with θ = 20◦,

1 V2O3: a=4.95 Å, c=14.01 Å, c/a=2.83 [180].
Al2O3: a=4.76 Å, c=12.99 Å, c/a=2.73 [181].
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and sin2(α) = 0.883 and cos2(α) = 0.117. Isotropic spectra are obtained
from Iiso = I∥ + 2 · I⊥. For details of the geometry see, e.g., Ref. [182].

In the case of V2O3 thin films grown on r plane2 oriented Al2O3 substrates
polarization-dependent XAS data were taken using the azimuthal rotation
geometry as presented in Ref. [162]. In this geometry θ can be varied between
13.5◦ and 76.5◦ (cos2(θ) = 0.95 and cos2(θ) = 0.05, respectively). Thus, this
geometry reaches almost the perfect E ∥ c and E ⊥ c alignment such that
further corrections are not needed here.

V2O3 thin films were grown on (0001) (c plane) and (101̄2) (r plane)
oriented, epi-polished Al2O3 substrates using MBE. The thickness of the
films was estimated from deposition rates measured with a quartz crystal
thickness monitor. Before film growth the substrates were annealed at 600 ◦C
in an oxygen atmosphere of 1× 10−7 mbar for 1 hour. High-purity V metal
was evaporated from a rod (diameter 2 mm) using an Omnivac electron
beam evaporator. Deposition rates ranged between 1 and 3 Å/min. During
growth the substrate temperature was kept at 500 ◦C. Molecular oxygen
was supplied through a leak valve and a nozzle and its partial pressure was
monitored using a capacitance manometer. We were able to grow epitaxial
and stoichiometric V2O3 for oxygen partial pressures ranging from 1× 10−7

to 1×10−6 mbar. Orientation and epitaxy of the films was monitored during
growth using reflective high energy electron diffraction (RHEED).

The line shapes of the XAS spectra depend strongly on the multiplet
structure given by the atomiclike V 2p-3d and 3d-3d Coulomb and exchange
interactions, as well as on local crystal fields and hybridization with the
oxygen ligands [50]. The spectra display two sharp pre-peaks at around 512.7
and 513.2 eV, hardly affected by the background and solid-state broadening.
For this reason, following Park et al. [162], we define the dichroism at the
first of these peaks as the difference divided by the sum of the intensities
measured for the E ∥ c and E ⊥ c geometries.

Our combined PES and XAS setup allows to directly link the metallic
or insulating phase to the V 3d orbital occupation. In a first step we have
grown V2O3 films with three different thicknesses of 33 Å, 50 Å, and 540 Å
on c oriented Al2O3(0001) substrates. The temperature-dependent valence
band PES and V L2,3 XAS spectra of these samples is shown in Fig. 7.1.

2The (101̄2) plane of the corundum structure is the primary natural cleavage plane for
many corundum compounds like Ti2O3, V2O3, or Cr2O3, but not for Al2O3, corundum
itself [183].
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We first discuss the PES data. The spectra are basically divided into two
parts. The intense broad peak between about 4 and 9 eV binding energy can
be identified with the O 2p contribution to the valence band. The spectral
weight between 0 and 4 eV has predominantly V 3d character. In our dis-
cussion we now focus on the latter, 3d related part of the spectrum. Looking
first at the spectra for all three samples we find that our V2O3 thin films are
always insulating, independent on the film thickness and temperature. For
none of the samples we find a spectral weight at the Fermi level, which would
indicate a metallic system. For the thick film (right panels in Fig. 7.1) we see
some indication of transfer of spectral weight to lower binding energies above
150 K, but the sample remains insulating. The PES results is consistent with
the V L2,3 XAS. For all three samples the XAS spectra show a pronounced
polarization-dependence. The linear dichroism at low temperatures is always
slightly higher. Comparing the spectra and their polarization-dependence to
the results of Park et al. [162] we can identify our spectra with one of those
of the two insulating phases of V2O3. The spectrum of the metallic phase
(Fig. 6.4) is clearly different.

The XAS results are, thus, consistent with the PES data. At present,
we are not able to explain why the V2O3 films on Al2O3(0001) show no
metallic phase at least at room temperature. However, the corundum (0001)
surface poses conceptual problems since the atomic layers normal to the c axis
contain either only cations or only anions [183]. It is a polar surface [184].
These surfaces are, thus, expected to relax or reconstruct in some way to
compensate for the otherwise diverging electrical potential. Probably, films
considerably thicker than 540 Å are required to approach the bulk limit and
stabilize the metallic phase at room temperature.

When growing V2O3 on Al2O3(0001) the lattice strain is only in the ab
plane. Alternatively, we have also grown V2O3 films on r plane oriented
Al2O3(101̄2) substrates where the lattice compression also acts in the c di-
rection. In addition, the corundum r plane is non-polar. The XAS and PES
results for a thin (50 Å) and a thick (240 Å) V2O3 film grown on Al2O3(101̄2)
is shown in Fig. 7.2.
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Fig. 7.2: Top two panels: Polarization-dependent V L2,3 XAS of 50 Å (left),

and 240 Å (right) V2O3 on Al2O3(101̄2) in the high and low temperature phase.
Bottom panels: Temperature-dependent valence band PES spectra.
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Again, we first discuss the valence band PES data. For the films grown on
r plane Al2O3 the PES spectra show a strong temperature dependence. At
low temperatures they have a line shape very similar to that of the V2O3 on
Al2O3(0001) spectra. In contrast, at high temperatures the spectra are very
different. We clearly see intensity emerging at the Fermi level, indicating a
metallic state. We identify this peak, even if the intensity is much lower due
to the reduced probing depth at 140 eV photon energy, as the quasiparticle
peak also found in the metallic phase of bulk V2O3 [167, 168]. The PES
results are again inline with the XAS results also shown in Fig. 7.2. At low
temperatures we find again a pronounced polarization dependence with a
linear dichroism comparable to that of the samples grown on Al2O3(0001).
In contrast, the spectral line shape of the high-temperature spectra is clearly
different now and also the polarization dependence is a lot reduced.

The V2O3 thin films grown on Al2O3(101̄2), thus, behave much more
like the bulk V2O3 system. Note that we found no indication for another
insulating phase at even higher temperatures up to 400 K.

In conclusion, we have successfully grown V2O3 thin films on Al2O3(0001)
and Al2O3(101̄2) in an epitaxial fashion. The films grown on c plane oriented
substrates behave very surprisingly, partially in contradiction to other studies
[185, 186]. Both, our PES and polarization-dependent XAS spectra clearly
show an insulating phase at all temperatures measured. V2O3 films grown
on r plane oriented substrates, however, show a more bulk-like behavior:
They are metallic at high and insulating at low temperatures. However, the
unexpected behavior of the V2O3 films on Al2O3(0001) cannot be explained
at present. To solve this problem an even more detailed experimental study
would be needed. Such as study would have to combine microscopic (PES,
XAS) and macroscopic (transport, magnetism) information on the electronic
structure, together with a careful study of the crystal structure (RHEED,
LEED, XRD).
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Summary

In terms of materials, most of the modern electronic devices are still based
on the electrical properties of metals and semiconductors. Yet, the class of
transition metal compounds and, especially, transition metal oxides shows a
variety of spectacular physical effects like, e.g., high-temperature supercon-
ductivity, the giant or tunnel magneto resistance, spin-polarized transport,
metal to insulator transitions, or multiferroic order. If ways could be found to
make use of these phenomena, one could obtain devices with unprecedented
functionalities. This, however, requires tuning of the material properties, and
this in turn a profound understanding of the electronic structure of these com-
pounds. In contrast to simple metals and semiconductors where a mean-field
one-electron description is typically sufficient, electron-electron correlations
are very important here, thereby requiring a more sophisticated theoretical
ansatz. Since an exact treatment is impossible due to the huge number of de-
grees of freedom one has to use approximations or simplified model systems.
An effective first order approach to take these correlation effects into account
is to neglect the translational symmetry of the real crystal and to describe
the electronic structure in a local single-site impurity model. This is done for
example in the so-called configuration-interaction cluster calculations where
the system is reduced to a single ion and its ligands. The underlying idea is
that the ground state and near ground state properties as well as the exci-
tation spectra can be described on an equal footing as far as the many body
aspects are concerned. One of the latest and most sophisticated development
in theoretical solid state physics, namely, the dynamical mean-field theory
(DMFT) is also based on this idea. Yet, it is not always easy to judge about
the applicability of the results for the real bulk systems. An experimental
test is highly desired.

In this thesis we have, therefore, set out to study the electronic structure
of selected transition metal impurities in oxides using photoemission (PES)
and x-ray absorption spectroscopy (XAS). These systems have already been
very popular in the past for electron spin-resonance and optical spectroscopy
experiments yielding valuable information on energy levels and crystal fields.

85



Modern spectroscopic techniques together with the availability of synchrotron
radiation now allow us to investigate their electronic structure with unprece-
dented detail. We have simulated our experimental data using a single-site
cluster model and compare the results to the respective bulk systems.

In Chapter 3 we report on a comparative study of the valence band elec-
tronic structure of NiO as bulk material and of NiO as impurity in MgO.
From the impurity we have been able to determine reliably the parameters
which describe the local correlations, thereby establishing the compensated-
spin character of the first ionization state or the state created by hole dop-
ing. Using bulk-sensitive hard x-ray photoemission (HAXPES) we identify
features which cannot be explained by single-site many body approaches nor
by mean-field calculations. We infer the presence of screening processes in-
volving local quasi-core states in the valence band and non-local coherent
many body states.

Chapter 4 deals with the local electronic structure of Fe impurities in
MgO thin films. Using XAS we verified that the Fe impurities are all in
the 2+ valence state. The fine details in the line shape of the Fe L2,3 edges
provide direct evidence for the presence of a dynamical Jahn-Teller distortion.
We were able to determine the magnitude of the effective D4h crystal field
energies. We also observed a strong temperature dependence in the spectra
which we can attribute to the thermal population of low-lying excited states
that are present due to the spin-orbit coupling in the Fe 3d. Using this Fe2+

impurity system as an example, we show that an accurate measurement of the
orbital moment in Fe3O4 will provide a direct estimate for the effective local
low-symmetry crystal fields on the Fe2+ sites, important for the theoretical
modeling of the formation of orbital ordering.

The local single-site description is very successful in the case of MnO and
Mn impurities in MgO which is treated in Chapter 5. Here, we have studied
the electronic structure of MnO and Mn impurities in MgO thin films grown
on Ag substrates by molecular beam epitaxy (MBE) using XAS and PES.
By comparison of the XAS spectrum of bulk MnO to that of the thin film
grown on Ag we have shown that the Ag substrate is able to compensate
for specimen charging due to the photo-excitation process. We have found
that the Mn L2,3 spectra of MnO thin films grown on Ag provide a well
defined data set for comparison to theory. We were able to explain differences
in the Mn L2,3 spectra of the MnO impurity and bulk MnO by fitting the
experimental data using a cluster model taking the different magnitude of the
local crystal fields in MnO and MgO into account. We were able to measure
and extract the MnO impurity valence band photoemission spectrum by
using 140 eV photons. Very much unlike the NiO case, here the impurity
valence band spectrum shows only small differences to the bulk spectrum

86



which could also be explained by the cluster model and the different local
crystal fields in both compounds.

The importance of intersite effects in the electronic structure of V2O3

is the topic of Chapter 6. Here, we have measured the V L2,3 XAS spec-
trum of V3+ impurities in bulk Al2O3 using the fluorescence yield detection
method. The spectrum exhibits substantial differences compared to that of
stoichiometric V2O3. The latter is much broader than that of the impurity,
much more than one observes in a comparison of the Ni L2,3 XAS spectra of
bulk NiO vs. NiO impurity in MgO. The V in Al2O3 spectrum can be very
well simulated within a single-site cluster ansatz, with reasonable parameter
values and taking a large trigonal distortion into account. The differences
between bulk and impurity spectra are interpreted in terms of substantial
virtual charge fluctuations present in the electronic structure of bulk V2O3,
with appreciable amplification of the broadening in the XAS spectra due to
core hole effects.

In conclusion, transition metal impurities in oxides are fundamental
model systems to study the electronic structure of strongly correlated ox-
ides. A detailed study of their electronic structure yields essential informa-
tion on the importance of local and non-local interactions in the associated
bulk compounds and even more complicated materials.
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Zusammenfassung

Die Funktionsweise moderner elektronischer Geräte basiert noch immer
weitestgehend auf den elektronischen Eigenschaften von einfachen Metallen
und Halbleitern. Die Klasse der Übergangsmetallverbindungen hingegen und
insbesondere die Übergangsmetalloxide weisen eine Vielzahl spektakulärer
physikalischer Eigenschaften auf. So zeigen Sie z.B. Hochtemperatur-
supraleitung, den Riesen- oder Tunnelmagnetwiderstand, Spin-polarisierten
Transport, Metall-Isolator Übergänge oder multiferroische Ordnung. Die
technische Nutzung dieser Phänomene würde einen Zugang zu Geräten
mit nie dagewesenen Eigenschaften ermöglichen. Diese allerdings erfordert
die gezielte Manipulation von Materialeigenschaften, und diese wiederum
ein tiefgehendes Verständnis der elektronischen Struktur dieser Verbindun-
gen. Während die wichtigsten Eigenschaften von einfachen Metallen und
Halbleitern in einem Einelektronenmodell ausreichend beschrieben werden
können, sind Elektron-Elektron Wechselwirkungen hier sehr ausgeprägt und
erfordern eine anspruchsvollere und detailliertere theoretische Behandlung.
Die große Anzahl der möglichen Freiheitsgrade macht eine exakte theo-
retische Beschreibung jedoch unmöglich, und man muss sich geeigneter
Näherungsmethoden oder Modellsysteme bedienen. In einem weit ver-
breiteten und sehr erfolgreichen Ansatz zur Berücksichtigung dieser Kor-
relationseffekte wird die Translationssymmetrie eines realen Kristalls vol-
lkommen vernachlässigt. Stattdessen wird die lokale elektronische Struk-
tur einer einzigen isolierten Störstelle beschrieben. Diesen Ansatz verfolgen
sog. configuration-interaction Clusterrechnungen, in denen der Festkörper
auf ein einzelnes Ion nebst den dazugehörigen Liganden reduziert wird. Die
zugrunde liegende Idee ist, dass hier Grundzustands- und Nahgrundzustand-
seigenschaften sowie Anregungsspektren im Hinblick auf Korrelationseffekte
gleichberechtigt behandelt werden können. Auch eine der am weitesten fort-
geschrittenen Methoden der theoretischen Festkörperphysik, die dynamische
Mean-Field Theorie (DMFT), basiert auf diesem Ansatz. Trotzdem ist es oft
nicht leicht zu beurteilen, wie gut die Ergebnisse und Modellparameter auf
reale, ausgedehnte Systeme übertragbar sind. Ein experimenteller Test wäre
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daher sehr wünschenswert.
Diese Arbeit beschäftigt sich aus diesem Grund mit der Untersuchung der

elektronischen Struktur von Übergangsmetall-Störstellen in Oxiden mittels
Photoemissions- (PES) und Röntgenabsorptionsspektroskopie (XAS). Be-
reits in der Vergangenheit lieferten solche Systeme in optischen Absorptions-
und Elektronenspinresonanzexperimenten wichtige Informationen zu En-
ergiezuständen und Kristallfeldern. Moderne spektroskopische Methoden
und die Verfügbarkeit von Synchrotronstrahlung erlauben es uns heute, die
elektronische Struktur dieser Systeme weitaus detaillierter zu untersuchen.
Die gewonnenen experimentellen Daten wurden im Rahmen von Clusterrech-
nungen simuliert, und die Ergebnisse mit den zugehörigen Volumensystemen
verglichen.

Kapitel 3 berichtet über eine Vergleichsstudie der elektronischen Struk-
tur des Valenzbandes von NiO als Volumenkristall und als Störstelle in
MgO. Das Störstellensystem erlaubt eine verlässliche Bestimmung der Mo-
dellparameter, die die lokalen Korrelationseffekte beschreiben. Dadurch
konnte der kompensierte Spinzustand des ersten Ionisierungszustandes bzw.
eines durch Lochdotierung hervorgerufenen Zustandes bestätigt werden. Mit
Hilfe volumenempfindlicher Photoemissionsspektroskopie mit harter Rönt-
genstrahlung (HAXPES) konnten im Valenzbandspektrum von NiO Struk-
turen nachgewiesen werden, die weder mit Vielteilchen-Störstellenrechnungen
noch mit Mean-Field Methoden zu erklären sind. Zur Erklärung werden Ab-
schirmprozesse vorgeschlagen, die mit der Existenz von lokalen, Rumpniveau-
artigen Zuständen und nichtlokalen, kohärenten Vielteilchenzuständen ein-
hergehen.

Kapitel 4 beschäftigt sich mit der elektronischen Struktur von Fe
Störstellen in MgO. Mittels XAS wurde hier festgestellt, dass sämtliche
Störstellen zweiwertig vorliegen. Die Fe L2,3 Absorptionskanten weisen
scharfe Strukturen auf, die Rückschlüsse auf das Vorhandensein einer dy-
namischen Jahn-Teller Verzerrung erlauben. Die Stärke des effektiven D4h

Kristallfeldes konnte abgeschätzt werden. Zusätzlich zeigen die Absorptions-
spektren eine ausgeprägte Temperaturabhängigkeit, die eindeutig auf die
thermische Besetzung tief liegender angeregter Zustände zurückgeführt wer-
den konnte, die aufgrund der Spin-Bahn-Aufspaltung der Fe 3d Orbitale vor-
liegen. Beispielhaft wird an diesem Fe2+ System gezeigt, dass eine genaue
Messung des orbitalen magnetischen Momentes in Fe3O4 direkten Zugang
zur Abschätzung der lokalen effektiven Kristallfelder niedriger Symmetrie an
den Fe2+ Plätzen bietet, eine wichtige Information zur theoretischen Model-
lierung orbitaler Ordnung.

Die Untersuchung von MnO und MnO als Störstelle in dünnen Filmen
aus MgO zeigt, dass hier das lokale Störstellenmodell zur Beschreibung der
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elektronischen Struktur sehr erfolgreich ist (Kapitel 5). Hier wurde deren
elektronische Struktur mittels PES und XAS studiert. Zunächst wird durch
einen Vergleich der Absorptionsspektren von MnO als Volumenkristall und
dem eines dünnen MnO Filmes, der mittels Molekularstrahlepitaxie (MBE)
auf ein Ag Substrat aufgebracht wurde, gezeigt, dass das metallische Sub-
strat tatsächlich eine durch den Anregungsprozess bedingte Aufladung des
Oxidfilms kompensieren kann. Die Absorptionsspektren eines auf ein Ag
Substrat aufgebrachten MnO Films eignen sich daher hervorragend als wohl
definierter Datensatz zum Vergleich mit Simulationen. Unterschiede in den
Absorptionsspektren von MnO und MnO als Störstelle in MgO wurden im
Rahmen einer Clusterrechnung erklärt, die die unterschiedlich starken lokalen
Kristallfelder in MnO und MgO berücksichtigt. Mit Hilfe von Photoemis-
sionsmessungen bei einer Photonenenergie von 140 eV war es möglich, das
Valenzbandspektrum einer MnO Störstelle zu messen und zu extrahieren.
Ganz im Gegensatz zu NiO, zeigen die Valenzbandspektren von Störstelle
und Volumenkristall hier nur geringfügige Unterschiede, die wiederum mit
den unterschiedlich starken Kristallfeldern erklärt werden konnten.

Die Bedeutung von nichtlokalen Effekten für die elektronische Struktur
von V2O3 wird in Kapitel 6 behandelt. In diesem Zusammenhang wurde
das V L2,3 Röntgenabsorptionsspektrum von V3+ Störstellen in Al2O3 mit
Hilfe der Fluoreszenzdetektion gemessen. Im Vergleich zum Spektrum eines
V2O3 Volumenkristalls fallen deutliche Unterschiede auf. Insbesondere sind
die Spektrallinien des Volumensystems wesentlich breiter, und zwar deutlich
mehr als man es in einem Vergleich der Ni L2,3 Absorptionskanten von NiO als
Volumenkristall und NiO als Störstelle in MgO beobachtet. Mit Hilfe einer
Clusterrechnung, die auch ein vergleichsweise starkes, trigonales Kristallfeld
berücksichtigt, konnte das Spektrum des V:Al2O3 Störstellensystems sehr gut
reproduziert werden. Die Unterschiede in den Spektren von Störstellen- und
Volumensystem wurden daher auf das Vorhandensein erheblicher virtueller
Ladungsfluktuationen in Letzterem zurückgeführt, die zu einer deutlichen
Verbreiterung der XAS Spektren durch sog. core hole Effekte führen.

Zusammenfassend sind Übergangsmetall-Störstellen in Oxiden fundamen-
tale Modellsysteme zur Untersuchung der elektronischen Struktur stark kor-
relierter Oxide. Ihre detaillierte Untersuchung liefert essentielle Informa-
tionen über den Einfluss lokaler und nicht-lokaler Wechselwirkungen in den
zugehörigen Volumensystemen oder weitaus komplizierteren Verbindungen.
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