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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>Antibody</td>
</tr>
<tr>
<td>AADC</td>
<td>Aromatic amino acid decarboxylase</td>
</tr>
<tr>
<td>AC</td>
<td>Adenylate cyclase</td>
</tr>
<tr>
<td>ACTH</td>
<td>Adrenocorticotrophic hormone</td>
</tr>
<tr>
<td>AgRP</td>
<td>Agouti-related protein</td>
</tr>
<tr>
<td>ARC</td>
<td>Arcuate nucleus</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>BBB</td>
<td>Blood-brain-barrier</td>
</tr>
<tr>
<td>BMI</td>
<td>Body mass index</td>
</tr>
<tr>
<td>CA</td>
<td>Catecholamine</td>
</tr>
<tr>
<td>cAMP</td>
<td>cyclic adenosine monophosphate</td>
</tr>
<tr>
<td>CART</td>
<td>Cocaine-amphetamine regulated transcript</td>
</tr>
<tr>
<td>CNQX</td>
<td>6-Cyano-7-nitroquinoxaline-2,3-dione (AMPA/kainate receptor antagonist)</td>
</tr>
<tr>
<td>CNS</td>
<td>Central nervous system</td>
</tr>
<tr>
<td>CPP</td>
<td>Conditioned place preference</td>
</tr>
<tr>
<td>CPu</td>
<td>Caudate putamen</td>
</tr>
<tr>
<td>D2R</td>
<td>Dopamine type 2 receptor</td>
</tr>
<tr>
<td>DA</td>
<td>Dopamine/dopaminergic</td>
</tr>
<tr>
<td>DAG</td>
<td>diacylglycerine</td>
</tr>
<tr>
<td>DAP-5</td>
<td>DL-2-amino-5-phosphopentanoic acid (NMDA receptor antagonist)</td>
</tr>
<tr>
<td>DARPP-32</td>
<td>32 kD dopamine and cAMP-regulated phosphoprotein</td>
</tr>
<tr>
<td>DAT</td>
<td>Dopamine transporter</td>
</tr>
<tr>
<td>DR</td>
<td>Dopamine receptor</td>
</tr>
<tr>
<td>DBH</td>
<td>Dopamine β-decarboxylase</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>DMH</td>
<td>Dorsomedial hypothalamus</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethyl sulfoxide</td>
</tr>
<tr>
<td>DMT2</td>
<td>Diabetes mellitus type 2</td>
</tr>
<tr>
<td>FFA</td>
<td>Free fatty acids</td>
</tr>
<tr>
<td>GABA</td>
<td>γ-Aminobutyric acid</td>
</tr>
<tr>
<td>GHRH</td>
<td>Growth hormone-releasing hormone</td>
</tr>
<tr>
<td>GIRK</td>
<td>G-Protein activated inwardly rectifying potassium channel</td>
</tr>
<tr>
<td>GPCR</td>
<td>G-Protein coupled receptor</td>
</tr>
<tr>
<td>GR</td>
<td>Ghrelin receptor</td>
</tr>
<tr>
<td>HFD</td>
<td>High-fat diet</td>
</tr>
<tr>
<td>i.c.v.</td>
<td>intracerebroventricular</td>
</tr>
<tr>
<td>IP₃</td>
<td>Inositoltrisphosphate</td>
</tr>
<tr>
<td>IR</td>
<td>Insulin receptor</td>
</tr>
<tr>
<td>IRS</td>
<td>Insulin-receptor-substrate</td>
</tr>
<tr>
<td>JAK2</td>
<td>Janus kinase 2</td>
</tr>
<tr>
<td>K&lt;sub&gt;ATP&lt;/sub&gt;</td>
<td>ATP-dependent potassium channel</td>
</tr>
<tr>
<td>LepR</td>
<td>Leptin receptor</td>
</tr>
<tr>
<td>LH</td>
<td>Lateral hypothalamus</td>
</tr>
<tr>
<td>MC3/4</td>
<td>Melanocortin receptor 3 and 4</td>
</tr>
<tr>
<td>MSN</td>
<td>Medium spiny neuron</td>
</tr>
<tr>
<td>NA</td>
<td>Numerical aperture</td>
</tr>
<tr>
<td>NAc</td>
<td>Nucleus accumbens</td>
</tr>
<tr>
<td>NCD</td>
<td>Normal chow diet</td>
</tr>
<tr>
<td>NPY</td>
<td>Neuropeptide Y</td>
</tr>
<tr>
<td>PDK</td>
<td>Phosphatidylinositol-dependent kinase</td>
</tr>
<tr>
<td>PFC</td>
<td>Prefrontal cortex</td>
</tr>
<tr>
<td>PI3K</td>
<td>Phosphatidylinositol-3-kinase</td>
</tr>
<tr>
<td>PIP</td>
<td>Phosphatidylinositolphosphate</td>
</tr>
</tbody>
</table>
PIP_2  Phosphatidylinositol-4,5-bisphosphate
PIP_3  Phosphatidylinositol-3,4,5-bisphosphate
PKC  Protein kinase C
PLC  Phospholipase C
PTX  Picrotoxin (GABA_A receptor antagonist)
POMC  Proopiomelanocortin
PP-1  Protein phosphatase 1
PTEN  Phosphatase and tensin homolog
PVN  Paraventricular nucleus
RRA  Retrorubral area
R_S  Series resistance
SF-1  Steroidogenic factor 1
SNP  single nucleotide polymorphisms
SNpc  Substantia nigra pars compacta
TH  Tyrosine hydroxylase
TRPC  Transient receptor potential channel
VMAT2  Vesicular monoamine transporter 2
VMH  Ventromedial hypothalamus
VTA  Ventral tegmental area
WD  Working distance
WHO  World health organization
Abstract

Healthy individuals are able to maintain a steady body weight over a long period of time due to an active process called energy homeostasis in which food intake is matched to energy expenditure with great precision. Once this tightly regulated system becomes unbalanced, weight gain and, on a longer time scale, obesity will develop. The control of energy homeostasis is accomplished by neuronal circuits within the CNS. These circuits, are able to modulate food intake and energy expenditure in response to various peripheral signals related to energy stores.

Among the peripheral signals which have been found to directly act on the CNS circuits in control energy of homeostasis is the pancreas-derived hormone insulin (Brüning et al., 2000). Although, most studies focused on the role of insulin in neurons of the arcuate nucleus of the hypothalamus (ARC), insulin receptors are also expressed in other brain areas involved in the control of energy homeostasis such as the ventromedial hypothalamus (VMH) and the mesencephalon (Havrankova et al., 1978).

In this thesis, the effect of insulin signaling on the electrophysiological properties of SF-1 neurons of the VMH and dopaminergic neurons of the mesencephalon was investigated. Perforated-patch recordings were performed to characterize insulin’s effect on the single-cell level and whole cell recordings were performed to investigated insulin signaling dependent alterations on a network level.

In the VMH, insulin directly hyperpolarizes a subset of SF-1 neurons via a PI3-kinase signaling cascade. The reduction in firing rate is largely dependent on the activation of ATP-dependent potassium channels (K\textsubscript{ATP}). In contrast, insulin did not reduce the firing rate of SF-1 neurons in which the insulin receptor was specifically deleted. On a network level, ablation of insulin receptors in SF-1 neurons alters the synaptic connectivity in mice subjected to a high-fat diet (HFD). Ablation of the insulin receptor results in the increase of excitatory drive on anorexigenic POMC neurons in the ARC. Accordingly, mice with a SF-1 neuron specific ablation of the insulin receptor are at least in part protected against HFD-induced alterations of metabolic parameters.
In the mesencephalic dopaminergic circuitry, insulin stimulates the neuronal activity of a subset of dopaminergic neurons. The excitatory effect of insulin is cell-intrinsic and is mediated via PI3K-dependent signaling. Ablation of the insulin receptor in dopaminergic neurons abolished this response. Furthermore, this ablation decreases the excitatory input on dopaminergic neurons. Thus, insulin signaling is involved in the establishment or maintenance of excitatory synaptic connections in mesencephalic dopaminergic neurons.

In spite of the dysregulation of fuel-related signals, variations of certain genetic factors are also associated with the development of obesity and obesity-associated comorbidities like type 2 diabetes. Among those variations, single nucleotide polymorphisms within the FTO gene showed one of the most robust correlations with an increase in body mass index (Frayling et al., 2007). The role of Fto was investigated in mesencephalic dopaminergic neurons using the perforated-patch configuration.

Ablation of Fto in mesencephalic dopaminergic neurons leads to profound alterations in cocaine-evoked responses in such a way that the cocaine-induced inhibition was strongly reduced in Fto-deficient mice. This altered response is also seen in mice with a Fto-deletion specifically in dopaminergic neurons showing the effect of Fto is cell-autonomous. Further pharmacological characterization could demonstrate that Fto regulates the activity of dopaminergic neurons via alterations of dopamine receptor type 2 signaling. This notion is further supported by behavioral experiments and quantitative realtime PCR. In summary, these findings reveal an Fto-dependent alteration of the function of the mesencephalic dopaminergic circuitry.
Zusammenfassung


In der vorliegenden Arbeit wurde daher die Wirkung von Insulin auf die elektrophysiologischen Eigenschaften von SF-1 Neuronen des VMH und auf dopaminerge Neurone im Mesencephalon der Maus mittels der patch-clamp-Technik untersucht. Eines der wichtigsten Ergebnisse dieser Studien ist die durch Insulin verursachte, PI3-Kinaseabhängige Hyperpolarisation und damit Inhibition einer Unterpopulation von SF-1 Neuronen im VMH. Weiterhin konnte gezeigt werden, dass der inhibitorische Effekt von Insulin hauptsächlich auf die Aktivierung ATP-abhängiger Kaliumkanäle (K
\[ATP\]) zurückzuführen ist. Im Gegensatz dazu ändert sich die Aktivität von SF-1 Neuronen mit einer spezifischen Deletion des Insulinrezeptors nach Insulinapplikation nicht. Auf der Netzwerkebene konnte mittels whole cell patch-clamp Messungen gezeigt werden, dass die Deletion des Insulinrezeptors einen Einfluss auf die synaptische Konnektivität im VMH von Mäusen hat, die zuvor mit einer fettreichen Diät (HFD) gefüttert wurden. Bei diesen Mäusen führt die Rezeptordeletion zu einem erhöhten exzitatorischen Ein-


Neben der Dysregulation peripherer Signale spielen auch Variationen bestimmter genetischer Faktoren eine Rolle bei der Entstehung von Fettleibigkeit. Die genetische Prädisposition begünstigt daher die Entstehung von Fettleibigkeit und die Manifestation mit Fettleibigkeit verbundener Krankheiten wie Typ 2 Diabetes. Einzelnukleotid-Polymorphismen (SNPs) innerhalb des FTO-Gens zeigten dabei die stärksten Korrelationen mit einem erhöhten body mass index (Frayling et al., 2007). Mittels nicht-invasiver perforated-patch-Messungen an Gehirnschnitten von Mäusen wurde in dieser Arbeit die Rolle des Fto Gens in dopaminergen Neuronen des Mesencephalon untersucht.

1 Introduction

Obesity is a health condition which has dramatically increased over the last decades and is now being regarded as an epidemic of global proportions. First noted in the United States, obesity has spread to other industrialized countries and is becoming a major health threat in economically developing nations such as China, Mexico and Brazil (Caballero, 2007; Popkin & Gordon-Larsen, 2004). In 2008, 1.5 billion adults worldwide with an age of 20 years and older were overweight (defined as body mass index (BMI) ≥ 25 kg/m²; World Health Organization (WHO), 2007) and of these, nearly 500 million adults were obese (BMI ≥ 30 kg/m²; WHO fact sheet no. 311). These alarming numbers have also been appreciated in a report by the WHO Regional Office for Europe which states that “excess body weight poses one of the most serious health challenges of the 21st century for the WHO European Region” (WHO, 2009).

Hand in hand with the pandemic occurrence of overweight and obesity, associated co-morbidities like hypertension, stroke, cancer or diabetes mellitus type 2 (DMT2) are steadily increasing (Huxley et al., 2009; Mosher et al., 2009; Must et al., 1999; Osmond et al., 2009). Furthermore, a large body of evidence indicates that obesity and obesity-linked diseases like DMT2 negatively affect brain function (reviewed in Bruce-Keller et al., 2009). Obesity leads to accelerated cognitive aging and age-related neurodegenerative diseases, such as Alzheimer’s and Parkinson’s disease (reviewed in Luchsinger & Mayeux, 2007; O’Rahilly, 2009; Yaffe, 2007). Therefore, factors contributing to the development of obesity are of great interest. Genetic predispositions in combination with environmental and behavioral factors, such as a sedentary lifestyle and unlimited availability of highly nutritious energy-dense food result in a mismatch of food intake versus energy expenditure — the root cause of overweight and obesity. Once this tightly regulated and fine-tuned system becomes unbalanced, weight gain, and on a longer time scale, obesity will develop (Morton et al., 2006).

Hence, it is of greatest importance to define the homeostatic control mechanisms
involved in regulation of body weight and energy homeostasis in order to gain a full understanding of the development of obesity and related co-morbidities.

1.1 The central nervous system in control of energy homeostasis

Owing to environmental factors like emotions, time of day, convenience etc., energy intake as well as expenditure is subjected to day-to-day fluctuations. Despite these short-term imbalances, healthy individuals are able to maintain a steady body weight over very long time periods. This phenomenon reflects an active process called energy homeostasis in which cumulative food intake is matched with great precision to energy expenditure.

Nearly 60 years ago, Kennedy (1953) was the first who postulated that signals proportional to the amount of body fat modulate food intake and energy expenditure, thus maintaining energy homeostasis. A series of pioneering lesion studies in which different regions of the hypothalamus were destroyed demonstrated the pivotal role of the central nervous system (CNS) in the maintenance of energy homeostasis. Lesions of the ventromedial hypothalamus (VMH), paraventricular nucleus (PVN) and the dorsomedial hypothalamus (DMH) caused hyperphagia (excessive food intake) and obesity (Brobeck & Tepperman, 1943; Hetherington, 1940, 1944), whereas lesions of the lateral hypothalamus (LH) led to hypophagia (reduced food intake; Brobeck, 1951). Further evidence in favor of Kennedy’s hypothesis came from parabiosis studies on hypothalamic lesioned rats. Rats with lesions in the VMH were merged with normal rats. While the animals which lacked the VMH developed obesity, the normal counterparts developed hypophagia and weight loss. These experiments demonstrated for the first time the presence of a satiety-mediating signal which provides a negative-feedback in proportion to body fat mass (Hervey, 1959).

During the following decades, the peripheral hormones insulin and leptin were identified as signals to convey the energy status to the brain. While insulin is produced in pancreatic β-cells, leptin is derived from adipocytes. Both hormones are secreted proportional to body fat content and cross the blood-brain-barrier (BBB) via a saturable

\^parabiosis – two animals are merged by surgical means allowing the exchange of humoral factors.
mechanism (Banks, 2006; Baura et al., 1993). Insulin, as well as leptin, are satiety medi-
ating (anorexigenic) and have been demonstrated to act directly on CNS neurons along
with nutrients (i.e. glucose) and nutrient-related factors, such as free fatty acids (FFA;
Brüning et al., 2000; He et al., 2006; Ibrahim et al., 2007; Parton et al., 2007; see figure
1.1). One of the brain regions with the highest expression of insulin and leptin receptors
(IR, LepR) is the hypothalamus (see figure 1.1; Marks et al., 1990). Within the hypo-
thalamus, the arcuate nucleus (ARC) is anatomically uniquely positioned at the base of the
hypothalamus. Here, the BBB is highly permeable and thus neurons which reside in
the ARC are directly exposed to a large variety of bloodborne peripheral hormones (e.g.
leptin, insulin) and other fuel-related signals. Two neuronal subpopulations within the
ARC are integral parts of a neuronal circuit called ‘melanocortin system’ and are one of
the best characterized pathways involved in the neuronal control of feeding and energy
expenditure.

The first subpopulation expresses the anorexigenic peptides cocaine-amphetamine
regulated transcript (CART) and the large precursor peptide proopiomelanocortin
(POMC) which is further cleaved into melanocortins (α-, β-, γ-MSH), β-endorphin
and adrenocorticotrophic hormone (ACTH). The second subpopulation expresses the
hunger mediating (orexigenic) peptides agouti-related protein (AgRP) and neuropep-
tide Y (NPY).

Current models suggest that POMC/CART neurons are stimulated by elevated
levels of insulin and leptin which triggers the release of melanocortins. Of these, α-
and β-MSH have been shown to potently reduce food intake and increase energy
expenditure by activating melanocortin receptors (MC3/4R; Adan et al., 1994). In
contrast, AgRP/NPY neurons become activated by decreasing levels of insulin/leptin.
While NPY stimulates anabolic circuits, AgRP is a natural inverse agonist of MC3/4Rs
and thereby reduces the effect of POMC-derived melanocortins on these receptors
(Cone et al., 1996; Stanley et al., 1986). Furthermore, AgRP/NPY neurons provide uni-
directional GABAergic (inhibitory) input on POMC/CART neurons, thereby tonically
inhibiting POMC/CART-derived satiety signals. POMC/CART as well as AgRP/NPY
neurons project to a wide array of hypothalamic (i.e. PVN, LH, VMH and DMH) and
Figure 1.1: Diagram of hypothalamic projections and the melanocortin system. (A) left Saggital view of a mouse brain showing projections from the hypothalamus to target brain areas (red arrows). AP, area postrema; DMX, dorsal motor nucleus of the vagus; LC, locus coeruleus; NTS, nucleus of the solitary tract; SN, substantia nigra; VTA, ventral tegmental area. right Coronal section of the mouse brain (vertical bar in A, left) showing the hypothalamic regions in control of energy homeostasis (not shown: PVN). ARC, nucleus arcuatus; DMH, dorsomedial hypothalamus; LH, lateral hypothalamus; PVN, paraventricular nucleus; VMH, ventromedial hypothalamus. (B) The melanocortin system. Food intake and energy expenditure are regulated by the brain in response to afferent input and signals from peripheral tissue, such as peripheral hormones like insulin and leptin and/or nutrient-related signals like FFA and glucose. In the ARC, a small neuronal network consisting of POMC and AgRP neurons integrates these signals accordingly. As a result, the output of “second-order neurons” is modulated which regulate food intake and energy expenditure. AgRP, agouti-related protein; FFA, free fatty acid; POMC, proopiomelanocortin; NPY, neuropeptide Y (Adapted from Gao & Horvath, 2007; Paxinos & Franklin, 2008; Schwartz & Porte, 2005).

extrahypothalamic regions (Belgardt & Brüning, 2010; Cone, 2005). Here, POMC and AgRP neurons are reported to exert their effects on feeding via modulating the activity of “second-order neurons” located downstream of the ARC which in turn integrate and convey information to other brain regions such as the midbrain and the periphery. However, the exact whereabouts of these neurons as well as the implicated neuronal circuits in which these neurons act remain elusive.
1.2 Insulin and leptin signaling in the CNS

Insulin is a peptide hormone which is produced in pancreatic $\beta$-cells and its release is triggered by increased glucose concentrations (Polonsky, 2005). After its discovery in 1923, insulin’s role in control of energy homeostasis was largely underestimated at first. It was thought to only act in the periphery, for instance in liver, muscle, or fat tissue without having any effect on the brain. However, almost 60 years later, it could be demonstrated in a primate model that insulin was able to reduce food intake and body weight when delivered to the brain by chronic intracerebroventricular (i.c.v.) infusion (Woods et al., 1979). Further evidence emerged that insulin circulates in proportion to body fat mass (Bagdade et al., 1967; Considine et al., 1996) and that circulating insulin is transported across the BBB via a saturable mechanism (Baura et al., 1993) rendering insulin a key hormonal signal implicated in the CNS control of energy homeostasis (reviewed in Schwartz & Porte, 2005). In addition, studies in organisms like fruit flies (Drosophila melanogaster) point to an evolutionary conserved role for insulin’s action as a metabolic regulator (Garofalo, 2002). Initially, detailed knowledge of the insulin signaling cascade had been derived from peripheral tissue cells like muscle cells, pancreatic $\beta$-cells, adipocytes and hepatocytes. During the last decade, it has been shown that insulin signaling works largely the same way in CNS neurons (Niswender et al., 2003).

The insulin receptor belongs to the family of receptor tyrosine kinases and is a a disulfide-bonded dimer consisting of an $\alpha$- and $\beta$-subunit. Upon activation by insulin, the intracellular $\beta$-subunit gets trans-autophosphorylated at multiple tyrosine residues thereby creating the binding site for insulin-receptor-substrate (IRS1 – 4) molecules, which then become phosphorylated by the intrinsic IR tyrosine kinase. In turn, IRS bind to and activates the 85kDa regulatory subunit (p85) of the phosphatidylinositol-3-kinase (PI3K) which releases the 110 kDa catalytic subunit (p110) from complex. Catalytically active PI3K is relocalized to the membrane and catalyzes the conversion of phosphatidylinositol-4,5-bisphosphate (PIP$_2$) into phosphatidylinositol-3,4,5-bisphosphate (PIP$_3$). Of note, the synthesis of PIP$_3$ and therefore PI3K signaling is negatively regulated by the ‘phosphatase and tensin homolog’ (PTEN) which dephosphorylates PIP$_3$ to PIP$_2$. PIP$_3$
can exert immediate effects on neuronal activity by binding to ion channels, but also activates phosphatidylinositol-dependent kinase 1 (PDK1) which activates downstream targets such as protein kinase B (PKB a.k.a. AKT) and protein kinase C (PKC; Belgardt & Brüning, 2010; Niswender & Schwartz, 2003; Plum et al., 2006b; Taniguchi et al., 2006). In the ARC, insulin hyperpolarizes POMC as well as AgRP neurons via a PI3K-dependent process which leads to an increase of the open probability of ATP-dependent potassium channels (K\textsubscript{ATP}) following the local accumulation and binding of PIP\textsubscript{3} (Könner et al., 2007; Plum et al., 2006a; Shyng & Nichols, 1998). Conversely, it has also been demonstrated that insulin depolarizes a subset of AgRP neurons in the ARC; however the involved ion channels have not yet been identified (Claret et al., 2007). Besides immediate effect on neuronal excitability in hypothalamic neurons, insulin also plays a pivotal role in transcriptional regulation. As mentioned before, insulin signaling leads to the activation of PKB. Activation of PKB results in phosphorylation and nuclear exclusion of the forkhead transcription factor FOXO1 giving way for the binding of the signal transducer and activator of transcription (STAT3) to the POMC gene and subsequent POMC transcription (Belgardt et al., 2008). Consequently, generation of POMC leads to increased α-MSH levels resulting in a reduction of food intake.

Compared to insulin, the adipocyte-derived peptide hormone leptin is secreted by adipocytes, circulates proportional to the body fat mass (Frederich et al., 1995) and has only been detected in several mammal species which suggests that it has evolved more recently (Doyon et al., 2001). Leptin is the product of the \textit{ob} gene and was first cloned in 1994 (Zhang et al., 1994). Its anorexigenic effect was demonstrated in a series of experiments where chronic peritoneal injections of leptin were able to rescue the obese phenotype of \textit{ob/ob} mice by normalizing metabolic parameters to values of lean controls (Pelleymounter et al., 1995). Similar to insulin, leptin crosses the BBB via a saturable mechanism (Banks et al., 1996).

The LepR belongs to the family of cytokine receptors and consists of a single membrane spanning domain. While several isoforms exist, only the full length isoform is capable of initiating intracellular signaling. Upon activation by leptin, LepRs trigger the activation of janus kinase 2 (JAK2) which in turn phosphorylates the LepRs on several
residues creating a binding site for STAT3 molecules. STAT3 is also phosphorylated by JAKs and translocates to the nucleus following dimerization. Here, STAT3 induces the transcription of target genes – and in the case of POMC neurons – the POMC gene. A negative feedback mechanism is provided by the suppressors of cytokine signaling (SOCS) which are activated in response to STAT3 activation (Banks et al. 2000; Belgardt & Brüning 2010; Niswender & Schwartz 2003). Similar to insulin, leptin also has immediate effects on neuronal activity. In the ARC it has been demonstrated that POMC neurons depolarize and increase their firing rate upon leptin stimulation (Cowley et al. 2001). Conversely, it has also been reported that leptin hyperpolarizes glucose-responsive ARC and VMH neurons by activating $K_{ATP}$ channels (Spanswick et al. 1997).

Evidence suggests that leptin’s excitatory effects are mediated by transient receptor potential channels (TRPC1,4,5), a non-selective cation channel in a PI3K-dependent process (Hill et al. 2008; Qiu et al. 2010). In fact, it has been reported that LepR-activated JAK2 phosphorylates IRS which in turn activates PI3K. Subsequently, PI3K activates phospholipase C (PLC) $\gamma$1 resulting in opening of TRPC (Qiu et al. 2010).

Since insulin’s and leptin’s immediate effects on neuronal firing are both PI3K-dependent, several studies suggest a “cross-talk” between insulin and leptin (Carvalheira et al. 2005; Mirshamsi et al. 2004; Niswender et al. 2001). A recent report by Williams et al. (2010) has shown that IRs and LepR are differentially expressed in individual POMC neurons of the ARC suggesting that the cross-talk between leptin and insulin occurs within a network of cells rather than within individual POMC neurons.

1.3 The ventromedial hypothalamus (VMH)

Early studies on the role of the CNS in control of energy homeostasis have identified the VMH as one of the key brain regions mediating anorexigenic effects (see 1.1). Despite the notion for the VMH’s central importance in maintaining energy homeostasis, research focus shifted from the VMH to the ARC after the detection of the melanocortin system with the fuel-sensing POMC and AgRP neurons as two of its main components. However, recent molecular and genetic experiments have led to increasing interest in the feeding-related neuronal circuits which reside within the boundaries of the VMH.
For instance, expression studies have shown that brain-derived neurotrophic factor (BDNF) is highly expressed in VMH neurons (Xu et al., 2003). BDNF is an important regulator of glucose and lipid metabolism and genetic deficiency in BDNF or its receptor leads to obesity (Xu et al., 2003). The studies on the BDNF effect in the VMH also revealed that the anorexigenic BDNF signaling is not dependent on the melanocortin system because BDNF was still able to reduce feeding in MC4R-deficient mice (Xu et al., 2003). Furthermore, immunohistochemical studies revealed that LepRs are highly ex-
pressed in VMH neurons and that leptin signaling directly modulates BDNF expression exclusively in VMH neurons. (Elmquist et al. 1998b). Leptin leads to an increase of BDNF transcripts whereas the reduction of leptin by fasting leads to a decrease (Komori et al. 2006).

Efforts have been made to identify and characterize neuronal subpopulations within the VMH. Several studies revealed that neurons in the VMH can be separated by their responsiveness towards glucose. The glucose-responsive (GR) subpopulation of VMH neurons increase their activity in response to elevated glucose levels. In contrast to non-GR neurons, the activity of GR neurons is acutely modulated by peripheral hormones such as leptin and insulin (Miki et al. 2001; Spanswick et al. 1997, 2000). Apart from the categorization based on physiological characteristics, ‘genetic’ markers for neuronal subpopulations are mandatory. Genetic manipulation of specific neurons allows the selective perturbation of defined neuronal circuits and the subsequent assessment of these manipulations in awake, unrestrained animals. In this regard, the utilization of the steroidogenic factor 1 (SF-1) as a genetic marker for VMH neurons has provided valuable insights on the influence of the VMH on the maintenance of energy homeostasis.

SF-1 is a nuclear receptor which is expressed in several peripheral tissues (i.e. adrenal cortex, testis, ovary, placenta, adipose tissue) and the brain (Parker & Schimmer 1997). Within the brain, immunohistochemical analysis revealed that SF-1 is almost exclusively found in neuronal subpopulations of the VMH with the strongest localization in the dorsomedial part of the VMH (Shinoda et al. 1995). Mice lacking SF-1 suffer from a failure to normally develop adrenal glands and gonads and also have an abnormally developed VMH (Ikeda et al. 1995; Luo et al. 1994). These mice, when rescued from lethality by adrenal transplantation, developed severe obesity resulting from both hyperphagia and reduced energy expenditure (Majdic et al. 2002). Dhillon et al. (2006) showed that SF-1 neurons depolarize and increase their activity upon leptin treatment in contrast to non-SF-1 neurons in the VMH which respond with a hyperpolarization. Additionally, disrupted leptin signaling in SF-1 neurons leads to obesity comparable to the body weight phenotype of mice which specifically lack the LepR in POMC neurons (Balthasar et al. 2004). Interestingly, mice with a combined POMC, SF-1-specific LepR
knockout developed an increased body weight phenotype that was approximately the sum of that observed in either knockout mouse. This leads to the conclusion that leptin simultaneously acts on neuronal circuits within the VMH and the ARC and that leptin signaling in the VMH and ARC is independent from each other.

Output projections of the VMH have been thoroughly characterized by immunohistochemical means and show a diverse innervation pattern of many brain regions (Canteras et al., 1994). Despite this, the question still remains of the functional nature of the connections between the VMH and other feeding-related brain areas, and how exactly VMH neurons modulate their target neurons. Sternson and colleagues (2005) demonstrated for the first time by using laser scanning photostimulation in rodent brain slices that neurons which are located in the medial VMH (mVMH) provide a strong glutamatergic (excitatory) input on POMC neurons of the ARC. Conversely, NPY neurons of the ARC receive only a sparse excitatory input from the lateral VMH (latVMH). However, interactions between VMH neurons and their targets are still only poorly understood. Thus, future work is required to better understand the impact of VMH signaling on energy homeostasis.

1.4 The dopaminergic system in control of energy homeostasis

The hypothalamus harbors the homeostatic system which integrates various energy store related hormonal and neuronal signals thereby maintaining energy homeostasis by matching food intake to energy expenditure. However, under certain conditions, the homeostatic system fails to adequately regulate food intake which might consequently result in the development of obesity. Recent advances in research on feeding related circuits in the hypothalamus have already pointed out that differences in hormonal signaling and genetic factors determine the individual’s susceptibility to obesity (Morton et al., 2006; O’Rahilly, 2009). However, these findings cannot fully explain the development of the obesity epidemic during the last decades.

One explanation for this phenomenon might be that the neuronal circuits in control of energy homeostasis have evolved under conditions where food was not abundantly available. In this light, additional neuronal circuits which are capable of overriding
the homeostatic system might have co-evolved. As a consequence, further food intake would be promoted in times of plenty. The dopaminergic (DA) system which mediates the rewarding aspects of food and/or food predictive cues has been hypothesized to be one of the systems eligible to override the homeostatic system under certain circumstances (Palmiter, 2007).

1.4.1 Dopamine and the anatomy of the dopaminergic system

Dopamine, as well as noradrenaline and adrenaline, belong to the catecholamine (CA) class of monoamines. Dopamine and noradrenaline are the two primary CAs in the brain and were first identified in the brain nearly five decades ago by formaldehyde histofluorescence (Carlsson & Falck, 1962). Catecholaminergic neurons are localized in seventeen discrete cell groups which are distributed from the medulla oblongata to the olfactory bulb and retina. They were subsequently labeled ‘A1 – A17’ according to the nomenclature introduced by Dahlström & Fuxe (1964) which is still widely in use.

All CAs share the same synthesis pathway which starts with L-tyrosine. L-tyrosine is converted into L-DOPA by tyrosine hydroxylase (TH) and further converted into dopamine by the aromatic amino acid decarboxylase (AADC). Subsequently, dopamine serves as a precursor for the synthesis of noradrenaline by the dopamine β-decarboxylase (DBH) which in turn can further be catalyzed to adrenaline by the phenylethanolamine-N-methyl transferase. Advances in immunohistochemical techniques involving antibodies for CA-synthesizing enzymes and various CA neuron-specific components, such as the dopamine transporter (DAT) or the vesicular monoamine transporter 2 (VMAT2), rendered it possible to characterize and distinguish between the different CAs more accurately. These studies revealed a distribution pattern for dopaminergic (DA) neurons from the mesencephalon to the olfactory bulb and retina (A8 – A17; see figure 1.3A).

The main source for brain dopamine is the DA neurons which are located in the mesencephalon (Bentivoglio & Morelli, 2005). Initially, DA neurons of the mesencephalon were identified as a single continuous cell layer extending from the median to the lateral part of the mesencephalon (Dahlström & Fuxe, 1964). These neurons were further
subdivided into separate cell groups (A8 – A10) according to anatomically established brain regions (A8: retrorubral area [RRA]; A9: substantia nigra pars compacta [SNpc]; A10: ventral tegmental area [VTA]; see figure 1B,C).

These neuronal populations have been associated with three different systems: The nigrostriatal, the mesolimbic and mesocortical systems. The A9 cell group (SNpc), which contains >70% of all DA neurons, projecting to the dorsal striatum (the caudate putamen [CPu]) along the nigrostriatal pathway. The A10 neurons within the VTA projecting to the nucleus accumbens (NAc), the amygdala, the hippocampus, and the olfactory tubercle via the mesolimbic pathway and to the prefrontal cortex (PFC) via the mesocortical pathway. The A8 cell group being a dorsal and caudal extension of the A9 cell group contributes to all three pathways (Björklund & Dunnett, 2007).

Generally, the three DA pathways are associated with different functions. The nigrostriatal pathway is associated with motor function since degeneration of DA neurons in the SNpc causes depletion of striatal dopamine resulting in severe motor dysfunctions such as bradykinesia and rigidity, hallmarks of Parkinson’s disease (Burns et al., 1983; Iversen & Iversen, 2007). In contrast, the mesolimbic and mesocortical pathways are usually thought to be involved in complex processes like motivation, reinforcement, reward seeking behavior. Dysfunction of DA signaling along these pathways can lead to pathological conditions like addiction and schizophrenia (Kauer, 2004; Wise, 2006).

Many studies have shown that the three pathways are anatomically and functionally distinct from each other, for instance, DA neurons projecting to the striatum rarely send collaterals to extrastralital areas, but the cells of origin do not necessarily have to be localized in the SNpc. Moreover, it has been shown by anterograde and retrograde tracing experiments that A9 (SNpc) and A10 (VTA) DA neurons have overlapping projection targets (Björklund & Dunnett, 2007), and a large body of evidence suggests that all DA systems participate in reward-related behavior and addiction (Wise, 2009). On the cellular level, subsets of SNpc and VTA neurons have demonstrated the same characteristic responses towards reward and reward-related cues which has led to pooled electrophysiological data (Schultz, 1998), despite their heterogeneous electrophysiological properties (Margolis et al., 2006; Neuhoff et al., 2002; Wolfart et al., 2001).
Thus, the ‘classical’ model with its strict ‘division of duties’ between A9 (SNpc) and A10 (VTA) DA neurons is rather an oversimplification meaning that the mesencephalon constitutes a continuum in which DA neurons projecting to striatal or corticolimbic targets are intermingled.

![Diagram of dopaminergic cell groups in the rodent brain](image)

**Figure 1.3**: Distribution of dopaminergic cell groups in the rodent brain. (A) Sagittal view of DA cell groups and their projections in the rodent brain. DA neurons are confined to distinctive cell groups (A8 – A17) from the mesencephalon to the olfactory bulb (Dahlström & Fuxe, 1964). Cell groups in red show the localization and projections of mesencephalic DA neurons. (modified from Björklund & Dunnett, 2007; Paxinos & Franklin, 2008). (B) Coronal section at the level of the vertical bar in the left panel showing the localization of the VTA (A10) and SNpc (A9; modified from M. Heß, Paxinos & Franklin, 2008). (C) Immunohistochemistry for TH labeling DA neurons in the mesencephalon. Dashed lines show the borders of VTA and SNpc. Green (TH), DA neurons; blue (DAPI), DNA. Scale bar: 100 µm (modified from M. Heß). Amg, amygdala; CPu, caudate putamen; DA, dopaminergic; NAc, nucleus accumbens; SNpc, substantia nigra pars compacta; TH, tyrosine hydroxylase, VTA, ventral tegmental area.

### 1.4.2 Physiology of dopaminergic signaling

In spite of the rather small number of DA neurons (400,000 – 600,000 neurons in humans which equates ∼1% of the total amount of neurons; Björklund & Dunnett, 2007), DA signaling unfolds its potential by divergent projections within the target areas meaning that every DA neuron connects to approx. 300 – 400 target neurons (Schultz, 1998).
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Dopamine exerts its cellular effects via G-protein coupled receptors (GPCRs) which can be separated into two classes: the D1- and D2-like family. Dopamine receptor dependent activation of intracellular signaling cascades modulates a large variety of cellular targets such as voltage-/ligand-gated ion channels, ion pumps or transcription factors (see figure 1.4 Calabresi et al. 2007 Greengard et al. 1999). These dopamine-mediated alterations in cell-intrinsic properties play a pivotal role in reward, learning and drug addiction (Hyman et al. 2006 Kauer & Malenka 2007 Robinson & Berridge 1993; Schilström et al. 2006).

Initially, dopamine receptors were separated into D1-like and D2-like receptors based on their differential regulation of adenylate cyclase (AC) which catalyzes the conversion of adenosine triphosphate (ATP) to cyclic adenosine monophosphate (cAMP; Kebabian & Calne 1979). However, further advances in molecular biological techniques led to the discovery of multiple dopamine receptor subtypes which are either ‘D1-like’ (D1 and D5) or ‘D2-like’ (D2, D3 and D4) based on their structural, pharmacological and biochemical properties (Beaulieu & Gainetdinov 2011; Missale et al. 1998).

D1-like receptors are exclusively expressed postsynaptically on target cells of mesencephalic DA neurons, such as medium spiny neurons (MSNs) in the striatum (Bentivoglio & Morelli 2005). D1Rs activate the Gαs/olf family of G-proteins leading to an increase in cAMP concentration via activation of AC. Subsequently, elevated cAMP levels lead to the activation of protein kinase A (PKA), and the phosphorylation of the ‘32 kD dopamine and cAMP-regulated phosphoprotein’ (DARPP-32). This in turn, regulates a large variety of downstream targets via inhibition of protein phosphatase-1 (PP-1; see figure 1.4 Greengard 2001; Hervé & Girault 2005).

D2-like receptors exist in two splice variants (D2L, D2S) with the D2L variant being predominantly expressed in postsynaptic target cells and the D2S variant being mostly presynaptically expressed as an autoreceptor in mesencephalic DA neurons (Bentivoglio & Morelli 2005; Giros et al. 1989; Khan et al. 1998). Furthermore, the D2S variant possesses a higher sensitivity to dopamine over D2L receptors which renders D2R-dependent effects on dopamine-associated brain functions more complex. Unlike D1Rs, D2Rs have the opposite effect on cAMP production and downstream targets via...
activation of the $G_{i/o}$ G-protein causing AC inhibition. Furthermore, D2Rs modulate ion channel function in a more direct fashion than D1Rs via activation of the $G_{b\gamma}$ subunit of the G-protein (Hervé & Girault, 2005). D2R-dependent activation of $G_{b\gamma}$ has been demonstrated to directly inhibit L- and N-Type Ca$^{2+}$ channels and to activate G-Protein activated inwardly rectifying potassium channels (GIRKs; see figure 1.4; Hervé & Girault, 2005; Uchida et al., 2000). A specific GIRK splice variant (GIRK2) is highly expressed in the mesencephalon (Karschin et al., 1996). Therefore, D2 autoreceptors provide an important feedback mechanism to control the firing rate of DA neurons and the synthesis and release of dopamine in response to extracellular dopamine levels.

The firing rate of mesencephalic DA neurons determines how much dopamine is released in the respective target areas. In vivo, dopaminergic neurons show three main patterns of activity: 1.) an inactive (hyperpolarized) state which is present in >50% of mesencephalic DA neurons (Grace & Bunney, 1984); 2.) a slow (2 – 10 Hz), irregular single-spike or ‘tonic’ firing pattern which is driven by an intrinsic pacemaker and 3.) a burst or ‘phasic’ firing pattern (Freeman et al., 1985; Grace & Bunney, 1984; Overton & Clark, 1997). A large body of evidence suggests that the activity of DA neurons code for the “reward prediction error” such that an unpredicted reward triggers DA neuron burst firing (positive prediction error – “better than expected”), a reward as expected is reflected by tonic firing (“as expected”), and when the reward is “worse than expected” (negative prediction error) DA neurons stop firing (Schultz, 1998, 2007).

On a synaptic level, it has been hypothesized that tonic firing of DA neurons provides a stable baseline level of extrasynaptic dopamine which preferentially stimulates the highly sensitive presynaptic D2Rs, whereas burst firing of DA neurons induces a fast, high amplitude, transient signal which is confined within the synapse owing to the reuptake by high-affinity DAT (Floresco et al., 2003; Grace, 1991). For instance in the NAc, the two firing modes of DA neurons differentially modulate limbic and PFC input to the NAc such that PFC input is attenuated by tonic D2R activation, whereas the limbic input is increased by phasic D1R activation. Thus, changes in tonic and phasic dopamine transmission would shift the information flow between PFC inputs and limbic inputs thereby enabling behavior flexibility (Goto & Grace, 2005; Grace et al., 2007).

---

1 The “reward prediction error” is the difference between the predicted and obtained reward.
Interestingly, the diminished ability to recruit the PFC in drug users has been correlated with impulsivity resulting in a loss of control over drug use, a core feature of addiction (Volkow & Fowler, 2000).

In contrast, DA neurons in mesencephalic brain slice preparations only show tonic pacemaker activity or – in a very few cases – no activity (see chapter 3.3.1; Grace & Onn, 1989; Lacey et al., 1989). In vivo data suggests that DA neurons are constantly receiving a strong GABAergic input mainly originating in the ventral pallidum holding half of the mesencephalic DA neurons in a hyperpolarized non-firing state (Floresco et al., 2003; Grace & Bunney, 1985). On the other hand, burst firing in vivo is dependent on a combination of glutamatergic input from i.e. the PFC, pedunculopontine tegmentum (PPTg), the subthalamic nucleus (STN), the lateral preoptic-rostral hypothalamic area (Geisler et al., 2007; Smith & Grace, 1992), and cholinergic input from the latero-dorsal tegmentum (LDTg; Lodge & Grace, 2006). In vitro electrophysiological recordings from slice preparations supports the aforementioned data since bursting activity can be induced in slice preparations by application of a combination of N-Methyl-D-aspartate (NMDA) and acetylcholine (ACh) or the bee venom apamin (Kitai et al., 1999).

1.4.3 The role of the dopaminergic system in food reward

Food and water intake are among the most fundamental needs a living organism has on a daily basis, and everyone experiences the rewarding aspects of food. In fact, many behavioral studies on learning and memory are conducted using food reward paradigms. Food and food-related stimuli have been shown to increase dopamine levels in the NAc (Hernandez & Hoebel, 1988). Increases in dopamine transmission initiates changes in synaptic plasticity leading to long-term potentiation (LTP) or long-term depression (LTD), the major cellular mechanisms in learning and memory formation. These learning processes will “consolidate (a) liking the rewarding goal, (b) learning cues that predict its availability and actions that permit its consumption, and (c) assigning value and motivational status to the reward so that the organism can select among numerous behavioral options and determine what level of resources to put to-
ward obtaining a specific goal” (in this case: acquisition of food; Hyman et al. 2006). Furthermore, changes of the motivational state by food restriction leads to the augmentation of the rewarding effects of drugs of abuse (i.e. cocaine) suggesting that food and drug reward is mediated by the same pathways (Carr 2002). A study by Johnson & Kenny (2010) suggests that overfeeding in mice leads to a decrease in responsiveness in brain reward circuits that were comparable to changes occurring after cocaine and heroin exposure.

Initial experiments nearly four decades ago have shown that ablation of DA neurons
projecting to the CPu along the nigrostriatal pathway resulted in starvation, further underlining the importance of dopamine transmission for feeding (Ungerstedt [1971]). In another set of experiments where dopamine deficiency was caused by DA neuron specific TH deletion, food intake was attenuated in a similar manner and daily injections of L-DOPA restored feeding in these mice (Szczypka et al. [1999]; Zhou & Palmiter [1995]). Interestingly, adeno-associated virus (AAV)-mediated restoration of TH expression in the CPu resulted in normalization of feeding behavior whereas TH restoration in the NAc did not (Szczypka et al. [2001]). Furthermore, blocking of D1Rs and D2Rs in the NAc did not prevent feeding but did attenuate the motivation of treated rats to work for food rewards in a lever pressing/feeding task (Nowend et al. [2001]). On the cellular level, electrophysiological studies demonstrated that food and food-predicting cues promote phasic firing in DA neurons which is associated with reward and reward-prediction thereby shaping future behavior towards the acquisition of food (Schultz et al. [1997]).

Taken together, these results indicate that dopamine signaling plays a pivotal role for food intake and that feeding seems to be rather associated with dopamine release by DA neurons projecting along the nigrostriatal pathway than those projecting along the mesolimbic pathway.

During the last several years, evidence has emerged linking the hypothalamic system in control of energy homeostasis with the DA reward system. This led to the hypothesis that the ARC ‘funnels’ information from fuel-sensing signals like insulin and leptin in order to modulate the activity of the DA system via direct and indirect pathways (Gao & Horvath [2007]). For example, it has been shown that orexinergic neurons of the LH project to the VTA (Fadel & Deutch [2002]) and that Orexin A potentiates NMDA receptor mediated currents of VTA DA neurons while Orexin A & B increase the firing rate of VTA DA and GABAergic neurons (Borgland et al. [2006]; Korotkova et al. [2003]).

On the other hand, there is accumulating evidence that the mesencephalon is directly affected by fuel sensing signals since the presence of IRs, LepRs and ghrelin receptors (GRs) were detected in the VTA as well as the SN. This suggests a more prominent role
of the DA system in feeding-related issues (Abizaid et al. 2006; Elmquist et al. 1998a; Figlewicz et al. 2003; Havrankova et al. 1978).

In fact, IRs as well as LepRs are functional in mesencephalic neurons since the down-stream targets of insulin and leptin signaling are activated upon insulin/leptin application (Figlewicz et al. 2007; Hommel et al. 2006). It has been shown that insulin signaling targets the DAT in DA neurons since i.c.v. injection of insulin leads to increased mRNA levels and functional activity of DAT (Figlewicz et al. 1994). Higher DAT levels might then increase dopamine clearance thereby reducing the dopamine concentration in the target regions of DA signaling. Similarly, leptin is also thought to inhibit DA transmission because i.c.v. injection of leptin results in reduced dopamine content in the NAc and a reduction in food intake (Hommel et al. 2006; Krügel et al. 2003). Electrophysiological studies have shown that the in vivo firing rate of DA neurons decreased following intravenous leptin infusion and during acute leptin application in brain slices (Hommel et al. 2006); however, it should be noted that the latter finding could not be verified in another study (Korotkova et al. 2006). In the case of insulin, electrophysiological evidence for an insulin effect in DA neurons is still lacking. Leptin, as well as insulin also reduce certain rewarding aspects of food which is shown by reduced sucrose self-administration and suppressed conditioned place preference (CPP) for sucrose and reversed CPP for high-fat diet (Figlewicz et al. 2001, 2004, 2006). In contrast, ghrelin increased the firing rate of DA VTA neurons depending on the glutamatergic input and increased the number of excitatory inputs while decreasing inhibitory inputs. Ghrelin injection into the VTA promotes food intake which can be blocked by a ghrelin receptor antagonist (Abizaid et al. 2006). However, ghrelin signaling seems to be at least in part dependent on hypothalamus-derived peptides like orexin, NPY and AgrP, since peripherally applied ghrelin failed to elicit feeding in the absence of either of the peptides (Chen et al. 2004; Toshinai et al. 2003).

Taken together, a large body of evidence suggests that the DA system itself is subject to direct modulation by fuel-sensing peripheral signals which could alter feeding behavior and the reward quality of food. Moreover, it has been hypothesized that the DA system is not just another downstream target of hypothalamic neuronal populations.
maintaining energy balance (‘funnel’ hypothesis), but that the DA system has the potential to override the homeostatic system of the hypothalamus which could lead to the development of obesity [Palmiter, 2007].

1.5 The fat mass and obesity-associated protein (Fto)

The disregulation of feeding-related circuits in the brain can seriously affect energy homeostasis and at worst, lead to the development of obesity and obesity-associated co-morbidities. Besides, variations in certain genetic factors might also predispose an individual to obesity.

Among those variations, single nucleotide polymorphisms (SNPs) within the first intron of the FTO gene showed one of the most robust associations with an increase in body mass index of children and adults [Dina et al., 2007; Frayling et al., 2007]. The Fto gene is present in vertebrate evolution for at least 450 million years and is only detected in two species of algae which could be explained by horizontal gene transfer. Neither land plants nor invertebrates are carriers of the Fto gene. Studies on Fto expression revealed its presence in peripheral tissues and the brain. Detailed analysis in mouse brains showed abundant expression in feeding-related areas and that Fto is regulated by feeding and fasting (i.e. ARC, PVN, VMH; Fredriksson et al., 2008; Gerken et al., 2007).

Functional analysis of the Fto gene revealed that the Fto gene product shares similarities with Fe(II)- and 2-oxoglutarate-dependent oxygenases which are implicated in DNA repair and fatty acid metabolism [Clifton et al., 2006]. Accordingly, in vitro experiments showed that Fto localizes to the nucleus and catalyzes the demethylation of 3-methylthymine in single-stranded DNA and RNA (Gerken et al., 2007; Jia et al., 2008).

The involvement of the Fto gene on energy homeostasis was further confirmed in an in vivo study with Fto knockout mice [Fischer et al., 2009]. Homozygous deletion of the Fto gene resulted in a variety of effects such as a lean body phenotype, increased energy expenditure, a reduced amount of adipose tissue and relative hyperphagia. Overexpression of the Fto gene in mice led to a dose-dependent increase in body weight and fat
mass. According to the study, increased body weight is not caused by reduced energy expenditure but by increased food consumption (hyperphagia; Church et al., 2010).

### 1.6 Technical aspects

#### 1.6.1 The perforated patch clamp technique

Since its development almost three decades ago by Hamill et al. (1981), the patch-clamp technique has been proven to be an enormously powerful tool for studying the electrophysiological properties of virtually every cell type.

Among the four configurations of the patch-clamp technique (whole cell, cell attached, inside-out, outside-out), the whole cell configuration is the one most widely used. It has replaced the intracellular recording technique with sharp microelectrodes in many electrophysiological studies for certain reasons: i) It can be used on very small cells; ii) The signal-to-noise ratio is improved, because the leak between the cell interior and the bath is very small; iii) The access resistance of the patch pipette is very low, a prerequisite for the study of macroscopic ('whole cell') ionic currents; iv) It is possible to gain complete control over the cytosolic composition of the cell. The much larger pipette volume rapidly dialyzes the interior of the cell. This makes it possible to freely determine the ionic composition of the cytosol which facilitates the recording of ionic currents, e.g. GABA_A receptor mediated currents (see 2.3.2).

However, the two latter advantages of the whole cell configuration can directly be linked to a major drawback. By exchanging the cytosol with the pipette solution cytoplasmic components are washed out. Such components can constitute second-messenger pathways or modulate ion channel function (voltage-dependent as well as ligand-operated). As a result the properties of the investigated cell will be altered. This renders it almost impossible to use the whole cell configuration for certain studies in which second-messenger pathways are involved (for more examples see Akaike & Harata (1994); Horn & Marty (1988)).

The perforated-patch configuration was developed to overcome this disadvantage of the whole cell configuration. Instead of rupturing the membrane which leads to the
exchange of the cytosol with the pipette solution, pore-forming substances (ionophores) are used to gain electrical access to the cell’s interior without destroying the integrity of its cytoplasmatic components.

Thus, the perforated-patch configuration combines the major advantages of the whole cell configuration without the disadvantage of washing-out of second messenger systems.

**Figure 1.5:** Schematic drawings of the whole cell and perforated-patch configuration. (A) Whole cell configuration. The cell membrane has been ruptured allowing the dialysis of the interior of the cell. (B) Perforated-patch configuration. The cell membrane under the patch pipette has been permeabilized by pore-forming agents. The integrity of the cell interior is retained (modified from Lindau & Fernandez, 1986).

### 1.6.2 Pore-forming agents

In the past a variety of pore-forming agents have been used in order to establish perforated-patch recordings.

**ATP**

In 1986, Lindau & Fernandez discovered that elevated concentrations of ATP (~400 µM) in the patch pipette made it possible to gain electrical access to the interior of mast cells without dialyzing the cytoplasm. Initially, they found that mast cells lost their ability to degranulate upon antigenic stimulation when recorded in the whole cell configuration. They suggested that the loss of degranulation is linked to the washout of “essential cytoplasmic components” during whole cell recordings. Application of the
new recording technique made it possible to record from these cells while preserving their ability to degranulate.

Unfortunately, the method can only be used with cells which express ATP-receptors on their cell membrane. This means that the new method is only applicable to a few cell types. Further, the access resistance which could be achieved by this method was in the range of 200 – 5,000 MΩ which is 40 – 250-fold higher than in the whole cell configuration which renders the recordings of ionic currents almost impossible.

Nonetheless, Lindau & Fernandez were among the first who successfully combined the patch-clamp technique with the use of a permeabilizing agent (in this case ATP) thereby laying the foundation for the further improvement of the perforated-patch configuration during the following years (i.e. Horn & Marty, 1988).

Nystatin and amphotericin B

Based on the aforementioned findings, Horn & Marty (1988) further improved the technique by using nystatin instead of ATP. Nystatin has two major advantages over ATP. First, the access resistances achieved with nystatin are in the range of conventional whole cell recordings. Second, no specific receptors are required for permeabilization of the membrane. Thus, the technique can be applied to a greater range of cell types.

The same applies to amphotericin B, a compound which is structurally very closely related to nystatin (Rae et al., 1991). Both molecules belong to the family of polyene antibiotics which have been isolated from Streptomyces sp. They consist of a large lactone ring with conjugated double bonds (figure 1.6 A). A single nystatin/amphotericin B molecule compromises a hydrophilic chain containing multiple hydroxyl groups and a hydrophobic heptaene chain. Both chains are aligned as parallel rods with a highly hydrophilic mycosamine residue at one end and an isolated hydroxyl group at the opposite end. Thus, the nystatin/amphotericin B molecule possesses amphipathic characteristics similar to a membrane phospholipid so that it is sometimes referred to as ‘counterfeit phospholipid’ (figure 1.6B; Andreoli, 1973). There is evidence that the presence of cholesterol is absolutely necessary for the incorporation of these molecules into the cell membrane where it interacts with the β3-OH group of the cholesterol (figure 1.6 C; Andreoli, 1973).
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Nystatin and amphotericin B have a very high affinity for ergosterol. Thus, very low concentrations of both antibi-
totics are needed to permeabilize ergosterol-containing membranes which are present in fungi and yeast cells and do not occur in animal or bacteria cells. Therefore, nystatin and amphotericin B can also be used for the treatment of internal fungal infections.

In order to form a functional channel, 8 to 10 nystatin/amphotericin B monomers make up a cylindrical structure, with the hydrophilic groups lining the pore and the heptaene backbone facing the hydrophobic interior of the cell membrane (Finkelstein & Holz, 1973; Kleinberg & Finkelstein, 1984). The channel has a diameter of ~0.4 – 0.8 nm (Andreoli, 1973; de Kruijff et al., 1974; Horn & Marty, 1988; Kleinberg & Finkelstein, 1984). It is only permeable for monovalent cations (Rb+ > K+ > Na+ > Li+; de Kruijff et al., 1974), slightly permeable for Cl− (Russell et al., 1977) and has no voltage-dependence. Multivalent ions are impermeant. The pores are also permeant to smaller non-electrolytes, i.e. urea and glycerol. While nystatin pores are impermeable to glucose and sucrose, both molecules slowly permeate through amphotericin B pores suggesting a slightly larger diameter for amphotericin B pores (de Kruijff et al., 1974). This means that the molecular cut-off for sugar molecules is at ~200 Da (Horn & Marty, 1988). Neither lateral diffusion in the cell membrane nor diffusion into the cytoplasm could be detected during experiments with nystatin/amphotericin B (Horn & Marty, 1988).

Gramicidin

Gramicidin is a linear polypeptide antibiotic which was first isolated in 1940 from Bacil-
lus brevis by René Dubos (1941) and the first antibiotic to be used clinically, paving the way for the practical application of other antibiotic drugs such as penicillin (Epps, 2006). Similar to nystatin/amphotericin B, gramicidin exerts its antibiotic effect by forming ion channels in the cell membrane and is also widely used as an ionophore in perforated-patch experiments. Gramicidin is one of the best studied ionophores because it has served as a prototypical model for ion channels in general for many years now. In fact, it is the most thoroughly studied “ion channel in terms of its electrical properties,
Figure 1.6: Molecular properties of nystatin and amphotericin B. (A) Chemical structures of nystatin (top) and amphotericin B (bottom). Green dotted rectangle: mycosamine residue; blue circle: isolated hydroxyl group. (B) Space-filling models of a phospholipid (left) and amphotericin B (right). Color code: hydrogen, white; carbon, grey; oxygen, red; nitrogen, blue (made using Avogadro [Ver. 1.0.1, http://avogadro.openmolecules.net]). (C) Partial model for nystatin/amphotericin B pores (modified from Andreoli, 1973; Kleinberg & Finkelstein, 1984).

the relationships between its chemical structure and conductance properties, and the details of its three-dimensional structure" (Wallace, 1990).

Gramicidin is able to adopt a large variety of conformations from which two major folding motifs have been identified: (a) The single-stranded helical dimer (β-helix; Urry (1971)) and (b) The double-stranded intertwined helix (figure 1.7B; Veatch et al. (1974)). The single-stranded helix is the only form which is able to function as an ion channel and has been designated the ‘channel’ form in contrast to the ‘non-channel’ form (Andersen et al., 1999; Urry et al., 1983). The conformation of gramicidin seems to be dependent on its solvent history. In solvents such as chloroform/methanol, gramicidin adopts the
non-channel conformation and upon sonification and heating the non-channel conformation can be converted into the channel conformation \cite{Killian1988, LoGrasso1988}. However, there are also pieces of evidence which doubt that gramicidin has a ‘solvent memory’. Instead solvents themselves alter the properties of gramicidin by getting incorporated in the membrane as well \cite{Sawyer1990}. Interestingly, gramicidin contains alternating L- and D- amino acids in contrast to most proteins which only contain the L- form \cite{Mitchell2003, Sarges1965}. Due to the alternating L- and D- amino acid residues, all side chains are located at the outside of the helix. The interior of the helix is made up by the polar peptide backbone thereby forming the channel pore (figure 1.7 C). The channel form is further stabilized by the tryptophan residues which are clustered at the C-terminus of the peptide chain. Due to its amphipathic character, tryptophan ‘anchors’ the two gramicidin monomers at the membrane interface, providing the proper orientation of both monomers to form a functional channel (see figure 1.7 C, \textit{Yau et al.}, 1998). The pore of gramicidin A has a diameter of 0.4 nm \cite{Urry1971} which is comparable to the pores formed by nystatin/amphotericin B. Therefore, the molecular weight cut-off for gramicidin channel pores is < 200 Da. Similar to nystatin/amphotericin B, gramicidin does not laterally diffuse in the membrane \cite{Kyrozis1995}. It is selectively permeant for monovalent cations (Cs\textsuperscript{+} > Rb\textsuperscript{+} > K\textsuperscript{+} > Na\textsuperscript{+} > Li\textsuperscript{+}) and has no voltage-dependence. Divalent ions do not pass the channel \cite{Myers1972}.

In contrast to nystatin/amphotericin B pores, it has been reported that gramicidin channel pores are also impermeable to Cl\textsuperscript{−} \cite{Myers1972, Tajima1996}. Intracellular Cl\textsuperscript{−} plays an important role in many cellular processes, for instance the regulation of the cell volume and pH or the activity of specific receptors (GABA\textsubscript{A} or glycine). Disruption of the intracellular Cl\textsuperscript{−} homeostasis could lead to the distortion of neuronal responses. An asymmetrical Cl\textsuperscript{−}-concentration between the pipette solution and the interior of the cell could produce a ‘Donnan equilibrium’ because Cl\textsuperscript{−}-ions were able to freely move across the membrane patch while larger negatively charged cellular components (proteins) were blocked. The subsequent movement of water and ions could damage the cell (i.e. by swelling/shrinking). Further, the build-up of a Donnan
equilibrium might result in liquid junction potentials in the range of several millivolts hindering the voltage-clamp analysis of ion channels (Akaike & Harata, 1994; Horn & Marty, 1988).

Thus, the gramicidin perforated patch technique provides a way of circumventing Cl- related issues, especially when studying Cl'-dependent responses, i.e. characterization of glycine receptors in early development.

---

**Figure 1.7:** Molecular properties of gramicidin. (A) Chemical structure of gramicidin A. *Green dotted rectangle:* Tryptophan residue at position 11 which is exchanged by phenylalanin (gramicidin B, inset) or tyrosine (gramicidin C, inset). (B) Schematic diagrams of gramicidin in the 'channel' (top) and 'non-channel' confirmation (bottom; modified from Wallace, 1990). (C) Combined stick and ribbon model of a gramicidin single-stranded helical dimer (channel-form; made using Avogadro, PDB coordinates from Crouzy et al., 1994).
β-Escin

β-escin is the active compound of escin (or aescin), a mixture of saponins from Aesculus hippocastanum, the horse chestnut tree (Sirtori, 2001). Although saponins are not structurally related to antibiotics their mode of action is similar as saponins interact with cholesterols to form channel pores in lipid bilayers (Bangham et al., 1962). Initially, β-escin was used as a ‘whole cell’ permeabilization agent in studies of smooth muscle cells (e.g. Akagi et al., 1999; Kobayashi et al., 1989; Satoh et al., 1994). In order to circumvent inconveniences (i.e. long perforation times) of antibiotic pore-forming agents, β-escin was used as an ionophore for perforated-patch recordings. It has been demonstrated that β-escin allows low access resistance recordings of voltage-activated Ca$^{2+}$-channels without Ca$^{2+}$-current rundown comparable to the three antibiotic ionophores (Fan & Palade, 1998). Compared to amphotericin B, the perforation times with β-escin are much faster (~8 min.) and the compound is water soluble and stable for 8 – 10h. Further, it does not interfere with giga-ohm formation leading to higher success rates in perforated patch formation (59% β-escin vs. 27% amphotericin B; Sarantopoulos et al., 2004).

However, β-escin allows the diffusion of large molecules in a concentration-dependent manner. Konishi & Watanabe (1995) reported that concentrations up to 50 µM β-escin allow the diffusion of molecules ranging from 0.5 kDa (ATP) to 18 kDa (cytoplasmic proteins) molecular weight. It is also permeant for divalent ions (e.g. Ca$^{2+}$). Thus, it is a matter of debate why the Ca$^{2+}$-current rundown is prevented in β-escin perforated patch recordings. Fan & Palade (1998) state “that a patch even with β-escin pores still represents more of a diffusion barrier to macromolecules than a ruptured patch”. Further, it is not clear if β-escin diffuses laterally through the membrane and/or into the cytoplasm during the time-course of experiments. Relatively high rates of leaky cells with β-escin hint into that direction (Sarantopoulos et al., 2004).

Therefore, β-escin should be used with great caution for perforated patch recordings until the compound has thoroughly been characterized.
Table 1.1: Properties of pore-forming compounds

<table>
<thead>
<tr>
<th>Compound</th>
<th>Order No. [Sigma]</th>
<th>Cation permeability</th>
<th>Cl⁻ permeability</th>
<th>Pore diameter (nm)</th>
<th>M.W. cut-off (Da)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATP</td>
<td>A8937</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Nystatin</td>
<td>N6261</td>
<td>Rb⁺&gt;K⁺&gt;Na⁺&gt;Li⁺⁺, impermeant for divalent ions</td>
<td>slightly permeable</td>
<td>0.4 – 0.8</td>
<td>~ 200</td>
</tr>
<tr>
<td>Amphotericin B</td>
<td>A4888</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gramicidin</td>
<td>G5002</td>
<td>Cs⁺&gt;Rb⁺&gt;K⁺&gt;Na⁺&gt;Li⁺⁺, impermeant for divalent ions</td>
<td>impermeable</td>
<td>0.4</td>
<td>≤ 200</td>
</tr>
<tr>
<td>β-Escin</td>
<td>E1378</td>
<td>permeable for Ca²⁺</td>
<td>??</td>
<td>??</td>
<td>~ 18.000</td>
</tr>
</tbody>
</table>

1.7 Objectives

Although major advances in understanding the role of neuronal circuits in control of energy homeostasis and how they interact with each other have been made, many questions remain open.

Nowadays we understand the microcircuit consisting of POMC neurons and AgRP neurons in a very great detail. However, the exact wiring of the whole hypothalamic network remains still unclear. Both, AgRP/NPY as well as POMC/CART neurons, are believed to project to the same “second-order neurons” downstream to the ARC which integrate information on energy status. Until now, the exact location of these second-order neurons could not be determined. However, the VMH has been speculated to be one possible location of the “second-order neurons”.

In addition to the hypothalamus, there is also evidence that the DA system is directly affected by fuel-sensing hormones. Thus, peripheral hormones such as insulin could directly adjust the DA reward system according to the current energy/fuel state. Several studies were able to show that insulin, leptin and ghrelin signaling in the mesencephalon alters feeding, pointing towards a role for the DA system in control of energy homeostasis. However, there are still many uncharted territories to be explored. For in-
stance in the case of insulin, convincing electrophysiological data demonstrating a direct effect on DA neurons is still lacking until now.

Furthermore, recent studies suggest that genetic factors like the Fto gene can affect food intake and energy expenditure. Since several factors in control of energy homeostasis such as insulin and leptin regulate the activity of the DA system, it has been hypothesized that genetic factors like Fto might also play a role in the DA system and alter the activity and properties of mesencephalic DA neurons. Hence, the main objectives of this thesis were:

1. To evaluate two different patch clamp recording techniques (whole cell and perforated-patch configuration) and to determine of the best suitable method for the experimental setup of the thesis.

2. To investigate the VMH and its role in the control of energy homeostasis:
   to elucidate the effect of insulin signaling on SF-1 neurons residing within the VMH and to determine if the SF-1 neurons are the long sought ‘second-order’ neurons downstream to the melanocortin system or if the VMH rather shapes the response towards feeding-related signals.

3. To determine the effect of insulin on the electrophysiological properties of mesencephalic DA neurons on a cellular and network level by employing cell-specific genetic modifications (IR deletion) of DA neurons in order to ultimately understand how insulin signaling in the DA system affects energy homeostasis.

4. To understand the role of the Fto gene in the DA reward system and how alterations of Fto expression affects the cellular properties of mesencephalic DA neurons.
The electrophysiological data which were acquired during the course of the thesis were also published in several publications which are listed under TEILPUBLIKATIONEN. Therefore, to present the electrophysiological data in the context of the individual projects, data from coworkers which contributed to the publications is also shown. All experimental data which were not acquired by myself are indicated as follows:

Additional data in chapter 3.2 ff. was provided by Tim Klöckener, B. F. Belgardt, L. Paeger, L. A. W. Verhagen, A. Husch, J. W. Sohn, B. Hampel, H. Dhillon, J. Zigman, B. B. Lowell, K. W. Williams and is referred to as Klöckener et al. (2011) in the text.

Additional data in chapter 3.3 ff. was provided by A. Christine Könner, S. Tovar, A. Mesaros, C. Sánchez-Lasheras, N. Evers, L. A. W. Verhagen, H. S. Brönneke, A. Kleinriders, B. Hampel and is referred to as Könner et al. (2011) in the text.

Additional data in chapter 3.4 ff. was provided by my brother Martin Heß and H. S. Brönnecke, L. A. W. Verhagen, M. O. Dietrich, S. D. Jordan, B. F. Belgardt, T. Franz, B. Hampel and is referred to as Hess et al. (2011) in the text.
2 Materials and Methods

2.1 Animal care

Care of all animals was within institutional animal care committee guidelines. All animal procedures were approved by local government authorities (Bezirksregierung Köln, Cologne, Germany) and were in accordance with NIH guidelines. Mice were housed in groups of 3 – 5 at a temperature of 22 – 24°C with a 12 h light/12 h dark cycle. After weaning (P21), mice were either fed regular chow food (NCD; Teklad Global Rodent 2918; Harlan) containing 53.5 % carbohydrates, 18.5 % protein, and 5.5 % fat (12 % of calories from fat) or a high-fat diet (HFD; C1057; Altromin) containing 32.7 % carbohydrates, 20 % protein, and 35.5 % fat (55.2 % of calories from fat). All animals had access to water and chow ad libitum. The different mouse strains used for this study were kindly provided by Martin Heß, Tim Klöckener and Christine Könner. An overview of is given in table 2.1.

2.2 Brain slice preparation

The animals were anesthetized with halothane (B4388; Sigma-Aldrich, Taufkirchen, Germany) and subsequently decapitated. The brain was rapidly removed and a block of tissue containing the hypothalamus or the midbrain was immediately cut out. Coronal slices (250 – 300 µm) were cut with a vibration microtome (HM-650 V; Thermo Scientific, Walldorf, Germany) under cold (4 °C), carbogenated (95% O2 and 5% CO2), glycerol-based modified artificial cerebrospinal fluid (GaCSF; Ye et al. 2006) to enhance the viability of neurons. GaCSF contained (in mM): 250 Glycerol, 2.5 KCl, 2 MgCl2, 2 CaCl2, 1.2 NaH2PO4, 10 HEPES, 21 NaHCO3, 5 Glucose and was adjusted to pH 7.2 with NaOH resulting in an osmolarity of ~310 mOsm. Brain slices were transferred into carbogenated artificial cerebrospinal fluid (aCSF). First, they were kept for 20 min. in a 35 °C ‘recovery bath’ and then stored at room temperature (24 °C) for at least 30
min prior to recording. For the recordings, slices were transferred to a Sylgard-coated (Dow Corning Corp., Midland, MI, USA) recording chamber (∼3 ml volume) and, if not mentioned otherwise, continuously superperfused with carbogenated aCSF at a flow rate of ∼2 ml·min⁻¹. aCSF contained (in mM): 125 NaCl, 2.5 KCl, 2 MgCl₂, 2 CaCl₂, 1.2 NaH₂PO₄, 21 NaHCO₃, 10 HEPES, and 5 Glucose and was adjusted to pH 7.2 with NaOH resulting in an osmolarity of ∼310 mOsm.

### 2.3 Patch-clamp clamp recordings

Current- and voltage-clamp recordings in neurons of the hypothalamus and the midbrain were performed in either the whole cell or perforated patch-clamp configuration. In the hypothalamus, neurons which express proopiomelanocortin (POMC) or steroidogenic factor 1 (SF-1) were investigated. In the midbrain, dopaminergic (DA) neurons in the ventral tegmental area (VTA) and substantia nigra pars compacta (SNpc) were investigated.

Neurons were visualized with a fixed stage upright microscope (BX51WI, Olympus,
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Hamburg, Germany) using 40× and 60× water-immersion objectives (LUMplan FL/IR 40×, 0.9 numerical aperture (NA), 2 mm working distance (WD); LUMplan FL/IR 60×, ?? NA, 2 mm WD, Olympus) with infrared differential interference contrast optics (Dodt & Zieglgänsberger 1990) and fluorescence optics.

Putative DA SNpc and DA VTA neurons were identified by their anatomical location in the SNpc or VTA and by their characteristic electrophysiological signature (i.e. slow and regular firing and the presence of a large I_h-dependent "sag"-potential (Hommel et al. 2006; Lacey et al. 1989; Richards et al. 1997; Ungless et al. 2001)). POMC and SF-1 neurons were also identified by their anatomical location in the arcuate nucleus (ARC) or ventromedial hypothalamus (VMH) and by their GFP fluorescence that was visualized with an X-Cite 120 illumination system (EXFO Photonic Solutions, Ontario, Canada) in combination with a Chroma 41001 filter set (EX: HQ480/40×, BS: Q505LP, EM: HQ535/50m, Chroma, Rockingham, VT, USA). Electrodes with tip resistances between 3 and 5 MΩ were fashioned from borosilicate glass (0.86 mm inner diameter [ID]; 1.5 mm outer diameter [OD]; GB150-8P; Science Products) with a vertical pipette puller (PP-830; Narishige, London, UK). Recordings in the ARC and VMH were made at room temperature. Recordings of DA midbrain neurons were made at ~31 °C using an inline solution heater (SH27B; Warner Instruments, Hamden, CT, USA) operated by a temperature controller (TC-324B; Warner Instruments). All recordings were performed with an EPC10 patch-clamp amplifier (HEKA, Lambrecht, Germany) controlled by the program PatchMaster (version 2.32; HEKA) running under Windows. Data were sampled at intervals of 100 µs (10 kHz) and low-pass filtered at 2 kHz with a four-pole Bessel filter. Whole cell capacitance was determined by using the capacitance compensation (C-slow) of the EPC10. Cell input resistances (R_M) were calculated from voltage responses to hyperpolarizing current pulses. The calculated liquid junction potential between intracellular and extracellular solution was also compensated (calculated with Patcher’s Power Tools plug-in from http://www.mpibpc.mpg.de/groups/neher/index.php?page=software for IGOR Pro 6 [Wavemetrics, Lake Oswego, OR, USA]).
2.3.1 Whole cell recordings

Whole cell recordings were performed following the methods of [Hamill et al. 1981]. Normal aCSF was used as extracellular solution (see 2.2). The pipette solution contained (in mM): 135 K-gluconate, 10 KCl, 10 HEPES, 0.1 EGTA, 2 MgCl2, 3 K-ATP, 0.3 Na-GTP adjusted with KOH to pH 7.2 resulting in an osmolarity of ~300 mOsm. The liquid junction potential (+14.6 mV) was also compensated.

2.3.2 Measurements of postsynaptic currents

Postsynaptic currents (PSCs) were measured in the whole cell configuration. Patch pipettes were filled with (in mM): 140 KCl, 10 HEPES, 0.1 EGTA, 5 MgCl2, 5 K-ATP, 0.3 Na-GTP adjusted to pH 7.3 with KOH resulting in an osmolarity of ~300 mOsm. Additionally, in DA neurons the intracellular sodium channel blocker QX-314 (2 mM; Q-150, Alomone, Jerusalem, Israel) was added to the intracellular solution to avoid contaminations with sodium currents. The high intracellular chloride concentration in the recording pipettes shifted the chloride equilibrium potential to a more depolarized potential, which reversed the polarity of GABA_A receptor mediated currents from outward to inward, and made their detection easier by increasing the driving force on the chloride ions. Cells were voltage clamped at -60 mV and data were sampled at a frequency of 10 kHz. The liquid junction potential (+3.6 mV) was also compensated. The contribution of excitatory and inhibitory PSCs (EPSCs, IPSCs) to the synaptic input was determined in three steps. First, the overall frequency of PSCs was measured. Second, glutamatergic EPSCs were blocked with DL-2-Amino-5-phosphonopentanoic acid (D-AP5; 50 µM; A5282, Sigma) and 6-Cyano-7-nitroquinoxaline-2,3-dione (CNQX; 10 µM; C127, Sigma) to isolate the IPSCs, which were identified as GABAergic (inhibitory) PSCs by their sensitivity to picrotoxin (PTX; 100 µM; P1675, Sigma). The overall PSC frequency was determined after the recording had stabilized (>10 minutes after break in) for a 2 minutes interval. The IPSC frequency was measured after 10 – 15 minutes D-AP5/CNQX application for a 2 minutes interval. The EPSC frequency was determined by subtracting the IPSC frequency from the overall frequency. To calculate EPSC and IPSC frequency, the PSC recordings were analyzed off line. The data were digitally filtered and the DC
component was removed using the smooth (10 ms time period) and the DC remove (10 ms time period) functions provided in the Spike2 software (Cambridge Electronics [CED], Cambridge, UK). PSCs were automatically detected when the signal crossed a threshold that was set and adjusted manually depending on the noise level of the signal. This semi-automated detection procedure was verified by visual inspection.

2.3.3 Perforated-patch clamp recordings

Perforated-patch experiments were conducted using protocols modified from Horn & Marty (1988) and Akaike & Harata (1994). Recordings were performed with ATP and GTP free pipette solution containing (in mM): 128 K-gluconate, 10 KCl, 10 HEPES, 0.1 EGTA, 2 MgCl₂ adjusted to pH 7.3 with KOH resulting in an osmolarity of ~300 mOsm. ATP and GTP were omitted from the intracellular solution to prevent uncontrolled permeabilization of the cell membrane (Lindau & Fernandez, 1986). The patch pipette was tip filled with internal solution and back filled with 0.02% tetraethylrhodamine-dextran (D3308, Invitrogen, Eugene, OR, USA) and ionophore-containing internal solution to achieve perforated patch recordings.

Nystatin (N6261; Sigma) was dissolved in methanol according to the instructions of Akaike & Harata (1994). The final methanol concentration (2%) had no obvious effect on the investigated neurons.

Amphotericin B (A4888; Sigma) and Gramicidin (G5002; Sigma) were dissolved in dimethyl sulfoxide (DMSO; D8418, Sigma) following the protocols of Rae et al. (1991) and Kyrozis & Reichling (1995). The used DMSO concentration (0.1 – 0.3 %) had no obvious effect on the investigated neurons. All ionophores were added to the modified pipette solution shortly before use. The final concentration of nystatin and amphotericin B was ~200 µg·ml⁻¹, the final concentration of gramicidin was ~10 – 75 µg·ml⁻¹.

2.3.4 Single cell labeling

To label single cells, 1% biocytin (B4261; Sigma-Aldrich) was added to the pipette solution. Upon completion of the electrophysiological experiments, perforated-patch recordings were converted to the whole cell configuration and biocytin was allowed to diffuse
into the cell for at least 5 min. The brain slices were fixed in Roti-Histofix (Po873; Carl Roth, Karlsruhe, Germany) overnight at 4°C and rinsed in 0.1 M Tris-HCl-buffered solution (pH 7.2; three times for 20 min each time; RT; TBS). Afterwards, the slices were incubated in TBS containing 1% Triton X-100 (39795.01, Serva, Heidelberg, Germany) and 10% normal goat serum (30 min; RT; S-1000; Vector Labs, Burlingame, CA, USA). Brain slices were washed in TBS (three times for 10 min each time) and subsequently incubated in Alexa Fluor 633 (Alexa 633)-conjugated streptavidin (1:600; 2 days; 4°C; S21375; Invitrogen, Karlsruhe, Germany) that was dissolved in TBS containing 10% normal goat serum. Brain slices were rinsed in TBS (2 days with three solution changes; 4°C), dehydrated, and then cleared and mounted in Permount (SP15B-500; Fisher Scientific, Nepean, Ontario, Canada). The fluorescence images were captured with a confocal microscope (LSM 510, Carl Zeiss, Göttingen, Germany) equipped with Plan-Neofluar 10× (0.3 NA) and Plan-Apochromat 20× (0.75 NA) objectives. Streptavidin-Alexa 633 was excited with a HeNe laser at 633 nm. Emission of Alexa 633 was collected through a 650 nm LP filter. Scaling, noise reduction and z-projections were done using ImageJ v1.35d with the WCIF plugin bundle [www.uhnresearch.ca/facilities/wcif/]. For the 3D-reconstruction of neurons, AMIRA (Visage Imaging GmbH, Berlin, Germany) was used. The final figures were prepared with Photoshop and Illustrator CS5 (Adobe Systems Incorporated, San Jose, CA, USA).

2.3.5 Drugs

Insulin (100 – 200 nM; I9278, Sigma), cocaine hydrochloride (10 μM, C5776, Sigma), the D2-receptor agonist (-) quinpirole (1 – 1000 nM, Q102, Sigma) and the GIRK channel antagonist tertiapin-Q (500 nM, STT-170, Alomone, Jerusalem, Israel) were added to the normal aCSF. The KATP channel blocker tolbutamide (200 μM, T0891, Sigma), the KATP opener diazoxide (200 μM, D9035, Sigma), the D2-receptor antagonist (-) sulpiride (1 – 10 μM, BG0325, Biotrend, Cologne, Germany) and the PI3K inhibitor wortmannin (1 μM, W1628, Sigma) were dissolved in dimethyl sulfoxide (DMSO, D8418, Sigma) and added to the normal aCSF with a final DMSO concentration of 0.1 – 0.25%.

For PSC measurements D-AP5 (50 μM), CNQX (10 μM) and PTX (100 μM) were bath-
applied in the given concentrations at a flow rate of $\sim 2 \text{ ml} \cdot \text{min}^{-1}$. CNQX was dissolved in DMSO and added to the normal aCSF with a final DMSO concentration of 0.04%.

The DMSO concentrations had no obvious effect on the investigated neurons. QX-314 (2 mM) was added to the intracellular solution. All solutions were bath-applied at a flow rate of $\sim 2 \text{ ml} \cdot \text{min}^{-1}$. All drug containing solutions were freshly prepared at the day of the experiments. Insulin was added to the normal aCSF shortly before the experiments.

### 2.3.6 Data analysis

Data analysis was performed with Spike2 (version 6; Cambridge Electronic Design Ltd., Cambridge, UK), Igor Pro 6 (Wavemetrics, Portland, OR, USA) and Graphpad Prism (version 5.0b; Graphpad Software Inc., La Jolla, CA, USA). Numerical values in the text are given as mean $\pm$ standard error. Because the insulin responsiveness of DA midbrain and SF-1 neurons was not homogenous we used the ‘3 times standard deviation (SD) criterion’ (Dhillon et al., 2006; Kloppenburg et al., 2007). For each neuron, the firing rate averaged from 15 sec intervals was taken as one data point. To determine the mean firing rate with SD 8 to 10 data points at stable firing rates were averaged. A neuron was considered insulin responsive if the change in firing induced by insulin was 3 times larger than the SD. Coefficients of variation (CVs) were obtained according to Wolfart et al. (2001).

To determine differences in means of basic electrophysiological properties between the different genotypes, unpaired $t$ tests were used. To determine differences between treated and untreated states paired $t$ tests or one-way ANOVA was performed; post hoc pairwise comparisons were performed using $t$ tests with the Newman-Keuls method for $p$ value adjustment. Unpaired $t$ tests were performed to determine differences in the PSC frequency between control neurons and neurons lacking the insulin receptor.

A significance level of 0.05 was accepted for all tests. The ‘+’ signs in the box plots show the mean, the horizontal line the median of the data. The whiskers were calculated according to the ‘Tukey’ method.
3 Results

3.1 The perforated patch technique

Most of the following experiments involved the investigation of second messenger dependent processes. Second messenger pathways are very sensitive towards wash out of cytoplasmic components so that the application of the whole cell configuration might lead to ambiguous results (Akaike & Harata, 1994). Therefore, the perforated patch configuration was employed for the majority of experiments owing to the fact that recordings can be obtained in a non-invasive manner. Here, I compared recordings in the perforated-patch configuration with recordings in the whole cell configuration in terms of basic electrophysiological properties.

3.1.1 Whole cell vs. perforated-patch clamp

Patch clamp recordings were performed from hypothalamic SF-1 neurons and mesencephalic dopaminergic (DA) neurons in the whole cell and the perforated-patch clamp configuration with amphotericin B as pore-forming agent.

Initially, the basic electrophysiological parameters of DA neurons (action potential [AP] frequency, membrane resistance [R_{mem}]) did not differ between neurons recorded in the the perforated patch configuration or neurons recorded in the whole cell configuration immediately after breakthrough (see table 3.1). However, during the first 15 minutes of a whole cell recording a strong decrease in AP frequency could be observed in SF-1 neurons (figure 3.1A, left panel) as well as DA neurons (figure 3.1B, left panel) while perforated patch recordings remained stable in both neuron types (figure 3.1A,B, right panels). In numerous cases the ‘whole cell induced’ hyperpolarization could be reversed by tolbutamide, a selective blocker of ATP-dependent potassium channels (K_{ATP}). This finding suggests the whole cell configuration modifies K_{ATP} channel properties which
Results are mostly dependent on intracellular components (i.e. ATP, phospholipids; Nichols, 2006; Tarasov et al., 2004).

Further analysis revealed that in whole cell recordings of DA neurons the AP frequency decreased over the 15 min. period by ∼70% from 2.11 ± 0.29 Hz to 0.75 ± 0.35 Hz (p < 0.01; n = 7; figure 3.1). Only 1 neuron out of 7 (14%) did not change its AP frequency during the 15 min. time period. In contrast, the AP frequency did not change in perforated patch recordings during the 15 min. time period (figure 3.1 C; 0 min.: 2.36 ± 0.19 Hz, 15 min.: 2.33 ± 0.22 Hz, p > 0.05; n = 8). In addition, $R_{mem}$ dropped during the first 15 minutes of whole cell recordings whereas $R_{mem}$ remained stable in perforated patch recordings (whole-cell: 80.1 ± 5.5%, n = 7; perforated: 103.0 ± 3.0%, n = 3).

Next, several spike-related parameters were analyzed for whole cell and perforated-patch recordings over the 15 min. time period. The relative amplitude of the spike afterhyperpolarization (AHP) decreased during the first 15 min of whole cell recordings while the AHP amplitude recorded with perforated patch configuration remained stable (figure 3.2 A,B,C; whole-cell: 88.6 ± 4.8%, n = 8; perforated: 101.3 ± 0.8%, n = 8). The size of the AHP largely depends on small conductance Ca$^{2+}$-dependent potassium channels (‘SK channels’; Bean, 2007), suggesting that recordings in the whole cell configuration are likely affecting the Ca$^{2+}$ homeostasis. While there were no significant differences in spike amplitude, threshold and width, the variance of these parameters greatly increased after 15 minutes of whole cell recording compared to perforated-patch recordings.
Table 3.1: Comparison of initial values of basic electrophysiological parameters of mesencephalic DA neurons recorded in the perforated and whole cell configuration.

<table>
<thead>
<tr>
<th></th>
<th>Whole cell configuration</th>
<th>Perforated patch configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AP frequency (Hz)</strong></td>
<td>2.1 ± 0.3</td>
<td>2.4 ± 0.2</td>
</tr>
<tr>
<td>(n = 7)</td>
<td>(n = 8)</td>
<td></td>
</tr>
<tr>
<td><strong>Membrane resistance (MΩ)</strong></td>
<td>449.1 ± 51.1</td>
<td>416.4 ± 48.9</td>
</tr>
<tr>
<td>(n = 8)</td>
<td>(n = 8)</td>
<td></td>
</tr>
<tr>
<td><strong>Spike amplitude (mV)</strong></td>
<td>99.4 ± 3.7</td>
<td>98.0 ± 1.1</td>
</tr>
<tr>
<td>(n = 8)</td>
<td>(n = 7)</td>
<td></td>
</tr>
<tr>
<td><strong>Firing Threshold (mV)</strong></td>
<td>−40.4 ± 0.9</td>
<td>−41.5 ± 1.1</td>
</tr>
<tr>
<td>(n = 8)</td>
<td>(n = 6)</td>
<td></td>
</tr>
<tr>
<td><strong>AHP amplitude (mV)</strong></td>
<td>35.0 ± 2.3</td>
<td>32.3 ± 1.2</td>
</tr>
<tr>
<td>(n = 8)</td>
<td>(n = 9)</td>
<td></td>
</tr>
<tr>
<td><strong>Spike width (ms)</strong></td>
<td>1.4 ± 0.1</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>(n = 8)</td>
<td>(n = 6)</td>
<td></td>
</tr>
</tbody>
</table>

Data are given as mean ± S.E.M. AP, action potential; AHP, afterhyperpolarization. Initial values were obtained in whole cell recordings immediately after break in and in perforated patch recordings after the access resistance ($R_a$) and the action potential (AP) amplitude were stable. None of the investigated parameters differed significantly between neurons recorded in the whole cell and perforated patch configuration.
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Figure 3.1: Comparison of whole-cell and perforated patch recordings of hypothalamic SF-1 and mesencephalic dopaminergic (DA) neurons. (A) Left Current-clamp recording of a SF-1 neuron in whole cell configuration. The washout leads to the activation of $K_{ATP}$ channels resulting in the hyperpolarization of the cell. Addition of tolbutamide reversed the hyperpolarization. Right Recording of a SF-1 neuron in perforated patch configuration. No rundown/hyperpolarization could be detected. (B) Recordings of DA neurons in whole cell configuration (left) and perforated patch configuration (right) and corresponding AP frequency over time plots (upper panels). In whole-cell mode, $K_{ATP}$ activation leads to hyperpolarization of the neuron and addition of tolbutamide leads to recovery of spontaneous activity. In contrast, the perforated-patch recording remains stable over the whole time period. (C) Absolute AP frequency of DA neurons during whole cell and perforated-patch recordings at the beginning of the recording (0 min.) and after 15 min. (D) Relative AP frequency of DA neurons recorded in the whole cell and the perforated-patch configuration after 15 min. Data are normalized to the respective initial values (0 min.). (E) Relative input resistance of DA neurons recorded in whole-cell and perforated-patch mode after 15 min. Data are normalized to the respective initial values (0 min.). For details on box plots see [Materials and Methods]. *: $p \leq 0.05$, **: $p \leq 0.01$, ***: $p \leq 0.001$. AP, action potential; DA, dopaminergic; $K_{ATP}$, ATP-dependent potassium channel; SF-1, steroidogenic factor 1.
Figure 3.2: Comparison of spike-related parameters during whole cell and perforated-patch recordings. (A) Overlay of current clamp traces of a whole cell recording at the beginning of the experiment (black) and after a period of 15 min. (red). Note the decrease in AHP amplitude after 15 min. (B) Overlay of current clamp traces of a perforated-patch recording at the beginning (black) and after a period of 15 min. (red). No changes in spike form were observed during the time period. (C) Comparison of spike parameters of whole cell and perforated recordings after 15 min. recording time. Data are normalized to initial control values (0 min.). For details on box plots see Materials and Methods **: p≤0.05. AHP, afterhyperpolarization.
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3.1.2 Technical considerations

Since the aforementioned results clearly showed that the whole cell configuration did not produce reliable results, the perforated-patch configuration was used on a daily basis for the majority of experiments. Despite the technical similarities of both configurations, there are a few peculiarities which should be taken into account when using the perforated-patch configuration. After formation of a giga-seal, on-cell spikes could be observed. Due to the incorporation of ionophores into the membrane patch the recording situation gradually changed from on-cell to the perforated-patch configuration which was reflected in a decrease in series resistance and an increase in spike amplitude (figure 3.3A). A perforated-patch recording was regarded as stable when no further change in spike amplitude and membrane potential occurred (figure 3.3A right arrow). When a perforated-patch recording changed to the whole cell configuration, an abrupt increase in spike amplitude became evident (figure 3.3B arrow). Since the pipette solution did not contain ATP, the spontaneous disruption of the membrane patch was also often followed by a hyperpolarization of the neuron (due to K$_{ATP}$-channel activation).

Conversion from perforated-patch to the whole cell configuration might not always be reflected in obvious changes of the aforementioned electrophysiological parameters. Strauss et al. (2001) showed that a fluorescent dye in the pipette solution improves the control of the perforated-patch recordings. Therefore, pipettes were backfilled with a tetraethylrhodamine-dextran-containing solution allowing to visually check the integrity of the membrane patch. Due to its molecular weight of 3000 Da, tetraethylrhodamine-dextran can neither permeate through the cell membrane nor the pores made by the ionophores. The upper panel of figure 3.3C shows an intact membrane (white arrowhead) during a perforated-patch recording. After spontaneous rupture of the membrane the neuron is immediately filled with the fluorescent dye (figure 3.3C lower panel). Taken together, the combination of electrophysiological and visual criteria makes it possible to reliably use the perforated-patch technique.
3.1.3 Ionophores

Three antibiotic ionophores (nystatin, amphotericin B, gramicidin) were tested for their performance on a daily basis. Due to a more elaborate preparation process for nystatin-containing intracellular solutions which involves the use of methanol as solvent and several adjustments of the pH of the nystatin-containing solution, nystatin was discarded as an ionophore for further experiments.

Eventually, amphotericin B and gramicidin were chosen as pore-forming agents. As

![Figure 3.3](image-url)

**Figure 3.3**: Overview of the perforated-patch configuration. (A) Representative trace showing the transition from ‘on-cell’ to the ‘perforated-patch’ configuration in a dopaminergic midbrain neuron. The arrows correspond to the sections displayed below. (B) Example of the spontaneous conversion from perforated-patch to the whole cell configuration. The arrow marks the jump in spike amplitude due to break-through of the membrane patch. (C) Tetraethylrhodamin-dextran signal showing the integrity of the membrane patch (upper panel) and after break-through (lower panel)
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Table 3.2: Comparison of the effects of amphotericin B and gramicidin on spike parameters of mesencephalic DA neurons

<table>
<thead>
<tr>
<th></th>
<th>Amphotericin B</th>
<th>Gramicidin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firing Rate (Hz)</td>
<td>$2.2 \pm 0.3$ ($n = 13$)</td>
<td>$2.5 \pm 0.2$ ($n = 8$)</td>
</tr>
<tr>
<td>Input resistance (MΩ)</td>
<td>$354.1 \pm 55.1$ ($n = 8$)</td>
<td>$318.7 \pm 37.4$ ($n = 6$)</td>
</tr>
<tr>
<td>Firing Threshold (mV)</td>
<td>$-42.2 \pm 1.0$ ($n = 8$)</td>
<td>$-42.5 \pm 1.5$ ($n = 6$)</td>
</tr>
<tr>
<td>AHP amplitude (mV)</td>
<td>$31.5 \pm 2.1$ ($n = 8$)</td>
<td>$28.9 \pm 1.4$ ($n = 6$)</td>
</tr>
</tbody>
</table>

Data are given as mean ± S.E.M. AHP, afterhyperpolarization. None of the investigated parameters differed significantly between neurons recorded with amphotericin B and gramicidin.

already described in section 1.6.2 amphotericin B and gramicidin are very similar regarding their biophysical properties except for the chloride permeability. While amphotericin B possesses a slight permeability for Cl⁻-ions, gramicidin pores are impermeable for Cl⁻-ions. The analysis of AP frequency, membrane resistance, AHP amplitude, firing threshold showed no obvious differences between recordings with amphotericin B or gramicidin (see table 3.2). Additionally, neither cell shrinking nor swelling could be observed during perforated patch recordings with amphotericin B further suggesting that the chloride concentration which was used for the intracellular solution was in the same range as the physiological chloride concentration.
3.2 Regulation of SF-1 neurons in the ventromedial hypothalamus by fuel sensing signals

The effect of the adiposity signal insulin was determined in SF-1 neurons which are a subpopulation of VMH neurons (figure 3.4A). As reported previously, mice lacking SF-1 neurons develop massive obesity resulting from both hyperphagia and reduced energy expenditure, demonstrating the importance of SF-1 neurons in control of energy homeostasis (Majdic et al., 2002).

The role of insulin signaling in SF-1 neurons in control of energy homeostasis was investigated using mice with a cell-specific ablation of the insulin receptor (IR) in SF-1 neurons (SF-1\(^\Delta\)IR). On a normal chow diet (NCD), energy homeostasis related parameters like body weight and glucose homeostasis did not change in SF-1\(^\Delta\)IR mice in comparison to control animals. However, SF-1\(^\Delta\)IR mice on a high-fat diet (HFD) are protected against diet-induced leptin resistance, weight gain, adiposity and impaired glucose tolerance (Klöckener et al., 2011).

Here, the role of insulin in SF-1 neurons was investigated in greater detail on a cell-specific and network level.

3.2.1 Properties of SF-1 neurons

VMH neurons are a heterogeneous neuron population which can be distinguished based on their electrophysiological properties (Miki et al., 2001). SF-1 neurons were identified by their GFP fluorescence and recorded in the perforated-patch configuration. Subsequent analysis of basic electrophysiological properties revealed a large variability (see table 3.3).

Based on their response to hyperpolarizing current injections, SF-1 neurons could be divided into four groups (type A – D; see figure 3.4B). In type A neurons the firing frequency before and after a 1 s hyperpolarizing current injection remained largely unchanged, whereas type B neurons showed a phasic increase in firing frequency (rebound). In type C neurons the membrane potential repolarized with a delay after the 1 sec. hyperpolarization. Type D neurons had a slightly more hyperpolarized resting membrane potential and produced low-threshold spikes upon membrane hyperpolar-
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Table 3.3: Functional properties of SF-1 neurons (SF-1<sub>GFP</sub>)

<table>
<thead>
<tr>
<th></th>
<th>Capacitance (pF)</th>
<th>AP frequency (Hz)</th>
<th>Membrane potential (mV)</th>
<th>Input resistance (GΩ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean ± SEM</td>
<td>12.5 ± 3.8</td>
<td>3.5 ± 1.8</td>
<td>-46.8 ± 3.7</td>
<td>1.24 ± 0.44</td>
</tr>
<tr>
<td>minimum</td>
<td>6</td>
<td>0.8</td>
<td>-51.6</td>
<td>0.52</td>
</tr>
<tr>
<td>maximum</td>
<td>20.5</td>
<td>7.3</td>
<td>-39.2</td>
<td>2.11</td>
</tr>
<tr>
<td>n</td>
<td>14</td>
<td>13</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

An example for the morphology of SF-1 neurons is given in figure 3.4. Biocytin-staining and subsequent reconstruction revealed that SF-1 neurons project to the ARC as well as the DMH. Moreover, SF-1 neurons have arborizations in the area between ARC and VMH, a region which had previously been described as the potential site of interaction between VMH neurons ARC neurons [Sternson <i>et al.</i> 2005; van den Pol & Cassidy 1982].

To summarize, SF-1 neurons are a heterogeneous subpopulation of VMH neurons which connect the VMH to the ARC. Additionally, SF-1 neurons project to regions of the hypothalamus which are believed to contain second order neurons of the melanocortin system.
Figure 3.4: Electrophysiological properties and morphology of SF-1 neurons. (A) Immunohistochemistry for GFP which labels SF-1 neurons in the VMH of SF-1^{GFP} mice (modified from Klöckener et al. 2011). 3V, third ventricle; ARC, arcuate nucleus; DMH, dorsomedial hypothalamus; ME, median eminence; VMH, ventromedial hypothalamus). (B) Four different types of SF-1 neurons were identified based on the membrane voltage response to 1 s current injection to hyperpolarize the cell to ∼90 mV. Type C arrowhead: repolarization delay; type D arrowhead: low-threshold spike. (C) Amira\textsuperscript{®} reconstruction of a biocytin-filled SF-1 neuron (red). Note the projections to the ARC and DMH. (scale: 100 μm).
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3.2.2 Insulin hyperpolarizes and decreases the firing rate of SF-1 neurons

The effect of insulin on SF-1 neurons was investigated in wildtype SF-1 neurons (SF-1\textsuperscript{GFP}, SF-1\textsuperscript{LacZ}) and SF-1 neurons lacking the insulin receptor (IR; SF-1\textsuperscript{GFP:IR}, SF-1\textsuperscript{LacZ:IR}). Insulin is known to activate the PI3K pathway which leads to the production of PIP\textsubscript{3} (see section 1.2). Immunohistochemical analysis for PIP\textsubscript{3} was performed in mice which selectively express β-galactosidase (LacZ) in SF-1 neurons. Mice were intravenously injected with insulin. 20 min after insulin stimulation, a strong PIP\textsubscript{3} immunoreactivity could be detected in \(~40\%\) of SF-1 neurons of SF-1\textsuperscript{LacZ} mice suggesting that PIP\textsubscript{3} formation was robustly activated. Thus, insulin leads to cell-autonomous formation of PIP\textsubscript{3} in SF-1 neurons following the activation of the PI3K pathway. In contrast, insulin failed to induce PIP\textsubscript{3} formation in SF-1 neurons of SF-1\textsuperscript{LacZ:IR} mice (Klöckener et al., 2011; see figure 5.2 (Appendix)).

Perforated-patch recordings were performed in mice which selectively expressed GFP in SF-1 neurons (figure 3.4A; SF-1\textsuperscript{GFP}, SF-1\textsuperscript{GFP:IR}). In both genotypes the basic biophysical properties such as whole cell capacitance, membrane potential, firing rate and input resistance were similar (table 3.4). Insulin inhibited approximately \(~40\%\) of the SF-1\textsuperscript{GFP} neurons (figure 3.5A,C) when recordings were performed in the mediobasal VMH where most of the insulin-stimulated PIP\textsubscript{3}-formation was detectable (personal communication Tim Klöckener). The percentage of insulin responsive SF-1 neurons corresponds well to the percentage of SF-1 neurons which exhibited a strong PIP\textsubscript{3} immunoreactivity. This finding suggests that a strong activation of the PI3-kinase pathway is necessary to elicit an immediate electrophysiological response to insulin in SF-1 neurons. Upon insulin application, insulin-responsive neurons the membrane potential hyperpolarized from \(-48.2 \pm 0.7\) mV to \(-54.1 \pm 1.7\) mV (n = 6; p < 0.05; figure 3.5D (left)) and the firing rate decreased from \(2.2 \pm 0.5\) Hz to \(0.7 \pm 0.5\) Hz (n = 5; p < 0.05; figure 3.5D (right)). However, the responsiveness to insulin could not be correlated with the neuron types described in section 3.2.1 (data not shown). Co-application of tolbutamide, a specific K\textsubscript{ATP}-channel antagonist, along with insulin reversed the membrane potential and firing rate to control values (figure 3.5A,D). None of the SF-1\textsuperscript{GFP:IR} neurons were
inhibited by insulin (0 of 12; figure 3.5B, C, E). Note that insulin induced excitation in one of the SF-1\textsuperscript{GFP} neurons and two of the SF-1\textsuperscript{GFP:ΔIR} neurons.

Taken together, the results indicate that insulin activates the PI3K pathway in SF-1 neurons and that insulin hyperpolarizes the membrane potential and decreases the firing rate of a subset of SF-1 neurons by opening $K_{ATP}$-channels. Therefore, insulin signaling in SF-1 neurons is likely to act by the same mechanism as described for POMC neurons of the ARC (Plum et al. [2006a] or pancreatic β-cells (Khan et al. 2001).
Figure 3.5: Insulin effect on SF-1 neurons. (A,B) Representative recordings of identified insulin responsive SF-1-positive neurons of a SF-1\textsuperscript{GFP} mouse (A) and a SF-1\textsuperscript{GFP:IR} mouse (B) before and during addition of 200 nM insulin, followed by application of 200 µM tolbutamide. (C) Percentage of insulin-responsive SF-1 neurons from SF-1\textsuperscript{GFP} mice and SF-1\textsuperscript{GFP:IR} mice. (D) Membrane potential (left) and firing (right) of identified SF-1 neurons from SF-1\textsuperscript{GFP} mice before and during application of 200 nM insulin, followed by addition of 200 µM tolbutamide. (E) Membrane potential (left) and firing (right) of identified SF-1 neurons from SF-1\textsuperscript{GFP:IR} mice before and during application of 200 nM insulin, followed by addition of 200 µM tolbutamide. For details on box plots see Materials and Methods. *: \(p \leq 0.05\); **: \(p \leq 0.01\).
3.2.3 Ablation of insulin receptors in SF-1 neurons alters synaptic connectivity in HFD mice

Unidentified VMH neurons have been reported to provide glutamatergic input on POMC neurons of the ARC (Sternson et al., 2005). Biocytin-stainings of individual SF-1 neurons revealed that SF-1 neurons also innervate the area between the VMH and ARC which is thought to function as a ‘relay’ between VMH and ARC neurons (for an example see figure 3.4C), suggesting that SF-1 neurons might provide synaptic input to POMC neurons. To elucidate the nature of the microcircuit of SF-1 and POMC neurons and to investigate the impact of insulin signaling on the network level, measurements of postsynaptic currents in POMC neurons were performed. Because insulin signaling dependent alterations in several energy homeostasis related parameters become evident when mice are given a high-fat diet (HFD; see section 3.2), measurements were performed using POMC<sup>GFP</sup> and POMC<sup>GFP</sup>,<sup>SF-1<sup>∆IR</sup></sup> HFD mice.

In HFD mice in which the insulin receptor (IR) was inactivated in SF-1 neurons the IPSC frequency measured in POMC neurons was lower than in control HFD animals (POMC<sup>GFP</sup>: 2.3 ± 0.4 Hz; p < 0.05; POMC<sup>GFP</sup>,<sup>SF-1<sup>∆IR</sup></sup>: 1.1 ± 0.3 Hz; figure 3.6C). The EPSC frequency did not differ between POMC neurons of POMC<sup>GFP</sup> and POMC<sup>GFP</sup>,<sup>SF-1<sup>∆IR</sup></sup> mice (POMC<sup>GFP</sup>: 0.7 ± 0.2 Hz; POMC<sup>GFP</sup>,<sup>SF-1<sup>∆IR</sup></sup>: 1.2 ± 0.4 Hz; figure 3.6C).

Comparison of absolute frequencies might lead to misinterpretations in terms of the actual ratio between inhibitory and excitatory input for individual neurons. The ratio of the IPSC to EPSC frequency was calculated for every investigated neuron, revealing that the relative contribution of the excitatory input is significantly increased in POMC neurons of POMC<sup>GFP</sup>,<sup>SF-1<sup>∆IR</sup></sup> mice. (POMC<sup>GFP</sup>: 0.29 ± 0.05; POMC<sup>GFP</sup>,<sup>SF-1<sup>∆IR</sup></sup>: 0.51 ± 0.09; p < 0.05; figure 3.6D).

Thus, cell-specific ablation of the IR in SF-1 neurons promotes the increase of excitatory drive on POMC neurons of the ARC.
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Figure 3.6: Alterations in synaptic connectivity in POMC neurons of POMCGFP;SF-1\textsuperscript{DeltaIR} on a high-fat-diet. (A, B) Representative traces of postsynaptic currents of POMC neurons in POMCGFP (A) and POMCGFP;SF-1\textsuperscript{DeltaIR} HFD mice (B). Arrowheads mark the position of the current sections in the right panel. (C) Absolute excitatory and inhibitory frequencies of POMC neurons in POMCGFP and POMCGFP;SF-1\textsuperscript{DeltaIR} HFD mice. (D) Contribution of excitatory synaptic input relative to the total synaptic input on POMC neurons. For details on box plots see Materials and Methods. *: $p \leq 0.05$. 
3.3 Regulation of mesencephalic dopaminergic midbrain neurons by fuel sensing signals

In the previous chapters the role of insulin signaling in SF-1 neurons, a subpopulation of hypothalamic neurons in control of energy homeostasis, was thoroughly investigated. Only recently, evidence has emerged that fuel sensing signals such as the peripheral hormones leptin, insulin and ghrelin might also exert direct effects on other neural circuits, such as the dopaminergic (DA) system which is implicated in mediating reward behavior and motivational aspects of feeding behavior (Figlewicz & Benoit, 2009).

To investigate the role of insulin signaling in mesencephalic DA neurons located in the substantia nigra pars compacta (SNpc) as well as the ventral tegmental area (VTA), mice with a cell-specific deletion of the IR in tyrosine hydroxylase (Th) expressing neurons (Th\(^{\Delta IR}\)) were generated. Ablation of the IR in Th-positive neurons results in increased body weight, increased fat mass, and hyperphagia. Moreover, under food-restricted conditions the response to the motor-activating effects of cocaine is altered in Th\(^{\Delta IR}\) mice compared to wildtype mice (Könner et al., 2011). Taken together, these findings suggest an important role for insulin signaling in the DA circuitry as a potential link between the control of food intake and the reward circuitry.

To understand how these phenotypic alterations are mediated by insulin signaling, the effect of insulin on mesencephalic DA neurons was investigated in detail on the single cell level and the network level.

3.3.1 Properties of mesencephalic dopaminergic neurons

For control measurements, a total amount of 60 neurons was recorded. Of these cells, the majority was located in the SNpc (88%). The remainder was recorded in the adjacent VTA (12 %). The electrophysiological data of SNpc and VTA neurons were pooled since they were not significantly different on the level of analysis used here (data not shown).

Putative DA neurons were identified using electrophysiological criteria which have been established in DA neurons in the SNpc (Grace & Onn, 1989; Lacey et al., 1989; Liss et al., 1990; Richards et al., 1997; Uchida et al., 2000; Yung et al., 1991). The
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The main criteria which were used to identify DA neurons are: 1.) large cell bodies with bipolar and multipolar somata shapes (figure 3.7B), 2.) spontaneous, low frequency (~2 – 4 Hz) pacemaker-like activity (figure 3.7A), 3.) broad action potentials (APs) with large afterhyperpolarizations (AHPs), 4.) a large hyperpolarization-activated current ($I_h$; figure 3.7C) and 5.) inhibition by dopamine which is caused by the activation of a D$_2$-autoreceptor (D2R) linked G-protein activated potassium conductance (GIRK; figure 3.7D).

However, it has been reported that the aforementioned criteria do not reliably predict DA neurons in the VTA (Margolis et al., 2006). Since there is a general agreement that GABAergic (non-DA) neurons do not have an $I_h$ (Cameron et al., 1997; Jones & Kauer, 1999) and only a small number of VTA neurons were used in this study the contribution of TH-negative (non-DA) neurons to the observed effects presented in the thesis is likely to be very small and therefore not regarded as problematic.

DA neurons which were identified using the aforementioned criteria had large cell bodies (membrane capacitance: $49.8 \pm 0.9$ pF, $n=45$) and exhibited a membrane conductance density of $58.5 \pm 2.7$ pS/pF ($n=36$). 85% were spontaneously active ($2.3 \pm 0.1$ Hz, $n=51$) and fired in a regular pacemaker-like manner. The precision of the pacemaker was estimated by calculating the coefficient of variation (CV; see Materials and Methods) which was only $12.0 \pm 1.0\%$ ($n=31$) of the mean interspike interval (ISI), which is in line with previous studies (Wolfart et al., 2001). The spike-related parameters were also in the previously reported range for mesencephalic DA neurons (spike threshold: $-42.7 \pm 0.5$ mV, $n=31$; spike width: $2.0 \pm 0.1$ ms, $n=21$; AHP amplitude: $32.0 \pm 0.9$ mV, $n=31$; Richards et al., 1997; Yung et al., 1991).
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Figure 3.7: Electrophysiological properties and morphology of mesencephalic DA neurons. (A) Left panel, Representative current-clamp recording of a DA neuron and the corresponding ISI histogram (right panel). The ISI frequency distribution was fit with a single Gaussian function (red line) which was used to calculate the coefficient of variation (CV). (B) Upper and lower panel Biocytin-stainings of two DA neurons showing different projection patterns. Scale bar 20 µm. (C) Left panel Membrane voltage response to 3s current injection to initially hyperpolarize the cell to ~-120 mV revealing a large ‘sag’ component which is mediated by the activation of $I_{h}$. Right panel Voltage-clamp recording demonstrating the large $I_{h}$ in DA neurons. $I_{h}$ was evoked with voltage steps from -60 mV to -130 mV. (D) Current-clamp recording of a DA neuron before and during application of dopamine (10 µM) demonstrating the inhibitive effect of dopamine on DA neurons. Subsequent application of the D2R-specific antagonist (-)-sulpiride (1 µM) leads to a complete recovery of membrane potential and firing frequency. CV, coefficient of variation; D2R, D2 receptor; DA, dopamine; $I_{h}$, hyperpolarization-activated current; ISI, interspike interval.
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3.3.2 Insulin activates the PI3-kinase pathway and increases the activity of mesencephalic dopaminergic neurons

The impact of insulin signaling on DA mesencephalic neurons was analyzed in mice lacking the IR specifically in TH-expressing cells (Th\textsuperscript{LacZ:ΔIR}, Th\textsuperscript{ΔIR}) and their wildtype littermates (Th\textsuperscript{LacZ}, Th\textsuperscript{fl/fl}).

First, the number of Th-positive neurons in the SNpc and the VTA was compared between control and Th\textsuperscript{ΔIR} mice to address whether ablation of the IR has an influence on the development and/or maintenance of mesencephalic DA neurons. Ablation of the IR does not change the number of Th-positive neurons (figure 3.8A,B; Könner et al., 2011). Previous studies have shown that insulin activates the PI3K pathway in a variety of brain regions, i.e. the ventromedial hypothalamus or the nucleus arcuatus (Klöckener et al., 2011; Plum et al., 2006a). Since activation of the PI3K pathway could also be observed in the VTA (Figlewicz et al., 2007), the effect of TH-neuron specific IR-deficiency was investigated in mice which selectively express β-galactosidase (LacZ) in TH-expressing neurons (Th\textsuperscript{LacZ:ΔIR},Th\textsuperscript{LacZ}). Immunohistochemical analysis for PIP\textsubscript{3} revealed that PIP\textsubscript{3} formation was strongly activated in ∼50% of mesencephalic DA neurons of control mice 10 min after intravenous insulin stimulation (figure 3.8C,D upper panels; Könner et al., 2011). In contrast, insulin failed to induce PIP\textsubscript{3} formation in Th-positive neurons of Th\textsuperscript{ΔIR} mice whereas PIP\textsubscript{3} formation in Th-negative neurons remained unaltered (figure 3.8 C,D lower panels; Könner et al., 2011).

Taken together, these data show that insulin is able to efficiently activate the PI3K signal cascade in mesencephalic DA neurons of control mice and that insulin signaling is specifically inactivated in IR-deficient midbrain DA neurons.
Figure 3.8: Immunohistochemical characterization of Th-positive neurons of Th^ΔIR and control mice. (A) Representative sections from control and Th^ΔIR animals. Scale bar: 50 µm. (B) Quantification of the total numbers of Th-expressing neurons in control and Th^ΔIR animals. (C) Double immunohistochemistry for lacZ and PIP3 in neurons of Th^{LacZ} and Th^{LacZ:ΔIR} reporter mice. A representative section is shown. Blue (DAPI), DNA; red, β-gal (Th-expressing neurons); green, PIP3. Red arrowhead, Th-expressing neuron; white arrowhead, Th-negative neuron. (D) Quantification of PIP3 immunoreactivity of Th-expressing neurons in Th^{LacZ} (upper panel) and Th^{LacZ:ΔIR} (lower panel) reporter mice after saline or insulin stimulation for 10 min. (Modified from Könner et al., 2011).
Perforated-patch recordings were performed in IR-deficient Th^{AIR} mice and control littermates. The spontaneous spike frequency was not different between control and Th^{AIR} DA neurons (controls: 2.1 ± 0.2 Hz, n=25; IR^{ATh}: 1.8 ± 0.2 Hz, n=27; p > 0.05; data not shown). In ∼59% (10 out of 17) of control midbrain DA neurons insulin (200 nM) significantly increased the spike frequency from 2.1 ± 0.4 Hz to 2.9 ± 0.5 Hz (p < 0.01; figure 3.9A,B). The percentage of insulin-responsive neurons is in the same range as the percentage of DA neurons which have exhibited a strong PIP_3 immunoreactivity suggesting that a strong activation of the PI3K pathway mediates the immediate electrophysiological response to insulin in DA neurons. In contrast, in DA neurons of IR^{ATh} mice the spike frequency did not change significantly (control: 1.9 ± 0.4 Hz; insulin: 1.9 ± 0.4 Hz, n=10, p > 0.05; figure 3.9A,C) and only one neuron out of ten responded to insulin (figure 3.9C,D).

Analysis of synaptic input revealed decreased excitatory postsynaptic currents (EPSC) frequency in IR^{ATh} DA neurons as compared to control DA neurons (controls: 2.2 ± 0.2 Hz, n=6; IR^{ATh}: 1.0 ± 0.3 Hz, n=6; p < 0.01; figure 3.9E) while the frequency of the inhibitory postsynaptic currents (IPSCs) was unaltered (controls: 3.2 ± 0.5 Hz, n=6; IR^{ATh}: 3.3 ± 0.5 Hz, n=6; p > 0.05; data not shown). Furthermore, the ratio of the EPSC frequency relative to the total PSC frequency was calculated for every investigated neuron. The relative contribution of the excitatory input is also significantly decreased in DA neurons of Th^{AIR} mice compared to DA neurons of control animals (control: 41.6 ± 1.6%, n=6; Th^{AIR}: 22.3 ± 7.1%, n=6; p < 0.05).

Taken together the results show that insulin modulates the intrinsic firing properties in a subset of midbrain DA neurons. Furthermore, the IR pathway is involved in the establishment or maintenance of excitatory synaptic connections in midbrain DA neurons or in increasing the activity of excitatory presynaptic neurons.
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Figure 3.9: Insulin increases the activity of mesencephalic DA neurons. (A) Top: Peristimulus time histogram (bin width: 60 sec) of recordings from a control (left) and an ThΔIR neuron (right) during insulin (200 nM) application. Bottom: original traces from the recordings shown above at two different time points (indicated by numbers). (B,C) Effect of insulin on the spike frequency of mesencephalic DA neurons from control mice (B) and ThΔIR mice (C). Left panels: Dots and triangles indicate the change in firing frequency of the individual neurons (control: n=17; ThΔIR: n=10). Red triangles, insulin-responsive cells according to the 3 times SD criterion (see Materials and Methods); black dots, non-responsive cells. Right panels: Change in absolute firing frequency in control and ThΔIR animals. (D) Percentage of control (10/17) and ThΔIR (1/10) neurons that responded to bath application with a significant increase in firing frequency. (E) Absolute frequencies of postsynaptic currents (PSCs) of DA neurons of control (n=6) and ThΔIR (n=6) mice. (F) Contribution of excitatory synaptic input relative to the total synaptic input on DA neurons in control and ThΔIR mice. (G) Representative traces of PSCs of DA neurons in control and ThΔIR mice. For details on box plots see Materials and Methods. *: p<0.05; **: p<0.01. DA, dopaminergic; SD, standard deviation.
3.3.3 The excitatory effect of insulin on mesencephalic dopaminergic neurons is cell-intrinsic

To rule out the possibility that the observed excitatory effect of insulin on mesencephalic DA neurons is indirectly caused by presynaptic effects, additional experiments were conducted under conditions where synaptic transmission was blocked. DA neurons were synaptically isolated by application of CNQX, DAP-5 (block of excitatory synaptic input) and picrotoxin (block of inhibitory synaptic input). These conditions lead to an increase in firing frequency, indicating that the net synaptic input on DA neurons is inhibitory (control: 1.9 ± 0.4 Hz; synaptic blockers: 2.2 ± 0.4 Hz; \( n=8; \ p<0.05 \); data not shown). Subsequent application of insulin (200 nM) increased the firing frequency comparable to the experiments performed without blockers (control: 2.3 ± 0.4 Hz; insulin: 2.8 ± 0.4 Hz; \( n=6; \ p<0.001 \)). Moreover, the membrane conductance density decreased from 53.0 ± 6.4 pS/pF (control) to 42.3 ± 3.9 pS/pF during insulin application (200 nM; \( p<0.05; n=5 \); figure 3.10A,B).

The analysis of the AP waveform before and during insulin application showed that there is a significant change in spike amplitude (control: 87.1 ± 4.0 mV, insulin: 81.3 ± 3.8 mV, \( n=5, \ p<0.01 \)), AHP amplitude (AHP; control: 30.9 ± 2.3 mV, insulin: 28.6 ± 2.7, \( n=5, \ p<0.05 \)) and AHP membrane potential (control: -71.4 ± 2.6 mV, insulin: -68.3 ± 2.9, \( n=5, \ p<0.01 \); see table 3.5).

Table 3.5: Spike properties of mesencephalic DA neurons before and after insulin application

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Insulin (200 nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold (mV)</td>
<td>−40.2 ± 1.5</td>
<td>−39.0 ± 2.1</td>
</tr>
<tr>
<td>Amplitude (mV)</td>
<td>87.1 ± 4.0</td>
<td>81.3 ± 3.8**</td>
</tr>
<tr>
<td>Width (ms)</td>
<td>1.4 ± 0.1</td>
<td>1.4 ± 0.1</td>
</tr>
<tr>
<td>AHP Amplitude (mV)</td>
<td>30.9 ± 2.3</td>
<td>28.6 ± 2.7*</td>
</tr>
<tr>
<td>( E_M ) of AHP (mV)</td>
<td>−71.4 ± 2.6</td>
<td>−68.3 ± 2.9**</td>
</tr>
</tbody>
</table>

Data are given as mean ± S.E.M. AHP, afterhyperpolarization; \( E_M \), membrane potential. * \( p<0.05 \), ** \( p<0.01 \) – significantly different from control.
Figure 3.10: The insulin effect on mesencephalic DA neurons is cell-intrinsic. (A) Perforated-patch recording of a SNpc DA neuron which was isolated from synaptic input before and during insulin (200 nM) application. Top: Peristimulus histogram (bin width: 60s) of the perforated patch recording depicted in the middle panel. Bottom: Excerpts of the recording (middle) at two different time points indicated by numbers. (B,C) Effect of insulin (200 nM) on the spike frequency (B, n=6) and conductance density (C, n=5) of synaptically isolated SNpc DA neurons. For details on box plots see Materials and Methods. ***: p < 0.001, **: p < 0.01, *: p < 0.05, n.s.: p ≥ 0.05. DA, dopaminergic; SNpc, substantia nigra pars compacta.
3.3.4 Wortmannin reverses the excitatory effect of insulin

Immunohistochemical analysis revealed that insulin activates the PI3K pathway in DA neurons resulting in the formation of PIP$_3$ (figure 3.8B; Könner et al., 2011). To determine if the observed effect of insulin on the activity of DA neurons is mediated by the PI3K pathway, experiments with wortmannin (1 μM), a specific inhibitor of PI3K, were conducted. Application of wortmannin along with insulin reversed the excitatory effect of insulin (control: 2.6 ± 0.6 Hz, insulin: 3.1 ± 0.7 Hz, wortmannin: 2.6 ± 0.6 Hz, n=5, p < 0.01 [control vs. insulin, insulin vs. wortmannin]; figure 3.11C).

These results indicate that the activation of the PI3K pathway mediates the modulation of electrophysiological properties induced by insulin.

---

Figure 3.11 (following page): Wortmannin reverses the excitatory effect of insulin on mesencephalic DA neurons. (A) Perforated-patch recording of a SNpc DA neuron before, during insulin (200 nM) application and further addition of wortmannin (1 μM). Top: Peristimulus histogram (bin width: 60s) of the perforated-patch recording depicted in the middle panel. Bottom: Excerpts of the recording (middle) at three different time points indicated by numbers. (B) left: Overlay of spike traces of a perforated-patch recording of a SNpc DA neuron before (black), during insulin application (blue) and further addition of wortmannin (red). Right: Absolute frequencies of SNpc DA neurons before, during insulin (200 nM) application and further addition of wortmannin (1 μM; n=5). horizontal lines, mean; **: p < 0.01. DA, dopaminergic; SNpc, substantia nigra pars compacta.
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3.4 Regulation of mesencephalic dopaminergic midbrain neurons by the obesity-associated Fto gene

In the previous chapter, it has been demonstrated that the DA circuitry can be modulated by hormones such as insulin suggesting that DA signaling might also be involved in the regulation of energy homeostasis. Besides the dysregulation of fuel-related signals, variation of certain genetic factors (e.g. Fto) are associated with the development of obesity (O’Rahilly, 2009).

To investigate the role of Fto in the function of the dopaminergic midbrain circuitry perforated-patch clamp recordings were performed in mice which lack Fto in every cell of the body (Fto−/−) and in mice in which Fto is specifically deleted in cells which express the dopamine transporter (DAT), one of the main characteristics of mesencephalic DA neurons (DATΔFto). Control measurements were conducted in the respective littermates, Fto+/+ and Ftofl/fl.

3.4.1 Fto alters cocaine-induced responses of mesencephalic dopaminergic neurons

To analyse the functionality of the DA circuitry in control (Fto+/+) and Fto-deficient (Fto−/−) mice cocaine was used as a pharmacological tool. Cocaine has been demonstrated to exert numerous of its behavioral effects via modulation of different sites of the DA circuitry (ventral tegmental area [VTA], substantia nigra [SN], caudate putamen [CPu], nucleus accumbens [NAc]; Chiara & Imperato, 1988; Ungless et al., 2001).

Ablation of the Fto gene does not change the number of Th-positive neurons (figure 3.12A; courtesy of M. Heß) suggesting that the Fto gene does not influence the development and/or maintenance of mesencephalic DA neurons. The ability of cocaine to modulate the activity of the DA circuitry was assessed by comparing cocaine-induced c-fos expression both in the midbrain (SN/VTA), the CPu and the NAc of Fto+/+ and Fto−/− mice, respectively (figure 3.12B; M. Heß). While cocaine application resulted in a robust stimulation of c-fos expression in Fto+/+ mice, cocaine did not induce c-fos expression in the SN/VTA as well as in the CPu was abolished in Fto−/− mice.

To investigate potential alterations of mesencephalic DA neurons in the absence of
Fto expression on a single cell level, electrophysiological properties of DA neurons of Fto\textsuperscript{+/+} and Fto\textsuperscript{-/-} mice and the response towards cocaine were compared.

The firing rate and the precision of pacemaker firing expressed as coefficient of variation (CV) are not significantly different between SNpc DA neurons of Fto\textsuperscript{+/+} and Fto\textsuperscript{-/-} mice (see table 3.6). However, analysis of basic biophysical properties and spike parameters revealed that Fto\textsuperscript{-/-} neurons differed significantly from control neurons in terms of input resistance (Fto\textsuperscript{+/+}: 356.0 ± 18.2 MΩ, n=24; Fto\textsuperscript{-/-}: 461.0 ± 29.4 MΩ, n=29; p < 0.01), conductance density (Fto\textsuperscript{+/+}: 58.2 ± 3.1 pS/pF, n=21; Fto\textsuperscript{-/-}: 47.7 ± 2.8 pS/pF, n=26; p < 0.05) and spike threshold (Fto\textsuperscript{+/+}: -42.6 ± 0.7 mV, n=17; Fto\textsuperscript{-/-}: -45.2 ± 0.6 mV, n=21; p < 0.01; see table 3.6) under basal conditions.

Bath application of cocaine (10 µM for 10 min) reduced the firing frequency of DA neurons of Fto\textsuperscript{+/+} mice on average by 80% (figure 3.12C,D). During a wash with saline the firing rate reversed and even rebounded to levels 69% above the control (figure 3.12C,D; 5.4). A second cocaine application during the rebound also reduced the firing significantly. A consecutive wash increased the firing rate to levels of the rebound after the first cocaine application. In contrast, cocaine reduced the firing rate by approximately 46% in DA neurons of Fto\textsuperscript{-/-} mice which is significantly less than its effect on control neurons. A wash reversed the firing to control levels without causing a rebound (figure 3.12C,D). A second application of cocaine with a consecutive wash had the same effect as the first application (figure 3.12C,D).

Thus, disruption of Fto expression clearly altered the response of DA neurons to cocaine.
Table 3.6: Electrophysiological parameters of Fto<sup>+/+</sup> and Fto<sup>-/-</sup> SNpc DA neurons

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fto&lt;sup&gt;+/+&lt;/sup&gt; (Control)</th>
<th>Fto&lt;sup&gt;-/-&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole-cell capacitance (pF)</td>
<td>50.7 ± 1.4 (n = 22)</td>
<td>49.9 ± 1.8 (n = 27)</td>
</tr>
<tr>
<td>Firing Rate (Hz)&lt;sup&gt;†&lt;/sup&gt;</td>
<td>2.1 ± 0.1 (n = 24)</td>
<td>1.9 ± 0.2 (n = 24)</td>
</tr>
<tr>
<td>Coefficient of variation [CV] (%)&lt;sup&gt;†&lt;/sup&gt;</td>
<td>11.5 ± 1.2 (n = 23)</td>
<td>10.6 ± 1.1 (n = 16)</td>
</tr>
<tr>
<td>Membrane Potential (mV)</td>
<td>−59.0 ± 0.7 (n = 20)</td>
<td>−58.8 ± 0.7 (n = 25)</td>
</tr>
<tr>
<td>Input resistance (MΩ)</td>
<td>356.0 ± 18.2 (n = 24)</td>
<td>461.0 ± 29.4&lt;sup&gt;**&lt;/sup&gt; (n = 29)</td>
</tr>
<tr>
<td>Conductance density (pS/pF)</td>
<td>58.2 ± 3.1 (n = 21)</td>
<td>47.7 ± 2.8&lt;sup&gt;*&lt;/sup&gt; (n = 26)</td>
</tr>
<tr>
<td>Firing Threshold (mV)</td>
<td>−42.6 ± 0.7 (n = 17)</td>
<td>−45.2 ± 0.6&lt;sup&gt;**&lt;/sup&gt; (n = 21)</td>
</tr>
<tr>
<td>Spike width (ms)</td>
<td>2.0 ± 0.1 (n = 17)</td>
<td>2.1 ± 0.1 (n = 21)</td>
</tr>
<tr>
<td>AHP amplitude (mV)</td>
<td>33.0 ± 1.2 (n = 17)</td>
<td>30.3 ± 1.2 (n = 21)</td>
</tr>
</tbody>
</table>

Data are given as mean ± S.E.M. AHP, afterhyperpolarization. <sup>†</sup> only spontaneously active neurons were analyzed.

†: *p < 0.05, **: *p < 0.01 – significantly different from control.

---

Figure 3.12 (following page): Modified cocaine responsiveness in SNpc DA neurons of Fto<sup>-/-</sup> mice. (A) Quantification of the total numbers of TH-expressing neurons in Fto<sup>+/+</sup> and Fto<sup>-/-</sup> animals. Immunohistochemistry for TH was performed in SN/VTA sections from Fto<sup>+/+</sup> and Fto<sup>-/-</sup> animals. Total number of TH-positive cells in Fto<sup>+/+</sup> and Fto<sup>-/-</sup>-mice are given as mean ± SEM (n=3 for each genotype; modified from M. Heß). (B) Quantitative real-time PCR analysis of cocaine-induced c-Fos expression of the SN/VTA, CPu and NAc in Fto<sup>+/+</sup> vs. Fto<sup>-/-</sup> mice. Results are expressed as relative c-Fos expression ± SEM (Fto<sup>+/+</sup>: n=7 [NaCl=3, cocaine=4]; Fto<sup>-/-</sup>: n=7 [NaCl=3, cocaine=4]; modified from M. Heß). (C) Recordings of SNpc DA neurons from a Fto<sup>+/+</sup> and a Fto<sup>-/-</sup> mouse before, during and after two consecutive applications of cocaine (10 µM). The upper traces represent the firing rates during the entire experiments, the lower traces show sections of the original recordings at times as indicated in the upper traces. For details on box plots see Materials and Methods. (D) Relative changes in SNpc DA neuron firing rate induced by cocaine in Fto<sup>+/+</sup> (n=7) and Fto<sup>-/-</sup> mice (n=5). Data are given as mean ± SEM. ***: *p < 0.001, **: *p < 0.01, *: *p < 0.05, n.s.: *p ≥ 0.05. CPu, caudate putamen; DA, dopaminergic; NAc, nucleus accumbens; SNpc, substantia nigra pars compacta; VTA, ventral tegmental area.
**Results**

(A) Images showing SN/VTA sections with FTO+/+ and FTO-/- genotypes.

(B) Bar graphs showing relative expression of c-fos following cocaine treatment, with ** indicating significant differences.

(C) Graphs illustrating the changes in relative firing rate over time with different cocaine treatments and drug washes.

(D) Box plots comparing the relative firing rate with different genotypes and treatments.

(E) Graphs showing the relative firing rate with cocaine treatment at 10 µM, with * indicating significant differences and ns indicating non-significant differences.
3.4.2 Fto regulates D₂-receptor-dependent control of firing in mesencephalic DA neurons in a cell-autonomous manner

Cocaine indirectly affects the activity of mesencephalic DA neurons by blocking the DAT. As a result, the dopamine concentration increases which in turn results in an elevated activation of dopamine receptors. Mesencephalic DA neurons express D2Rs which inhibit firing of SN/VTA neurons upon activation by dopamine \( (\text{figure } 3.7D; \text{Lacey et al., } 1989; \text{Uchida et al., } 2000). \)

To directly address the role of Fto in controlling D2R-mediated signaling, the ability of the selective D2R agonist (-)quinpirole to alter the electrophysiological properties of DA neurons in Fto\(^{+/+}\) and Fto\(^{-/-}\) mice was investigated. While quinpirole (10 nM) inhibited firing in DA neurons of Fto\(^{+/+}\) mice almost completely, the effect of quinpirole on DA neurons of Fto\(^{-/-}\) mice was significantly attenuated (figure 3.13A; Fto\(^{+/+}\): 23.4 ± 8.8 %, \( n=8 \); Fto\(^{-/-}\): 50.6 ± 11.4 %, \( n=5 \); \( p < 0.05 \); relative values are normalized to control firing before (-)-quinpirole [10 nM] application). Similarly, the density of the quinpirole induced conductance (D2R mediated) in dopaminergic neurons was largely attenuated in cells from Fto\(^{-/-}\) compared to those from Fto\(^{+/+}\) mice (figure 3.13B; Fto\(^{+/+}\): 88.5 ± 11.4 pS/pF, \( n=12 \); Fto\(^{-/-}\): 58.7 ± 9.9 pS/pF, \( n=9 \); \( p < 0.05 \)).

In summary, these experiments clearly demonstrate that Fto modulates the activity of DA neurons via a D2R-dependent mechanism on an electrophysiological level. To further substantiate the previously described finding, realtime PCR analyses were performed which confirmed a significant reduction of D2R in the SN/VTA of Fto\(^{-/-}\) mice compared to Fto\(^{+/+}\) mice. Moreover, mRNAs for the dopamine transporter (DAT) as well as tyrosine hydroxylase (TH) are also downregulated in Fto\(^{-/-}\) mice (figure 3.13D; M. Heß).

To address whether Fto controls D2R-activation in a DA neurons in a cell-autonomous manner, the cocaine response was investigated in mice where the Fto gene was specifically inactivated in DA neurons (DAT\(^{\Delta Fto}\)) and their respective control littermates (Fto\(^{\text{fl/fl}}\)). DA neurons of control mice showed a cocaine response which was similar to the cocaine-induced reduction in firing rate of DA neurons of Fto\(^{+/+}\) mice. The cocaine response of DA neurons of DAT\(^{\Delta Fto}\) was significantly attenuated compared
to DA neurons of control mice (figure 3.13E; control: 23.4 ± 9.6 %, n=10; DAT$^{\Delta Fto}$: 49.9 ± 9.7 %, n=7; $p < 0.05$) and thus in line with the findings in DA neurons of the whole body Fto knockout (Fto$^{-/-}$).

Taken together, these experiments clearly suggest that Fto regulates D2R-dependent control of firing in dopaminergic midbrain neurons and that this Fto-dependent effect on D2R-signaling occurs on a cell-intrinsic level. The profound changes on a cellular level are further reflected on the behavioral level, since Fto inactivation (cell-specific as well as body wide) attenuates cocaine-induced behavioral responses.

Figure 3.13: Fto regulates the activity of DA neurons via a D2R-dependent mechanism. (A) left panel: Perforated-patch recordings of SNpc DA neurons of Fto$^{+/+}$ and Fto$^{-/-}$ mice before and during application of 10 nM quinpirole. right panel: Relative changes in SNpc DA neuron firing rate induced by quinpirole in Fto$^{+/+}$ (n=8) and Fto$^{-/-}$ mice (n=5). (B) D2R-dependent net conductance density elicited by 1 µM quinpirole in SNpc DA neurons of Fto$^{+/+}$ and Fto$^{-/-}$ mice. (C) Quantitative real-time PCR analysis of midbrain tissue to assess type 2 dopamine receptor (D2R), DAT and TH expression in Fto$^{+/+}$ and Fto$^{-/-}$ mice. (D) left panel: Perforated patch recordings of SNpc DA neurons of Fto$^{+/+}$ and DAT$^{\Delta Fto}$ mice before and during application of 10 µM cocaine. right panel: Relative changes in SNpc DA neuron firing rate induced by cocaine in Fto$^{+/+}$ (n=10) and Fto$^{\Delta Fto}$ mice (n=7). Data are given as mean ± SEM. *: $p < 0.05$, n.s.: $p ≥ 0.05$. CPu, caudate putamen; D2R, dopamine type 2 receptor; DA, dopaminergic; DAT, dopamine transporter; GIRK, G-Protein activated inwardly rectifying potassium channel; NAc, nucleus accumbens; SNpc, substantia nigra pars compacta; TH, tyrosine hydroxylase; VTA, ventral tegmental area.
**3.4.3 D2R-signaling is necessary for cocaine-induced ‘rebound’**

In DA neurons of control littermates (Fto\(^{+/+}\)), the initial response to cocaine is a hyperpolarization which is caused by D2R-dependent activation of G-protein coupled inwardly rectifying potassium channels (GIRK; figure 3.12C,D). During the washout of cocaine an \(~\sim 1.5\)-fold increase in firing rate (‘rebound’) could be observed in DA neurons of Fto\(^{+/+}\) mice. In contrast, DA neurons of mice with a full body Fto knockout (Fto\(^{-/-}\)) which were treated the same way lack the rebound (figure 3.12C,D).

Since previous experiments have already demonstrated that Fto regulates D2R-signaling, the role of D2R-signaling for the occurrence of rebound excitation in DA neurons was further investigated in Fto\(^{+/+}\) mice. In order to abolish D2R-signaling in DA neurons, (-)sulpiride (1 \(\mu\)M), a specific D2R antagonist, was used. Application of sulpiride resulted in a slight but not significant increase in firing rate and conductance density indicating a low activation state of D2Rs and downstream targets (GIRKs) under control conditions which is in accordance with previous studies (Lacey et al., 1990; firing rate, control: 2.9 \(\pm\) 0.2 Hz, sulpiride: 3.1 \(\pm\) 0.2 Hz, \(n=8\), \(p \geq 0.05\); conductance density, control: 45.1 \(\pm\) 8.0 pS/pF, sulpiride: 46.3 \(\pm\) 7.6 pS/pF, \(n=6\), \(p \geq 0.05\); data not shown). Additional application of 10 \(\mu\)M cocaine had no effect on DA neurons, since cocaine-dependent inhibition of DA neurons relies on D2R-dependent signaling. Also the rebound excitation during cocaine washout was completely abolished in the presence of sulpiride (figure 3.14A,C).

These results clearly demonstrate that D2R-dependent signaling is mandatory for the occurrence of cocaine-induced rebound excitation.
**Figure 3.14:** D2R-signaling is necessary for cocaine-induced rebound excitation in DA neurons of control mice. (A) Peristimulus histogram (PSTH) of the perforated patch recordings of SNpc DA neurons from control mice (Fto\(^{+/+}\)) before, during and after application of cocaine (10 µM) in the presence of (-)-sulpiride (1 µM), a specific D2R antagonist. (B) Original recordings at times as indicated in the PSTH. (C) Relative changes in SNpc DA neuron firing rate before, during and after cocaine treatment in DA neurons of Fto\(^{+/+}\) (n=7) mice under conditions where D2R-signaling is blocked. n.s.: \( p \geq 0.05 \). D2R, dopamine type 2 receptor; DA, dopaminergic; PSTH, peristimulus histogram; SNpc, substantia nigra pars compacta.
3.4.4 Fto affects the pacemaker efficacy in mesencephalic dopaminergic neurons of cocaine-sensitized animals

In the previous chapters it has been demonstrated that mesencephalic DA neurons of Fto-deficient (Fto⁻/⁻) and control (Fto⁺/⁺) mice respond differently towards acute cocaine stimulation which is also reflected in different behavioral responses towards cocaine between Fto⁻/⁻ and control mice. A single injection of cocaine significantly increased locomotor activity by ∼3.7-fold in control mice (figure 3.15A; M. Heß), but did not significantly induce locomotor activity in Fto⁻/⁻ mice beyond the degree of saline-treated animals (figure 3.15A; M. Heß). Moreover, while repeated daily cocaine injections over 5 days caused a sensitization for the ability of cocaine to activate locomotor activity in control mice, even repeated cocaine injections failed to significantly activate locomotor activity in Fto⁻/⁻ mice.

To further investigate the differences between Fto⁺/⁺ and Fto⁻/⁻ mice upon repeated cocaine exposure on a cellular level, perforated-patch recordings of SNpc DA neurons were performed in Fto⁺/⁺ and Fto⁻/⁻ mice which had never been treated with cocaine (naïve) and animals which had received intraperitoneal cocaine injections for 5 consecutive days (sensitized).

Analysis of basic electrophysiological parameters revealed that SNpc DA neurons of cocaine-sensitized animals are significantly smaller which is reflected in a decreased whole cell capacitance compared to the respective naïve controls (see table 3.7: Fto⁺/⁺: naïve 49.9 ± 1.8 pS/pF, n=27, sensitized 40.7 ± 1.7 pS/pF, n=7, p < 0.05; Fto⁻/⁻: naïve 50.7 ± 1.4 pS/pF, n=22, sensitized 40.6 ± 1.7 pS/pF, n=13, p < 0.001). In control animals (fto⁺/⁺), no significant difference in firing frequency, membrane potential and membrane conductance density could be observed between SNpc DA neurons of naïve and sensitized animals. In contrast, comparison between DA neurons of naïve and sensitized Fto-deficient mice revealed that DA neurons of sensitized Fto-deficient mice have a lower firing rate (naïve: 1.9 ± 0.2 Hz, n=22; sensitized: 1.1 ± 0.2 Hz, n=12; p < 0.01), a higher membrane potential (naïve: -58.8 ± 0.7 mV, n=25; sensitized: -55.7 ± 1.8 mV, n=9; p < 0.05) and a higher conductance density (naïve: 47.4 ± 2.6 pS/pF, n=28; sensitized: 69.8 ± 8.2 pS/pF, n=12; p < 0.01).
One of the main characteristics of mesencephalic DA neurons is the very precise pacemaker-like firing. Accordingly, interspike interval (ISI) frequency distributions of DA neurons have a narrow bell-shape which can be described with a single Gaussian function. Only in a few DA neurons of naïve control (Fto\(^{+/+}\); \(\sim\)12\%) and Fto-deficient (Fto\(^{-/-}\); \(\sim\)15\%) mice, the ISI distribution could not be described with a single Gaussian function (figure 3.15B). In cocaine-sensitized mice of both genotypes, a higher percentage of DA neurons exhibited irregular (‘non-Gaussian’) firing patterns compared to their respective naïve controls with by far the strongest impact on DA neurons of sensitized Fto\(^{-/-}\) mice (figure 3.15B,C,D; sensitized Fto\(^{+/+}\): \(\sim\)29\%; sensitized Fto\(^{-/-}\): \(\sim\)50\%).

### Table 3.7: Basic electrophysiological properties of SNpc DA neurons of naïve and cocaine sensitized Fto\(^{+/+}\) and Fto\(^{-/-}\) mice

<table>
<thead>
<tr>
<th></th>
<th>Fto(^{+/+})</th>
<th>Fto(^{-/-})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Naïve ((n = 27))</td>
<td>Sensitized ((n = 7))</td>
</tr>
<tr>
<td>Whole-cell capacitance (pF)</td>
<td>49.9 ± 1.8 **</td>
<td>40.7 ± 1.7*</td>
</tr>
<tr>
<td>Firing rate (Hz)†</td>
<td>2.1 ± 0.1</td>
<td>1.6 ± 0.3</td>
</tr>
<tr>
<td>Membrane potential (mV)</td>
<td>−59.0 ± 0.7 ((n = 20))</td>
<td>−59.2 ± 1.2 ((n = 7))</td>
</tr>
<tr>
<td>Conductance density (pS/pF)</td>
<td>58.2 ± 3.1 ((n = 21))</td>
<td>49.7 ± 4.4 ((n = 7))</td>
</tr>
</tbody>
</table>

Data are given as mean ± S.E.M.

† only spontaneously active neurons were analyzed.

* \(p < 0.05\), ** \(p < 0.01\), *** \(p < 0.001\) – significantly different from the respective naïve control.
Fto affects the pacemaker efficacy in DA neurons of cocaine-sensitized animals.\(\text{(A)}\) Repeated cocaine injection (20mg/kg BW) is not able to elicit locomotor activity in Fto-deficient mice. After the initial test day (see figure 3h), Fto-deficient mice where challenged for the following 4 days with an i.p. cocaine injection (20mg/kg BW). Even repeated cocaine injections were not able to cause an increase in locomotor activity in Fto-deficient mice, whereas control mice respond with an even more elevated activity as compared to the first cocaine injection (day 2). Distance is expressed as percent increase compared to baseline activity (NaCl i.p. injection). Fto\(^{+/+}\): n=13 (d1-4), n=5 (d5-6); Fto\(^{-/-}\): n=9 (d1-4), n=5 (d5-6; courtesy of M. Heß).\(\text{(B)}\) Percentage of SNpc DA neurons showing non-gaussian (non-pacemaker) gaussian ISI distributions. (C1 – F1) Perforated-patch recordings of a SNpc DA neurons of a naïve Fto\(^{+/+}\) (C1), sensitized Fto\(^{+/+}\) (D1), naïve Fto\(^{-/-}\) (E1) and sensitized Fto\(^{+/+}\) (F1) mice. \(\text{(C2 – F2)}\) Corresponding ISI histograms of the recordings in C1 – F1. The ISI frequency distribution could be described with a single Gaussian function (red line) in most of the neurons of naïve animals demonstrating a very precise pacemaker rhythm. In contrast, ISI histograms of DA neurons of sensitized Fto\(^{-/-}\) mice show that pacemaker precision is heavily compromised (F2). Note the ‘spikelets’ on top of the sustained depolarizations (red arrowhead). \*: \(p < 0.05\); **: \(p < 0.01\); ***: \(p < 0.001\); n.s.: \(p \geq 0.05\). CV, coefficient of variation; DA, dopaminergic; ISI, interspike interval; SNpc, substantia nigra pars compacta.
3 Results
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4 Discussion

4.1 The Perforated-Patch Configuration revisited

Since its development, the perforated-patch configuration of the patch clamp technique has been proven to overcome certain disadvantages of the whole cell configuration. Especially when it comes to second messenger mediated effects, whole cell experiments can produce misleading results. This is mainly caused by the dialysis of the interior of the cell leading to the wash-out of cytoplasmic components critical for second messenger pathways. In contrast, the perforated-patch configuration preserves the cellular integrity of the cell. It has been proven to be advantageous in a large variety of applications, most notably in elucidating the impact of intracellular cascades on the activity of voltage-dependent and ligand-gated ion channels (for a comprehensive review see Akaike & Harata, 1994).

In the beginning of this study it became clear that the whole cell configuration was not suitable for the kind of experiments which were about to be conducted. Instead, the perforated-patch configuration was employed for most of the experiments. When recorded in the whole cell configuration the vast majority of the neurons gradually hyperpolarized and consequently stopped firing during the first 15 minutes of recording time mainly due to the activation of $K_{ATP}$ channels. This finding is not confined to a single neuronal subpopulation since $K_{ATP}$-dependent hyperpolarization could be observed in hypothalamic as well as mesencephalic DA neurons. The activity of $K_{ATP}$ channels is modulated by interactions with ATP and other intracellular components such as Mg$^{2+}$-bound nucleotides and PIPs (Ashcroft & Kakei, 1989; Baukrowitz et al., 1998; Nichols, 2006). However, saturating concentrations of ATP in the intracellular solution did not prevent $K_{ATP}$ channel activation. One explanation for the observed effect could be that ATP is being hydrolized during the time course of the recording resulting in a gradual change of intracellular ATP concentration and therefore $K_{ATP}$ channel activity.

One of the main objectives of this study was to investigate the effect of insulin sig-
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signaling on different neuronal populations. Insulin’s action on different neuron types is thought to involve the activation of $K_{ATP}$ channels as a downstream target (Khan et al. 2001; Spanswick et al. 2000). Under certain circumstances, the dialysis dependent effect on $K_{ATP}$ channels caused by the whole cell configuration cannot be separated from the insulin signaling dependent effect on $K_{ATP}$ channels. Thus, an observed hyperpolarization during a whole cell recording might be misleadingly regarded as an insulin effect. Furthermore, the effect of insulin might be overemphasized under whole cell conditions. Previous studies have shown that $K_{ATP}$ peak current amplitudes in whole cell recordings are $\sim 50\%$ larger than in perforated-patch recordings (Teramoto et al. 2006). Unpublished findings in POMC neurons argue in the same vein. Therefore, it is difficult to draw any conclusions based on whole cell experiments in terms of insulin’s effect on the neuronal activity and its physiological relevance.

Investigation of several spike parameters during whole cell recordings indicate the reduction of $Ca^{2+}$-activated small conductance potassium channels. This notion is further substantiated by direct measurements of SK currents (see figure 5.1). These findings suggest that the calcium homeostasis is also affected by the whole cell configuration. During this study, an intracellular solution with very low calcium buffering capabilities was used which would explain the observed rundown of calcium-dependent conductances. The composition of the intracellular solution was intentionally chosen according to the solutions used in a variety of studies employing whole cell recordings in order to yield comparable results (Hommel et al. 2006; Plum et al. 2006a; Stern 2001; Wolfart et al. 2001).

In contrast to the observed prominent rundown of neuronal activity during the first 15 minutes, perforated patch recordings remained stable up to 4 hours of recording time. None of the investigated neurons showed a time-dependent decay in firing activity during a 15 minute time frame. Investigation of spike related parameters also revealed minimal changes during the first 15 minutes of recording time. Despite its undeniable advantages compared to the whole cell configuration, practical application of the perforated patch configuration turned out to be more demanding in several aspects: 1.) Perforation times are between $15 - 25$ minutes which might related to the accessibility
of the membrane patch for the pore forming agents. Thus, more time is needed before the experiment itself can be started. 2.) Often, spontaneous rupturing of the membrane patch occurs resulting in a lower number of successful perforated patch recordings compared to whole cell recordings. During this study, the original protocols were adjusted in such a way that the perforated-patch configuration routinely works with a success rate similar to whole cell recordings. 3.) Several studies reported that series resistances ($R_S$) within the range of whole cell recordings can be achieved with the perforated patch configuration ($3 - 25 \ \text{M}\Omega$; Horn & Marty, 1988; Kyrozis & Reichling, 1995; Rae et al., 1991) and that the geometry of the patch pipette tip plays a pivotal role for gaining low access resistances and reducing the perforation times (Rae et al., 1991). However, in this study values for $R_S$ were usually in the range from $30 - 60 \ \text{M}\Omega$ making it difficult to analyze ionic conductances – for instance voltage-gated sodium and calcium currents – in voltage clamp mode.

In summary, the application of the perforated patch clamp configuration for the experiments in this study helped to circumvent dialysis-dependent issues which would have hindered the analysis of second-messenger mediated effects such as the impact of insulin signaling on neuronal activity. Adjustments of the protocols of previous studies rendered it possible to routinely use the perforated-patch configuration on a daily basis. However, future experiments are needed to further improve perforated patch recordings to unleash its full potential. Low $R_S$ values are a prerequisite for the study of ionic currents which would be important for unambiguously identifying downstream targets of second messenger pathways.

### 4.2 The ventromedial hypothalamus in control of energy homeostasis

Many studies over the last five decades have identified the VMH as one of the key metabolic control centers mediating anorexigenic effects (Hervey, 1959; Marshall & Mayer, 1956; Xu et al., 2003).

Further evidence in favor for an important role for the VMH in metabolic control was gained by using targeted transgenesis and cell-type specific mouse models. Mice lacking
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SF-1 fail to properly develop the VMH and have massive obesity (Majdic et al., 2002), suggesting that SF-1 neurons within the VMH are critical for the suppression of feeding. Insights in the modulatory effect of peripheral hormones on VMH neurons came from experiments where leptin signaling was disrupted (Balthasar et al., 2004; Dhillon et al., 2006). Additionally, there is also electrophysiological evidence that peripheral hormones alter the activity of VMH neurons (Miki et al., 2001; Spanswick et al., 1997, 2000).

However, the role of insulin signaling in the VMH – especially its physiological significance – has not been thoroughly explored.

Using several complementary mouse models provided by Klöckener et al. (2011), the effect of insulin signaling was characterized on a single cell level in SF-1 neurons. The combination of neuron-specific gene manipulation in the VMH and electrophysiological techniques rendered it possible to directly address the role of insulin signaling in the VMH and its functional importance in controlling body weight.

4.2.1 Properties of SF-1 neurons

Unidentified VMH neurons have already been described as a heterogeneous neuronal population in terms of electrophysiological properties (Miki et al., 2001; Minami et al., 1986). However, the electrophysiological properties of SF-1 neurons have not been investigated so far. Therefore, SF-1 neurons were characterized in terms of their basic membrane properties and by their responses to hyperpolarizing current injections. Analysis revealed that SF-1 neurons exhibit a great variability in terms of their basic electrophysiological properties which indicates that SF-1 neurons constitute a heterogeneous neuronal subpopulation within the VMH. On the basis of the current responses, SF-1 neurons can be separated into different neuron types. These neuron types largely match the ones already described in unidentified VMH neurons (Miki et al., 2001). Furthermore, these experiments suggest that SF-1 neurons might express different combinations of ion channels. For instance, the generation of LTS, which indicates the presence of low threshold Ca$^{2+}$ channels (Llinás & Yarom, 1981), were observed in only one neuron type. In addition to that, previous studies suggested that only VMH neurons responsive to changes in glucose concentration are insulin and leptin sensitive (Spanswick et al., 1997).
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These glucose-responsive neurons could be matched to specific neuron types (Miki et al., 2001). However, the sensitivity to insulin in SF-1 neurons does not correlate with the ‘glucose-responsive’ phenotype which is thought to be sensitive to insulin.

Biocytin/streptavidin stainings revealed that SF-1 neurons innervate the DMH as well as the area between VMH and ARC (an example is given in figure 3.4). The latter had previously been described as the potential site of interaction between VMH neurons and neurons of the ARC (van den Pol & Cassidy, 1982) and it has further been shown that VMH neurons innervating this area provide glutamatergic (excitatory) input on POMC as well as AgRP neurons (Sternson et al., 2005). The innervation of the DMH by SF-1 neurons is another interesting finding, since melanocortin receptors are highly expressed in the DMH (Mountjoy et al., 1994) rendering the DMH a potential target site for the melanocortin system of the ARC. DMH neurons also express LepR and receive afferent projections from median hypothalamic sites such as the VMH, LH and have arborizations primarily in the PVN. Therefore it has been hypothesized that the activity of the DMH is also directly regulated by peripheral signals and that the DMH funnels afferent input to the PVN (Berthoud, 2002).

In summary, these initial findings demonstrate that SF-1 neurons are a heterogeneous subpopulation of VMH neurons. Neuroanatomical data suggest that SF-1 neurons directly interact with neurons of the ARC and DMH meaning that SF-1 neurons are capable of shaping the activity of neurons of the melanocortin system by direct interaction or by modulating the activity of neuronal populations which are thought to be downstream of the melanocortin system.

4.2.2 Insulin signaling modulates the neuronal activity of SF-1 neurons and alters the synaptic connectivity in HFD mice

The role of insulin signaling in SF-1 neurons was investigated using mice with a cell-specific ablation of the IR in SF-1 neurons (SF-1ΔIR). One of the main findings was that the body weight phenotype of SF-1ΔIR mice compared to control animals was not different when the mice were fed a NCD. In contrast, SF-1ΔIR mice on a HFD were partially protected from HFD-induced hyperphagia, weight gain and obesity (Klöckener
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These findings indicate that insulin signaling in the VMH plays a pivotal role in control of energy homeostasis and that it can – under certain circumstances – contribute to the development of obesity.

Analysis of insulin signaling on the single cell level revealed that IRs in SF-1 neurons are fully functional since activation of IRs led to the formation of PIP₃ following the activation of PI3K. In contrast, insulin failed to activate PI3K in SF-1 neurons of SF-1ΔIR mice (Klöckener et al., 2011). Application of insulin to hypothalamic slices inhibited the activity of SF-1 neurons. The inhibitory effect was mediated by the activation of K<sub>ATP</sub> channels since insulin’s ability to decrease the firing rate of SF-1 neurons was reversed by tolbutamide, a specific K<sub>ATP</sub> channel blocker. In SF-1 neurons of SF-1ΔIR mice, insulin failed to suppress neuronal activity, suggesting that the observed effect is cell-intrinsic. Thus, insulin signaling in SF-1 neurons seems to activate the same downstream pathways as in unidentified VHM neurons, POMC neurons of the ARC and peripheral cells such as pancreatic β-cells (Khan et al., 2001; Plum et al., 2006a; Spanswick et al., 2000).

Another finding in terms of insulin-responsiveness of SF-1 neurons was that only a subset of SF-1 neurons responded to insulin. The relative number of insulin-responsive SF-1 neurons corresponds well with the percentage of SF-1 neurons which have exhibited a strong PI3K activation suggesting that there is a relatively high threshold for insulin-dependent activation of K<sub>ATP</sub> channels. Notably, most of the insulin-responsive SF-1 neurons are clustered around the mediobasal VMH, an area which provides glutamatergic (excitatory) input to POMC neurons in the ARC (Sternson et al., 2005). These findings are in accordance with previous studies in POMC neurons demonstrating that profound PI3K activation — achieved by insulin stimulation or ablation of PTEN — resulted in activation of K<sub>ATP</sub> channels causing inhibition of neuronal activity (Plum et al., 2006a). In contrast to the ARC where HFD-induced hyperinsulinaemia causes insulin resistance leading to a complete loss of insulin-mediated PI3K signaling (Schubert et al., 2004), PI3K signaling in the VMH is still functional. One explanation could be that – due to the highly permeable BBB at the base of the hypothalamus – neurons in the ARC are exposed to higher, desensitizing insulin concentrations compared to VMH neurons. Thus under HFD, these regional differences in insulin concentration causes the termina-
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...tion of PI3K signaling in the ARC whereas it leads to a strong increase in PIP₃ formation and hence PI3K activity in the VMH. This increase can be substantially attenuated by ablation of IR signaling in SF-1 neurons (Klöckener et al. 2011).

Taken together, overactivation of insulin signaling under HFD conditions might result in inhibition of SF-1 neurons leading in turn to a decrease of glutamatergic drive on POMC neurons in the ARC.

The aforementioned notion could be further substantiated by measurements of synaptic input on POMC neurons in mice which were fed a HFD. When mice are exposed to HFD, ablation of IR signaling in SF-1 neurons leads to an increase of excitatory drive on POMC neurons compared to control animals. Accordingly, the spontaneous activity of POMC neurons was increased in SF-1ΔIR mice under a HFD (Klöckener et al. 2011).

Insulin stimulation of SF-1 neurons enhances the production of PIP₃ which will subsequently bind to and activate K_ATP channels leading to the hyperpolarization and silencing of SF-1 neurons. However, in POMC neurons, leptin and insulin signaling is also required for Pomc transcription (Belgardt & Brüning 2010; Belgardt et al. 2008). Since mice lacking the principal PIP3-activated downstream kinase (PDK1) in SF-1 neurons were not protected nor sensitive to diet-induced obesity and hyperglycemia (Klöckener et al. 2011), insulin only seems to regulate the firing activity of SF-1 neurons. A strong PI3K activation as it is present under HFD conditions is necessary to evoke the observed effects on neuronal activity. Due to differential accessibility of insulin, the VMH is not subject to insulin-dependent desensitization of PI3K signaling. Therefore HFD-induced hyperinsulinaemia causes an increased insulin signaling in the VMH which in turn inhibits the activity of glutamatergic inputs on POMC neurons. This in turn leads to the silencing of anorexigenic POMC neurons thereby further promoting obesity.

Taken together, the results suggest that SF-1 neurons in the VMH are not second-order neurons downstream of the melanocortin system in the ARC but rather first-order neurons which are subjected to direct and cell-autonomous modulation by fuel sensing signals such as insulin. By providing glutamatergic inputs on anorexigenic...
POMC neurons, SF-1 neurons act in concert with POMC neurons in mediating satiety signals.

### 4.2.3 Outlook

This part of the study has provided substantial evidence for the role of insulin signaling in the VMH. Here, I want to outline some future experiments that should be conducted to gain further insight into the functional neuroanatomy of the VMH:

- Biocytin/strepavidin stainings showed that SF-1 neurons have aborizations to several hypothalamic areas which are also in control of energy homeostasis. Therefore, I would suggest to characterize the morphology of SF-1 neurons in greater detail. Since different neuron subtypes of SF-1 neurons were detected during the study based on their electrophysiology, it would be interesting to see if electrophysiological characteristics of certain neuron types can be correlated to morphology.

- Since electrophysiological data of this study suggests that SF-1 neurons might differ in their ion channel expression, a detailed analysis of the different ionic currents should be performed.

- Our results suggest that leptin- and insulin-responses of SF-1 neurons are likely to be segregated, meaning that SF-1 neurons either express LepRs or IRs (Klöckener et al., 2011). It would be interesting to see, if the insulin- and leptin-sensitive share the same projection targets or if leptin and insulin signaling in the VMH is also segregated on a morphological level.

- The study by Dhillon et al. (2006) suggests that leptin signaling in SF-1 neurons increases their activity and counteracts the effects of HFD-induced obesity. However, our results suggest that the role of leptin signaling is more complex on the cellular level since SF-1 neurons have been found to be excited as well as inhibited by leptin (Klöckener et al., 2011). Therefore, it would be necessary to further characterize the leptin-responsive subpopulation of SF-1 neurons especially in terms of their impact on POMC neuron activity.
Figure 4.1: Proposed wiring diagram for projections of SF-1 VMH neurons to POMC neurons in the ARC (modified from Paxinos & Franklin, 2008). Green arrows signify activation, red arrows inhibition; 3V, third ventricle; AgRP, agouti-related protein; ARC, arcuate nucleus; DMH, dorsomedial hypothalamus; HFD, high-fat diet; latVMH, lateral ventromedial hypothalamus; mVMH, medial VMH; NCD, normal chow diet; POMC, proopiомelanocortin.
Since a series of pioneering studies in the hypothalamus identified the pivotal role of the CNS in control of energy homeostasis (Brobeck, 1951; Brobeck & Tepperman, 1943; Hetherington, 1940, 1944), tremendous progress has been made in elucidating the mechanisms of how the interplay between different food-related signals from the periphery and hypothalamic circuits regulate feeding and energy expenditure (Gao & Horvath, 2007; Niswender & Schwartz, 2003; Schwartz et al., 2000). However, under certain circumstances, homeostatic control of energy homeostasis fails to adequately regulate feeding resulting in the development of obesity at the extreme suggesting that additional neuronal circuits are involved in the regulation of energy homeostasis.

In fact, a large body of evidence suggests that the DA system which is implicated in motor control and such complex processes like reward, motivation and reinforcement also plays an important role in feeding related issues. Initial lesion studies demonstrated that ablation of DA neurons projecting to the CPu results in starvation (Ungerstedt, 1971). Similarly, DA neuron-specific deletion of Th attenuated food intake which could be restored by daily L-DOPA injections (Szczypka et al., 1999; Zhou & Palmiter, 1995). Electrophysiological studies argue in the same vein, since food and food-predicting cues are able to induce phasic activity in DA neurons, an activity pattern which is closely associated with reward and reward-prediction (Schultz et al., 1997).

Two scenarios have been hypothesized in which way signals related to energy stores are conveyed to the DA system: 1.) The indirect pathway: The hypothalamus funnels information from food related signals – i.e. insulin and leptin – to modulate the activity of the DA system via afferent projections from orexinergic and MCH neurons in the LH (Gao & Horvath, 2007). Thus, the DA system would act downstream of the hypothalamic system to promote feeding. 2.) The direct pathway: The DA system is directly modulated by peripheral food-related signals. Therefore, hormonal signals could directly modulate the subjective reward value of food and the motivation to eat. This hypothesis also implies that the DA system is superimposed on the hypothalamic feed-
ing related circuits and that it has the potential to override the hypothalamic system in terms of metabolic control (Palmiter, 2007).

Evidence in favor for the second hypothesis came from several studies in the past ten years that could show that insulin, leptin and ghrelin directly modulate reward seeking and drug relapse, behaviors associated with the DA system (Figlewicz et al., 2001; Figlewicz & Benoit, 2009; Figlewicz et al., 2004, 2006; Fulton et al., 2006; Jerlhag et al., 2006). Further studies which employed genetically engineered mice and AAV-mediated gene knockdown could demonstrate that leptin and ghrelin signaling in the mesencephalon influence feeding behavior. Both studies provided electrophysiological evidence that leptin and ghrelin directly modulate the activity of VTA DA neurons (Abizaid et al., 2006; Hommel et al., 2006). Thus, direct action of feeding-related signals in the DA system provides a potential link between the control of food intake and the reward circuitry.

However, the exact role of insulin signaling in DA neurons in the regulation of energy homeostasis has not been defined, yet. Using complementary mouse models provided by Könner et al. (2011), it was possible to characterize the impact of insulin signaling on the single cell level in DA VTA and SNpc neurons. Furthermore, alterations of synaptic connectivity in DA VTA/SN neurons were also investigated using the same mouse models.

4.3.1 Properties of mesencephalic dopaminergic neurons

Mesencephalic DA neurons in the SNpc and VTA were electrophysiologically identified based on well-established criteria (Grace & Onn, 1989; Lacey et al., 1989; Richards et al., 1997; Uchida et al., 2000; Yung et al., 1991). These criteria comprise long duration APs, low pacemaker-like activity, a large I_h and D2 autoreceptor-dependent inhibition by dopamine and have been widely used to identify potential DA neurons in the VTA as well as the SNpc (Abizaid et al., 2006; Hommel et al., 2006; Schilström et al., 2006; Wolfart et al., 2001; Zolles et al., 2006). In this regard it is important to note that these criteria were originally developed from recordings in the SNpc which were additionally verified by immunochemistry (Richards et al., 1997; Yung et al., 1991). In contrast, appli-
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cation of these criteria to neurons in the VTA does not reliably predict that a neuron is DA-containing. Additionally, the likelihood to record from a non-DA neuron in the VTA is higher than in the SNpc since \( \sim 90\% \) of the neurons in the SNpc are TH-positive compared to only \( \sim 60\% \) in the VTA. Only the absence of an \( I_h \) reliably predicts that a VTA neurons is TH-negative and therefore non-DA \[^{[Margolis et al., 2006]}\]. This means in turn that \( I_h \) negative DA neurons are excluded from analysis in the first place. For instance, a recent study has reported the existence of VTA DA neurons exclusively projecting along the mesocorticolimbic pathway which exhibit unusual properties for a DA neuron such as fast AP firing (10–15 Hz) and the absence of a prominent \( I_h \) and the inhibition by D2 autoreceptors \[^{[Lammel et al., 2008]}\]. On the other hand, almost 50\% of \( I_h \) positive VTA neurons are Th-negative, meaning that a large number of neurons recorded based on this criterion are in fact non-DA. This being the situation, many studies conducted in the VTA have to be approached with great caution.

Although VTA neurons were also identified according to the aforementioned criteria in this study, the contribution of non-DA VTA neurons to the observed effects is regarded as rather non-problematic since only a small amount of cells (12\%) was recorded in the VTA. Particular attention was paid to only record from \( I_h \)-positive VTA neurons with long duration APs since DA neurons projecting to the NAc could be reliably predicted by these two features \[^{[Margolis et al., 2008]}\]. Nevertheless, in future electrophysiological experiments it would be of great benefit to either use immunocytochemical identification or single-cell RT-PCR in order to unambiguously identify VTA neurons as dopaminergic. Application of either one of the techniques would make it possible to record from VTA neurons which do not comply with the ‘classical’ electrophysiological DA neuron phenotype.

The vast majority of cells in this study were recorded in the SNpc. Initially, SNpc DA neurons have been implicated in motor control which is nowadays regarded as an oversimplification. In fact, SNpc DA neurons also project along mesolimbic pathway thereby participating in reward-related behavior \[^{[Björklund & Dunnett, 2007]}\]. Additionally, there is an accumulating body of evidence that DA signaling in the CPu has
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a larger impact on feeding than signaling in the NAc (Gao & Horvath, 2007; Palmiter, 2007; Szczypka et al., 2001).

4.3.2 Insulin signaling modulates the neuronal activity and alters the synaptic connectivity of mesencephalic dopaminergic neurons

The role of insulin signaling in mesencephalic DA neurons was investigated using mice with a cell-specific ablation of the IR in Th-expressing neurons (ThΔIR). One of the initial findings was that ThΔIR mice had an obese, hyperphagic phenotype revealing a critical role for insulin signaling in Th-positive neurons in control of feeding. Upon acute AAV-Cre-mediated IR deletion in the VTA, mice exhibited a clear trend for hyperphagia, ruling out the possibility that other catecholaminergic circuits or neuroadaptive changes due to the lack of insulin signaling during development might be responsible for the observed alterations. Moreover, ThΔIR mice exhibited altered cocaine-evoked locomotor activity and a tendency toward altered sensitivity to a sucrose solution supporting a direct role for insulin signaling in the brain-reward system (Könner et al., 2011).

On a cellular level, previous studies could already demonstrate that IRs in mesencephalic neurons are fully functional (Figlewicz et al., 2007). Similarly, activation of IRs led to the formation of PIP₃ following the activation of PI3K in mesencephalic DA neurons. In contrast, insulin’s ability to activate PI3K was abolished in DA neurons of ThΔIR mice (Könner et al., 2011). Application of insulin to mesencephalic slices had a significant excitatory effect on DA neurons. This excitatory effect also persisted under conditions where synaptic transmissions was blocked suggesting that the observed effect is cell-intrinsic. Th-specific deletion of the IR on DA VTA/SN neurons abolished the aforementioned cell-autonomous effect on these cells, thus ruling out the possibility of nonspecific insulin-mediated activation of IGF-I receptors on these cells, as it has been previously suggested (Baserga et al., 1997). Moreover, ablation of the IR results in a significant reduction of excitatory (glutamatetgic) input. Changes in glutamatergic transmission following the use of drugs of abuse have been implicated in adaptations of the mesencephalic DA circuitry which can ultimately lead to the development of addictive behaviors (Schilström et al., 2006). Thus, it can be hypothesized that under certain
conditions such as HFD-induced hyperinsulinaemia, increased insulin signaling in the DA circuitry might induce synaptic alterations promoting addictive behaviors.

Another finding in terms of insulin-responsiveness of DA neurons was that only a subset of DA neurons responded to insulin. The relative number of insulin-responsive DA neurons corresponds well with the percentage of DA neurons which have exhibited a strong PI3K activation suggesting that there is a relatively high threshold for immediate effects of insulin signaling on neuronal activity of DA neurons.

A potential mediator of insulin’s effects on firing frequency is the PI3K pathway. The effect of insulin on the activity of DA neurons is also likely to be PI3K dependent, since wortmannin – a specific inhibitor of PI3K – was able to revert the excitatory effect of insulin. Previous studies have demonstrated that insulin signaling in the hypothalamic neurons leads to PI3K dependent activation of $K_{ATP}$ channels resulting in cell-autonomous hyperpolarization (Klöckener et al., 2011; Plum et al., 2006a). Since the findings in this study indicate that insulin leads to an increase in spontaneous firing in DA VTA/SN neurons, it is unlikely that $K_{ATP}$-channels are the downstream target of PI3K signaling in these cells. However at least two models can be hypothesized for how insulin signaling modulates DA neuronal function: i) transient receptor potential cation (TRPC) channels as a target of insulin signaling; and ii) insulin-mediated modulation of DAT and D2R function.

Only recently, it has been demonstrated that leptin through a JAK2-PI3K-PLC-γ pathway activates TRPC channels, which subsequently results in a depolarization of hypothalamic POMC neurons (Qiu et al., 2010). However in this study, it could be demonstrated that insulin application to DA neurons leads to a decrease in membrane conductance arguing against the insulin signaling mediated activation of ion channels.

Another explanation for the observed effect might be the insulin-dependent increase in DA uptake, which could also lead to an increase in activity in VTA/SN neurons. It has previously been shown for rat SN DA neurons that extracellular DA acts on D2 autoreceptors and subsequently activates GIRKs, resulting in a decrease in the spontaneous firing activity (Uchida et al., 2000). Moreover, it is well established that insulin application results in elevated expression levels of DAT mRNA in the VTA and SN...
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Furthermore, insulin-dependent PI3K activation increases DA uptake, whereas inhibition of PI3K signaling reduces DAT surface expression and DA uptake in rat brain striatal synaptosomes and HEK293 cells stably transfected with the human DAT \cite{Carvelli2002}. Taken together, these data suggests that insulin can modulate DAT activity on different levels via PI3K activation. Consistently, increased insulin-mediated DAT activity might lead to a higher DA clearance, resulting in the disinhibition of DA VTA/SN cells in a D2R-dependent mechanism. Furthermore, insulin and D2R signaling might overlap at some points. The open probability of GIRKs is strongly dependent on PIP$_2$ \cite{Cho2005}. Thus, increased PI3K activity could locally alter the PIP$_2$ to PIP$_3$ ratio which might in turn decrease the sensitivity of GIRK channels for D2R dependent signaling via $G_{\beta\gamma}$ protein. Additionally, insulin and D2R signaling might converge at the level of PKB regulation. PKB plays a key role in multiple cellular processes like transcription, glucose metabolism and ion channel function and is known to be activated via insulin dependent signaling \cite{Plum2006}. In contrast, PKB is negatively regulated in the late phase of D2R signaling via PKB binding to $\beta$Arrestin 2 and PP2A \cite{Beaulieu2011}. Thus, insulin dependent signaling could serve as a modulator of D2R signaling on different levels.

Research over the last decade suggested a prominent role for D2R mediated signaling in the development of obesity since BMI is negatively correlated with D2R density in striatal areas \cite{Volkow2008,Wang2001}. Furthermore, diet-induced obesity is linked to deficits in mesolimbic dopamine neurotransmission, and obesity-prone rats exhibit reduced D2R expression levels \cite{Geiger2008,Geiger2009,Johnson2010}.

4.3.3 Outlook

The work from this part of the study has provided substantial evidence for the role of insulin signaling in the mesencephalic DA circuitry. Here, I want to outline some future experiments that should be conducted to gain further insight into the cellular mechanisms of insulin’s action in DA neurons and the functional neuroanatomy of the DA system with regard to feeding regulation:

- One of the main findings of this study was that insulin signaling increases the
activity of DA neurons. However, the downstream target responsible for that is unknown. Therefore, experiments are needed to identify the downstream target and the exact mechanism of insulin signaling.

- Based on the findings of this thesis, it can be hypothesized that insulin and D2R signaling might overlap at some points. Further experiments should be conducted to investigate a potential cross-talk between both signaling pathways.

- IRs and LepRs are expressed in DA as well as non-DA neurons in the mesencephalon (Figlewicz et al., 2003). Since mesencephalic GABA interneurons are important parts of the DA circuitry in terms of feedback regulation of DA neurons it would be interesting to find out how these neurons are regulated by insulin and leptin signaling.

- The immediate effects of leptin and ghrelin on the activity of DA neurons are still a matter of debate (Abizaid et al., 2006; Hommel et al., 2006; Korotkova et al., 2006). Experiments with the experimental setup used in this study should be conducted to clarify the role of leptin and ghrelin signaling in DA neurons.

- The study by Hommel et al. (2006) suggest that leptin signaling in DA neurons has an opposite effect on neuronal activity than insulin. Therefore, experiments should be conducted in order to find out if there is a cross-talk between insulin and leptin signaling on a cell-intrinsic or rather on a circuit level.

- Retrograde tracing techniques should be combined with electrophysiology in order to gain further insights in the functional neuroanatomy of the DA circuitry in control of energy homeostasis.

- Previous studies have shown that neurons postsynaptic to DA neurons, i.e. medium spiny neurons in the CPu, express IRs (Havrankova et al., 1978). Therefore, neurons in the respective target areas of DA signaling should be investigated regarding the effects of insulin signaling.
• It would be interesting to see if HFD-induced obesity leads to insulin resistance or to increased insulin signaling, comparable to the situation in the VMH, within the mesencephalic DA circuitry.

**Figure 4.2**: Proposed insulin signaling pathway in mesencephalic DA neurons. The D2R signaling pathway has been included to illustrate potential sites of cross-talk with IR signaling. *Green arrows* signify activation, *red arrows* inhibition; βArr2, β-arrestin 2; DA, dopamine; DAT, dopamine transporter; GIRK, G-protein activated inwardly rectifying potassium channel; IR, insulin receptor; PI3K, PI3 kinase; PIP2, phosphatidylinositol-4,5-bisphosphate; PIP3, phosphatidylinositol-3,4,5-trisphosphate; PKB, protein kinase B; PKC, protein kinase C; PLC, phospholipase C; PP2A, protein phosphatase 2A; TRPC, transient receptor potential channel.
4.4 Regulation of mesencephalic dopaminergic midbrain neurons by the obesity-associated Fto gene

In recent years genome-wide association studies identified a variety of genetic factors which could be linked to an individual’s predisposition to obesity. Among these genetic variations, SNPs in the first intron of the Fto gene were the first to be unequivocally associated with obesity and showed a robust correlation with an increase in BMI (Frayling et al., 2007). This finding was further substantiated by two studies in mice where the Fto gene was either ubiquitously deleted or overexpressed. Ablation of the Fto gene in mice resulted in growth retardation and increased energy expenditure. Moreover, Fto null mice are protected from obesity (Fischer et al., 2009). Conversely, mice which had a bodywide overexpression of the Fto gene were overweight due to increased food consumption (Church et al., 2010). In line with these findings, the highest Fto expression is found in the CNS with high levels in the hypothalamus pointing towards a pivotal role for Fto in feeding-related circuits (Gerken et al., 2007; Olszewski et al., 2011b).

The Fto gene product has been shown to be a dioxygenase with the ability to demethylate 3-methylthymine in single stranded DNA (Gerken et al., 2007) pointing towards a role of Fto in DNA repair. Since oxygenases catalyze posttranslational hydroxylation and mediate histone demethylation (Jaakkola et al., 2001; Klose et al., 2006), transcriptional control represents another potential Fto function. In line with this hypothesis, a recent study by Olszewski et al. (2011a) suggests that Fto acts as a co-activator of the expression of certain feeding-related genes (POMC, oxytocin). Moreover, in vitro experiments showed that Fto has the ability to demethylate single stranded RNA which might represent an additional mechanism of expression control (Han et al., 2010; Jia et al., 2008). However, the exact mechanisms in which way the enzymatic function of Fto is linked to its role in the control of feeding and energy expenditure remains elusive.

4.4.1 Fto alters cocaine-induced responses of mesencephalic dopaminergic neurons

Immunohistochemical analysis of Fto distribution revealed that Fto is also expressed in extrahypothalamic feeding-related sites like the VTA and SN (Hess et al., 2011; Olszewski et al., 2011b).
4 Discussion

Szewski et al. (2011b). In order to assess the role of the Fto gene in the mesencephalic DA circuit, complementary mouse models provided by Hess et al. (2011) were used.

Since the role of the DA circuitry in cocaine-mediated behavioral responses is well-established (Chiara & Imperato, 1988), behavioral experiments using the open field paradigm were conducted. In wildtype mice, cocaine induces a strong increase in locomotor activity and repeated cocaine administration leads to behavioral sensitization in terms of further increase in locomotor activity. In contrast, the response towards cocaine is blunted in fto-deficient mice and repeated cocaine administration does not lead to behavioral sensitization (Hess et al., 2011). Subsequent analysis of cocaine-induced c-fos expression which is an indirect marker for neuronal activity further substantiated the aforementioned findings. In wildtype mice, a strong increase of transcriptional activity was detected in the VTA/SN and the CPu and NAc, the primary target areas of mesencephalic DA signaling. Similar to the behavior experiments, the cocaine-induced effect is blunted in fto-deficient mice (Hess et al., 2011).

The effect of cocaine was further investigated on a cellular level in SN DA neurons. Being a potent re-uptake inhibitor via block of DAT, application of cocaine leads to the accumulation of extracellular dopamine which in turn activates D2 autoreceptors on DA neurons. Then, activation of D2Rs causes the opening of potassium channels via a g-protein signaling cascade (see section 4.2; Lacey et al., 1990). As a result, cocaine initially hyperpolarizes DA neurons. Since DAT function is also abolished in the projection targets of DA neurons, cocaine leads to an increase in dopamine concentration thereby potentiating DA signaling in the CPu and NAc. In DA SN neurons, ablation of the Fto gene leads to profound alterations in cocaine-evoked responses. Whereas the activity in wildtype DA neurons was strongly inhibited by cocaine, the firing of DA neurons of fto-deficient mice was inhibited to a lesser extend. Furthermore in wildtype DA neurons, subsequent wash after cocaine treatment caused a rebound in spike frequency which was not observed in DA neurons of fto-deficient mice.

In summary, these experiments provide initial evidence for a critical role of the obesity-associated Fto gene in control of the DA circuitry.
4.4.2 Fto regulates D₂-receptor-dependent control of firing in mesencephalic DA neurons in a cell-autonomous manner

The differences in cocaine-induced inhibition of neuronal activity in DA neurons of wildtype and Fto-deficient mice suggest that ablation of the Fto gene attenuates D2R signaling in DA neurons. However, cocaine does not specifically block DAT but is also known to inhibit other monoamine transporters such as the serotonin transporter and voltage-gated sodium channels on presynaptic neurons which might render the observed effect in DA neurons secondary (Bonci et al., 2003; Steffensen et al., 2008).

Therefore, in order to directly address D2R signaling in DA neurons, the selective D2R agonist quinpirole was used instead. Quinpirole inhibits DA neurons in a concentration dependent manner (see figure 5.5A,B) and application of quinpirole yielded the same differences in neuronal activity between both genotypes as in the previous experiments with cocaine. Quinpirole-evoked increases in membrane conductance turn out to be smaller in Fto-deficient mice compared to their wildtype littermates. Additionally, under conditions where D2Rs are pharmacologically inhibited, no rebound is detectable in wildtype mice after cocaine application, indirectly indicating that D2R signaling is impaired in Fto-deficient mice. Further support in favor of these findings come from quantitative PCR analyses in the VTA/SN showing that D2R mRNA levels are downregulated in Fto-deficient mice (M. Heß). Interestingly, mRNA levels of DAT and TH which heavily affect dopaminergic signaling are downregulated as well.

Previous studies have shown that the downstream target of D2R signaling are GIRK channels (Uchida et al., 2000). However, the studies on D2R mediated GIRK activation are either conducted in heterologous expression systems such as Xenopus oocytes (Sahlholm et al., 2008) or GIRK currents were isolated and characterized in voltage-clamp mode (Uchida et al., 2000). Studies under physiological conditions demonstrating the impact of D2R mediated GIRK activity on neuronal firing are still lacking. Therefore, the contribution of GIRK channels to D2R mediated signaling was pharmacologically assessed in current-clamp recordings in control mice by using tertiapin-Q, a specific GIRK channel blocker. Co-application of tertiapin-Q reversed the membrane conductance and membrane potential to control values suggesting that D2R mediated changes in mem-
brane conductance are mainly caused by GIRK channels. Interestingly, co-application of tertiapin-Q is not sufficient to restore the firing rate of DA neurons to control values. Additional application of a D2R blocker is necessary to restore neuronal activity (see figure 5C,D).

Taken together, these findings suggest that D2R mediated changes in conductance density are mainly GIRK dependent and that D2R activation influences neuronal activity via more than one downstream target. D2R signaling is very complex and activates a large variety of downstream effectors via its G-proteins (see figure 1C). Possible candidates which might play a role in the neuronal excitability are HCN channels which are modulated by intracellular cAMP levels. Additionally, L-type calcium channels (CaV 1.3) which play a pivotal role in generating the pacemaker firing in DA neurons (Chan et al., 2007) might be targeted by D2R-dependent signaling.

In order to rule out the possibility that the observed differences in D2R signaling in DA neurons between Fto-deficient and wildtype mice are dependent on additional circuits, experiments were conducted with a DA neuron specific knockout of the Fto gene (DATΔFto). Application of cocaine in DATΔFto mice led to the same degree of cocaine induced inhibition of DA neuron activity as in mice with a whole body Fto knockout.

These findings clearly suggest that Fto alters D2R signaling in a cell-autonomous manner.

4.4.3 Fto affects the pacemaker efficacy in mesencephalic dopaminergic neurons of cocaine-sensitized animals

Behavioral experiments in the open field paradigm showed that Fto-deficiency blunts the cocaine induced increase in locomotor activity. Furthermore, lack of Fto prevents mice from developing behavioral sensitization toward repeated application of cocaine (M. Heß).

To further investigate the cellular changes after cocaine induced behavioral sensitization, perforated-patch clamp experiments were conducted in Fto-deficient and wildtype littermates. DA neurons of sensitized wildtype as well as Fto-deficient mice have a
Discussion

smaller cell size than their naïve counterparts. Changes in DA neuron morphology have been previously described in mice which were subjected to repeated morphine treatment (Russo et al., 2007). According to the authors of the study, chronic morphine treatment downregulates the IRS2-PKB(Akt) pathway which in turn decreases the cell size. Decreased cell size is associated with decreased levels of neurofilament proteins in the VTA, decreased axoplasmic transport from VTA DA neurons to other reward-related structures and a hypodopaminergic state. Thus, regulation of the cell size may play a pivotal role in regulating addictive behavior (Bolaños & Nestler, 2004; Nestler, 2004).

As previously stated, the vast majority of mesencephalic DA neurons in vitro exhibit a very precise pacemaker-like firing (see figure 3.7). One of the main findings concerning the impact of repeated cocaine application in Fto-deficient mice is that predominantly DA neurons in sensitized Fto-deficient mice fail to generate pacemaker-like activity. Trains of APs are often interrupted by sustained depolarizations with ‘spikelets’ riding on top. Analysis of basic electrophysiological parameters revealed that – in contrast to sensitized controls – sensitization in Fto-deficient mice leads to an increase in membrane conductance suggesting changes in the ion channel composition of the cell membrane. However, it remains elusive which ion channels might be responsible for the tremendous differences in sensitized Fto-deficient mice compared to their respective wildtype controls.

4.4.4 Outlook

Collectively, the findings of this study reveal an Fto-dependent alteration in function of the mesencephalic DA circuitry. The results from electrophysiological recordings in Fto-deficient mice and conditional (DAT^{∆Fto}) Fto-deficient mice clearly indicate an attenuation of D2R-mediated signaling in DA VTA/SN-neurons. This notion is further supported by behavioral experiments and quantitative realtime PCR. As already suggested by Olszewski et al. (2011a), Fto might serve as a co-activator for the expression of specific genes. Microarray expression data provides evidence in favor of this hypothesis, since the transcripts of D2R, DAT and TH are downregulated in Fto-deficient mice (M. Heß, Master-Thesis). Interestingly, the cocaine and amphetamine regulated
transcript (CART) which is implicated in the regulation of reward and feeding related behavior (Hunter et al. 2004; Rogge et al. 2008) exhibits the highest downregulation. The mechanism(s) through which Fto-deficiency functionally alters the mesencephalic DA circuitry appears to be complex. The results of this study provide the groundwork for understanding the role of Fto within the DA circuitry. Additional studies are necessary to further define this role:

- Metabolic phenotyping should be used to assess whether DA-specific Fto (Fto<sup>∆DAT</sup>) ablation causes alterations in food intake
- D2R mediated signaling should be directly addressed using quinpirole in Fto<sup>∆DAT</sup> mice to compare it to the whole body Fto knockouts.
- In order to understand the alterations in D2R signaling it is necessary to characterize the GIRK currents and further downstream targets of D2Rs in Fto-deficient mice.
- DAT mRNA has been shown to be downregulated in Fto-deficient mice. Therefore, it would be interesting to directly address DAT function in whole body and DAT<sup>∆Fto</sup> mice. DAT currents should be quantified using the experimental approach by Ingram et al. (2002).
- Medium spiny neurons (MSNs) are the postsynaptic targets of mesencephalic DA neurons. Since Fto is also expressed in the NAc, electrophysiological experiments should be conducted to clarify the role of the Fto gene in the neuronal downstream targets of DA signaling.
5 Appendix

5.1 SK currents decrease during whole cell recordings

**Figure 5.1:** SK currents decrease during whole cell recordings in SNpc DA neurons. (A) Whole cell recording of SK currents in a DA neuron showing the rundown during a 15 min time period. (B) Quantification of the whole cell-dependent SK current rundown. Values are means ± SEM. **: p<0.01. (recordings performed by A. Girasole).
5.2 Insulin activates the PI3-kinase pathway

Figure 5.2: PIP₃ immunoreactivity of SF-1¹LacZ and SF-1¹LacZ:ΔIR reporter mice. (A) Double immunohistochemistry for lacZ and PIP₃ of VMH neurons of SF-1¹LacZ and SF-1¹LacZ:ΔIR reporter mice. A representative section is shown. Blue (DAPI), DNA; red, β-gal (SF-1 neurons); green, PIP₃. (B) Quantification of PIP₃ immunoreactivity of SF-1 VMH neurons in SF-1¹LacZ (left) and SF-1¹LacZ:ΔIR (right) reporter mice after saline, or insulin stimulation for either 10 or 20 min. Values are means ± SEM of sections obtained from at least three mice per stimulation and genotype. 4400 neurons per genotype were counted and quantification was performed as described in methods (taken from Klöckener et al., 2011).
5.3 Population response of mesencephalic DA neurons upon insulin treatment

![Discharge freq. per neuron (Hz)](image.png)

**Figure 5.3:** Population response of mesencephalic DA neurons upon insulin treatment. The diagram shows the time course of insulin’s effect on mesencephalic DA neurons. The firing rate of all investigated wildtype (‘responder’ and ‘non-responder’) and the Th^AIR^ neurons was pooled and statistically tested using a smoothing spline one-way ANOVA ([R]-script kindly provided by Ch. Pouzat). *Solid red and green lines*, mean firing rate; *dotted red and green lines*, confidence bands; *dotted black line*, onset of insulin’s effect.
5.4 Fto regulates the activity of the dopaminergic circuitry

![Graph showing perforated-patch recording of an initially silent SNpc DA neuron showing cocaine-induced rebound. Top: Peristimulus histogram (bin width: 30s) and perforated-patch recording (bottom) of a SNpc DA neuron which was not spontaneously active during control. Approximately 25–30 min. after termination of the first cocaine application, the cell starts firing again. A second cocaine application reduced the firing of the cell by ~75% and a consecutive wash restored the firing to values of the first wash. Blue bars indicate cocaine (10 µM) perfusion. DA, dopaminergic; SNpc, substantia nigra pars compacta.]

To directly address the role of Fto in controlling D2R-mediated signaling, the selective D2R agonist (-)quinpirole was used. Quinpirole concentrations ranging from 1 nM to 1000 nM were tested regarding the effect on membrane conductance density and membrane potential (E_M). Quinpirole increases the membrane conductance density in a concentration-dependent manner and the same applies to the hyperpolarization of the membrane potential (E_M; see figure 5.5A,B). Concentration-dependent effects of quinpirole can be described with a Hill-equation and yielded nearly the same results for conductance density and E_M (conductance density – EC50: 27.7 nM, Hill-slope, 1.17; E_M – EC50: 27.4 nM, Hill-slope: 1.28). Note that high concentrations of quinpirole (1000 nM)

5.5 Fto regulates D_2-receptor-dependent control of firing in mesencephalic DA neurons in a cell-autonomous manner
lead to the desensitization of D2R mediated signaling starting 5 – 7 min. after quinpirole application which becomes evident as a decrease in membrane hyperpolarization (data not shown).

D2Rs activate GIRKs via activation of the Gβγ subunit of the inhibitory Gαi/o protein (see [4.2]). The specific GIRK-blocker tertiapin-Q was tested for its ability to reverse the quinpirole-mediated activation of D2Rs. Tertiapin-Q (500 nM) was able to reverse the effect of quinpirole (300 nM) on membrane conductance density (see figure 5.5D left panel; control: 48.54 ± 6.5 pS/pF; quinpirole: 95.2 ± 11.0 pS/pF; tertiapin-Q: 53.3 ± 7.8 pS/pF; n=5; control and tertiapin-Q conductance density are not significantly different). Additionally, tertiapin-Q led to a full recovery of E_M (see figure 5.5C; data not shown). However, the firing rate did not recover to control values during the application of tertiapin-Q. Additional application of 10 µM (-) sulpiride – a specific D2R antagonist – increased the firing rate to control values (see figure 5.5C,D right panel; control: 1.8 ± 0.3 Hz, quinpirole: 0.0 ± 0.0 Hz, tertiapin-Q: 0.4 ± 0.2 Hz, sulpiride: 2.2 ± 0.4 Hz) and led to a further decrease in membrane conductance density (40.6 ± 6.4 pS/pF).

Figure 5.5 (following page): Characterization of the D2R mediated effects on SNpc DA neurons. (A) Perforated-patch recording of a SNpc DA neuron during increasing quinpirole concentrations (1 – 1000 nM). (B) Concentration-response curves for quinpirole (left: net conductance density; right: E_M). (C) Perforated-patch recording of a DA neuron during quinpirole (300 nM) application and additional application of tertiapin-Q (500 nM) and sulpiride (10 µM). (D) Effect of quinpirole and additional application of tertiapin-Q and sulpiride on membrane conductance density left and AP frequency (right). AP, action potential; E_M, membrane potential; D2R, dopamine type 2 receptor; DA, dopaminergic; SNpc, substantia nigra pars compacta. For details on box plots see Materials and Methods ***, p < 0.001, *: p < 0.05, n.s.: p ≥ 0.05.
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