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ABSTRACT

The stabiliser formalism is a widely used and successful subtheory of quantum mechanics
consisting of stabiliser states, Clifford unitaries and Pauli measurements. The power of the
formalism comes from the description of its elements via simple group theory. Although
the origins of the formalism lie in quantum error correction and fault-tolerant quantum
computing, the utility of the formalism goes beyond that.

The Gottesman-Knill theorem states that the dynamics of stabiliser states under Clif-
ford unitaries and Pauli measurements can be efficiently simulated on a classical com-
puter. This algorithm can be extended to arbitrary states and unitaries in multiple ways at
the cost of an increased runtime. This runtime can be seen as a quantification of the non-
stabiliser resources needed to implement a quantum circuit. Moreover, as non-stabiliser
elements are necessary for universal quantum computing, the runtime provides a way to
measure the “non-classicality” of a computation. This is particularly pronounced in the
magic state model of quantum computing where the only non-stabiliser elements are given
by magic states. Hence, in the resource theory of magic, resources are measured through
magic monotones which are operationally linked to runtimes of classical simulation algo-
rithms.

In this thesis, I discuss different aspects of the resource theory of magic. The men-
tioned classical simulation algorithms require the computation of magic monotones which
is in general a computationally intractable problem. However, I show that the compu-
tational complexity can be exponentially reduced for certain classes of symmetric states,
such as copies of magic states. To this end, the symmetries of the convex hull of stabiliser
states are characterised and linked to their properties as so-called designs. In addition, I
study the recently introduced class of completely stabiliser-preserving channels (CSP), which
is the class of quantum channels unable to generate magic resources. It is shown that
this class is strictly larger than the class of stabiliser operations, composed of Clifford
unitaries and Pauli measurements. This finding could have several interesting conse-
quences. First, it is likely that CSP is efficiently simulable which would allow classi-
cal simulation beyond the Gottesman-Knill theorem. Second, it is possible that optimal
magic state distillation rates cannot be achieved via stabiliser operations and this gap is
in fact significant.

Further applications of the stabiliser formalism come through design theory. A uni-
tary t-design is an ensemble of unitaries which reproduce the first t moments of the Haar
measure on the unitary group. Randomness in the form of Haar-random unitaries is an
essential building block in many quantum information protocols. Implementing such
Haar-random unitaries is however often impractical. Here, designs can exhibit consider-
ably lower resource requirements while still being random enough for most applications.
Some of the most prominent examples of such protocols concern the certification and
characterisation of quantum systems, such as randomised benchmarking. Interestingly, the
group of Clifford unitaries forms a unitary 3-design and is often the prime choice thanks
to efficient group operations.
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In this thesis, I summarise my recent results obtained with collaborators in construct-
ing approximate unitary t-designs from the Clifford group supplemented by only few non-
Clifford gates. Intriguingly, this construction uses only Õ(t4) single qubit non-Clifford
gates and is independent of the number of qubits n. Overall, this yields a gate count
of Õ(n2t4) which is a significant improvement over Õ(n2t10) for the Brandao-Harrow-
Horodecki construction based on local random circuits.

To provide context for this result, I review the representation theory of the Clifford
group and define the Clifford semigroup. In an attempt to generalise approximations
results for the unitary group to the Clifford group, the Clifford semigroup is investigated
for suitable approximations of the Clifford twirl.
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INTRODUCTION TO THIS DISSERTATION

The defining goal of quantum information science is to study how information can be
manipulated by the quantum-mechanical laws of nature. During the last 30 years, sig-
nificant progress has been made in developing ideas and methods to store, transmit or
process information using quantum effects. Consequently, quantum information science
has matured to a broad and prospering field with diverse research directions that reach
from quantum communication to quantum computing and the characterisation of quan-
tum processes. Among other things, the research finds that faster and more secure ways
of communication as well as more powerful computing is possible with quantum de-
vices. Some of these ideas have already been successfully demonstrated in a series of
proof-of-principle experiments [1–6]. Quantum key distribution is arguably the most
advanced quantum technology as several networks have demonstrated over the years.
Furthermore, researchers have recently claimed the first quantum advantage of a quan-
tum computer over classical computers [5, 6]. Careful voices, however, expect realistic
usecases for quantum computers to lie years ahead of us. Nevertheless, these ideas bear
the potential to have a technological impact comparable with the silicon revolution of
classical computers. Although the development is still in an early stage and high techno-
logical barriers have to be overcome, these prospects have already gained a lot of public
and political attention.

Due to the sensitivity of quantum systems to their environment, the design of quan-
tum devices is delicate and makes a close collaboration between theory and experiment
necessary. On the theoretical side, a number of methods have been developed which
allow to characterise a quantum system to a varying level of detail [7–16]. This allows to
quantify the amount of noise or to determine its form. Furthermore, it can be certified
that a quantum device is functioning properly. As quantum computations are especially
sensitive to noise, these techniques are of special importance there. Besides the char-
acterisation of noise, benchmarking the individual components of a quantum computer
has become a common method of quantifying its performance [17–23]. At the current
state-of-the art, the results of quantum computation can often be simulated on a classical
computer can be used to certify the function of a quantum computer [24–39].

Many of these methods are based on a special subclass of quantum states and op-
erations with astonishing properties. This subclass consists of stabiliser states, Clifford
unitaries, and Pauli measurements, and allows for an efficient description through the so-
called stabiliser formalism. In particular, the dynamics of stabiliser states under Clifford
unitaries and the outcomes of Pauli measurements can be efficiently simulated on a clas-
sical computer – a result which is known as the Gottesman-Knill theorem [40]. Neverthe-
less, this subclass can be used to demonstrate many quantum phenomena. For instance,
stabiliser states can be highly entangled and have proven useful in studying multipartite
entanglement [41–47].

Interestingly, the development of the stabiliser formalism coincided with the discov-
ery of quantum error-correcting codes [40, 48–52]. Calderbank, Shor [49], and Steane [50]

v



vi INTRODUCTION TO THIS DISSERTATION

have showed that classical codes can be turned into quantum codes using a simple con-
struction which is now called the CSS construction. As it was quickly realised, the newly
found quantum codes belong to the more general family of so-called stabiliser codes which
can be described using the stabiliser formalism [40, 51–54]. To this date, stabiliser codes
are the best-studied quantum codes and almost all known quantum codes are stabiliser
codes or are based on them.

The utility of the stabiliser formalism for the mentioned applications is ultimately due
to the both powerful and efficient mathematical framework underlying it. This thesis is
dedicated to finding a deeper understanding of this framework and the development of
advanced stabiliser methods for the simulation and characterisation of quantum devices.
In the following, I give a overview of the contents.

Part I: The phase space representation of the stabiliser formalism

The first part of this thesis contains a mathematical treatise of the stabiliser formalism
based on the discrete phase space representation. In the case of continuous variables, a
similar representation lies at the heart of quantum mechanics. It not only ensures that
canonical coordinates on classical phase space can be “quantised” to operators on a
Hilbert space which fulfil the canonical commutation relations, but also shows that canon-
ical, i. e. symplectic, transformations of the classical phase space act in the same way on
the so-defined operators. Vice versa, quantum states can be represented on phase space
by their Wigner function. This representation is almost as old as quantum mechanics itself
and goes back to works by Herrmann Weyl who used these ideas to show the equivalence
between the Schrödinger and Heisenberg picture.

I treat the case of a finite-dimensional quantum system given by n qudits where we
assume that the qudit dimension q = pm is the power of a prime p. Then, the proper
replacement of the continuous phase space R2n is the discrete phase space F2n

q for the
finite field Fq with q elements. To develop the formalism, I introduce finite fields and
symplectic vector spaces. Then, it is shown how the stabiliser formalism emerges in
terms of a unitary representation of phase space on the n-qudit Hilbert space (Cq)⊗n.
Special care is taken in the qubit case p = 2 where several mathematical difficulties
occur. Many standard results such as the explicit form of stabiliser states and codes or
the classical simulation of stabiliser operations are then re-derived via the phase space
formalism. Furthermore, I show the advantages of this approach by discussing discrete
Wigner functions, mutually unbiased bases and numerical algorithms for sampling and
compiling Clifford unitaries.

To the best of my knowledge, this thesis includes the first coherent presentation of the
subject. This textbook-style part contains results from numerous research papers which
have been reformulated in a uniform and general language. This made the generalisation
of some results to prime-power dimensions necessary.

Part II: Classical simulation and the resource theory of magic

As mentioned above, any quantum circuit which applies Clifford unitaries and Pauli
measurements to a n-qudit stabiliser state can be simulated on a classical computer in
poly(n) time. Several generalisations of this method are known which allow to go be-
yond stabiliser states and Clifford unitaries [24–39]. However, the runtime of such an
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algorithm typically scales as poly(n, Ξ(C)) where Ξ(C) is a function measuring the “non-
stabiliserness” of the quantum circuit C. For instance, if C contains k non-Clifford gates,
this function typically scales exponentially in k.

Apart from the practical aspect, the simulation of quantum circuits also addresses
a fundamental one: What are the necessary resources for a quantum speed-up? Here,
the stabiliser perspective is relatively clear. Non-stabiliser elements are necessary to go
beyond classical computing and stabiliser-based simulation methods yield a heuristic to
quantify these resources by runtime.

The magic state model of quantum computing is especially interesting in this context
[55]. In this model, a quantum computer is only required to prepare stabiliser states
and perform Clifford unitaries and Pauli measurements. Universal quantum computing
is then achieved by supplying the quantum computer with so-called magic states. The
“non-stabiliserness” in this model is concentrated in these magic states and the function
Ξ becomes of function of the magic states only. In fact, this has been the starting point of a
resource theory of magic state quantum computing where the resource is magic and measured
by the function Ξ, called a magic monotone in this context. In this resource theory, stabiliser
states are considered “free” and stabiliser operations are “free operations” as they cannot
generate any resources.

In the second part of this thesis, I study properties of the resource theory of magic. In
Chapter 8, the computability of magic monotones is treated. To this end, I characterise
the general symmetries of stabiliser states and show that they are determined by their
design properties. This is then used to show that the computation of magic monotones
can be exponentially reduced for symmetric inputs such as copies of magic states. Using
computer simulations, this is demonstrated for up to 10 copies of common magic states.

In Chapter 9, I discusse the most general class of free operations in the resource the-
ory of magic, the completely stabiliser-preserving channels (CSP). The CSP set is charac-
terised and shown to be strictly larger than the set of stabiliser operations given by Clifford
unitaries, Pauli measurements and the preparation of stabiliser states. Since CSP chan-
nels are expected to be efficiently simulable this opens the possibility for new simulation
methods beyond the Gottesman-Knill theorem. Moreover, optimal magic state distilla-
tion could only be achievable through CSP channels. This could lead to significant gap in
the distillation rates when compared to common schemes based on stabiliser operations.

Part III: Exact and approximate unitary designs from the Clifford group

The third and final part of this thesis is dedicated to another aspect of the Clifford group:
its statistical properties. Many successful protocols in quantum information theory are
based on randomness in the form of Haar-random states or unitaries. In practice, imple-
menting such a protocol can prove to be difficult due to finite precision errors, circuit
depth or limitations of the underlying hardware. Here, the concept of designs come into
play. Loosely speaking, a t-design is a sub-ensemble of the set of pure states or unitaries
which is able to reproduce the first t moments of the Haar measure. Strikingly, the Clif-
ford group forms a unitary 3-design which makes it the prime choice in many quantum
information protocols from quantum cryptography [10, 56, 57] to state estimation and
characterisation [7–11, 14–16], and randomised benchmarking [17–23].

In Chapter 12, the concept of unitary designs and the design properties of the Clifford
group are reviewed. Furthermore, the importance of tensor power representations of the
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Clifford group is discussed. In this context, I show that the Kraus operators found for
CSP channels in Ch. 9 have another interpretation and form the Clifford semigroup.

Afterwards, I address the question why the Clifford group occupies such a prominent
role in quantum information theory from the perspective of designs: it is essentially the
unique locally generated unitary group design.

Although the Clifford group only forms a 3-design, it can be supplemented by a fixed
non-Clifford gate in order to construct approximate t-designs, as shown by my collab-
orators and I in Ref. [58]. Interestingly, the number of non-Clifford gates only depends
on t but not on the number of qubits n. Moreover, the depth of so-constructed circuits
is significantly lower than previous constructions based on random gates. These results
are summarised in Ch. 14.

Finally, I report on ongoing work in approximating averages over the Clifford group
in Ch. 15. The motivation for this comes from the construction of approximate t-designs
in Ref. [58]. In an attempt to generalise analogous results for the unitary group, I study
approximations which involve the Clifford semigroup. However, it is shown that the sit-
uation is more complicated for the Clifford group and closely related to its representation
theory. Since the latter subject is still under investigation, this research question remains
open.



PART I

THE PHASE SPACE REPRESENTATION
OF THE STABILISER FORMALISM
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CHAPTER 1

INTRODUCTION

Shortly after stabiliser codes were first discovered [40, 48–52], it was realised that these
can be described by symplectic geometry over the binary field F2 [53, 54]. This is a lan-
guage similar to the one used in classical coding theory which opened the subject for
systematic studies not only by physicists, but also mathematicians and computer scien-
tists [54, 59, 60]. These insights have helped in subsequently generalising the formalism
from qubits to systems of arbitrary local dimension – although it works best in the case
when the local dimension is a power of a prime.

Interestingly, the formalism has also proven useful beyond quantum error correction.
Motivated from optimality results in quantum state reconstruction, mutually unbiased
bases (MUBs) have been studied since the dawn of quantum information theory [61].
Although the existence of MUBs in arbitrary dimensions is unknown, there is an explicit
construction when the dimension is the power of a prime [61–64]. As it has been re-
alised, these MUBs are exactly the stabiliser states described by the generalised stabiliser
formalism in prime-power dimension [65]. The study of MUBs and the related sym-
metric informationally complete positive operator valued measures (SIC-POVMs) has
contributed significantly to the understanding of the mathematics behind the stabiliser
formalism [11, 66–70] and the relation to complex projective and unitary designs [8, 9,
71].

The phase space representation of quantum mechanics describes quantum states, dy-
namics and observables as Wigner functions and transformations on a classical phase
space. In the early years of quantum information theory, a finite-dimensional phase
space representation and discrete Wigner function has been developed [72–74] and re-
lated to the theory of MUBs [61–64]. But only later, the phase space formulation has been
connected to the stabiliser formalism [24, 25, 65, 75, 76].

A central element of the stabiliser formalism is a finite subgroup of the unitary group,
called the Clifford group. When quantum-error correcting codes had been discovered, this
group had emerged in several contexts and plays a prominent role in Gottesman’s formu-
lation as the normaliser of the Pauli group [40, 48, 51–54]. However, it was Calderbank,
Rains, Shor, and Sloane [53, 54] who introduced the name “Clifford group” into the quan-
tum information community. The name was originally coined by Bolt, Room and Wall
[77, 78] who studied symmetries of certain lattices1. Calderbank, Rains, Shor, and Sloane
realised the relation to stabiliser codes as they were working on related mathematical
problems [59, 79–82].

A few years after Bolt, Room and Wall [77, 78] had studied Clifford groups, Weil [83]
constructed a representation of the symplectic group Sp2n(F). In the phase space repre-
sentation of continuous variable quantum mechanics, this Weil representation for F = R

plays a central role. Intriguingly, by setting F to a finite field Fq, the Weil representation
induces the Clifford group. This is the central element in linking the stabiliser formalism
to a discrete phase space.

1There is no direct relation to Clifford algebras – although Gottesman attributed one in Ref. [40].

3



4 CHAPTER 1. INTRODUCTION

Structure of this part

In this part, I give a mathematical introduction to the stabiliser formalism using its rep-
resentation on a discrete phase space. The goal is to develop one of the first coherent
presentations of the subject in the style of a textbook to make it more accessible to grad-
uate students and researches alike. To this end, results from a multitude of research pa-
pers have been collected and reformulated in a uniform and rigorous language. Special
emphasis is set on generality – almost all statements are formulated in the general case
of prime-power dimensions. In consequence, some literature results have been gener-
alised to align with this idea (e. g. the Clifford sampling algorithm by König and Smolin
in Sec. 5.3.1). Special care has been taken in the formulation of the mathematically ill-
behaved qubit case. There, I have decided to combine approaches from the physical and
mathematical literature [66–68, 84–86] with the goal of finding a balance between rigour
and accessibility. The treatise also includes a discussion of the mathematical difficulties
in the qubit case and a simplified summary of the mathematical approach in Ref. [86].

This part is structured as follows.
In Chapter 2, we review the standard stabiliser formalism for qubits and show how

binary fields and a symplectic structure emerge naturally. Fundamental questions like
the form of stabiliser codes or the simulation of stabiliser circuits are then discussed from
this perspective.

Motivated by these insights, we proceed by introducing arbitrary finite fields and
symplectic vector spaces in Chapter 3. Special emphasis lies on the group of symplec-
tic transformations and its generators. The second half of the chapter is dedicated to a
discussion of unitary representations of this symplectic group and their properties.

In Chapter 4, the stabiliser formalism is introduced based on symplectic vector spaces
over finite fields and their representation on Hilbert space. We define and characterise
stabiliser states and codes and derive explicit formulas, e. g. for their overlaps or the
number of stabiliser codes. Finally, a simulation algorithm for stabiliser circuits is given.

Chapter 5 is dedicated to selected applications of the stabiliser formalism. We give
an introduction to the discrete Wigner function and MUBs, and summarise the most
important results from the literature. Moreover, we present two algorithms based on
the finite field formulation, namely the sampling of a random Clifford unitary and the
compilation of Clifford unitaries into generators.

This part is concluded by Chapter 6 which treats further topics that are not necessary
to understand the main text. There, we describe the construction of Galois fields and
rings via polynomial rings. Furthermore, the mathematical intricacies of the qubit case
are discussed and the construction of Ref. [86] is reflected.



CHAPTER 2

STABILISER FORMALISM FOR QUBITS

The starting point for the qubit stabiliser formalism is the Pauli group which is the group
generated by all n-fold tensor products of Pauli operators:

Pn := 〈{1, X, Y, Z}⊗n〉 =
{

ikσ1 ⊗ · · · ⊗ σn
∣∣ k ∈ Z4, σi ∈ {1, X, Y, Z}

}
. (2.1)

Here, the Pauli X, Y, and Z operators are defined in the computational basis by

X =

(
0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
. (2.2)

Given an Abelian subgroup S of Pn such that −1 /∈ S , we define a stabiliser code as
the subspace CS ⊂ (C2)⊗n which is stabilised by S :

CS :=
{
|ψ 〉 ∈ (C2)⊗n ∣∣ g |ψ 〉 = |ψ 〉 ∀g ∈ S

}
. (2.3)

Suppose S has a minimal set of l generators {g1, . . . , gl}. Since S is Abelian and −1 /∈ S ,
we have g2 = 1 for all g ∈ S . This implies that every element can be written as gx1

1 . . . gxl
l

for xi ∈ {0, 1} and thus |S| = 2l . Note that l ≤ n since there are at most n independent,
commuting Pauli operators (we will see an easy proof for this fact later). Finally, it is also
simple to compute the dimension of CS . Clearly, it is the common +1 eigenspace of its
commuting set of generators and is thus given by the projector

PS =
l

∏
i=1

1+ gi

2
=

1
|S| ∑

g∈S
g. (2.4)

Since all g ∈ S except for the identity are traceless, the dimension is

dim CS = rk PS = tr PS =
tr1
|S| = 2n−l . (2.5)

Thus, this subspace can be understood as the embedded Hilbert space of k = n− l qubits.
In coding theory language, this is called an encoding of k qubits into n qubits and CS is
referred to as a [[n, k]] stabiliser code. An important special case of this construction is the
maximal one for l = n. Then, CS is one-dimensional and thus defines a unique pure
state, a so-called stabiliser state, see Fig. 2.1 for n = 1.

Finally, we are interested in the transformations which are compatible with this struc-
ture. To this end, we define the Clifford group[51, 53] as the unitary normaliser of the Pauli
group:

Cln =
{

U ∈ U(2n, Q[i])
∣∣ UPnU† ⊂ Pn

}
. (2.6)

Note that in this definition we added the technical constraint that the unitary matrices
should have entries in the complex numbers with rational coefficients Q[i]. When left out,
the normaliser becomes an infinite group due to an infinite centre ' U(1) of irrelevant

5



6 CHAPTER 2. STABILISER FORMALISM FOR QUBITS

|0 〉

|1 〉

Figure 2.1: Bloch representation of the octahedron
spanned by 1-qubit stabiliser states.

phases. Using Def. (2.6), the Clifford group is finite with a minimal centre Z(Cln) =
Z(Pn) = 〈i1〉 ' Z4 [60, 87].

By definition, the Clifford group maps Pauli operators to Pauli operators while pre-
serving commutativity and independence. Therefore, properties of stabiliser groups are
preserved and U ∈ Cln maps the code CS to a code CUSU† of the same dimension. In fact,
any two stabiliser codes of the same dimension are Clifford-equivalent. This is a straight-
forward consequence of Witt’s theorem 3.1 which we will encounter at a later stage.1 In
particular, this implies that the set of stabiliser states is a Clifford orbit.

Although there is still a lot to say about e. g. error-correcting properties of stabiliser
codes, let us focus on the mathematical structure of the formalism. An important feature
is its simple and efficient description. As noted earlier, this can be done using geometry
over the field F2 ' {0, 1}. To this end, we label the computational basis of (C2)⊗n by
vectors x ∈ Fn

2 such that the action of the n-qubit X and Z operators can be written in
terms of a, b ∈ Fn

2 as follows

Z(a) |x 〉 = (−1)a·x |x 〉 , X(b) |x 〉 = |x + b 〉 . (2.7)

Note that all operations are over F2, i. e. they are performed mod 2. In this way, we can
write an arbitrary Pauli operator as

W(u) = i−uz·ux mod 4 Z(uz)X(ux), where u = (uz, ux) ∈ F2n
2 . (2.8)

Here, the overall phase comes from the relation Y = i−1ZX and counts the number of Y
operators in the tensor product.

As we have seen earlier, the Pauli operators fail to form a group because of additional
phase factors which lead to a non-trivial centre Z(Pn) = 〈i1〉. Using the introduced
notation, one finds

W(u)W(v) = iβ(u,v) W(u + v), (2.9)

for some function β which will be discussed in Sec. 3.3. Let us stress at this point that
there seems to be a common misunderstanding about the function β in the literature. It
is often claimed that β is equal to the function Ω(u, v) = uz · vx − vz · ux mod 4. How-
ever, this is false, as a comparison with the multiplication table of the single-qubit Pauli
operators shows (see Table 2.1).

1Alternatively, one can also prove this statement straightforwardly using some algebraic arguments.
The logic, however, is the same as in the more general theorem of Witt.
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× Z Y X
Z 1 −iX iY
Y iX 1 −iZ
Z −iY iZ 1

Ω (1, 0) (1, 1) (0, 1)
(1, 0) 0 1 1
(1, 1) −1 0 1
(0, 1) −1 −1 0

Table 2.1: Multiplication table of the Pauli operators on the left and the values of
Ω(u, v) = uz · vx − vz · ux mod 4 on the 3 non-zero points of F2

2 corresponding to Pauli
operators on the right. We see that iΩ(u,v) does not yield the right phases for the entries
marked in red.

By Eq. (2.9), the Pauli group forms a projective representation of the additive group
of F2n

2 via the introduced map W. Conversely, the map π : ikW(u) 7→ u is a group homo-
morphism with kernel ker π = Z(Pn) = 〈i1〉. It induces an isomorphism Pn/Z(Pn) '
F2n

2 between the projective Pauli group and the discrete vector space F2n
2 .2 However, the

non-Abelian structure of the Pauli group can be encoded in the geometry of F2n
2 . Namely,

one can show that the group commutator is given by

W(u)W(v) = (−1)[u,v]W(v)W(u), (2.10)

where

[u, v] :=
n

∑
i=1

uivn+i + un+ivi = u> Jv, with J =
(

0 1

1 0

)
, (2.11)

is the standard symplectic product3 on F2n
2 . Because of this symplectic structure, we refer

to F2n
2 as “phase space”.

The Clifford group induces an action on phase space by UW(u)U† ∝ W(Su) for some
invertible map S : F2n

2 → F2n
2 . However, since

W(S(u + v)) ∝ UW(u + v)U† ∝ UW(u)U†UW(v)U† ∝ W(S(u))W(S(v)), (2.12)

this induced action is additive and thus also linear. As unitaries preserve commutation
relations, the induced map S preserves the symplectic product, cp. Eq. (2.10), and is thus
an element of the symplectic group:

Sp(F2n
2 ) ≡ Sp2n(2) :=

{
S ∈ F2n×2n

2 | S> JS = J
}

(2.13)

By a slight abuse of notation, we will denote this induced action by π : Cln → Sp2n(2).
Similar to the above line of reasoning, one shows that π(U−1) = π(U)−1 and π(UV) =
π(U)π(V) and thus π is a group homomorphism. Conversely, given a S ∈ Sp2n(2),
one can construct a Clifford unitary US by defining it on the generators Zi = W(ei) and
Xi = W(en+i) of the Pauli group,

USZiU†
S := W(Sei), USXiU†

S := W(Sen+i), (2.14)

and extend its action to the whole group. The Clifford unitary US is well-defined up to a
global phase. This shows that π is also surjective. Finally we note that the induced action

2In group theoretic terms, this means that the quotient group Pn/Z(Pn) is elementary Abelian.
3A symplectic product is a non-degenerate, alternating bilinear form.
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of the Pauli group is always the identity by Eq. (2.10). Since these are the only diagonal
channels in the Pauli basis, we have ker π = Pn and thus Cln/Pn ' Sp2n(2).

In particular, any Clifford unitary U is completely determined by a tuple (S, u) where
S ∈ Sp2n(2) and u ∈ F2n

2 . The action of the Clifford unitary can be written as

UW(v)U† = (−1)[u,v](−1)gS(v)W(Sv), (2.15)

where gS : F2n
2 → F2 is a suitable function depending on S which will be derived later.

There, we also show that if we deal with odd-dimensional systems, this function becomes
trivial.

Finally, we derive the geometric representation of stabiliser codes. Given a stabiliser
subgroup S < Pn, its projection on phase space is the set

MS = π(S) =
{

u ∈ F2n
2
∣∣ (−1)kW(u) ∈ S for some k ∈ F2

}
. (2.16)

Note that because π is a group homomorphism, MS is actually a linear subspace of F2n
2 .

In particular, given independent generators g1, . . . , gl of S , their images bi = π(gi) form
a basis of MS . Moreover, since all elements in S commute, we find that the symplectic
product has to vanish on MS . Such subspaces are called isotropic. One can show that the
maximal dimension of an isotropic subspace is n. Such a maximal isotropic subspace is
also called a Lagrangian subspace and thus corresponds to stabiliser states.

Note that the projection erases the phases of all Pauli operators in S , thus many dif-
ferent stabiliser codes are mapped onto the same isotropic subspace. A natural question
at this point is to ask whether all isotropic subspaces correspond to stabiliser codes and
what can be said about the phases. We will answer this question in mathematical detail in
Ch. 4, but let us state the basic idea at this point. For every isotropic subspace M ⊂ F2n

2 of
dimension l, one fixes a basis b1, . . . , bl and picks a vector x ∈ Fl

2. The corresponding sta-
biliser code is defined by the Abelian group 〈(−1)x1W(b1), . . . , (−1)xl W(bl)〉. Moreover,
the projector PM,x onto the code space can be written as

PM,x :=
l

∏
i=1

1
2
(
1+ (−1)xiW(bi)

)
=

1
|M| ∑

m∈M
(−1) fx(m)W(m), (2.17)

for a suitable function fx : M→ F2 that is completely determined by x and the composi-
tion law Eq. (2.9). Clearly, any stabiliser code of dimension 2n−l has this form. Moreover,
the projectors PM,x for varying x are actually orthogonal because they disagree in at least
one eigenvalue of the generators W(bi). In particular, a Lagrangian subspace with l = n
represents 2n orthonormal stabiliser states and therefore a basis of (C2)⊗n.

At this point, instead of deriving explicit formulas for e. g. the the overlap of sta-
biliser states, we will postpone this to Ch. 4, after having developed the more general
framework. However, as a last remark, let us comment on how to use the phase space
representation to efficiently simulate the Clifford dynamics of a stabiliser state ψ. The
state is represented by a Lagrangian subspace L given by a basis b1, . . . , bn and a phase
vector x ∈ Fn

2 . Any Clifford unitary is represented a symplectic matrix S and some Pauli
operator W(u). To compute the image of the state, we compute the basis Sb1, . . . , Sbn of
S(L). The signs are accordingly updated as x 7→ x̃ = x + ∑n

i=1 ([u, bi] + gS(bi)) ei. Finally,
to computer the expectation value of some Pauli operator W(v), we get

tr
(

U |ψ 〉〈ψ |U†W(v)
)
=

{
f x̃(v) if [v, Sbi] = 0 ∀i ∈ [n],
0 else.

(2.18)
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These operations all involve basic linear algebra on F2n
2 and can be performed in time

O(n2). Note that this procedure is more general than the Gottesman-Knill and Aaronson-
Gottesman algorithms [40, 88] which only consider updates of the state with respect to
fixed 2-local gates. Since those can be performed constant time, the algorithm scales with
O(n). The presented algorithm, however, computes updates with respect to arbitrary
n-qubit gates.





CHAPTER 3

SYMPLECTIC STRUCTURES OVER FINITE FIELDS

In this chapter, we reverse the argumentation of the last chapter and start by introduc-
ing arbitrary finite fields, discrete symplectic groups and unitary representations thereof.
The goal of the following sections is to introduce the mathematical background needed
for a deeper understanding of the stabiliser formalism. Based on these concepts, we will
see how familiar objects like stabiliser codes and Clifford unitaries emerge in Ch. 4. This
can be understood as an axiomatic way of introducing the stabiliser formalism.

3.1 Finite fields and discrete symplectic vector spaces

The subject of finite fields is covered extensively in many textbooks and we refer the
reader for more details to e. g. Refs. [89, 90]. An introduction to symplectic vector spaces
can be found in textbooks on symplectic geometry, e. g. Refs. [91, 92].

3.1.1 Finite fields in a nutshell

A finite field is a field of finite order, i. e. with finitely many elements. The best known
examples are finite fields of prime order p. Starting from the residue rings Zp = Z/pZ

of integers modulo p, it is a standard textbook exercise to show that Zp is a field if and
only if p is prime. In this sense, prime-order finite fields follow simple arithmetic rules.

However, there are also finite fields with a non-prime number of elements. Indeed, it
is a classic result that finite fields exist if and only if their order q is a prime-power (i. e. q =
pm). Here p is the so-called characteristic of the field and m is the (extension) degree. Since it
turns out that all finite fields of order q are isomorphic, they are unambiguously denoted
as Fq. These fields form so-called Galois extensions over their base field Fp. Here, we
omit the technical details of this construction and refer the interested reader to Sec. 6.1.1.
Instead, we describe the structure of the extension field Fq = Fpm .

First, Fp forms a subfield of Fq given by all elements x ∈ Fq such that xp = x. The
fact that this set is closed follows from the identity (x + y)p = xp + yp over finite fields
of characteristic p.1 It can be derived from the binomial theorem by noticing that all
binomial coefficients – except the first and the last one – are divisible by p and thus
vanish.

The additive group F+
q = (Fq,+) of the field Fq has the structure of a vector space

over Fp of dimension m. More precisely, the elements of Fq can be understood as polyno-
mials in an element θ ∈ Fq (called root) with coefficients in Fp:

x = x0 + x1θ + · · ·+ xm−1θm−1, xi ∈ Fp. (3.1)

In this representation, addition is simple since it only requires to add the coefficients.
The multiplicative group F×q = (Fq \ 0, ·) of Fq is cyclic, i. e. it is generated by a

single element. Since F×q has q− 1 elements, this particularly implies that xq−1 = 1 for
1This is sometimes called “Freshman’s dream”.

11
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any x ∈ Fq. Any generator λ of the multiplicative group is called a primitive element of
the field. Using λ, we can express any non-zero element in Fq by a power representation
x = λk. The multiplication of two elements in power representation is simple since it
only requires adding the exponents modulo q− 1.

Let us consider the multiplication by x ∈ Fq as a Fp-linear map Mx(y) = xy on the
vector space F+

q . The so-called field trace is defined to be the linear trace of this map:

tr x := tr Mx. (3.2)

By definition, this defines a Fp-linear form Fq to Fp. However, one can show that the
field trace can be equivalently written as

tr x =
m−1

∑
j=0

xpj
, (3.3)

without referring to the map Mx. Let us verify that this indeed defines a Fp-linear map
from Fq to the subfield Fp. An immediate consequence of the cyclicity of F×q is that we
have the identity xq = x for all x ∈ Fq. Thus, we find

(tr x)p =

(
m−1

∑
j=0

xpj

)p

=
m−1

∑
j=0

xpj+1
=

m−1

∑
j=0

xpj
= tr x, (3.4)

for all x ∈ Fq. Similarly, one shows that tr(x + y) = tr x + tr y and tr(αx) = α tr x for
x, y ∈ Fq and α ∈ Fp. We can use the field trace to define a symmetric Fp-bilinear form,
the trace inner product,

〈x, y〉 := tr(xy), (3.5)

which can be shown to be non-degenerate and turns F+
q into an orthogonal vector space.

Finally, we want to discuss the concept of a field basis. We have already given an
example of such a basis, namely a polynomial basis in Eq. (3.1). More generally, given
b1, . . . , bm ∈ Fq, we call them a basis if their Fp-span is Fq, i. e. if we can write any x ∈ Fq
uniquely as

x =
m

∑
i=1

xibi, for some xi ∈ Fp. (3.6)

In other words, a field basis is exactly a Fp-vector space basis for F+
q . In particular,

any choice of basis induces a (non-canonical) vector space isomorphism between the
additive group F+

q and Fm
p . The theory of vector spaces implies the existence of a dual

basis b1, . . . , bm which fulfils tr(bibj) = δ
j
i . Then any element x ∈ Fq can be written as

x =
m

∑
i=1

xibi =
m

∑
i=1

xibi, xi = tr(xbi) ∈ Fp, xi = tr(xbi) ∈ Fp. (3.7)

We call a basis orthogonal if it is self-dual, i. e. its elements are mutually orthogonal with
respect to the trace inner product.
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3.1.2 Additive characters

A character of an Abelian group G is a homomorphism χ : G → S1 into the circle group
S1. The set of characters form a group with pointwise multiplication, called the Pontrya-
gin dual Ĝ. There are a lot of analogies with the concept of a dual vector space such as
a canonical isomorphism from G into the dual of Ĝ given by g 7→ (χ 7→ χ(g)). The
characters of an Abelian group G are exactly characters in the representation-theoretic
sense since all irreducible representations of G are one-dimensional and thus tr τ ' τ is
a homomorphism into U(1) ' S1 for any irrep τ. Moreover, Ĝ is a basis for the group
algebra C[G] which is orthonormal with respect to the character inner product

(ϕ, ψ) :=
1
|G| ∑

g∈G
ϕ(g)ψ(g), ϕ, ψ ∈ C[G]. (3.8)

In the context of a finite field Fq, with q = pm, we are interested in characters of the
additive group F+

q . Since any element x ∈ Fq has additive order p, any character χ has
to obey

1 = χ(0) = χ(px) = χ(x)p. (3.9)

Thus, the values of χ are in the p-th roots of unity. Given a primitive root, say ω =
exp(2πi/p), we can write χ(x) = ω f (x) where the function f has values in Fp which we
can identify with Zp. For χ to be a homomorphism, the function f has to be additive and
is thus a linear form F+

q → Fp on Fq seen as an Fp-vector space. Since the trace inner
product is non-degenerate, we can write f (x) = tr(ax) for some a ∈ Fq and hence we
have shown that any additive character is of the form

χ(x) = ωtr(ax). (3.10)

Similarly one can show that the additive characters of a vector space V over Fq have
the form ξ(v) = χ(ϕ(v)) where χ is a character of Fq and ϕ ∈ V∗. Note that the linear
form ϕ is uniquely determined by ξ and χ since

χ(ϕ(v)) = χ(ϕ′(v)) ⇒ ϕ(v)− ϕ′(v) ∈ ker χ ∀v ∈ V, (3.11)

which can only be the case if χ = 1 is the trivial character. As above, we can explicitly
write the character for some a ∈ Fq as:

ξ(v) = ωtr(aϕ(v)) = ωtr ϕ(av) = ωtr ϕ̃(v). (3.12)

If V is equipped with a non-degenerate bilinear form b, we can express the linear form
as ϕ̃(v) = b(u, v) in the usual way.

We will often use characters of subspaces W ⊂ V which are defined in the same
fashion as above, since W is a vector space in its own right. However, there is a slight
difference when we want to express a character ξ on W using a bilinear form b on V. In
general, b is degenerate when restricted to W, hence there are multiple vectors u such
that ξ(w) = χ([u, w]) for all w ∈W. Any two vectors u, u′ ∈ V define the same character
if and only if

∀w ∈W : [u− u′, w] = 0, ⇔ u− u′ ∈W⊥. (3.13)

Hence, the characters Ŵ on W are in one-to-one correspondence with the quotient space
V/W⊥.
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3.1.3 Symplectic vector spaces and the symplectic group

A symplectic vector space is a vector space V over a field F equipped with a non-
degenerate, alternating bilinear form ω. Such a form exists if and only if V is even-
dimensional. The prototype of a symplectic space is E⊕ E∗ where E is an arbitrary vector
space. It can be endowed with a canonical symplectic form τ given by

τ(e⊕ ε, f ⊕ φ) := ε(e)− φ( f ). (3.14)

In fact, any symplectic vector space (V, ω) is (non-canonically) isomorphic to (E⊕ E∗, τ)
and E can be interpreted as a suitable subspace of V.

Definition 3.1. Given a subspace W of V, the symplectic complement of W is

W⊥ := {v ∈ V | ω(v, w) = 0 ∀w ∈W}. (3.15)

The subspace W is called

(i) symplectic iff W⊥ ∩W = {0},

(ii) isotropic iff W ⊂W⊥,

(iii) Lagrangian iff it is isotropic and dim W = dim V/2.

Note that (W⊥)⊥ = W. Since W⊥ is defined via dim W independent linear con-
straints, its dimension is dim V − dim W. In particular, we have the dimension for-
mula dim W + dim W⊥ = dim V. This bounds the dimension of isotropic subspaces by
dim V/2 which motivates the definition of Lagrangian subspaces as maximally isotropic
subspaces. Note that this also implies that any isotropic subspace can be extended to
a Lagrangian subspace. In general, a subspace W is not a symplectic vector space on
its own since the restriction of the symplectic form can be degenerate. This is exactly
measured by ker ω|W = W⊥ ∩W, thus symplectic subspaces are exactly the subspaces
on which the symplectic form is non-degenerate. Their symplectic complements W⊥ are
symplectic subspaces, too, and thus we get a direct sum decomposition V = W ⊕W⊥ in
symplectic subspaces.

We call an invertible linear map S : (V1, ω1) → (V2, ω2) an isometry or symplecto-
morphism if it is compatible with the symplectic forms S∗ω2 = ω1. If S ∈ Aut(V) is an
isometric automorphism of V, we call S a symplectic map on V. The symplectic maps from
a group which is denoted by Sp(V, ω). A classical result on isometries of quadratic forms
by Witt [93] also applies to symplectic forms and restricts the action of symplectic maps.

Theorem 3.1 (Witt [93]). Suppose W1, W2 ⊂ V are subspaces of a symplectic vector space
(V, ω) and h : W1 →W2 is a (bijective) isometry. Then, there is a symplectic map h̃ ∈ Sp(V, ω)
which extends h, i. e. h̃|W1 = h.

Note that Witt’s theorem has several implications. Take the case where W1, W2 are
isotropic subspaces of the same dimension k. Then, any bijective linear map h : W1 →W2
is an isometry and thus extends to a symplectic map h̃ on V. This means that Sp(V, ω)
acts transitively on the Grassmannian of k-dimensional isotropic subspaces of V. As we
will see in Ch. 4, this directly implies that there is a transitive action of the Clifford group
on stabiliser codes.
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A basis e1, . . . , en, f1, . . . , fn of V is called symplectic or a Darboux basis if the following
holds:

ω(ei, ej) = ω( fi, f j) = 0, ω(ei, f j) = δij. (3.16)

Thus, the subspaces E and F spanned by ei and f j, respectively, are Lagrangian. Using
the isomorphism V → V∗ introduced by the non-degenerate bilinear form ω, we can
interpret the second condition as F being isomorphic to the dual space E∗. Hence, a
symplectic basis is a basis choice inducing an explicit symplectic isomorphism V ' E⊕
E∗ between the symplectic vector space (V, ω) and (E⊕ E∗, τ) with its canonical form τ.
Such a choice of isomorphism is called a polarisation of V.

With respect to a symplectic basis, ω is represented by

ω(v, w) = v> Jw, J =
(

0 1

−1 0

)
. (3.17)

This explicitly gives an isometry between the symplectic vector space (V, ω) and F2n

with its standard symplectic form

[v, w] := v> Jw =
n

∑
i=1

viwn+i − wivn+i. (3.18)

In particular, this shows that the group Sp(V, ω) of symplectic maps on V is isomorphic
to the standard symplectic group:

Sp2n(F) :=
{

S ∈ F2n×2n ∣∣ S> JS = J
}

. (3.19)

For later reference, we state here the order of the symplectic group for finite fields F = Fq
[94]:

|Sp2n(Fq)| = qn2
n

∏
i=1

(
q2i − 1

)
. (3.20)

3.1.4 An explicit set of generators of the symplectic group

The symplectic group plays a prominent role in the stabiliser formalism, which is why we
want to dedicate this section to a brief summary of some properties. For the remaining
paper, the following subgroups will be important:

Sn(F) :=
{

S(R) :=
(
1 R
0 1

) ∣∣ R ∈ Symn(F)

}
, (3.21)

Gn(F) :=
{

G(Q) :=
(

Q−> 0
0 Q

) ∣∣ Q ∈ GLn(F)

}
. (3.22)

One readily verifies that these matrices are symplectic and that Sn(F) and Gn(F) corre-
spond to representations of the Abelian group of symmetric matrices Symn(F) and the
group of invertible matrices GLn(F), respectively. In particular, we have

S(R1)S(R2)
−1 = S(R1 − R2), G(Q1)G(Q2)

−1 = G(Q1Q−1
2 ). (3.23)

From a physical perspective, the subgroup Gn(F) is the group of symplectic transfor-
mations induced from transformations of the configuration space Fn and is sometimes
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called “point transformations” in classical mechanics. In the mathematical literature, the
group Sn(F) is sometimes called the Siegel unipotent subgroup of Sp2n(F). Note that Gn(F)
normalises Sn(F)

G(Q)−1S(R)G(Q) = S(Q>RQ), (3.24)

and thus their span is the semidirect product Pn(F) := Sn(F)o Gn(F). The subgroup
Pn(F) is called the Siegel parabolic subgroup of Sp2n(F) and is exactly the subgroup which
stabilises the Lagrangian subspace spanned by e1, . . . , en. As we saw before, Sp2n(F) acts
transitively on Lagrangian subspaces and thus any stabiliser of a Lagrangian subspace is
isomorphic to Pn(F).

The Siegel parabolic subgroup can be equivalently characterised as the group of sym-
plectic matrices with zeros in the lower left block. In particular, J is not an element
of Pn(F). However, one can show that Pn(F) = Sn(F)o Gn(F) and J span the whole
symplectic group [95]. Thus, a possible set of generators for Sp2n(F) is given by gen-
erators for Sn(F) and Gn(F), supplemented by J. In the later Sec. 5.3.2, we give an al-
gorithm which efficiently decomposes any symplectic matrix into at most two matrices
from Sn(F), Gn(F) and J.

Up to now, the introduced concepts were valid for any field F. In order to state
explicit generators of the symplectic group, we assume that F = Fq for q = pm and write
Sp2n(q) ≡ Sp2n(Fq). Note that since N and G form representations, we can restrict our
attention to generators of Symn(q) and GLn(q). This set of generators is both natural
and motivated from their later interpretation [96]. We denote by Eij := eie>j the n × n
matrix having a one in the (i, j)-th entry and zeros elsewhere. Then clearly, the following
matrices generate Symn(q):

Si(a) := aEii, CZij(a) := a(Eij + Eji) ∀a ∈ Fq. (3.25)

Explicitly, any symmetric matrix R = (rij) can be written as

R =
n

∑
i=1

Si(rii) + ∑
i<j

CZij(rij). (3.26)

Here, we already used a suggestive notation which will become clear in Ch. 4.
Let us now construct generators for GLn(q). To this end, consider first the subgroup

of invertible lower triangular matrices. Any such matrix can be written as a product of
a lower unitriangular matrix (i. e. has ones on the diagonal) and a non-singular diagonal
matrix. Lower unitriangular matrices can be decomposed as products of

CXij(a) := 1+ aEji, for i < j. (3.27)

This is because multiplication of lower unitriangular matrices corresponds to the addi-
tion of their strictly lower triangular parts. Thus, any lower unitriangular matrix can be
written as

L = ∏
i<j

CXij(Lij). (3.28)

By transposition, we get the same decomposition for upper unitriangular matrices in
terms of

CXij(a) := 1+ aEji, for i > j. (3.29)
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Note that Mi(a) := CXii(a− 1) is the diagonal matrix with a in the i-th entry and ones else
(“local multiplication by a”). Those clearly generate all diagonal matrices. This shows
that the matrices CXij(a) generate the group spanned by invertible upper and lower tri-
angular matrices.

To decompose an arbitrary Q ∈ GLn(q), we can make use of a PLDU decomposition,

Q = PLDU (3.30)

where P is a permutation matrix, L and U are lower and upper unitriangular matrices,
respectively, and D is a nonsingular diagonal matrix. We can decompose the permutation
P in terms of transpositions πij, and use the familiar identity

πij = CXijCXjiCXij, (3.31)

where CXij ≡ CXij(1). Together with the previous discussion, this shows that any Q ∈
GLn(q) can be written as a product of CXij(a).

Note that there is a certain redundancy in our definition of generators. Let g be any
of the above generators and be • the group operation in Symn(q) or GLn(q), respectively.
Then we have the identity

g(a + b) = g(a) • g(b), ∀a, b ∈ Fq. (3.32)

In particular, for x ∈ Fp in the prime field and a ∈ Fq, we find

g(xa) = g(a + · · ·+ a) = g(a) • · · · • g(a). (3.33)

This means that we only have take generators on a basis of Fq. The group operations will
automatically generate the remaining ones. Let us summarise this result concisely as a
proposition:

Proposition 3.1 (Generators of Sp2n(q)). Let q = pm for p prime, and let b1, . . . , bm be a basis
for Fq. Define Si(a), CZij(a), Mi(a), CXij(a) as before. Then, the symplectic group Sp2n(q) is
generated by the following matrices for i 6= j ∈ [n] and µ ∈ [m]:

J, S(Si(bµ)), S(CZij(bµ)), G(Mi(bµ)), G(CXij(bµ)). (3.34)

From Sec. 3.1, we know that all non-zero elements in Fq can be written as powers of
a primitive element. With this, it is possible to give a reduced set of generators:

Proposition 3.2 (Alternative generators of Sp2n(q)). Let λ ∈ F×q be a primitive element.
Then, the symplectic group Sp2n(q) is generated by the following matrices for i 6= j ∈ [n]:

Ji, S(Si(λ)), G(CXij), G(Mi(λ)). (3.35)

Here, Ji is the local application of J to the i-th coordinate pair. If q is even, then we can replace
S(Si(λ)) by S(Si).

In fact, it is enough for both propositions to have all gates except the CX generators
for some index i respectively i 6= j, since by using Eq. (3.31), we can implement any
transposition via CX to swap the indices to any desired pair.
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To show Prop. 3.2, let us compute the action of Mi(λ) for an arbitrary λ ∈ Fq on the
generators Si(a), CZij(a) and CXij(a). Using Eq. (3.24), we find for i 6= j:

G(Mi(λ))
−1S(Si(a))G(Mi(λ)) = S(Si(aλ2)), (3.36)

G(Mi(λ))
−1S(CZij(a))G(Mi(λ)) = S(CZij(aλ)), (3.37)

Mi(λ)CXij(a)Mi(λ)
−1 = CXij(aλ). (3.38)

If we choose λ ∈ F×q to be primitive, we can write any a ∈ F×q as a = λr and likewise
Mi(λ

r) = Mi(λ)
r. Thus, by Eqs. (3.37) and (3.38), we see that Mi(λ) together with CZij

and CXij generate the last three gate families in Eq. (3.34). However, because of Eq. (3.36),
this is generally not true for the S-family since λ2 may fail to generate F×q . It turns out
that this is precisely the case when p is odd due to the following basic group-theoretic
fact:

Lemma 3.1. Let G be a cyclic group. If a ∈ G has order m, then ar has order m/ gcd(m, r).

Given a primitive element λ ∈ F×q , it has order q− 1, thus λ2 has order q− 1/ gcd(q−
1, 2) and is primitive if and only if gcd(q− 1, 2) = 1⇔ q is even⇔ p = 2. Thus, if p = 2,
it is sufficient to supplement the generators evaluated at a = 1 with the multiplication
gate Mi(λ). Furthermore, Lemma 3.1 implies that for p 6= 2, there is no ξ ∈ F×q such
that ξ2 is primitive since ξ would have order 2(q − 1). Hence, for p 6= 2, we need the
generator Si(λ) in addition to Mi(λ) for λ ∈ F×q primitive.

Finally, let us define Ji as the local application of J to the i-th symplectic pair, i. e. Ji
acts as (e1, . . . , en, f1, . . . , fn) 7→ (e1, . . . ,− fi, . . . , en, f1, . . . , ei, . . . , fn). Then, we have the
identities J = J1 · · · Jn and JjS(CZij)J−1

j = G(CXij)
−1 and hence we can remove CZ as a

generator.

3.2 The Weil representation in odd characteristic

In this section, we introduce a unitary representation of the symplectic group Sp2n(q)
on the Hilbert space C[F2n

2 ] ' (Cq)⊗n which goes back to works by Weil [83]. In fact,
André Weil constructed this representation for symplectic groups over an arbitrary lo-
cal field F. As Weil showed, this representation is a projective one which can be lifted to
a linear representation of a double cover of the symplectic group, the metaplectic group.
The Weil representation over the real numbers and its relation to quantum mechanics is
extensively discussed in the literature, e. g. in Ref. [97]. For finite fields of odd character-
istic, F = Fq, this metaplectic or Weil representation can be linearised and descends to the
mentioned unitary representation of Sp2n(q) [98]. However, this construction only works
in odd characteristic [86, 99, 100]. In the important qubit case p = 2, the structure of the
underlying symplectic space changes qualitatively as will be discussed in Sec. 3.3. Then,
only a somewhat similar projective representation of a bigger group containing Sp2n(2

m)
can be recovered which eventually leads to a more complicated formalism.

We introduce Weil’s important unitary representation of the symplectic group follow-
ing the explicit construction by Neuhauser [95]. We start by introducing the Heisenberg
group Hn(q) of the symplectic vector space F2n

q as the set F2n
q × Fq with the non-Abelian

composition law
(v, t) • (w, s) := (v + w, t + s + 2−1[v, w]). (3.39)



3.2. THE WEIL REPRESENTATION IN ODD CHARACTERISTIC 19

From a mathematical point of view, the Heisenberg group Hn(q) is a central extension
of the phase space F2n

q by Fq. This is discussed in detail in Sec. 6.2.2. Since (v, t)−1 =
(−v,−t), we find

(v, t) • (w, s) • (v, t)−1 = (w, s + [v, w]). (3.40)

Thus, we can deduce that (w, s) is in the centre if and only if w = 0, hence Z(Hn(q)) ' Fq.
Moreover, we see that the inner automorphism group of Hn(q) can be identified with linear
forms ϕ(w) = [v, w] on F2n

q . A straightforward calculation (cp. Sec. 6.2.2) shows that
any automorphism of Hn(q) which fixes its centre has the form (v, t) 7→ (g(v), t + α(v)),
where g ∈ GL2n(q) and α is a function fulfilling

2−1[g(v), g(w)]− 2−1[v, w] = α(v + w)− α(v)− α(w). (3.41)

Since the right hand side is symmetric and the left hand side is anti-symmetric it is nec-
essary that

[g(v), g(w)]− [v, w] = 0 = 2 (α(v + w)− α(v)− α(w)) . (3.42)

Thus, we can conclude that g is symplectic, α is a linear form (since since 2 is invertible
in odd characteristic), and their choice is independent. Since linear forms correspond
to inner automorphisms, the centre-fixing outer automorphisms are given by Sp2n(q).
The total group of (centre-fixing) automorphisms can thus be identified with the affine
symplectic group ASp2n(q) ' Sp2n(q)n F2n

q .
Next, we construct a unitary representation of Hn(q) on the function space C[Fn

q ] '
(Cq)⊗n. To this end, let us fix an additive character χ of Fq, i. e. a homomorphism χ :
Fq → S1 of the additive group of Fq. Recall that any such character can be written
as χ(a) = ωtr(ax) for x ∈ Fq and ω = exp(2πi/p). Furthermore, we fix a polarisation
F2n

q = E⊕ F which we can without loss of generality assume to be the one induced by the
standard symplectic basis, i. e. E = 〈e1, . . . , en〉 and F = 〈 f1, . . . , fn〉. In later applications,
we will often denote E =: Zn and F =: Xn, and call them the Z and X Lagrangian. Let
us denote the corresponding coordinates as z = (z1, . . . , zn) and x = (x1, . . . , xn). Then,
we define the Schrödinger representation (also: Weyl representation) as the following unitary
representation on C[Fn

q ]:

Wχ(z, x, t) f (u) := χ(t + z · u + 2−1z · x) f (u + x). (3.43)

By definition, we have Wχ(z, x, t) = χ(t)Wχ(z, x, 0). We call the operators Wχ(z, x) ≡
Wχ(z, x, 0) the Weyl operators on C[Fn

q ].2

It is easy to see that Wχ is traceless except for the centre Z(Hn(q)), where Wχ(0, 0, t) =
χ(t) id. In particular, this implies that Wχ is irreducible since the character inner product
is

(Wχ, Wχ) =
1

|Hn(q)| ∑
h∈Hn(q)

| tr Wχ(h)|2 =
1

q2n+1 ∑
t∈Fq

|χ(t) tr id|2

=
1

q2n+1 qq2n = 1.

(3.44)

2After Herrmann Weyl, who used representations of the Heisenberg group as a basis for the quantisation
of phase space.
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The orthogonality of two distinct characters χ 6= χ̃ implies that (Wχ, Wχ̃) = 0 and thus
the representations are unitarily non-equivalent. Moreover, any representation which
is unitarily equivalent to Wχ has to agree with it on the centre. Conversely, given an
arbitrary irreducible representation ρ of Hn(q) on C[Fn

q ], irreducibility implies that on
the centre ρ(0, t) = γ(t)id, where γ is a character of Fq. Thus, it holds

ρ(v, t)ρ(w, s)ρ(v, t)−1 = ρ(w, s + [v, w]) = γ([v, w])ρ(w, s). (3.45)

By taking the trace on both sides, we see that tr ρ(w, s) = 0 for all w 6= 0. Hence, the
character inner product of ρ with Wγ is analogous to Eq. (3.44) and shows that the two
representations are equivalent. In summary, two irreducible representations of Hn(q) are
unitarily equivalent if and only if they agree on the centre. This is the Stone-von Neumann
theorem for finite fields.

As the symplectic group Sp2n(q) naturally acts as automorphisms of the Heisenberg
group Hn(q), we obtain from the irreducible Schrödinger representation W of Hn(q)
another irreducible representation Wg = W ◦ g, which agrees with W on the centre
Z(Hn(q)). By the Stone-von Neumann theorem, Wg is unitarily equivalent to W, i. e. there
is a unitary operator µ(g) such that

Wg(v, t) = µ(g)W(v, t)µ(g)−1, ∀(v, t) ∈ Hn(q). (3.46)

The operator µ(g) is uniquely determined up to a phase and thus defines a projective
representation of Sp2n(q), called the metaplectic or Weil representation. The uniqueness
implies that

µ(gh) = c(g, h)µ(g)µ(h), (3.47)

for all g, h ∈ Sp2n(q) and some function c(g, h) ∈ S1. Note that c has to fulfil the con-
sistency condition c(g, hk)c(h, k) = c(gh, k)c(g, h) for g, h, k ∈ Sp2n(q) following from
associativity.

It is well known that a projective representation µ can be turned into a faithful unitary
representation ν if and only if there exists a function κ such that c(g, h) = κ(g)κ(h)κ(gh)−1

and in this case ν(g) = κ(g)µ(g). We will show in the following, that for the Weil rep-
resentation such a function κ can be found and give an explicit formula. To this end, we
will study the irreducible subrepresentations of µ. For later applications it will be useful
to make a concrete choice for µ, although this is not necessary to show the existence of κ.
We define µ on the generators introduced in Sec. 3.1.3 as follows.

Theorem 3.2 (Weil representation on generators). We can choose µ to fulfil

µ(S(R)) f (u) := χ(2−1u>Ru) f (u), (3.48)
µ(G(Q)) f (u) := f (Qu), (3.49)

µ(J) f (u) :=
1√
qn ∑

v∈Fn
q

χ(u · v) f (v), (3.50)

where R ∈ Symn(q) and Q ∈ GLn(q).
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Proof. This can be checked via direct computation, for instance

µ(J)W(z, x, t)µ(J)−1 f (u)

=
1√
qn ∑

v∈Fn
q

χ(t + z · v + 2−1z · x)χ(−u · v)µ(J) f (v + x)

=
1
qn ∑

w∈Fn
q

χ(t + 2−1z · x)χ(x · w) f (w) ∑
v∈Fn

q

χ(w · v)χ(−(u− z) · v)

= χ(t + x · u− 2−1x · z) f (u− z)
= W(J(z, x), t) f (u).

Lemma 3.2. The subspaces

V+ :=
{

f ∈ C[Fn
q ]
∣∣ f (−u) = f (u)∀u ∈ Fn

q

}
,

V− :=
{

f ∈ C[Fn
q ]
∣∣ f (−u) = − f (u)∀u ∈ Fn

q

}
,

(3.51)

are invariant under µ.

Proof. Since µ(−1) f (u) = µ(G(−1)) f (u) = f (−u) = ± f (u) for f ∈ V±, these sub-
spaces are exactly the eigenspaces of µ(−1). Note that −1 is in the centre of Sp2n(q).
Thus, if f ∈ V± is an eigenfunction, so is µ(g) f ∈ V±. This shows that V± are invariant
subspaces w.r.t. µ.

Theorem 3.3. The Weil representation µ acts irreducibly on V± and these representations are
inequivalent.

Proof. We use Schur’s lemma to show that µ acts irreducibly on V±. Consider linear
operators T± on V± that commute with the restricted representations µ± = µ|V± . Thus,
they define a linear operator on C[Fn

q ] by T = T+ ⊕ T− which commutes with µ. In
particular, T commutes with the action of Sn(q), which yields the following identity when
evaluated on the basis δx ≡ |x 〉:

〈y | Tµ(S(R)) |x 〉 = 〈y | µ(S(R))T |x 〉
⇔ χ(−2−1x>Rx)Tyx = χ(−2−1y>Ry)Tyx

(3.52)

Now, assume that y and x are such that Tyx 6= 0. Then, we will shown that this can only be
the case if y = ±x. By assumption, χ(−2−1x>Rx) = χ(−2−1y>Ry) for all R ∈ Symn(q).
Since any non-trivial character is of the form χ(a) = ωtr(ba) for some b ∈ F×q , we have
tr(bx>Rx) = tr(by>Ry) for all R ∈ Symn(q). However, multiplication by b 6= 0 is a
bijection on Symn(q) and thus this is equivalent to tr(x>Rx) = tr(y>Ry) for all R ∈
Symn(q). Repeating the same argument, we can thus deduce that

tr(cx>Rx) = tr(cy>Ry), ∀R ∈ Symn(q), c ∈ F×q . (3.53)

By the non-degeneracy of the trace inner product, this is the case if and only if x>Rx =
y>Ry for all R ∈ Symn(q). Evaluating this expression for R = eie>j + eje>i yields xixj =
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yiyj for all i, j ∈ [n]. Let us assume that x 6= 0 and hence there is a k such that xk 6= 0.
Taking i = j = k in the former equation, it becomes x2

k = y2
k , and thus we also find

yk 6= 0. Thus, setting j = k, we can invert the equation to obtain yi = y−1
k xkxi for all i.

Since y−1
k xk ∈ {±1}, this implies y = ±x. In the case x = 0, we have y = 0, too, thus

this equation holds trivially. In summary, we have shown that Tyx can only be non-zero
if y = ±x.

Next, let us define a suitable basis for V+ and V−. Let X be a set of representatives
of Fn

q /{−id} without 0. Note that since q is odd, |X| = 1
2 (q

n − 1). Defining |x± 〉 :=
1√
2
( |x 〉 ± |−x 〉), an orthonormal basis for V+ is B+ := { |x+ 〉 | x ∈ X} ∪ { |0 〉} and

one for V− is B− := { |x− 〉 | x ∈ X}. This immediately gives dim V+ = 1
2 (q

n + 1) and
dim V− = 1

2 (q
n − 1), showing that if the representations are both irreducible, they have

to be inequivalent.
The above argumentation implies that T± is diagonal in the respective basis B± with

components given by T+
x,x = 1

2 (Tx,x + Tx,−x) and T−x,x = 1
2 (Tx,x − Tx,−x). We compute for

y, x ∈ X: √
qn
〈
y+
∣∣ T+µ+(J) |0 〉 =

〈
y+
∣∣ T+

(
|0 〉+ ∑

x∈X

∣∣x+ 〉) = T+
y,y. (3.54)

However, we also find√
qn
〈
y+
∣∣ µ+(J)T+ |0 〉 =

√
qn T+

0,0
〈
y+
∣∣ µ+(J) |0 〉 = T+

0,0. (3.55)

Since T+ commutes with µ+(J), we have T+ = T+
0,0 id. Next, we find〈

y+
∣∣ T−µ−(G(Q))

∣∣x− 〉 = 〈
y+
∣∣ T−

∣∣Qx−
〉
= T−y,y

〈
y+
∣∣Qx−

〉
,〈

y+
∣∣ µ−(G(Q))T−

∣∣x− 〉 = T−x,x
〈
y+
∣∣Qx−

〉
,

(3.56)

for all y, x ∈ X. We can assume that x = Q−1y ∈ X (otherwise −x is), and then find
〈y|Qx−〉 = 1. This results in T−y,y = T−Q−1y,Q−1y for all Q ∈ GLn(q). Since GLn(q) acts
transitively on Fn

q this implies that T− = t id for some t ∈ Fq.
In summary, we have shown that all linear maps T± on V± which commute with

µ± are proportional to the identity. By Schur’s lemma, this can only be the case if µ± is
irreducible. Since the dimensions of V+ and V− are different, they can not be equivalent.

Finally, we explicit construct the function κ which yields a faithful unitary represen-
tation ν = κµ. Note that we have the relation µ(gh) = c(g, h)µ(g)µ(h) as well as the
relation µ+(gh) = c(g, h)µ+(g)µ+(h) by restricting to V+. Taking determinants in both
relations results in

det µ(gh) = c(g, h)qn
det µ(g)det µ(h),

det µ+(gh) = c(g, h)
1
2 (q

n+1) det µ+(g)det µ+(h).
(3.57)

Division of the square of the second equation by the first one yields

c(g, h) =
det µ+(gh)2

det µ(gh)
det µ(g)

det µ+(g)2
det µ(h)

det µ+(h)2 =
κ(g)κ(h)

κ(gh)
, (3.58)

for κ(g) = det µ(g)det µ+(g)−2 = det µ−(g)det µ+(g)−1.
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Remark 3.1. As in Theorem 3.2, it is possible to give explicit formulas for ν = κµ on
the generators by computing κ. Note that for any R ∈ Symn(q), the operator µ(S(R)) is
diagonal in the computational basis |x 〉. Since its matrix entries do not depend on the
sign of x, it is equally diagonal in the (anti-)symmetrised basis B± of V±. Thus, we find:

κ(S(R)) = det µ−(S(R))det µ+(S(R))−1

= ∏
x∈X

χ(−2−1x>Rx) ∏
x∈X∪0

χ(−2−1x>Rx)−1

= 1.

(3.59)

Computing κ for the subgroup Gn(q) and J is a bit more involved and can be found in
Ref. [95]. Note that both µ(G(Q)) and µ+(G(Q)) are permutation matrices, thus their
determinant is ±1. Moreover, µ(J)2 = µ(J2) = µ(−1), hence µ+(J)2 = id. Recall that we
assumed q = pm for p > 2 prime. Then, it holds

κ(G(Q)) = det(µ(G(Q))) =

(
det(Q)

q

)
,

κ(J) = det(µ(J)) = (−1)n(m+1)(−i)
nm
2 (p−1).

(3.60)

Here, ( x
q ) is the Legendre symbol of x ∈ F×q which is 1 if x is a square and -1 else.

3.3 A Weil-like representation in even characteristic

Notably, the construction of the Schrödinger and Weil representations in Sec. 3.2 depends
on the characteristic being not two. Indeed, the very first Eq. (3.39) invokes the inverse of 2
which does not exist in a field of characteristic two. Since the definition of the Heisenberg
group is the foundation for the Weil representation, it is a priori not clear how the phase
space formalism should be defined from an axiomatic point of view. To this end, it is
instructive to rewrite the Schrödinger representation in Eq. (3.43) as follows

Wχ(z, x, t) f (u) := χ(t + z · u + 2−1z · x) f (u + x) = χ(t + z · u)χ̃(z · x) f (u + x), (3.61)

where χ̃(t) := χ(2−1t) = ω2−1 tr t. The number ω2−1
is a square root of the p-th root of

unity ω. Thus, we make the ansatz to replace ω2−1
by a suitable square root of ω in

the case p = 2. As it turns out, the somewhat different behaviour of the construction
is related to the distinct nature of these square roots for even and odd p. Let us choose
ω = e2πi/p for concreteness, then its square roots are of the form ±eπi/p. Interestingly,
the order depends on whether p is even or odd. In the odd case, the “+” square root has
order 2p and the “-” square root has order p. In particular, ω2−1

= eiπ(p+1)/p = −eiπ/p

has order p and χ̃ thus defines an additive character for an extension field over Fp. In the
even case, both square roots have order 4 = 2p. Thus, if want to mimic the behaviour of
the Schrödinger representation, one needs to introduce a character χ̃ of an extension ring
over Z4 in the even case.

The following presentation tries to combine approaches from the mathematical litera-
ture [86] and from the physical literature [66–68, 84, 85] with the goal of finding a balance
between rigour and accessibility. More details on the mathematical background and in-
tricacies can be found in Sec. 6.2 including a discussion of the construction in Ref. [86].
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Remark 3.2 (Z4 phases are necessary). For p 6= 2, eliminating the term χ̃(z · x) from
Eq. (3.61) yields a unitary representation of the Heisenberg group Hn(q) which is iso-
morphic to the Schrödinger representation Wχ introduced earlier (see also Sec. 6.2.3).
The associated operators are sometimes called the displacement operators, thus we call this
representation the displacement representation. The displacement representation can be
equally defined for p = 2, however, it has different properties in this case. This is closely
related to the fact that the displacement operators are real for p = 2. Therefore, the group
of displacement operators is also called the real Heisenberg-Weyl or real Pauli group. How-
ever, the real structure is not preserved by all symplectic maps. In fact, this is only the
case for the subgroup of orthogonal maps. As we will see, this problem is solved by the
introduction of Z4-valued functions.

Before we give the construction of the Heisenberg group, let us briefly state a few
fact about the ring Z4 and its relation to the field F2. The ring Z4 := Z/4Z contains a
maximal ideal which is generated by 2 ∈ Z4, this is (2) = 2Z/4Z. Since the ideal (2) is
exactly the set of zero divisors, the quotient Z4/(2) is canonically isomorphic to the field
F2 with projection map π : r 7→ r mod 2. Moreover, there is a 2-adic expansion of any
element r ∈ Z4 as

r = r0 + 2r1, r0, r1 ∈ F2. (3.62)

In this expansion, the projection map acts as r 7→ r0. We can embed F2 in Z4 in two
different ways. First, we use the 2-adic expansion to define ι : F2 3 x 7→ x + 2 · 0 ∈ Z4.
However, note that this map is only a multiplicative homomorphism. Likewise, there is
an additive homomorphism which acts as F2 3 x 7→ 2x ∈ Z4. The two homomorphisms
fulfil the following properties with respect to the projection modulo 2:

ι(x) mod 2 = x, 2r = 2(r mod 2), ∀x ∈ F2, r ∈ Z4. (3.63)

3.3.1 The Heisenberg group for p = 2

For the sake of presentation, we first consider the case q = p = 2 and generalise the
construction to arbitrary extension fields at the end of this chapter.

In the light of the previous discussion, we define the Heisenberg group Hn(2) as the
central extension F2n

2 ×Z4 given by the composition law

(v, t) • (w, s) := (v + w, s + t + β(v, w)), (3.64)

where β : F2n
2 × F2n

2 → Z4 is a soon-to-be-defined “lift” of the symplectic form in the
sense that β(v, w) mod 2 = [v, w] which fulfils the cocycle condition or all v, w, u ∈ F2n

2 :

dβ(v, w, u) := β(w, u)− β(v + w, u) + β(v, w + u)− β(v, w) = 0. (3.65)

Note that from the defining equations, we can deduce the following properties

β(v, v) = β(v, 0) = β(0, v) = 0, (3.66)
β(v, w)− β(w, v) = 2[v, w], (3.67)

where the right hand side in the last equation is the additive embedding F2 ↪→ Z4, t 7→
2t. Hence, we find that

(v, t) • (w, s) • (v, t)−1 = (w, s + 2[v, w]). (3.68)
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Thus, (w, s) is in the centre of Hn(2) if and only if w = 0 and hence Z(Hn(2)) ' Z4.
Let us fix the standard symplectic basis {e1, . . . , en, f1, . . . , fn} of F2n

2 . Then, we define
a function γ : F2n

2 → Z4 as follows

γ(v) := ι(vz) · ι(vx) ≡ vz · vx mod 4. (3.69)

Here, the multiplicative homomorphism ι is applied component-wise and v = (vz, vx)
with respect to the standard polarisation F2n

2 = Zn ⊕ Xn with Zn := 〈e1, . . . , en〉 and
Xn := 〈 f1, . . . , fn〉. Then, we can define the cocycle β as follows

β(v, w) = γ(v + w)− γ(v)− γ(w) + 2(vz · wx) =: −dγ(v, w) + 2η(v, w). (3.70)

Here, η(v, w) := vz ·wx is a bilinear form. It is straightforward to verify that β is a cocycle
and β mod 2 = dγ mod 2 = [·, ·]. To so-constructed cocycle β has the property that it
vanishes on the Z and X Lagrangians, i. e. β(e, e′) = β( f , f ′) = 0 for all e, e′ ∈ Xn and
f , f ′ ∈ Zn.

Analogous to Sec. 3.2, the centre-fixing automorphisms of Hn(2) are given by pairs
(g, α̃) where g ∈ GL2n(2) and α̃ : F2n

2 → Z4 which act as (v, t) 7→ (g(v), t + α̃(v)).
Note that it is necessary that (g, α̃) preserves the order of an element (v, t) ∈ Hn(2). In
particular, since (v, 0)2 = 0, we find that 2α̃(v) = 0 for all v ∈ F2n

2 . This implies that α̃
takes values in 2Z4, and can thus be written as α̃ = 2α for a F2-valued function α. Using
this reparametrisation, the automorphism (g, α) has to fulfil the compatibility condition

β(g(v), g(w))− β(v, w) = 2 (α(v + w)− α(v)− α(w)) = −2 dα(v, w). (3.71)

Since the right hand side is symmetric, the left hand side of Eq. (3.71) has to be symmetric,
too. Enforcing this condition, we find that g ∈ Sp2n(2):

0 = β(g(v), g(w))− β(g(w), g(v))− β(v, w)+ β(w, v) = 2 ([g(v), g(w)]− [v, w]) . (3.72)

Crucially, for many g ∈ Sp2n(2), the left hand side of Eq. (3.71) does not vanish.
This implies that we can not always choose α = 0 as a solution, in contrast to the odd
case in Sec. 3.2. However, it is still true that any two solutions differ by a linear form
ϕ : F2n

2 → F2. One way to see this is to note that Eq. (3.71) implies that α is determined
by its values on a basis of F2n

2 . However, these value assignments are in one-to-one
correspondence with linear forms. Note that by Eq. (3.68), these linear forms are exactly
given by the inner automorphisms of Hn(2).

In analogy to Sec. 3.2, we call the group of centre-fixing automorphisms the affine
symplectic group ASp2n(2). The above discussion implies that for a given g ∈ Sp2n(2),
any solution αg to Eq. (3.71) depends on g. Hence, ASp2n(2) does not have the structure
of a semidirect product, in contrast to the odd case. In this sense, the term “affine sym-
plectic group” might be misleading. However, I decided to adopt it from Gurevich and
Hadani [86] nevertheless. This is partially justified by the existence of the double cover
by ASp2n(Z4) ' Sp2n(Z4)nF2n

2 which now is a proper semidirect product, see Sec. 6.2.4.
In the even case, the affine symplectic group ASp2n(2) has the structure of a fibre

bundle over Sp2n(2) with fibre (F2n
2 )∗. In general, it is not possible to make a consistent

choice g 7→ αg, i. e. to find a global section of this fibre bundle, which is compatible with
group multiplication in Sp2n(2) This is because given (g, αg) and (h, αh), the composition
of these automorphisms is described by

(g, αg) ◦ (h, αh) = (g ◦ h, h∗αg + αh), (3.73)
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where h∗αg(v) = αg(h(v)) is the usual pullback of the function αg by the linear map
h. This implies that if we e.g. require αg and αh to vanish on the standard basis, this is
generally not the case for h∗αg + αh. Instead, we have h∗αg + αh = αgh + ϕ where αgh
vanishes on the standard basis and ϕ is a linear form.

3.3.2 Schrödinger and Weil representations

Having defined a suitable Heisenberg group over F2n
2 , we can construct unitary repre-

sentations on C[F2n
2 ] in complete analogy to the odd case. Given an additive character

χ4 of Z4, this induces an character on F2 by χ(t) = χ4(2t). With respect to the standard
polarisation F2n

2 = Zn ⊕ Xn, we can then define the Schrödinger representation of Hn(2)
as

Wχ4(z, x, t) f (u) := χ(z · u)χ4(t + γ(z, x)) f (u + x). (3.74)

It is straightforward to check that this indeed defines a unitary representation of Hn(2).
Along the lines of Sec. 3.2, one can verify the following. Wχ4 is traceless outside the

centre and is determined thereon by its character, Wχ4(0, 0, t) = χ4(t)id. In particular,
Wχ4 is irreducible and any two representations Wχ4 and Wχ̃4 are unitarily equivalent if
and only if the characters agree, χ4 = χ̃4. Moreover, any irreducible representation of
Hn(2) induces a character on the centre and is thus unitarily equivalent to some Wχ4 .
Thus, we find that the Stone-von Neumann theorem also holds for Hn(2), namely two irre-
ducible representations of Hn(2) are unitarily equivalent if and only if they agree on the
centre.

In the following, we consider the character χ4 to be fixed and write W ≡ Wχ4 .
The action of a centre-fixing automorphism (g, α) ∈ ASp2n(2) induces a representation
W(g,α)(v, t) := W(g(v), t + 2α(v)) which agrees with W on the centre. Thus, there exists
a unitary operator µ(g, α) such that

W(g,α)(v, t) := W(g(v), t + 2α(v)) = µ(g, α)W(v, t)µ(g, α)−1. (3.75)

Given a linear form ϕ = [u, ·], it is straightforward to check that we can choose µ such
that

µ(g, α + [u, ·]) = µ(g, α)W(u). (3.76)

However, as there is global section g 7→ αg compatible with matrix multiplication, µ
cannot be turned into a projective representation of Sp2n(2) alone. In other words, it is
not possible to separate the symplectic part from the phase part, since the latter involves
“quadratic” dependencies.

Furthermore, the projective representation µ of ASp2n(2) defined by Eq. (3.75) cannot
be linearised. The argument from the odd case, based on Thm. 3.3, cannot be adapted for
p = 2 since there is only an even parity subspace over F2 which is the whole space. As a
consequence, it is possible to show that µ acts irreducibly on C[F2n

2 ].
Nevertheless, it is possible to extend µ to a faithful unitary representation µ̃ of an

extension of ASp2n(2) which is the already mentioned double cover ASp2n(Z4). These
extensions are discussed in Sec. 6.2.4.

Although the construction of a proper Weil representation in even characteristic seems
to be impossible, the above defined projective representation µ of ASp2n(2) is useful
when only the projective action is needed. Calculations can then be performed using the
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structure of ASp2n(2) derived in the last section. Moreover, it will come in handy to de-
fine a certain “standard” choice of operators µ(g) ≡ µ(g, αg) which allow to express any
other operator as µ(g)W(u). To this end, we use Thm. 3.2 as a guideline to define these
for g in the Siegel parabolic subgroup Pn(2) = Sn(2)o Gn(2) of Sp2n(2):

µ(S(R)) f (u) := χ4(u>Ru) f (u), (3.77)
µ(G(Q)) f (u) := f (Qu). (3.78)

Furthermore, we define the following operator

µ(J) f (u) :=
1√
2n ∑

v∈Fn
2

χ(u · v) f (v), (3.79)

which is commonly known as the discrete Fourier transform of the function f .
Note that Eq. (3.78) actually defines a faithful representation of Gn(2) which agrees

with the induced representation of GLn(2) on C[Fn
2 ]. Hence, let us turn to Eq. (3.77). The

Z4-valued quadratic form appearing there is explicitly defined as

q(u) :=
n

∑
i,j=1

uiRijuj mod 4. (3.80)

It is a quadratic refinement of the F2-bilinear form b(u, v) := u>Rv in the sense that

q(u + v)− q(u)− q(v) = 2b(u, v). (3.81)

Then, one can check that the operator defined in Eq. (3.77) obeys

µ(S(R))W(z, x)µ(S(R))−1 = χ(αR(z, x))W(z + Rx, x), αR(z, x) :=
n

∑
i,j=1

zixiRijxj.

(3.82)
It is straightforward to see that Eq. (3.77) does not define a projective representation of
the subgroup Sn(2). To this end, note that any F2-valued quadratic form defined as
q̄(u) = u>Ru fulfills Eq. (3.81), but the RHS vanishes over F2. Thus, it is actually a linear
form which implies that

µ(S(R))µ(S(R)−1) f (u) = µ(S(R))2 f (u) = χ(q̄(u)) f (u) = Z(z) f (u), (3.83)

for a suitable z ∈ Fn
2 . The RHS is clearly not a multiple of the identity.

Finally, note that the Z4-valued quadratic form q can also be written as

q(u) :=
n

∑
i=1

Riiu2
i + 2 ∑

i<j
uiRijuj. (3.84)

While the first term is Z4-quadratic, the second term defines a proper F2-valued quadratic
form. Hence, only symmetric matrices with non-vanishing diagonal induce Z4-phases
by Eq. (3.77).



28 CHAPTER 3. SYMPLECTIC STRUCTURES OVER FINITE FIELDS

3.3.3 Generalisation to extension fields

To fully generalise the construction from F2 to F2m , it is necessary to define the Heisen-
berg group as a central extension of the phase space F2n

2m by a suitable extension of the
ring Z4 of degree m. This extension is the Galois extension for rings, resulting in the Ga-
lois ring GR(4, m) with 4m elements. In the following, we try to avoid the technicalities
related to these rings and refer there reader for more details to Sec. 6.1.2.

The additive group of GR4m := GR(4, m) has the structure of a Z4-module of rank
m, i.e. any element in GR4m can be written uniquely as

t = t0 + t1θ + . . . tm−1θm−1, ti ∈ Z4, (3.85)

where {1, θ, . . . , θm−1} is a polynomial ring basis for GR4m . In this representation, addition
is simply the addition of the coefficients in Z4.

The multiplicative structure is, however, more involved than in the case of finite
fields. Since, GR4m is a ring, not all elements are invertible. The zero divisors are ex-
actly the elements in the maximal ideal generated by two, which is (2) := 2GR4m . The
invertible elements, or units, of GR4m can be understood as a suitable lift of the multi-
plicative group of F2m and the principal units 1 + (2). Taking the quotient with respect
to the zero divisors results in a field, which is GR4m /(2) ' F2m .

As for finite fields, there is a trace map tr : GR4m → Z4 which is a Z4-linear map on
GR4m . The trace tr t is exactly the trace of the linear map on the Z4-module R4m which
acts as x 7→ t · x. The additive characters χ4 : GR4m → S1 are exactly of the form

χ4(t) = itr(at), (3.86)

for some a ∈ GR4m . Any such character can be turned into a characters of F2m as follows.
Consider the additive embedding F2m → 2GR4m , in analogy to F2 → 2Z4 and define
χ : F2m → S1 by χ(x) := χ4(2x). Then, one can show that χ has the form

χ(x) = (−1)tr(āx), ā := a mod 2. (3.87)

Adaption for extension fields All constructions can be performed similarly after re-
placing F2 7→ F2m and Z4 7→ GR4m . In particular, the functions γ and β in Eq. (3.69) and
(3.70) can be generalised in a straightforward fashion by using the correct generalisation
of the lift ι : F2m → GR4m and the projection GR4m → F2m modulo 2. As a result, one
obtains a Heisenberg group Hn(2m) with centre-fixing automorphisms ASp2n(2

m). Then,
the Schrödinger and Weil representations can be defined in the same way as before using
an additive character χ4 of GR4m and the induced character χ of F2m .



CHAPTER 4

STABILISER FORMALISM IN PRIME-POWER DIMENSIONS

The Schrödinger and Weil representations defined in the last chapter act on the Hilbert
space C[Fn

q ] ' (Cq)⊗n which corresponds to the state space of n q-level systems in quan-
tum information theory. In this chapter, we describe how these representations can be
used to define the stabiliser formalism in terms of objects on the discrete phase space
F2n

q . This simplifies a lot of computations allows for a systematic treatment. Moreover,
this yields a generalisation of the standard qubit stabiliser formalism to the case where
the local dimension is a power of a prime.

More details on the relation between symplectic geometry, the stabiliser formalism
and quantum error correction can be found in Refs. [54, 75, 85, 101–106].

4.1 The Heisenberg-Weyl and Clifford groups

4.1.1 The odd case

The Schrödinger representation defined in Eq. (3.43) can be written as

W(z, x, t) = χ(t)χ(−2−1z · x)Z(z)X(x), (4.1)

where the Z and X operators are defined in the computational basis as

Z(z) |u 〉 := χ(z · u) |u 〉 , X(x) |u 〉 := |u + x 〉 . (4.2)

Here and in the following we will use the concrete choice χ(t) = ωtr t for ω = e2πi/p. The
operators W(z, x, t) are called Weyl operators and the matrix group formed by them is the
Heisenberg-Weyl group HWn(q) := W(Hn(q)). We will usually write v = (z, x) ∈ F2n

q and
use the shorthand notation W(v) ≡W(v, 0) for t = 0. Recall that we have the relations

W(v)W(w) = χ([v, w])W(w)W(v) = χ(2−1[v, w])W(v + w). (4.3)

Note that this representation canonically factorises with respect to the decomposition
F2n

q = F2
q ⊕ · · · ⊕F2

q given by grouping symplectic coordinates (zi, xi):

W(z, x) = W(z1, x1)⊗ · · · ⊗W(zn, xn). (4.4)

Let µ be the linearised Weil representation of Sp2n(q). We have the following projective
representation of the centre-fixing automorphism of affine symplectic maps ASp2n(q) =
Sp2n(q)n F2n

q [75]:
µ(g, v) := µ(g)W(v) = W(gv)µ(g). (4.5)

Clearly, this is only a projective representation since W|F2n
q

is. Using the same construc-
tion as for the Heisenberg group, this representation can be lifted to a linear one by ex-
tending F2n

q to Hq(n). We call the image of Sp2n(q)n Hq(n) under this representation
the Clifford group Cln(q) := µ(Sp2n(q))n HWn(q). By construction, the Clifford group

29
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normalises HWn(q). However, it is in general not the full unitary normaliser. As we
will explain in Sec. 4.3, the full unitary normaliser is of the form Clnm(p) where q = pm

(trivially extended by U(1)).
From this definition of the Clifford group, it is straightforward to write down its

order. Using Eq. (3.20), we find

|Cln(q)| = |Sp2n(q)||HWn(q)| = pq2nqn2
n

∏
i=1

(
q2i − 1

)
. (4.6)

4.1.2 The even case

Similar to the odd case, the Schrödinger representation can be reformulated as

W(z, x, t) = χ4(t− z · x)Z(z)X(x), (4.7)

where the Z and X operators are defined in the computational basis as

Z(z) |u 〉 := χ(z · u) |u 〉 , X(x) |u 〉 := |u + x 〉 . (4.8)

For concreteness, we assume that χ4(t) = itr t and χ(t) = (−1)tr t. Again, the operators
W(z, x) ≡ W(z, x, 0) are called Weyl operators and the group HWn(2m) = W(Hn(2m)) is
the Heisenberg-Weyl group. Nevertheless, in the case p = 2, the names Pauli operators and
Pauli group are more commonly used. The Weyl operators fulfil the relations

W(v)W(w) = χ([v, w])W(w)W(v) = χ4(β(v, w))W(v + w), (4.9)

where β is defined in Eq. (3.70). As in the odd case, the representation naturally factors
as

W(z, x) = W(z1, x1)⊗ · · · ⊗W(zn, xn). (4.10)

The Weil representation µ of ASp2n(2
m) is a projective representation and thus the

operators µ(g, α) are determined up to a global phase. In principle, this can be lifted to
a faithful representation of a central extension of ASp2n(2

m) which, however, does not
exhibit the simple structure of a semidirect product as in the odd case. Instead, we define
the Clifford group Cln(2m) to be the smallest finite subgroup of the unitary normaliser
N(HWn(2m)) such that

Cln(2m)/Z(Cln(2m)) ' ASp2n(2
m). (4.11)

It is possible to show that Cln(2m) is such that Z(Cln(2m)) = Z(HWn(2m)) = Z4 [60, 87].
By construction, we have Cln(2m)/HWn(2m) ' Sp2n(2

m). In particular, the order of
Cln(2m) is given by

|Cln(2m)| = |Sp2n(2
m)||HWn(2m)| = 2nm+22mn2

n

∏
i=1

(
(2m)2i − 1

)
. (4.12)
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4.1.3 Generators of the Clifford group

Recall that we have introduced the special subgroups Sn(q) and Gn(q) of the symplectic
group in Sec. 3.1.4, and have given an explicit formula for their Weil representation in
p 6= 2 in Thm. 3.2. For p = 2, we have argued that there is a somewhat natural way of
associating operators with these subgroups which, however, do not form a representation
in the case of Sn(q). Combining this with our discussion of generators of the symplectic
group in Sec. 3.1.4, we can now give generators of the Clifford group. For the prime case
q = p, similar sets of generators are given in Refs. [40, 54, 96].

For p 6= 2, the Clifford group Cln(q) is a semidirect product of the Weil representation
of Sp2n(q) and the Heisenberg-Weyl group HWn(q). Thus, we obtain generators of Cln(q)
by using the Weil representation in Thm. 3.2 of the generators introduced in Prop. 3.2,
combined with generators of HWn(q). This set of local generators of the Clifford group is
explicitly given by:

H :=
1√
q ∑

x,y∈Fq

χ(x · y) |x 〉〈y | , M(λ) := ∑
x∈Fq

|λx 〉〈x | , (4.13)

S(λ) := ∑
x∈Fq

χ(2−1λx2) |x 〉〈x | , CX := ∑
(x,y)∈F2

q

|x, x + y 〉〈x, y | , (4.14)

Z = ∑
x∈Fq

χ(x) |x 〉〈x | , X = ∑
x∈Fq

|x + 1 〉〈x | . (4.15)

Here, λ ∈ F×q is a primitive element and it is understood that these single and two-qudit
gates can be applied to any qudit or any pair of qudits.

For p = 2, we can no longer rely on the Weil representation. Instead, we use the re-
sults in Sec. 3.3.2, to associate unitary operators to the generators of Sp2n(2

m). Combined
with generators of HWn(2m), we obtain a similar list of generators:

H :=
1√
q ∑

x,y∈Fq

χ(x · y) |x 〉〈y | , M(λ) := ∑
x∈Fq

|λx 〉〈x | , (4.16)

S := ∑
x∈Fq

χ4(x2) |x 〉〈x | , CX := ∑
(x,y)∈F2

q

|x, x + y 〉〈x, y | , (4.17)

Z = ∑
x∈Fq

χ(x) |x 〉〈x | , X = ∑
x∈Fq

|x + 1 〉〈x | . (4.18)

Although this operators affect to correct symplectic transformations, the group generated
by them is not necessarily minimal as we required in Eq. (4.11). In fact for q = p = 2, it is
known that the matrix coefficients are in the ring Q[ζ8] where ζ8 = (1+ i)/

√
2 is a eighth

root of unity [54, 60, 107]. This implies that the centre of the generated group is Z8. This
can be corrected for by using an alternative and less standard definition of the Hadamard
gate H:

H̃ := eiπ/4H =
1 + i

2 ∑
x,y∈Fq

χ(x · y) |x 〉〈y | . (4.19)

The generated group now has matrix coefficients in Q[i] and consequently, its centre is
Z4. This can be directly generalised to the extension field case q = 2m. If m is even, then
it is evident that all generators have coefficients in Q[i] and the centre of the generated
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group is Z4. If m is odd, then we can again use the above redefinition to achieve a
minimal centre:

H̃ := eiπ/4H = 2−
m−1

2
1 + i

2 ∑
x,y∈Fq

χ(x · y) |x 〉〈y | . (4.20)

Although it is not independent from the other generators, let us add the definition of
the CZ gate here. The form of the gate is independent of p.

CZ := ∑
(x,y)∈F2

q

χ(xy) |x, y 〉〈x, y | . (4.21)

4.2 Stabiliser states and codes

4.2.1 Stabiliser codes as invariant subspaces

In the following, we are interested in Abelian subgroups of the Heisenberg-Weyl group
HWn(q) as they have a particularly simple representation on Hilbert space. These repre-
sentations exactly correspond to stabiliser codes. For a recent survey on the geometry of
stabiliser codes and related constructions, we refer the reader to e.g. Ref. [106].

In the the odd case p 6= 2, the composition law Eq. (3.39) implies that any isotropic
subspace M ⊂ F2n

q induces Abelian subgroups M × 0 ⊂ Hn(q) and W(M) ⊂ HWn(q).
In contrast for p = 2, an isotropic subspace M does no longer induce a subgroup of
HWn(2m) since the function β appearing in the composition law (4.9) is not necessarily
zero on M. It is however the case that β vanishes modulo 2 on M. This implies that there
is a F2m -valued function β̄ such that 2β̄ = β and

W(v)W(w) = ωtr β̄(v,w)W(v + w), ∀v, w ∈ M. (4.22)

Thus, for any function α : M→ F2m fulfilling

β̄(v, w) = α(v + w)− α(v)− α(w), α(0) = 0, (4.23)

we find that the following is an Abelian subgroup of HWn(2m):

W(Mα) =
{

ωtr α(v)W(v) | v ∈ M
}

, Mα =
{
(v, 2α(v)) | v ∈ M

}
⊂ Hn(2m). (4.24)

We can treat the two cases simultaneously by noting that the analogous function to β̄
in the odd case is identically zero and we can thus always choose α = 0 for p 6= 2.

Because Mα is Abelian, the restricted representation W|Mα decomposed into irre-
ducible representations given by additive characters ξ : Mα → S1 of Mα. It is easy to
see that the characters of Mα are exactly those of M. Recall from Sec. 3.1.2 that any such
character is of the form ξ = χ ◦ ϕ for a unique linear form ϕ ∈ M∗ and that the group of
characters has order |M̂| = |M| = qdim M. The isotypic component C(Mα, ξ) associated
to ξ is the range of the projector

P(Mα, ξ) :=
1
|M| ∑

v∈M
ξ(v)ωtr α(v)W(v). (4.25)

In the even case, the presentation of an isotypic component by the triple (M, α, ξ) is
not unique since it is always possible to absorb the character ξ into the phase function α
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which does not change Eq. (4.25). Thus, it is convenient to define a standard choice of α.
This can be done by selecting a distinguished basis v1, . . . , vk of M and set α(λvi) = 0 for
all λ ∈ F×q . In the following, we will implicitly assume that such a choice has been made.
Although the presentation is arguably simpler in the odd case, almost any derivation can
be performed with some care in any case.

From Eq. (4.25), we can directly compute the dimension of C(Mα, ξ):

dim C(Mα, ξ) = tr P(Mα, ξ) =
tr1
|M| = qn−dim M. (4.26)

Hence, we have explicitly verified that we have an orthogonal decomposition of Hilbert
space into equal-dimensional subspaces C(Mα, ξ), given by the isotypes of the restricted
representation W|Mα :

(Cq)⊗n =
⊕

ξ∈M̂α

C(Mα, ξ) (4.27)

In the case that M = L is maximal and hence a Lagrangian subspace, the dimension
formula Eq. (4.26) implies that the subspaces C(Lα, ξ) are one-dimensional and hence
irreducible under W|Lα . Thus, the projectors define pure quantum states which are called
stabiliser states. The orthogonal decomposition in Eq. (4.27) implies that the |L| = qn

stabiliser states associated to L define an orthonormal basis of the Hilbert space (Cq)⊗n.
We call such a basis a stabiliser basis. Stabiliser states have extraordinary properties and
thus find various applications throughout quantum information theory. We will discuss
some of these in Ch. 5.

In general, an isotypic decomposition as in Eq. (4.27) can be further decomposed into
irreducible components in a non-canonical way. Here, this can be achieved by com-
pleting an isotropic subspace M to a maximally isotropic, i.e. Lagrangian subspace L
(cp. Sec. 3.1.3). The (non-unique) completion of M can be written as L = M⊕N for some
complement N. Since any character ξ = ς⊕ υ of L as a direct sum of characters in M and
N, we find:

∑
υ∈N̂

P(Lα, ς⊕ υ) = ∑
υ∈N̂

1
|L| ∑

a∈M
∑

b∈N
ς(a)υ(b)ωtr α(a⊕b)W(a⊕ b)

=
1
|L| ∑

a∈M
∑

b∈N
ς(a)ωtr α(a)+tr α(b)W(a)W(b) ∑

υ∈N̂

υ(b)

=
1
|M| ∑

a∈M
ς(a)ωtr α(a)W(a)

1
|N| ∑

b∈N
ωtr α(b)W(b)|N| δb,0

=
1
|M| ∑

a∈M
ς(a)ωtr α(a)W(a)

= P(Mα, ς).

(4.28)

Here, we used Eqs. (4.22) and (4.23) in the second equation. In the last equation, we
used that N is the dual group of N̂, hence the sum over υ is a character inner product
between b and 0 which are orthogonal if b 6= 0. Note that the P(Lα, ξ) are orthogonal as
the correspond to different irreducible components of W(Lα). Thus, we have shown that

C(Mα, ς) =
⊕
υ∈N̂

C(Lα, ς⊕ υ). (4.29)
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In particular, the stabiliser states given by P(Lα, ς⊕ υ) form an orthonormal basis of the
subspace C(Mα, ς).

By the dimension formula Eq. (4.26), the subspaces C(Mα, ξ) can be interpreted as the
Hilbert space of k := n − dim M qudits embedded or encoded into the Hilbert space of
n qudits. Therefore, we call C(Mα, ξ) the code space of the [[n, k]] stabiliser code (Mα, ξ).
The name stabiliser code originates from the following observation which leads to a more
standard way of presenting the subject. Instead of fixing an Abelian subgroup Mα and
study its isotypes, we can instead consider the Abelian subgroups Mα+ϕ for ϕ ∈ M∗

The function α + ϕ yields another solution to Eq. (4.23) and we can indeed obtain any
solution in this way. By Eq. (4.25), we see that the isotype associated with the character
ξ = χ ◦ (−ϕ) of W|Mα corresponds exactly to trivial isotype of W|Mα+ϕ . In other words,
the subspace C(Mα, ξ) is stabilised exactly by the group W(Mα+ϕ) which is called the
stabiliser group of C(Mα, ξ) in this context.

The introduced decomposition in Eq. (4.29) induces a basis for a stabiliser code. A
choice of complement N for M such that M⊕ N = L is Lagrangian is called a choice of a
destabiliser group for the stabiliser codes associated with M. A choice of basis b1, . . . , bn−k
for N corresponds to a choice of logical operators Z(z) := W(z1b1 + · · · + zn−kbn−k) for
the code as they are used to define a logical computational basis |x 〉 by their common
eigenbasis characterised as (cp. Eq. (4.2)):

Z(z) |x 〉 = χ(z · x) |x 〉 , x, z ∈ Fn−k
q

W(m) |x 〉 = ς(m) |x 〉 , ∀m ∈ M.
(4.30)

Here, ς ∈ M̂ is the character which singles out a code space C(Mα, ς). The logical com-
putational basis defined in this way exactly corresponds to the refinement in Eq. (4.29) as
|x 〉〈x | = P(Mα ⊕ Nα, ς⊕ υx) where υx is the character on N associated with the linear
form z 7→ z · x in the basis b1, . . . , bn−k.

Stabiliser codes are of major importance for quantum error correction since almost
all known quantum codes are stabiliser codes or a based on these. The Heisenberg-Weyl
group as an underlying structure makes it possible to analyse these codes in a systematic
way. Albeit, even an introduction to quantum error correction is beyond the scope of this
work.

Action of the Clifford group (odd case). Consider the action of a Clifford unitary
U = µ(g)W(v) for g ∈ Sp2n(q) on a stabiliser code C(M, ξ). By Eq. (4.25), the image
is another stabiliser code of the same dimension and the transformation can be described
as M 7→ g(M) and ξ 7→ (ξν) ◦ g−1 where ν := χ([·, v]). As discussed in Sec. 3.1.3, the
action of Sp2n(q) is transitive on isotropic subspaces of the same dimension. This implies
that the action of the Clifford group is also transitive on stabiliser codes of the same di-
mension. In particular, the set stabn,l of [[n, n− l]] stabiliser codes is a single orbit under
the Clifford group. Here, we adopt the somewhat non-standard convention that the rank
l of the stabiliser group W(M, ξ), respectively the dimension of the underlying isotropic
subspace M, is considered as a parameter of the code rather than the dimension of the
code space C(M, ξ).

Action of the Clifford group (even case). Consider the action of a Clifford unitary U
given by (g, δ) ∈ ASp2n(q) on a stabiliser code C(Mα, ξ). Using Eq. (4.25), the transfor-
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mation can be described as M 7→ g(M), ξ 7→ ξ ◦ g−1 and α 7→ (α + δ) ◦ g−1. Note that for
all v, w ∈ M the polarisation identity Eq. (3.71) for (g, δ) becomes

β̄(g(v), g(w))− β̄(v, w) = δ(v + w)− δ(v)− δ(w). (4.31)

Using this and Eq. (4.23) for α on M, we find for all v, w ∈ M:

α(v + w)− α(v)− α(w) + δ(v + w)− δ(v)− δ(w) = β̄(g(v), g(w)). (4.32)

Hence, ε := (α + δ) ◦ g−1 fulfills Eq. (4.23) on g(M) and (g(M)ε, ξ ◦ g−1) defines a valid
stabiliser code. The transitive action of Sp2n(q) on isotropic subspaces of the same di-
mension then again implies that the action of the Clifford group is transitive on stabiliser
codes of the same dimension. Again, the set stabn,l of [[n, n− l]] stabiliser codes is a single
orbit under the Clifford group.

Overlaps of stabiliser codes Given two stabiliser codes defined by pairs (Mα, ξ) and
(Nδ, υ), we can assume that α|M∩N = δ|M∩N since we can find basis of M and N such
that their intersection spans M ∩ N. Then, we find (cp. Ref. [108]):

tr P(Mα, ξ)†P(Nδ, υ) =
1

|M||N| ∑
v∈M

∑
w∈N

ξ(v)υ(w)ω− tr α(v)+tr δ(w) tr W(v)†W(w)

=
qn

|M||N| ∑
v∈M

∑
w∈N

ξ(v)υ(w)δv,w

=
qn

|M||N| ∑
v∈M∩N

ξ(v)υ(v)

=

{
qn|M∩N|
|M||N| if ξ|M∩N = υ|M∩N ,

0 else.

(4.33)

Thus, two stabiliser codes are orthogonal if their characters differ on their common sup-
port M ∩ N. For the Lagrangian case M = N = L, this again shows that two distinct
stabiliser states associated to the same Lagrangian are orthogonal.

Counting stabiliser codes Using the introduced definition of stabiliser codes, it is straight-
forward to count the number of [[n, n− l]] stabiliser codes. It is given by

|stabn,l(q)| = ql |Ison,l(q)|. (4.34)

Here, Ison,l(q) is the set of l-dimensional isotropic subspaces in F2n
q and ql is the number

of characters of a l-dimensional subspace. The number of isotropic subspaces can be
determined by a simple counting argument to be [75]

|Ison,l(q)| =
l−1

∏
i=0

q2(n−i) − 1
ql−i − 1

. (4.35)

In particular, the number of stabiliser states stabn,n(q) ≡ stabn(q) is

|stabn(q)| = qn
n

∏
i=1

(qi + 1). (4.36)
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4.2.2 Generator matrices

In the following, we want to make the description of stabiliser states and codes more
explicit and relate to the presentation by generator matrices, also called stabiliser tableaux,
which is often used in applications (see e. g. Ref. [109, Ch. 10]).

Although the above introduced concepts are basis-independent, it is sometimes con-
venient to work in a particular basis b1, . . . , bk of a k-dimensional isotropic subspace
M ⊂ F2n

q . By writing any basis vector bi in the standard basis of F2n
q , we can form a

matrix,
G = G(b1, . . . , bk) =

(
b1 | . . . | bk

)
∈ F2n×k

q , (4.37)

which allows to relate any point v ∈ M to its coordinates x ∈ Fk
q:

v = G · x. (4.38)

The matrix G is called a generator matrix for M as its column span is M. Together with a
choice of character, G uniquely determines a stabiliser code.

This is particularly pronounced in the prime case q = p, where a character is sim-
ply determined by its values on the basis b1, . . . , bk. Hence, supplementing the generator
matrix G with s1, . . . , sk ∈ Fp completely fixes the stabiliser code. Thus, it is often the
case that another row given by (s1, . . . , sk) is added to G. This matrix is often called the
stabiliser tableaux of the associated stabiliser code and the basis for many algorithms. The
stabiliser tableaux thus corresponds to a choice of generators ωsiW(bi) of the correspond-
ing stabiliser group.

It will prove useful to bring G in a certain normal form. Let us write

G =

(
A
B

)
, (4.39)

for matrices A, B ∈ Fn×k
p . We can perform arbitary column operations on G since this

does not change its column span. Moreoever, we can swap rows, as long as we do in
simultaneously in the upper and lower half of G. This corresponding to swapping qudits,
but since their labeling is anyway arbitary, we consider this as a valid operation. Let
r := rk B, then, we can bring G into the following form by Gaussian elimination and
qudit permutations (see e. g. [109, Sec. 10.5.7]):

G =


0 1k−r
θ C
D 0
1r 0

 . (4.40)

Although this form is not unique, we refer to any generator matrix in this form as be-
ing in normal form. Note that isotropicity requires that the k × k matrix θ is symmetric.
The normal form of isotropic subspaces thus depends on the rank r and we will see the
significance of that parameter and the matrix θ below.

For the case of stabiliser states, the rank r can vary between 0 and n. When the rank is
maximal, r = n, the generator matrix has the simple form

G =

(
θ

1n

)
. (4.41)
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We call such stabiliser states graph states. The name comes from the interpretation of
the symmetric matrix θ as the adjacency matrix of a (weighted) graph Γ. Usually, it
is required that the diagonal of θ is zero and thus the graph is simple, i. e. it does not
contain self-loops. In this case, the generators of the stabiliser group have the appealing
form

Ki := Xi

n

∏
j=1

Z
θij
j . (4.42)

Moreover, these generators are obtained by acting with the diagonal Clifford unitaries
CZ(θij) on the generators X1, . . . , Xn of the |+n 〉 state. Thus, the graph θ can be inter-
preted as a preparation instruction: Take a qudit for any vertex of the graph and prepare
them in the superposition |+n 〉 (e. g. by a global Hadamard gate). Then, act with CZ on
every pair of qudits that are connected by an edge.

It is straightforward to extend this to graphs with self-loops by replacing the CZ ac-
tion with the action of the phase gate S on the corresponding qudit.

Finally, the underlying graph of a graph state encodes its entanglement structure.
The state is entangled along a given bipartition if and only if there is an edge crossing
it. Moreover, if there are m such edges, then there are local operations which convert the
graph state into m copies of a Bell state [45].

Last but not least, it is not difficult to see that an arbitrary generator matrix as in
Eq. (4.40) can be converted into graph form (4.41) by local Hadamard transformations.
This means that any stabiliser state is locally Clifford-equivalent to a graph state [41]. In
particular, the entanglement properties of stabiliser states are determined by the subset
of graph states. However, this insight can also be useful outside of entanglement theory,
see Ch. 8.

4.2.3 Expansion of stabiliser states in the computational basis

For any Lagrangian L < F2n
q and character ξ ∈ L̂, there is a canonical way of defining

the state vectors |L, ξ 〉 such that |L, ξ 〉〈L, ξ | = P(Lα, ξ) (in the following we assume that
the phase function α is fixed), see also Refs. [75, 101, 110]. In general, these vectors are
defined up to a phase as the normalised solution to the eigenvalue equations

ωtr α(v)W(v) |L, ξ 〉 = ξ(v) |L, ξ 〉 , ∀v ∈ L. (4.43)

However, it is sufficient to know the solution for ξ = 1. To see this, write ξ(v) = χ([a, v])
for some a ∈ F2n

q (cp. Sec. 3.1.2). Then, |L, ξ 〉 = W(a) |L, 1 〉 since ∀v ∈ L:

ωtr α(v)W(v)W(a) |L, 1 〉 = χ([a, v])ωtr α(v)W(a)W(v) |L, 1 〉
= χ([a, v])W(a) |L, 1 〉 .

(4.44)

Recall that we fixed a polarisation F2n
q = Z⊕ X by the Z and X-Lagrangians. Define

the projection prX : Z⊕ X → X and set XL := prX(L). In the standard basis, this projec-
tion acts as F2n

q 3 (z, x) 7→ (0, x). Note that if (z, 0) ∈ Z ∩ L, then 0 = [(z, 0), (z′, x′)] =
[(z, 0), (0, x′)] for all (z′, x′) ∈ L. Regarding XL as a subspace of Fn

q , we define a bilinear
form on XL ⊂ Fn

q by

bL(x, x′) := [(z, x), (0, x′)] = z · x′, where z ∈ Fn
q : (z, x) ∈ L. (4.45)
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Indeed, for any two of such choices z, z′, we have (z, x)− (z′, x) = (z− z′, 0) ∈ Z∩ L and
thus bL is well-defined. Note that bL is symmetric:

bL(x, x′)− bL(x′, x) = z · x′ − z′ · x = [(z, x), (z′, x′)] = 0, (4.46)

since (z, x), (z′, x′) ∈ L.
We can make this construction more explicit using a generator matrix of L in normal

form, cp. Eq. (4.40):

G =


0 1n−r
θ C
D 0
1r 0

 . (4.47)

We see that XL ⊂ Fn
q is an r-dimensional subspace spanned by vectors bi = di ⊕ ei for

i = 1, . . . , r where di is the i-th column of the (n − r) × r matrix D. Let us denote the
coordinates in the basis bi of any x by ~x. Then, z = θ~x is such that (z, x) ∈ L. Thus, the
bilinear form bL is explicitly given by

bL(x, x′) = ~x>θ~x′. (4.48)

In particular, if the rank is maximal r = n, then bi = ei is the standard basis and the
bilinear form is directly given by θ.

Let us first assume that the characteristic is odd, p 6= 2, such that we can define an
associated quadratic form qL(x) := 2−1bL(x, x) on XL. Then, we define a state vector |L 〉
by its components in the computational basis:

ψL(x) := |XL|−
1
2 χ(−qL(x))1XL(x) = p−

r
2 χ(−2−1~x>θ~x)1XL(x) (4.49)

Then, it is straightforward to check that ψL is fixed by all W(v) for v = (vz, vx) ∈ L
(cp. Eq. (3.43)). Here, we use that for any x ∈ XL, x + vx ∈ XL.

W(vz, vx)ψL(x) = |XL|−
1
2 χ(vz · x + 2−1vz · vx)ψL(x + vx)

= |XL|−
1
2 χ(vz · x + 2−1vz · vx − 2−1bL(vx, vx)− bL(vx, x)− 2−1bL(x, x)

= |XL|−
1
2 χ(vz · x + 2−1vz · vx − 2−1vz · vx − vz · x− 2−1bL(x, x))

= |XL|−
1
2 χ(−qL(x, x)) = ψL(x).

(4.50)

The same derivation can be used to derive the form of stabiliser states with a non-trivial
character ξ(u) = χ([a, u]) by letting a = (az, ax) /∈ L. As a convention, we omit the
appearing global phase χ(−2−1az · ax) in the definition of the state vector.

ψL,a(x) := |XL|−
1
2 χ(az · (x + ax))ψL(x + ax)

= |XL|−
1
2 χ(az · (x + ax)− qL(x + ax))1XL−ax(x).

(4.51)

Hence, the support of ψL,a is not a linear subspace but an affine one. The affine shift is
given by the x-component of a = (z, x). The coefficients are determined by a quadratic
form on the directional vector space, the quadratic part of which depends only on L and
the linear part on z.
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If the characteristic is even, p = 2, then we cannot associate a quadratic form to bL.
Instead, we have to use a quadratic refinement qL : XL → Z4 as in Eq. (3.81), i. e. a
function fulfilling

qL(x + x′)− qL(x)− qL(x′) = 2bL(x, x′). (4.52)

Concretely, we set qL(x) = bL(x, x) mod 4. Then, the above derivation can be repeated
to show that the state vector |L 〉 defined by

ψL(x) := |XL|−
1
2 χ4(−qL(x))1XL(x), (4.53)

is fixed by the stabiliser group W(Lα). To this end, it is enough to check this on a basis of
L on which α vanishes:

W(vz, vx)ψL(x) = |XL|−
1
2 χ(vz · x)χ4(vz · vx − qL(x + vx))

= |XL|−
1
2 χ(vz · x− bL(vx, x))χ4(vz · vx − qL(x)− qL(vx))

= |XL|−
1
2 χ(vz · x− vz · x)χ4(vz · vx − qL(x)− vz · vx)

= ψL(x).

(4.54)

As above, stabiliser states with a non-trivial character ξ(u) = χ([a, u]) are obtained by
the action of a Weyl operator:

ψL,a(x) := |XL|−
1
2 χ(az · (x + ax))ψL(x + ax)

= |XL|−
1
2 χ(az · (x + ax))χ4(−qL(x + ax))1XL−ax(x).

(4.55)

Remark 4.1. We see that stabiliser state has full support in the computational basis if and
only if r = dimXL = n, i. e. if it is a graph state. In this case, the “wavefunction” has the
form of a discrete Gaussian function [75]. If the support is not full and of dimension r,
the stabiliser state can be seen to arise from an affine embedding of a full support state
on r qudits.

Remark 4.2. The map which takes Lagrangian subspaces to state vectors in a Hilbert
space is sometimes called the quantisation map in mathematical literature. Clearly, in odd
characteristic, the mapping is canonical while it depends on a choice of basis (or α) in
even characteristic.

4.3 Fq versus Fp structure

In this section, we want to come back to the mentioned fact in Sec. 3.1 that we can find
an isomorphism between the additive group of the extension field Fq for q = pm and
the Fp-vector space Fm

p . As we see shortly, this relates both the symplectic structures on
F2n

q and F2nm
p and the associated representations on the Hilbert space (Cq)⊗n ' (Cp)⊗nm

resulting in an embedding of stabiliser codes and Clifford unitaries (see also Ref. [111]).
From the discussion in Sec. 3.1 we know that the additive group F+

q is canonically
an orthogonal Fp-vector space and any explicit isomorphism is induced by the choice
of a field basis. Since the phase space has the structure V∗ ⊕ V with V = Fn

q , any field
basis, together with its dual basis induces a Fp-isomorphism on the phase space level.
Concretely, let us first consider a 2-dimensional phase space F2

q = Fq×Fq. Choose a basis
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b1, . . . , bm on the second factor and introduce the corresponding dual basis b1, . . . , bm on
the first factor. Clearly, this induces an isomorphism of Fp vector spaces

Fq ×Fq −→ Fm
p ×Fm

p ,(
z = ∑

i
zibi, x = ∑

i
xibi

)
7−→

(
~z = (z1, . . . , zm),~x = (x1, . . . , xm)

)
. (4.56)

This generalises directly to F2n
q by applying the isomorphism to any symplectic coordi-

nate pair independently. Concretely, any point F2n
q 3 (z, x) ≡ (z1, . . . , zn, x1, . . . , xn) is

mapped to (~z,~x) ≡ (z11, . . . , znm, x11, . . . , xnm).
It is straightforward to check that under the above isomorphism, the standard sym-

plectic product [·, ·]p on the right hand side corresponds to tr[·, ·]q on the left hand side.
First, we compute

tr(z · x) =
n

∑
i=1

tr(zixi) =
n

∑
i=1

m

∑
j,k=1

zijxik tr(bjbk) =
n

∑
i=1

m

∑
j=1

zijxij = ~z ·~x. (4.57)

From this the claim follows directly:

tr[(z, x), (z′, x′)]q = tr(z · x′)− tr(z′ · x) = [(~z,~x), (~z′,~x′)]p (4.58)

Any k-dimensional Fq-subspace M ⊂ F2n
q inherits a linear Fp-structure from F2n

q
which turns it into a km-dimensional Fp-subspace. Under the above isomorphism, M
thus maps to a km-dimensional subspace ~M ⊂ F2nm

p . By Eq. (4.58), the isomorphism
respects symplectic forms and thus maps isotropic subspaces M to isotropic subspaces ~M.

Since Fq-linear maps are in particular Fp-linear, we get an embedding End(F2n
q ) ↪→

End(F2nm
p ) under the above isomorphism. As this embedding is compatible with the

symplectic structures, restriction symplectic maps yields Sp2n(q) ↪→ Sp2nm(p). However,
both the endomorphisms and symplectic maps of F2nm

p are strictly more than those of
F2n

q .
It might be worthwhile to point out that the Heisenberg groups on F2n

q and F2nm
p

are not isomorphic, simply because they have different centres Fq and Fp, respectively
GR(q2) and Z4 for p = 2. However, there is a induced surjection Hn(q)� Hnm(p) given
by (z, x, t) 7→ (~z,~x, tr t).1

On the Hilbert space level, the choice of primal basis induces an isomorphism C[Fn
q ] '

C[Fp]⊗nm by identifying any point x = (xi) ∈ Fn
q with its entry-wise components ~x =

(xij) in the primal basis. Using the canonical identification C[Fn
q ] ' (Cq)⊗n this isomor-

phism acts on any tensor factor as

Cq −→ (Cp)⊗m, |x 〉 7−→ ⊗i|xi〉. (4.59)

Thus, the induced isomorphism respects Z and X operators in the following sense

X(x) |u 〉 = |u + x 〉 ' |~u +~x 〉 = X(~x) |~u 〉 ,

Z(z) |u 〉 = ωtr(z·u) |u 〉 ' ω~z·~u |~u 〉 = Z(~z) |~u 〉 .
(4.60)

1This is precisely a m-fold covering of Hnm(p) by Hn(q).
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And hence we find for p 6= 2:

W(z, x, t) = ωtr tω2−1 tr(z·x)Z(z)X(x) ' ωtr tω2−1~z·~xZ(~z)X(~x) = W(~z,~x, tr t). (4.61)

However, for p = 2, this is not strictly true since the identity tr(zixi) = ∑m
j=1 zijxij holds

modulo 2 but the according phase is computed modulo 4. Since we have the identity
iaib = i(a+b) mod 2(−1)ab for all a, b ∈ F2, we see that this can only result in an additional
minus sign on the right hand side. This shows that a choice of field basis eventually leads
to equivalent representations over Fq and Fp.

The above discussion shows that the symplectic structure and its representation over
Fq embeds into the one over Fp. More precisely, any isotropic subspace over Fq is an
isotropic subspace over Fp. The representations of the Heisenberg groups, the Heisenberg-
Weyl groups HWn(q) and HWnm(p), are isomorphic. In particular, this implies that Fq-
stabiliser codes are Fp-stabiliser codes. However, this embedding is not onto, meaning
that not all stabiliser codes come from codes over Fq.

A similar statement holds for the automorphisms of the Heisenberg groups. Since
Sp2n(q) ↪→ Sp2nm(p) is not surjective, we find that the affine symplectic group ASpn(q)
properly embeds into ASpnm(p). Although the affine symplectic group ASpn(q) is the
group of centre-fixing automorphisms of Hn(q), the automorphisms of its representation
HWn(q) ' HWnm(p) are thus strictly more and given by ASpnm(p). Likewise, we have
an embedding of Clifford groups Cln(q) ↪→ Clnm(p). While the Clifford unitaries in
Cln(q) preserve the set of Fq-stabiliser codes and Fp-stabiliser codes individually, the
ones in Clnm(p) will generally mix them.

At this point let us clarify the nomenclature. The Clifford group is commonly defined
as the “finite” normaliser of the Heisenberg-Weyl group. However, over an extension
field Fq, this is Clnm(p). For this reason, we use a different definition and define the
Clifford group Cln(q) as the one which is induced by ASpn(q), cp. Eq. (4.11). In the
literature, Clnm(p) and Cln(q) are sometimes referred to as “many-particle” vs. “single-
particle” Clifford group [75] as well as (the) Clifford group vs. restricted Clifford group [67].
Here, we will call both groups Clifford groups and distinguish them by their symbols,
respectively whether their action is Fp or Fq-linear on phase space. We view them as
structure-preserving automorphisms and thus, depending on whether it is important that
this structure is over Fp or Fq, one or the other Clifford group should be used.

4.4 Simulation of stabiliser circuits

In this section, we argue that the description of stabiliser states and codes, as well as its
transformation under Clifford unitaries and Pauli measurements, is efficient in the num-
ber of qudits n. Thus, a classical computer is able to efficiently simulate any stabiliser
circuit. This remarkable result is often referred to as Gottesman-Knill theorem [40]. How-
ever, the here presented method is more general since it can deal with arbitrary Clifford
unitaries instead of only generators and is formulated for prime-power dimensions.

Stabiliser codes. A [[n, n − k]] stabiliser code of local dimension q = pm is uniquely
determined by a k-dimensional isotropic subspace M ⊂ F2n

q and a phase function α :
M → Fq. Note that in order to describe the stabiliser code C(Mα), it is sufficient to pick
a set of independent generators for the associated stabiliser group W(Mα). The latter is
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an Abelian group of order qk = pmk and any element as order p. Thus mk generators are
needed to describe the group. Pick a basis {v1, . . . , vk} of M and an arbitrary field basis
{b1, . . . , bm}. The mk vectors vij := bivj determine a set of generators ωsijW(vij) with
sij := tr α(vij) ∈ Fp. Note that this procedure effectively treats M as a mk-dimensional
subspace over Fp The possible tuples (s11, . . . , smk) ∈ Fmk

p exactly index the qk = pmk

stabiliser codes associated with M. Thus, we can describe any [[n, n− k]] stabiliser code
by the following number of bits:

2nk log2(q) + m log2(q) + mk log2(p) = (2nk + m + k) log2(q) = O(nk). (4.62)

Transformation under Clifford unitaries. In order to describe a Clifford unitary, one
needs to store the associated symplectic matrix g ∈ Sp2n(q) and the phase function δ :
F2n

q → Fq. It is certainly enough to now δ on a basis of F2n
q and, for p = 2, compute other

values of δ using the identity Eq. (3.71). This means that we need

4n2 log2(q) + 2n log2(q) = (4n2 + 2n) log2(q) = O(n2) (4.63)

bits to describe a Clifford unitary.
To compute the transformation of a stabiliser code given by (M, α) under a Clifford

unitary described by (g, δ), we simply have to update the basis and signs as

vj 7−→ g(vj), sij 7−→ sij + tr δ(bivj). (4.64)

Updating the basis is done via matrix-vector multiplication, which can be done in O(kn2).
The update the mk signs, the δ function has to be evaluated. If p 6= 2, δ is linear and thus
it is enough to evaluate δ(vj) which takes time O(n) each, multiply it with bi and add it
to sij. In total, this takes time O(kn + mk). For p = 2, we have to call δ(bivj) which needs
O(2n) calls to β and the same number of additions. Moreover, any call to β needs time
O(n). Thus, the total cost is in this case O(mkn2). In summary, the cost of applying a
Clifford unitary is in any case O(kn2).

Stabiliser measurements First, let us discuss so-called Pauli/Weyl measurements. For
p = q, the measurement of a Weyl operator W(a) is the projective measurement given
by the p projectors Pk onto the eigenspace with eigenvalue ωk. Since these are stabiliser
codes with stabiliser group generated by ω−kW(a), we can compute the outcome prob-
abilities given a stabiliser state |ψ 〉〈ψ | = P(L, ξ) using the overlap formula (4.33). The
isotropic subspace associated with the eigenspaces of W(a) is one-dimensional, M = 〈a〉.
Thus, M ∩ L is either M or {0}. Note that we can determine this efficiently by checking
whether a commutes with a basis of L. If so, M ⊂ L and otherwise M ∩ L = {0}. In the
case M ⊂ L, we can find a k such that ω−k = ξ(a). For this k, the character ξ agrees with
the character of Pk, and thus the outcome distribution is deterministic: 〈ψ| Pl |ψ〉 = δk,l .
If M and L only intersect in 0, then the characters have to agree there and hence the
outcome distribution is uniform: 〈ψ| Pl |ψ〉 = 1/p.

Note that to determine the type of outcome distribution, one has to evaluate [a, vi] for
a given basis v1, . . . , vn of L which takes time O(n2). If the outcome is deterministic, the
evaluation of ξ(a) takes additional time O(n). The post-measurement state can then be
computed as follows. If M ⊂ L, i. e. a commutes with all vi, the post-measurement state
is identical to |ψ 〉. Next, suppose that [a, v1] = c 6= 0. We can assume that a commutes
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with the remaining basis, since we can always add a suitable multiple of v1 to a basis
element vj to ensure that [a, vj] = 0. Having observed outcome k, the post-measurement
state is

√
p Pk |ψ 〉. This state is described by the Lagrangian L′ = 〈a, v2, . . . , vn〉 and a

character ξ ′ which is given by ξ ′(vi) = ξ(vi) and ξ ′(a) = ω−k. Computation of the post-
measurement state thus requires a potential change of basis and re-computation of the
phase function on the new basis. For p 6= 2 both the change of basis and the computation
of phases is O(n2). For p = 2 the update of the phases is O(n3) similar to the argument
for Clifford phases. Thus, the post-measurement state can be computed in time O(n2)
for p 6= 2 and O(n3) for p = 2. Note that the actual runtime depends on how many
generators need to be adapted. Furthermore, it is possible to improve this result to O(n2)
for any p by extending the description of a stabiliser state by a Lagrangian L∗ such that
F2n

q = L∗ ⊕ L [88].
For the extension case, q = pm, the situation depends on the precise meaning of

measuring a Weyl operator W(a). If W(a) is seen as an observable and the POVM is
again given by the eigenspace projectors Pk, then this is not a stabiliser code over Fq.
This is because the dimension of every eigenspace is pmn−1 which is not a power of q.
However, the eigenspaces are stabiliser codes over Fp. Since any stabiliser state over
Fq is in particular a stabiliser state over Fp, we can again apply the above procedure
to compute the outcome distribution. Note that in the case that W(a) commutes with
|ψ 〉〈ψ |, the measurement does not affect the state. In the case that it does not commute,
the post-measurement state

√
p Pk |ψ 〉 after observing outcome k is not a Fq-stabiliser

state but a Fp-stabiliser state.
Alternatively, we can associate a different measurement to a Weyl operator W(a)

which is again given by the orthogonal projectors associated to M = 〈a〉 ⊂ F2n
q . This

case is analogous to the case p = q.
Finally, let us consider a stabiliser measurement which is given by the qk orthogonal

stabiliser codes associated with a k-dimensional isotropic subspace M ⊂ F2n
q . In this case,

we have to determine the overlap M∩ L with a given Lagrangian subspace M. Since this
a subspace, |M∩ L| = ql for 0 ≤ l ≤ k. Then, there are exactly qk−l characters of M which
agree with a given character ξ of L on M ∩ L. Let us call the space of those M̂ξ . Thus, the
outcome distribution is

tr P(M, ς)†P(L, ξ) = ql−k 1M̂ξ
(ς). (4.65)





CHAPTER 5

APPLICATIONS

5.1 Discrete Wigner function

The introduced framework can be used to derive the so-called phase space representation
of finite-dimensional quantum mechanics. This representation is based on the so-called
discrete Wigner function which was first introduced by Wootters [72] in 1987 as a finite-
dimensional analogue of the better-known Wigner function in continuous-variable sys-
tems. A few years later, Leonhardt [73, 74] used a similar Wigner function for quantum
state tomography of finite-dimensional systems. With the increasing popularity of quan-
tum information theory in the 2000s, there was renewed interest in the discrete Wigner
function which resulted in several works on the discrete Wigner function, positively rep-
resented states and mutually unbiased bases [24, 25, 65, 75, 76]. Interestingly, these re-
sults are closely tied to theory of quantum computing and contextuality with immediate
consequences. We will discuss these aspects in the next section.

The crucial observation is that the Weyl operators, both in even and odd character-
istic, define an orthonormal basis for the space of linear operators L ((Cq)⊗n) with the
normalised Hilbert-Schmidt inner product

(A, B) := q−n tr(A†B), (5.1)

since the composition law and tracelessness imply in both cases

(W(a), W(b)) ∝ tr W(b− a) = δa,b. (5.2)

Thus, any operator O can be uniquely written as

O = ∑
a∈F2n

q

ΞO(a)W(a), (5.3)

where ΞO(a) := (W(a), O) is the characteristic function of O. Note that for a Hermitian
O, the characteristic function is symmetric ΞO(−a) = ΞO(a). Thus, the symplectic Fourier
transform of ΞO,

WO(a) := F [ΞO] (a) := q−n ∑
b∈F2n

q

χ([a, b])ΞO(b), (5.4)

is in this case a real-valued function on F2n
q . A somewhat dual, but equivalent point of

view is to consider the Hermitian operators

A(a) := q−n ∑
b∈F2n

q

χ([a, b])W(b). (5.5)

This is a unitary change of basis (w.r.t. the Hilbert-Schmidt inner product), thus the phase
point operators A(a) form an orthonormal basis, both for the complex vector space of
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linear operators and the real vector space of Hermitian operators. Clearly, in this basis,
X is given exactly as

X = ∑
a∈F2n

q

WX(a)A(a). (5.6)

The function WX = F [ΞX] is called the discrete Wigner function of X. We summarise
the mentioned properties and a few more which follow easily from the definition, in the
following proposition:

Proposition 5.1 (Properties of the Wigner function).

1. The phase point operators are a Hermitian, unit-trace orthonormal basis for L ((Cq)⊗n)
and H ((Cq)⊗n). Thus:

(X, Y) = ∑
a∈F2n

q

WX(a)WY(b), and tr X = ∑
a∈F2n

q

WX(a). (5.7)

2. For any Hermitian X,WX is real-valued.

3. The Wigner function factors:

WX⊗Y(a⊕ b) =WX(a)WY(b). (5.8)

4. Superoperators φ : L ((Cq)⊗n) → L ((Cq)⊗n) are represented by their matrix representa-
tion

Wφ(a|b) :=
(

A(a), φ(A(b))
)
. (5.9)

Hermiticity-preserving maps have a real matrix representation. φ is trace-preserving if and
only if every column sums to 1. Likewise, it is unital if and only if every row sums to 1.

5. An effect E ≥ 0 is represented by

WE(a) = (E, W(a)). (5.10)

6. The Born rule has the representation

tr (Eφ(ρ)) = ∑
a,b∈F2n

q

WE(a)Wφ(a|b)Wρ(b). (5.11)

Thus, for quantum states the Wigner function gives a quasi-probability representation
on the phase space F2n

q , i.e. it is real-valued and integrates to 1. Since the Wigner repre-
sentationWφ(a|b) of a CPTP map preserves these quasi-probability distributions, it has
the interpretation of a transition matrix. A non-negative Wigner representation would re-
sult in a proper probability distribution or stochastic matrix, respectively. Certainly, not
all quantum states and operations can have non-negative representations. This would
represent a local hidden variable model for quantum mechanics, which contradicts Bell’s
inequalities at the very minimum. Albeit, this will turn out to be true for a subclass of
quantum states and operations.

However, the situation is again quite different in even and odd characteristic. First,
let us focus on the (simpler) case of odd characteristic.
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5.1.1 Non-negative representations

From the discussion in Sec. 4.1.1, we know that Clifford unitaries have the form U =
W(v)µ(g) for g ∈ Sp2n(q) and v ∈ F2n

q . Using their action as centre-fixing automor-
phisms of the Heisenberg group, we can compute the transformation of phase point op-
erators straightforwardly:

W(v)µ(g)A(a)µ(g)†W(v)† = q−n ∑
b∈F2n

q

χ([a, b])χ([v, gb])W(gb)

= q−n ∑
b∈F2n

q

χ([a, g−1b])χ([v, b])W(b)

= q−n ∑
b∈F2n

q

χ([ga− v, b])W(b)

= A(ga− v).

(5.12)

Hence, the Wigner function of a state ρ transforms as

WUρU†(a) =Wρ(g−1a + v), U = W(v)µ(g). (5.13)

This is called the Clifford covariance of the Wigner function. Put differently, a Clifford
unitary corresponds to an affine permutation of the points in phase space without actu-
ally changing the values of the Wigner function. The matrix representation of a Clifford
unitary is thus a permutation matrix:

WU(a|b) = δa,gb−v. (5.14)

This means that the negativity of a state ρ,

N (ρ) := ∑
a∈F2n

q

|Wρ(a)| ≡ ‖Wρ‖1 ≥ 1, (5.15)

is an invariant under Clifford transformations.
We know that every stabiliser state can be written as

s = P(L, a) = q−n ∑
l∈L

χ([h, l])W(l), (5.16)

where L ⊂ F2n
q is a Lagrangian subspace and h ∈ F2n

q represents an additive character on
L This directly gives the characteristic function of s as

Ξs(a) = q−nχ([h, a])1L(a), (5.17)

where 1L is the indicator function on L. The Wigner function is its symplectic Fourier
transform:

Ws(a) = q−n ∑
b∈F2n

q

χ([a, b])q−nχ([h, b]) 1L(b)

= q−2n ∑
b∈L

χ([a, b])χ([h, b])

= q−n 1L(a− h)
= q−n 1L+h(a)

(5.18)
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Here, we used that a and h define the same character on L if and only if a− h ∈ L⊥ = L,
see also Sec. 3.1.2. Thus, the Wigner function of a stabiliser state is given by the nor-
malised indicator function of affine shifts of the underlying Lagrangian subspace. In
particular, it is non-negative. In the light of the previous comment, this means that the
sub-theory encompassing stabiliser states and Clifford has a hidden variable model, given
by their phase space representation.

While all states in the convex hull of stabiliser states, the stabiliser polytope SP, are non-
negatively represented, a natural question to ask is whether these are all. Let us define
the Wigner polytope WP as the polytope in the (q2n − 1)-dimensional space of unit-trace
Hermitian operators which is given by the intersection of the q2n half spaces tr(OA(a)) ≥
0. By definition, any point in WP corresponds to a probability distribution on F2n

q and
WP is a q2n-simplex. Since SP is clearly not a simplex and we have SP ( WP by a purely

geometric argument. However, the actual question is whether SP ?
= WP ∩ S+ where S+

is the cone of positive semi-definite matrices. As all stabiliser states have a non-negative
representation it is straightforward to show that the facets of WP also define facets of SP
[26]. Since these have to be a proper subset of the facets of SP (otherwise it would be a
simplex), there are states in WP \ SP.

Indeed, Gross [75] showed that the only pure states with non-negative Wigner func-
tion are stabiliser states. This implies that the states in WP \ SP are necessarily mixed. An
example for such a state was given in Ref. [75]. These mixed states belong to the class of
bound magic states which will be discussed in the next section.

Finally, we want to remark that the here introduced discrete Wigner function corre-
sponds to a certain choice of representation which is in accordance with the axioms for
generalised Wigner functions, introduced in Ref. [65] It is the unique choice which is
Clifford-covariant [75].

5.1.2 Classical simulation

An overall non-negative Wigner representation of a quantum state undergoing a quan-
tum channel with eventual measurement represents a stochastic process on the phase
space F2n

q . Indeed, consider the expansion of the Born rule:

tr (Eφd ◦ · · · ◦ φ1(ρ)) = ∑
a0,...,ad∈F2n

q

WE(ad)Wφd(ad|ad−1) · · ·Wφ1(a1|a0)Wρ(a0). (5.19)

If any Wigner representation on the right hand side is non-negative, then the sequence
of quantum channels φ1, . . . , φd define a Markov chain with random variables A0, . . . , Ad
on phase space which are distributed according to

Pr[A0 = a0, . . . , Ad = ad] =Wφd(ad|ad−1) · · ·Wφ1(a1|a0)Wρ(a0). (5.20)

The Wφd(ai|ai−1) represent the transition probabilities ai−1 → ai for the states of the
Markov chain. In particular, it is possible to efficiently sample from this distribution,
given that we can efficiently sample from the initial distribution Wρ. Hence, we can
approximate the Born probability in Eq. (5.19) using Monte-Carlo sampling. Since the
estimator X := WE(Ad) is bounded between 0 and 1, Hoeffding’s inequality ensures
that after taking N samples we have

Pr [|X̄−E[X̄]| ≥ δ] ≤ 2e−2Nδ2
, (5.21)
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where X̄ is the mean of N iid copies of X and E[X̄] = E[X] = tr (Eφd ◦ · · · ◦ φ1(ρ)).
Conversely, we need

N ≥ 1
2

δ−2 log
(

2
ε

)
(5.22)

samples to ensure that X̄ is in a confidence interval of size δ around µ with probability at
least 1− ε.

For the simulation of pure state dynamics of stabiliser states with respect to Clifford
unitaries and stabiliser measurements, Monte-Carlo simulation based on the Wigner rep-
resentation is generally not the most efficient method (cp. Sec. 4.4). However, the pres-
ence of noise or more general quantum channels leads to mixed-state dynamics which
cannot be simulated by other means. Moreover, the non-negatively represented states
and operations are strictly larger than the convex hull of stabiliser states and Clifford
unitaries. In this sense, Monte-Carlo simulation is the most general efficient simulation
method.

This argument shows that negativity in the Wigner representation is necessary for a quan-
tum speed-up [26]. In fact, the Wigner negativity of an input state

N (ρ) := ∑
a∈F2n

q

|Wρ(a)| ≡ ‖Wρ‖1, (5.23)

can be directly related to the runtime of a classical simulation algorithm simulating non-
negatively represented dynamics with ρ as an input [29]. More precisely, we can rewrite
the Born rule as follows

tr (Eφ(ρ)) = ∑
a,b∈F2n

q

WE(a)Wφ(a|b)Wρ(b) (5.24)

= ∑
a,b∈F2n

q

sgn(Wρ(b))N (ρ)WE(a)Wφ(a|b) |Wρ(b)|
N (ρ)

(5.25)

= ∑
a,b∈F2n

q

X(a, b)p(a, b). (5.26)

Hence, it can be interpreted as the expectation value of X(a, b) = sgn(Wρ(b))N (ρ)WE(a)
with respect to the probability distribution p(a, b) = Wφ(a|b)|Wρ(b)|/N (ρ). Using
Monte-Carlo sampling as before, it is hence possible to approximate E[X] = tr (Eφ(ρ)).
In contrast to before, the random variable X is now bounded as |X| ≤ N (ρ). To use
Hoeffding’s inequality a renormalisation δ 7→ δ/N (ρ) is necessary which results in the
following Hoeffding bound on the number of samples:

N ≥ 1
2
N (ρ)2δ−2 log

(
2
ε

)
. (5.27)

To illustrate the qualitative change, let us consider the simulation of quantum compu-
tation in the magic state model. In this model, any quantum circuit is re-expressed as
a stabiliser circuit acting on enough copies of a magic state |θ 〉 with N (θ) > 1. Since
the Wigner function is multiplicative, the above argument shows that the runtime of a
Monte-Carlo simulation scales as O(N (θ)2t). Thus, this approach scales exponentially
with the required number of non-stabiliser resources.
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It is straightforward to extend this idea from negatively represented input states to
negatively represented operations [29]. Then, the runtime scales quadratically in the
overall negativity in the representation which is given as the product of the negativities
in the input state and all operations.

5.1.3 The situation in even characteristic

The previous discussions show that the Wigner function is a powerful tool in the analysis
of finite-dimensional quantum systems, especially in the context of quantum computing.
Hence, a natural question to ask is whether this construction can be generalised to the
qubit case. In Sec. 3.3 and 4, we have seen that the case of even characteristic comes with
additional obstacles such as phases of higher order and non-linearities in the representa-
tions of stabiliser codes and Clifford unitaries. As we will see shortly, these mathematical
problems eventually lead to the non-existence of a suitable Wigner function for qubits.

Given the definition of the Wigner function in Eq. (5.4), we can compute the Wigner
function of a n-qubit stabiliser state

ρ =
1
2n ∑

v∈L
(−1)[h,v]+α(v)W(v). (5.28)

Here, α is a phase function which encodes the non-linear dependence on v (cp. Sec. 4).
Due to this non-linear term, the Wigner function on ρ will not be a simple indicator func-
tion. Similarly, the non-linearity in the action of Clifford unitaries on Weyl operators
result in a non-covariance of the Wigner function under the Clifford action. These prob-
lems are in fact intertwined. Due to the non-linearity, one can find stabiliser states which
are negatively represented, although some like the |0 〉 state are still non-negative. Since all
stabiliser states form a single Clifford orbit of |0 〉, this negativity can be interpreted as
being induced from certain non-negatively represented Clifford unitaries.

One might hope that it is possible to find an alternative definition of the Wigner func-
tion for qubits, such that stabiliser states and Clifford unitaries are again non-negatively
represented. Thus, the task is to find an operator basis of L(Cq) such that the Clifford
group acts covariantly on it, i. e. the Clifford group induces a transitive permutation ac-
tion on the labels of the basis. Even under these very general assumptions, Zhu [112]
showed that when q is an odd prime-power, than any Clifford-covariant operator basis is
equivalent to the basis of phase point operators. Moreover, if q is an even prime-power,
then such an operator basis does not exist. As it shown in Ref. [112], the latter conclu-
sion follows from an old result in Bolt, Room and Wall [77], namely that the Clifford
group does not have a subgroup isomorphic to Sp2n(2). This is a manifestation of the
non-existence of a proper Weil representation in even characteristic.

More generally, Zhu [113] also showed that no operator basis can be covariant with
respect to a unitary 3-design. The Clifford group forms such a 3-design in even prime-
power dimensions, but only a unitary 2-design in odd prime-power dimensions [113,
114]. Albeit, a recent classification of unitary group designs shows that the multi-qubit
Clifford group is basically the only unitary 3-design which forms a group, besides excep-
tions in special dimensions [115]. For a discussion of this result, see also Ch. 13.
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5.2 Mutually unbiased bases

In this section, we make use of the introduced extension field structure to show that
stabiliser states define a maximal set of mutually unbiased bases. Two orthonormal bases
B, B′ of Cd are called unbiased if

|〈ψ|ϕ〉|2 =
1
d

∀ψ ∈ B, ϕ ∈ B′. (5.29)

It is not hard to show that the maximum number of bases which are mutually unbiased
is d + 1 [116]. We call such a complete, i. e. maximal, set of mutually unbiased bases a
MUB.

Originally, MUBs have been introduced as on optimal way to perform state recon-
struction via measurements of the MUB in the sense that errors are minimised [61, 117].
This is closely related to the fact that a MUB forms a complex projective 2-design, i. e. the
MUB vectors minimise the frame potential

Φ2[(ψi)] :=
1

N2

N

∑
i,j=1

∣∣〈ψi
∣∣ψj
〉∣∣4 ≥ 2

d(d + 1)
. (5.30)

This is straightforward to check: By pairing all vectors from two different bases we get
a contribution of d−2d2 = 1 and there are d(d + 1) many basis pairs. Moreover, the sum
of the norms of all basis elements yields a total contribution of d(d + 1). Thus, the frame
potential is

Φ2[MUB] =
2d(d + 1)
d2(d + 1)2 =

2
d(d + 1)

, (5.31)

which shows that any MUB is a 2-design.
If the dimension d is a prime-power d = q = pm, then there exists a “canonical” MUB

which can be constructed as follows. Consider the phase space F2
q associated with Cq.

Recall from Sec. 4.2 that any Lagrangian L defines an orthonormal basis B(L) of Cq via
its associated stabiliser states. Furthermore, there are q + 1 Lagrangians which simply
correspond to the one-dimensional subspaces of F2

q. This implies that any two different
Lagrangians L 6= L′ can only intersect in 0. Hence, by the overlap formula (4.33), any
two stabiliser states corresponding to L 6= L′ have overlap

|〈ψ|ϕ〉|2 =
1
q

∀ψ ∈ B(L), ϕ ∈ B(L′). (5.32)

Therefore, the q + 1 bases B(L) indexed by Lagrangians L ⊂ F2
q define a complete set of

mutually unbiased bases.
The so-constructed MUB is canonical in the sense that it is the unique minimal com-

plex projective 2-design which is covariant with respect to the Clifford group Cl1(q) (ex-
cept for q = 3, then it is the second smallest) [71]. Since the Clifford group Cl1(q) is a
unitary 2-design in any prime-power dimension, any orbit is a Clifford-covariant com-
plex projective 2-design (cp. Part III, Sec. 12.2). The canonical MUB is the smallest among
all orbits (respectively second smallest for q = 3).

Notably, the existence of MUB in non-prime-power dimensions has not been proven,
although this topic has attracted a lot of attentions in the quantum information and math-
ematical community. This is also due to the fact that MUBs are closely related to sym-
metric informationally complete positive operator-valued measures (SIC-POVM). There
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exist explicit constructions of mutually unbiased bases, but the maximal number of bases
in a given dimension is usually unknown, e. g. for the smallest case d = 6. Some works
even raised doubts on whether a complete set exists in d = 6 [84].

5.3 Algorithms

5.3.1 Subgroup algorithm for Sp2n(q) sampling

Uniform sampling from the symplectic group Sp2n(q) can be achieved using a variant of
the subgroup algorithm [118]. Here, we give a generalisation of the approach by Koenig
and Smolin [119] for qubits to fields of any characteristic.

Within this section, we a different coordinate convention than in the rest of this part.
The “local” convention used here is given by grouping symplectic pairs, explicitly this
is (z1, . . . , zn, x1, . . . , xn) 7→ (z1, x1, . . . , zn, xn). In this way, the phase space factorises as
F2n

q = F2
q ⊕ · · · ⊕F2

q.
The key observation is the following. Given a nested chain of subgroups of a finite

group G,
G1 < G2 < · · · < Gn−1 < Gn = G, (5.33)

we have an isomorphism of right cosets

Gn/Gn−1 × Gn−1/Gn−2 × · · · × G2/G1 × G1
∼−→ G,

([gn], [gn−1], . . . , [g2], g1) 7−→ gn · · · g1.
(5.34)

In particular, given a transversal (a choice of representatives) for the cosets, any element
in G has a unique decomposition as a product. Drawing independently and uniform
from every quotient yields therefore a uniform sample of the group G.

For the symplectic group Sp2n(q), we naturally have such a subgroup chain, given by
the embeddings

Sp2m−2(q) ↪−→ Sp2m(q), S 7−→ 1⊕ S. (5.35)

Hence, the right action of Sp2m−2(q) in Sp2m(q) will only effect the last 2m− 2 columns
while leaving the symplectic product between any two columns invariant. Thus, this
action corresponds to a symplectic basis change in the symplectic complement 〈v1, v2〉⊥
of the first two columns v1, v2. This establishes an isomorphism between the right cosets
Sp2m(q)/Sp2m−2(q) and the symplectic pairs Sm :=

{
(v1, v2) ∈ F2m

q ×F2m
q | [v1, v2] = 1

}
.

Vice versa, given a symplectic pair, one can construct a representative of the correspond-
ing coset by extending the pair to a symplectic basis (e. g. using Gram-Schmidt).

The here described subgroup algorithm basically achieves the task of randomly se-
lecting a symplectic pair for the first two columns and then proceeds by repeating this
construction in the symplectic complement.

Given a random vector v1 ∈ F2m
q \ 0, all symplectic partners lie in the affine plane

u + v⊥1 where u is some vector with [u, v1] = 1. Thus, drawing a partner at random can
be achieved by completing v1 to a symplectic basis v1, . . . , v2m and adding a random vec-
tor from v⊥1 = 〈v1, v3, . . . , v2m〉 to v2. However, instead of constructing the symplectic
extension explicitly, we will construct a symplectic map S mapping the first standard ba-
sis vector e1 to v1 and e2 to a random symplectic partner v2. Such a matrix is automatically
a representative of a random coset in Sp2m(q)/Sp2m−2(q).
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The major tool are so-called symplectic transvections. Given a vector h ∈ F2m
q and a

scalar λ ∈ F×q , a symplectic transvection is a symplectic map Tλ,h such that Tλ,h(x) =
x + λ[x, h]h. A basic fact from symplectic geometry is that transvections generate the
symplectic group.

We need the following lemma.

Lemma 5.1. Let x, y ∈ F2m
q \ 0 be two vectors. Then, there are vectors h1, h2 and scalars λ1, λ2

such that y = Tλ1,h1 Tλ2,h2(x).

We will give a constructive proof.

Proof. If x = y, h1 = h2 = 0 and λ1 = λ2 = 1 will do the job. For x 6= y, we will consider
two cases.

Case 1: [x, y] = a 6= 0. Let us define h = −x + y and λ = a−1. We get

Tλ,h(x) = x + λ[x, h]h = x + λ[x, y](−x + y) = y. (5.36)

Case 2: [x, y] = 0. Let us denote by x(j) = (x2j−1, x2j) and similar y(j) the components
in the j− th subsystem. We will further distinguish the following cases:

a) ∃j ∈ {1, . . . , m} such that x(j) 6= 0 and y(j) 6= 0. In this case, there is always a vector
v ∈ F2

q \ 0 such that [x(j), v] 6= 0 and [v, y(j)] 6= 0. Padding v with zeros to a vector z
in F2m

q , we can apply Case 1 twice to get two transvections mapping x 7→ z 7→ y.

More precisely, if [x(j), y(j)] 6= 0, then there is a unique vector v ∈ F2
q \ 0 such that

[x(j), v] = [v, y(j)] = 1 since this is a linear system of equations(
x2j−1 −x2j
−y2j−1 y2j

)(
v2
v1

)
=

(
1
1

)
, (5.37)

and the determinant is exactly [x(j), y(j)] 6= 0.
Otherwise, if [x(j), y(j)] = 0, the two vectors have to be proportional, x(j) = ay(j),
since the orthocomplement of a two-dimensional vector is spanned by the vector
itself. Then, there is a vector v ∈ F2

q \ 0, such that [x(j), v] = 1 and [v, y(j)] = a and
we can again apply Case 1.

b) If such an index does not exist, there have to be pairs j, k ∈ {1, . . . , n} such that
x(j) 6= 0 and y(j) = 0 and vice versa (otherwise one of the vectors would be zero).
We can find vectors v, w ∈ F2

q \ 0 such that [x(j), v] = 1 and [w, y(k)] = 1. Setting
z = v1e2j−1 + v2e2j + w1e2k−1 + w2e2k, we can again apply Case 1 to x 7→ z 7→ y.

Finally, a random symplectic pair can be generated as follows. Select a random vector
v1 ∈ F2m

q \ 0. By the previous lemma, there is a pair of transvections T = Tλ1,h1 Tλ2,h2 such
that T(e1) = v1. Clearly, the images vi = T(ei) of the standard basis form a symplectic
basis. Next, let us sample random scalars c3, . . . , c2n ∈ Fq and define the vectors

e := e1 +
2m

∑
i=3

ciei, h0 := T(e) = v1 +
2m

∑
i=3

civi. (5.38)
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Note that [v1, h0] = 0 and [v2, h0] = −1. Thus, we have

T−1,h0 T(e1) = T−1,h0(v1) = v1 − [v1, h0]h0 = v1,

T−1,h0 T(e2) = T−1,h0(v2) = v2 − [v2, h0]h0 = v1 + v2 +
2m

∑
i=3

civi.
(5.39)

Next, choose another random scalar c1 ∈ Fq and compute

T(1−c1),v1
T−1,h0 T(e1) = T(1−c1),v1

(v1) = v1,

T(1−c1),v1
T−1,h0 T(e2) = v1 + v2 +

2m

∑
i=3

civi + (1− c1)[v2, v1]v1

= c1v1 + v2 +
2m

∑
i=3

civi.

(5.40)

Hence, the random product of transvections T′ = T(1−c1), f1
T−1,h0 Tλ1,h1 Tλ2,h2 maps e1 to v1

and e2 to a random symplectic partner of v1. Thus, T′ is a representative of a random
right coset in Sp2m(q)/Sp2m−2(q).

Note that the image under a transvection Tλ,h can be computed in time O(m) whereas
for an arbitrary matrix g ∈ F2m×2m

q this is O(m2). Thus, the product Tλ,h g can be com-
puted in time O(m2) by applying Tλ,h row-wise. Hence, it is not only more efficient to
store the components of T′ = T(1−c1), f1

T−1,h0 Tλ1,h1 Tλ2,h2 instead of T′, but this storage
allows for a faster matrix multiplication with T′ from the left.

Let RANDOMCOSET(m) be the routine which outputs a representative of a random
coset in Sp2m(q)/Sp2m−2(q) as a list of transvections {T1, . . . , T4} (given by their parame-
ters). Then, we can sample a random symplectic matrix in Sp2n(q) by calling RANDOM-
COSET recursively as follows:

Algorithm 1 Sampling of random symplectic matrix g ∈ Sp2n(q) using subgroup algo-
rithm

1: function RANDOMSYMPLECTICMATRIX(n)
2: T1, . . . , T4 ← RANDOMCOSET(n)
3: if n = 1 then
4: g← T1 · · · T4
5: return g
6: else
7: g← T1 · · · T4 (1⊕ RANDOMSYMPLECTICMATRIX(n− 1))
8: return g
9: end if

10: end function

In Algorithm 1, the product of transvections in line 4 is most efficiently computed
by applying the transvections consecutively on the standard basis {e1, e2}. Similarly, in
line 7, the matrix product should be performed by applying the transvections row-wise.
Thus, any matrix operation can be done in time O(n2). Moreover, RANDOMCOSET(n)
has runtime O(n). Since we have n recursions, the total runtime of RANDOMSYMPLEC-
TICMATRIX(n) is O(n3).
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5.3.2 Synthesis for Sp2n(q)

With this section, we return to the standard convention for symplectic basis of F2n
q , which

is {e1, . . . , en, f1, . . . , fn}.
To goal of this section is to derive a decomposition of symplectic matrices into matri-

ces from the subgroups introduced in Sec. 3.1.4. There, we defined

Sn(q) :=
{

S(R) :=
(
1 R
0 1

) ∣∣ R ∈ Symn(q)
}

, (5.41)

Gn(q) :=
{

G(Q) :=
(

Q−> 0
0 Q

) ∣∣ Q ∈ GLn(q)
}

. (5.42)

These subgroups, together with the symplectic unit

J =
(

0 1n
−1n 0

)
, (5.43)

generate the symplectic group.
The decomposition is a slightly modified version of the one given by Rengaswamy,

Calderbank, Kadhe and Pfister [103]. We show that any element M ∈ Sp2n(q) for q = pm

can be written as
M = G(Q1)JS(R1)J>r S(R2)G(Q2), (5.44)

where Jr is defined by Ur := 1r ⊕ 0n−r, Ln−r := 0r ⊕ 1n−r as follows

Jr :=
(

Ln−r Ur
−Ur Ln−r

)
, (5.45)

i. e. Jr is J applied to the first r symplectic pairs.

Proof of decomposition of symplectic matrices

Here is a constructive proof which can be used as an algorithm to compute the decom-
position Eq. (5.44). Let us write

M =

(
A B
C D

)
. (5.46)

Using Gauss elimination, we can bring A into reduced row echelon form. If rk(A) = r,
we thus find invertible matrices Q11 and Q2 such that

Q−>11 AQ−>2 =

(
1r 0
0 0

)
. (5.47)

Acting with G(Q11) and G(Q2) on M from the left and right will thus transform the first
row of M to

Q−>11

(
A B

) (Q−>2 0n
0n Q2

)
=

(
1r 0 Tr E
0 0 E′ Fn−r

)
. (5.48)

However, since this is still the first row of a symplectic matrix, we find that Tr = T>r and
E′ = 0, hence Fn−r is of full rank. Therefore, setting Q12 := 1r ⊕ F>n−r and acting with
G(Q−1

12 ) from the left transforms the first row to

Q−>12 Q−>11

(
A B

) (Q−>2 0n
0n Q2

)
=

(
1r 0 Tr E
0 0 0 1n−r

)
. (5.49)
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Next, observe that multiplying by Q−>13 :=
(
1r −E
0 1n−r

)
from the left sets E to 0:

Q−>13 Q−>12 Q−>11

(
A B

) (Q−>2 0n
0n Q2

)
=

(
1r 0 Tr 0
0 0 0 1n−r

)
. (5.50)

Setting R2 := Tr ⊕ 0n−r and acting with S(R2)−1 from the right yields

(
1r 0 Tr 0
0 0 0 1n−r

)
1r 0 −Tr 0
0 1n−r 0 0
0 0 1r 0
0 0 0 1n−r

 =

(
1r 0 0 0
0 0 0 1n−r

)
(5.51)

Finally, we apply the matrix Jr J> from the right to get

(
1r 0 0 0
0 0 0 1n−r

)
1r 0 0 0
0 0 0 −1n−r
0 0 1r 0
0 1n−r 0 0

 =
(
1n 0n

)
. (5.52)

Let us define Q1 = Q13Q12Q11. The above reasoning implies that the transformed matrix
has the following form

G(Q1)
−1MG(Q2)

−1S(R2)
−1 Jr J> =

(
1n 0n
R1 I

)
=

(
1n 0n
R1 1n

)
= JS(−R1)J>. (5.53)

Where the second equation follows from the transformed matrix being again symplectic,
which implies that R1 is symmetric and I = 1n. Thus, using J−1 = J> and J−1

r = J>r , we
get by rearranging terms:

M = G(Q1)JS(−R1)J>r S(R2)G(Q2). (5.54)

Compiling permutations and diagonal gates

The decomposition given in Eq. (5.44) can be used to decompose M ∈ Sp2n(q) into gen-
erators. More precisely, the individual decomposition of the components in Sn(q) and
Gn(q) given in Sec. 3.1.4 can be used to give a decomposition for M. However, this de-
composition might not be optimal in the number of generators. This is due to the decom-
position of the permutation matrices G(Q) via LU-decomposition which yields generally
sub-optimal CX counts.



CHAPTER 6

FURTHER TOPICS

This chapter tries to give more mathematical background for the concepts introduced in
this part of the thesis. The previous chapters were written in a way such that an un-
derstanding of the following sections is not necessary. Thus, they should be considered
optional. However, a mathematically inclined reader might be interested in these details.

In Sec. 6.1 we give a construction for Galois extensions of the residue ring Zpr and
discuss its additive and multiplicative structure. For r = 1, this is a finite field and the
extension yields a finite field of prime-power order. These fields are also called Galois
fields. For r > 1, the extension is a Galois ring.

Afterwards, we discuss some peculiarities which occur over finite fields of charac-
teristic 2 in Sec. 6.2. In particular, we discuss the somewhat strange nature of quadratic
forms in characteristic 2 which has direct consequences for the symplectic group. Then,
we introduce central extensions and discuss the Heisenberg group from this point of view.
Using this formalism, we try to shed a bit more light on the need for quadratic phases.

6.1 Construction of Galois extensions of fields and rings

6.1.1 Field extensions

A field extension over Fp can be constructed by taking the polynomial ring Fp[x] of
polynomials in x and choosing a so-called irreducible polynomial f ∈ Fp[x] of degree m.
A polynomial is irreducible if it can not be written as a product of two non-constant
polynomials. Equivalently, f does not have roots over the field Fp. The intuitive idea
behind the construction is to extend Fp by a root θ of f to a new field which is given as
polynomials of degree m in θ with coefficients in Fp.

Example 6.1. Arguably, the best known example is the construction of C as an extension of
degree 2 over R. Take the irreducible polynomial f (x) = x2 + 1 and define a root i of f . Then any
element in C can be presented as a polynomial of degree two, a + bi with a, b ∈ R (higher orders
are redundant since i2 = −1).

Concretely, we identify the irreducible polynomial f with 0 and consequently any
polynomial f g should be identified with 0 as well. The latter polynomials exactly corre-
spond to the ideal1 generated by f , namely ( f ) := f Fp[x]. Then, we define the Galois
extension of Fp as the quotient ring Fpm := Fp[x]/( f ) of Fp[x] by the ideal ( f ) . The
elements in Fpm can be understood as polynomials over Fp with degree strictly less than
m. Addition is exactly the same as addition of polynomials in Fp[x]. Multiplication is
defined as multiplication of polynomials, followed by taking the remainder of the Eu-
klidean (polynomial long) division by f . The subfield Fp is exactly represented by the

1A left/right ideal is an additive subgroup of a ring which is closed under left/right multiplication of
elements in the ring. Here, the ring is commutative, thus left and right ideals coincide.
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constant polynomials and multiplication is simply multiplication in Fp since f is irre-
ducible.

By construction, f has a root θ over Fpm . Indeed, consider for example the element θ
represented by the monomial x, then f (x) = 0. Furthermore, any element in Fpm can be
represented by ∑m−1

i=0 cixi for ci ∈ Fp. This shows that the field has order pm and that the
additive group F+

pm is a Fp-vector space.
The multiplicative group F×pm is Abelian and has pm − 1 elements. By Lagrange’s

theorem, there is a k such that xk = 1 for all x ∈ F×pm and k divides pm − 1. However,
since Fpm is a field, this equation can have at most k solutions and hence k = pm− 1 is the
minimal choice. In particular, we have xpm

= x and F×pm is a cyclic group of order pm − 1.
In general, different choices for f lead to different, however isomorphic, fields. The

existence and uniqueness up to isomorphism of a finite field with pm elements can also
be proven abstractly using the notion of splitting fields.

Example 6.2. Over F2, there is a unique irreducible polynomial of degree 2, namely f (x) =
x2 + x + 1. To construct an extension of degree 2, we take all polynomials of degree 1 with
coefficients in F2, i. e. F4 = {0, 1, x, 1 + x}. The multiplication rules can be deduced from the
multiplication of polynomials such as x2 = f (x) + (1 + x). Hence, after modding out f , we get
x2 = 1 + x. From this, we find the remaining rule x(1 + x) = x + x2 = 1.

6.1.2 Ring extensions

Consider a residue ring Zpr = Z/prZ. The maximal ideal of Zpr is generated by p and
is denoted as (p) = pZpr . This implies that any element in Zpr as a p-adic expansion

Zpr 3 a = a0 + a1 p1 + · · ·+ ar−1 pr−1, ai ∈ Fp. (6.1)

Taking the quotient with respect to (p) yields the residue field Zpr /(p) ' Fp. Explicitly,
this isomorphism is a 7→ a mod p = a0.

Recall from Sec. 6.1.1 that the Galois extension of a finite field Fp starts from an irre-
ducible polynomial f of degree m in the polynomial ring Fp[x]. The Galois extension of
degree m is then constructed as the quotient of Fp[x] by the ideal generated by f , which
is ( f ) = f Fp[x].

The Galois extension of the residue ring Zpr can be constructed similarly. Given an
irreducible polynomial f̄ ∈ Fp[x] of degree m, there exists a f ∈ Zpr [x] such that f
reduces to f̄ modulo p and f divides the polynomial xq−1 − 1, where q = pm. f is called
the Hensel lift of f̄ . Then, define the Galois extension of degree m as

GR(pr, m) := Zpr [x]/( f ). (6.2)

The maximal ideal (p) of Zpr lifts to a maximal ideal of GR(pr, m) which is generated by
the residue class p + ( f ). One can check that (p) ≡ (p + ( f )) contains zero and the zero
divisors of GR(pr, m) and thus the quotient by (p) is a finite field. More precisely, we
have

GR(pr, m)/(p) ' Fpm . (6.3)

As in the case of finite fields, f has a root θ over GR(pr, m) by construction. Moreover,
since f divides xq−1− 1 for q = pd, we can assume that θ has order q− 1. Then, any other
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element GR(pr, m) can represented as polynomial of degree < m− 1 in θ, i. e. it can be
written uniquely as

GR(pr, m) 3 a = a0 + a1θ1 + · · ·+ am−1θm−1, ai ∈ Zpr . (6.4)

In particular, the additive group GR(pr, m)+ has the structure of a Zpr -module of rank
m. In this representation, Zpr is the subring of elements represented by constant polyno-
mials.

Alternatively, there is an analogue of the p-adic expansion of elements in Zpr , which
is

GR(pr, m) 3 a = t0 + t1 p1 + · · ·+ tr−1 pr−1. (6.5)

Here, the coefficients ti are either zero or powers of θ. These values define the Teichmüller
set T = {0} ∪ T × where T × is the cyclic group of order pm − 1 generated by θ. As such
the Teichmüller set T × can be understood as a lift of the multiplicative group F×pm . The
quotient map t 7→ t̄ = t mod p yields an explicit isomorphism between T × and F×pm . In
the p-adic expansion Eq. (6.5), a ∈ (p) if and only if t0 = 0. Since (p) is exactly the set
of zero divisors, a is a unit (i. e. invertible) if and only if t0 6= 0. Thus, the quotient map
w.r.t. to (p) is simply given as

GR(pr, m) 3 a = t0 + t1 p1 + · · ·+ tr−1 pr−1 7−→ t̄0 ∈ Fpm . (6.6)

Finally, we construct an analogue to the Frobenius automorphism and the trace map
of Galois fields for Galois rings. Recall that over Fpm the Frobenius automorphism acts
as φ : x 7→ xp. We define it similarly on the Teichmüller units T ×, namely as t 7→ tp

and extend it Zpr -linearly to GR(pr, m). This is simplest in the p-adic expansion Eq. (6.5)
where φ acts as

a = t0 + t1 p1 + · · ·+ tr−1 pr−1 7−→ φ(a) := tp
0 + tp

1 p1 + · · ·+ tp
r−1 pr−1. (6.7)

Since T × has order pm − 1, we find that φm = φ, thus the Galois group generated by φ is
cyclic of order m. As such, it is isomorphic to the Galois group of Fpm . The trace map is
then defined as

tr a :=
m−1

∑
k=0

φk(a). (6.8)

Since the quotient map on T × is an isomorphism, we have φ(t) = tp = (t̄)p. Thus,
tr t = tr t̄ ∈ Fp which shows, when applied to the p-adic expansion, that tr a ∈ Zpr ,
analogous to the finite field case.

Example 6.3. For our case, p = r = 2, there is a unique irreducible polynomial of degree 2,
f̄ = x2 + x + 1. Its Hensel lift is simply f = x2 + x + 1 with coefficients interpreted in Z4. The
elements of GR(4, 2) can be presented as the 42 residue classes of the polynomials c0x + c1 for
c0, c1 ∈ Z4. Take θ to be the root corresponding to c0 = 1, c1 = 0. We find α2 = 3α + 3, α3 = 1,
hence the Teichmüller set is T = {0, 1, α, 3α + 3} which reduces to {0, 1, ᾱ, 1+ ᾱ} ≡ F4 modulo
2, where ᾱ is a root of f̄ . The 2-adic expansion of any element in GR(4, 2) is a = t0 + 2t1 for
t0, t1 ∈ T .
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6.2 On the problems in even characteristic

Following his original work [83] treating the case of characteristic 6= 2, André Weil tried
to generalise his construction to the complementary case. However, his approach in-
volves only a subgroup of the symplectic group, namely an orthogonal group O+

n (q)
associated with a quadratic form Q+ defined below. While an exact equivalent seems
to be impossible due to the exceptional behaviour, the Weil representation can be par-
tially recovered by introducing Z4 coefficients instead of F2. From the perspective of the
matrix groups generated by those representations, the difference was already observed
by Bolt, Room and Wall [77] in 1961 who also introduced the term Clifford group. These
Z4-extensions have been studied and used in the quantum information theory commu-
nity since the early 2000s, sparked by the increasing interest in discrete Wigner func-
tions, MUBs and SIC-POVMs [66–68, 84, 85]. An in-depth mathematical treatise from
the perspective of representation theory was given a bit later by Gurevich and Hadani
[86]. They constructed a suitable generalisation of the Weil representation in character-
istic two which is compatible with the matrix group structures in Ref. [77] that are also
used in quantum information theory. Notably, this generalised Weil representation only
yields a linear representation of the fourth cover of the symplectic group, in contrast to the
original Weil representation in odd characteristic.

In this section, we discuss the behaviour of bilinear and quadratic forms in charac-
teristic two and introduce the concept of a central extension to study possible candidates
for a Heisenberg group in characteristic two. Finally, we try to give a self-contained con-
struction of the qubit Heisenberg group by combining the approaches used in quantum
information theory with the work of Gurevich and Hadani [86].

6.2.1 Quadratic forms in even characteristic

To understand why the case of characteristic two is different, the behaviour of bilinear
forms turns out to be important. Recall that any bilinear form b determines a quadratic
form by Q(v) := b(v, v) and any quadratic form can be written that way (although this
not unique in general). Furthermore, to any quadratic form Q, we associate the following
symmetric bilinear form B, called the polar form of Q:

B(v, w) := Q(v + w)−Q(v)−Q(w). (6.9)

Note that for characteristic 6= 2 (or generally over a ring where 2 is invertible), the above
polarisation identity yields a bijection between quadratic forms and symmetric bilinear
forms by

Q(v) = 2−1B(v, v), B(v, w) = Q(v + w)−Q(v)−Q(w). (6.10)

However, when 2 is not invertible, this is no longer the case. In particular, if the bilinear
form b in the definition Q(v) = b(v, v) is symmetric, we have

B(v, w) = Q(v + w)−Q(v)−Q(w) = 2b(v, w), (6.11)

which means that b determines B modulo 2. Over fields with characteristic two, the right
hand side even vanishes and thus B = 0. Thus, Q is actually a linear form instead of a
quadratic one. This implies that in characteristic two, only non-symmetric bilinear forms
can define non-trivial quadratic forms.
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Recall that the symplectic form ω was defined as an alternating, non-degenerate bi-
linear form on a vector space V. In characteristic 6= 2, alternation and anti-symmetry of
bilinear forms is equivalent. However, in characteristic two, anti-symmetry and symme-
try becomes the same. While alternation still implies anti-symmetry and thus symmetry,
the converse direction is not true. Thus, a symplectic form is also a symmetric form which
has a direct impact on the symplectic structure in characteristic two. For a classification
of sesquilinear and bilinear forms see e. g. Refs. [120, 121].

A quadratic form Q is called non-degenerate if the bilinear form B defined in Eq. (6.9) is
non-degenerate. In characteristic two, the bilinear form B is actually alternating, B(v, v) =
Q(0) = 0, and hence a non-degenerate quadratic form Q defines a symplectic form B. By
construction, the associated orthogonal group

O(V, Q) := {O ∈ End(V) | Q ◦O = Q} , (6.12)

is a subgroup of the symplectic group Sp(V, B). Conversely, given a symplectic form ω,
what can we see about the possible polarisations Q? Clearly, it is enough to consider the
standard form [·, ·] on F2n

q .
Generally, we know from the classification of quadratic forms [120, 121] that there are

two non-isomorphic orthogonal groups O±2n(q) in even dimensions which can be repre-
sented in an arbitrary basis by the quadratic forms

Q+(v) :=
n

∑
i=1

vivn+i, Q−(v) := Q+(v) + v2
n + v2

2n. (6.13)

Note that the polar form of both is the standard symplectic form:

Q±(v + w) + Q±(v) + Q±(w) =
n

∑
i=1

viwn+i + wivn+i = [v, w]. (6.14)

Recall that O±2n(q) are then both subgroups of the standard symplectic group Sp2n(q).
It is a simple exercise to show that the subgroup O+

2n(q) corresponds to the group gener-
ated by the subgroup Gn(q) together with the symplectic unit Ji applied on every hyper-
bolic planeHi := 〈ei, fi〉, cp. Eq. (3.21). Furthermore, in characteristic two, Q− acts as Q+

on H1 ⊕ · · · ⊕ Hn−1 and is zero on Hn. Hence, O−2n(q) is given as O+
2n−2(q)× SL2(q) =

O+
2n−2(q)× Sp2(q). In representation, these subgroups induce the so-called real and semi-

real Clifford groups, see also Ref. [78]. Any polarisation Q of the symplectic form is thus of
the form Q±, up to a symplectic transformation.

Finally, note that while the groups O±2n(q) also exist in odd characteristic, quadratic
forms now polarise symmetric instead of symplectic forms. Thus, they do not provide
structures which are compatible with the symplectic one.

6.2.2 Central extensions

In the theory of projective representations, the notion of a central extension plays an im-
portant role. A central extension E of a group (G, ·) by an Abelian group (A,+) is a short
exact sequence

0→ A ι−→ E π−→ G → 0, (6.15)
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i.e. im ι = ker π, such that A embeds into the centre of E. A trivial example would be
E = G × A with the obvious embedding and projection maps. One says that a central
extension splits if there is a homomorphism ϕ : G → E such that π ◦ ϕ = idG. In this
case, Φ : G × A → E, Φ(x, t) := ι(t)ϕ(x) defines an isomorphism between E and the
trivial extension.

Central extensions are characterised by 2-cocycles, i. e. functions β : G × G → A,
fulfilling β(1, 1) = 0 and the cocycle condition

0 = dβ(x, y, z) := β(y, z)− β(xy, z) + β(x, yz)− β(x, y). (6.16)

One can check that the data (G, A, β) defines a central extension E := G ×β A as the
set G × A with group law (x, t) • (y, s) := (xy, t + s + β(x, y)) and maps ι(t) = (1, t),
π(x, t) = x. Equation (6.16) guarantees the associativity of E. Note that if β is a cobound-
ary, i. e. β(x, y) = dα(x, y) := α(x) + α(y) − α(xy), then dβ = 0 and β(1, 1) = 0 hold
trivially. In this case, one can show that G ×dα A splits and is thus isomorphic to the
trivial extension G × A. More generally, two central extensions of G by A given by 2-
cocycles β1 and β2 are isomorphic if and only if β1 = β2 + dα. It can be checked by a
straightforward calculation that the isomorphism is explicitly given by

G×β1 A −→ G×β2 A, (x, t) 7−→ (x, t + α(x)). (6.17)

Thus, the isomorphism classes of central extensions correspond to the second group coho-
mology group

H2(G, A) = {2-cocycles}/{2-coboundaries}. (6.18)

Of particular importance to us are the automorphisms of a central extension E =
G ×β A, in particular the ones which fix its centre. More precisely, we are considering
those automorphisms which fix A ⊂ Z(E) (which could not be the full centre). Let us
write an automorphism as φ(x, t) = (g(x, t), α(x, t)). Note that the cocycle condition
Eq. (6.16) applied to y = 1 implies that β(1, z) = β(x, 1) = 0 for all x, z ∈ G. Thus, we
have (x, t) = (1, t) • (x, 0) where (1, t) is in the centre. Using φ(1, t) = (1, t), we arrive at

(g(x, t), α(x, t)) = φ(x, t) = φ(1, t) • φ(x, 0)
= (1, t) • (g(x, 0), α(x, 0)) = (g(x, 0), t + α(x, 0)). (6.19)

Hence, φ has the form φ(x, t) = (g(x), t + α(x)). Finally, imposing the homomorphism
property, we find:

g(x)g(y) = g(xy),
β(x, y)− β(g(x), g(y)) = dα(x, y).

(6.20)

Together with g(1) = 1, this implies that g ∈ Aut(G).

6.2.3 Revisiting the Heisenberg group as a central extension

Recall that, in odd characteristic, the Heisenberg group Hn(q) was defined explicitly as
the set F2n

q × Fq with composition law (v, t) • (w, s) := (v + w, t + s + 2−1[v, w]). In the
light of the previous section, the Heisenberg group is thus abstractly characterised as a
central extension of the group F2n

q by the additive group of the field Fq with associated
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2-cocycle β = 2−1ω (bilinearity directly implies dβ = 0). We can now characterise the
centre-fixing automorphisms (v, t) 7→ (g(v), t + α(v)) of the Heisenberg group using
Eq. (6.20). The first equation implies that g is an automorphism of the additive group of
F2n

q . The second equation,

2−1[g(v), g(w)]− 2−1[v, w] = α(v + w)− α(v)− α(w), (6.21)

claims equality between an anti-symmetric expression on the left hand side and a sym-
metric expression on the right hand side. This implies that twice the LHS vanishes, hence
g is additive and preserves the symplectic form. This can only be the case if g is actually
linear and thus g ∈ Sp2n(q). Since the characteristic is not 2, the RHS can only be anti-
symmetric if it vanishes identically. Hence, we can choose α to be a linear form on F2n

q .
In summary, the centre-fixing automorphisms are given by independent pairs (g, α)

with g ∈ Sp2n(q) and α ∈ (F2n
q )∗. The linear forms can be identified with the inner

automorphisms of Hn(q) which is normalised by Sp2n(q). Thus, the group of centre-
fixing automorphisms has the structure ASp2n(q) = Sp2n(q)n F2n

q .
Clearly, the definition of Hn(q) is not possible when the characteristic is two due to

the lack of inverse of 2=0. Thus, to understand this case, we first have to define a suitable
Heisenberg group. One might be tempted to think that if 2−1 does not exist in character-
istic two, then we could simply leave out this factor and define a central extension with
β = [·, ·] instead. In odd characteristic, however, the associated Heisenberg groups are
isomorphic if and only if there is a function α such that

2−1[·, ·] = [·, ·] + dα ⇐⇒ [·, ·] = dα̃, α̃ := (2−1 − 1)−1α (6.22)

In other words, if and only if [·, ·] is a coboundary in the first place. Albeit, this is im-
possible in odd characteristic since [·, ·] is anti-symmetric and dα̃ the right hand side in
Eq. (6.22) is always symmetric. Nevertheless, [·, ·] is a coboundary in even characteristic
since the equation dα(v, w) = [v, w] is exactly the polarisation identity for the symplectic
form which we discussed before and has e. g. the solution α(v) = Q+(v). Thus, tak-
ing the central extension associated to [·, ·] will make it split F2n

2m ×[·,·] F2m ' F2n
2m × F2m ,

resulting in a too large outer automorphism group containing e. g. GL2n(2m).
Interestingly, there is another construction of the Heisenberg group in odd charac-

teristic. Define the bilinear form η(v, w) := ∑n
i=1 viwn+i which obeys [v, w] = η(v, w)−

η(w, v). Consider the central extension F2n
q ×η Fq by η. Then, we can immediately com-

pute that it is isomorphic to Hn(q) since

η − 2−1[·, ·] = −dα

⇔ 2η − [·, ·] = −2 dα

⇔ η(v, w) + η(w, v) = 2 (α(v + w)− α(v)− α(w)) .

(6.23)

Here, the left hand side is a symmetric bilinear form and the right hand side is the po-
larisation identity. Since the characteristic is odd, this has a unique solution, namely
α(v) = 2−1η(v, v). The corresponding unitary representation differs exactly by this ex-
pression from the representation introduced in Sec. 3.2:

Dχ(z, x, t) f (u) := χ(t + z · u) f (u + x). (6.24)
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In general, we can construct a unitary representation for any central extension isomor-
phic to Hn(q) by adding the coboundary form to the character part. In the phase space
literature, this is sometimes called a gauge of the Weyl operators and the above construc-
tion is the displacement operator gauge.

Building on this observation, we could try to define the Heisenberg group in even
characteristic using the central extension by η. However, as André Weil himself already
noticed, the group F2n

2m ×η F2m does only allow for outer automorphisms associated with
the orthogonal group O+

2n(2
m) < Sp2n(2

m) instead of the full symplectic group. To see
this, let us again consider the automorphism condition Eq. (6.20) in this context:

η(g(v), g(w))− η(v, w) = α(v + w)− α(v)− α(w). (6.25)

By symmetry, it is again necessary that g ∈ Sp2n(2
m). However, taking v = w, we

also observe that g has to fulfill Q+(gv) = Q+(v) for Q+(v) := η(v, v) the quadratic
form introduced in Sec. 6.2.1. Thus, g has to be in the orthogonal subgroup O+

2n(2
m)

of the symplectic group. As discussed in Sec. 6.2.1, the quadratic form Q+ does not
determine η in characteristic two and thus the symmetries of Q+ are not necessarily the
symmetries of η. This means that for g ∈ O+

2n(2
m), the left hand side η(gv, gw)− η(v, w)

of Eq. (6.25) does not necessarily vanish. Recall that O+
2n(2

m) is generated by Gn(2m) and
Ji. If g ∈ Gn(2m), then the left hand side indeed vanishes and we can choose α = 0. This
is exactly the reason why we eventually obtain a representation for Gn(2m), cp. 3.3.2.
If g = Ji, then the left hand side becomes the symplectic form on the hyperbolic plane
〈ei, fi〉, i. e. [vi, wi]. In this case, one can choose α = Q+ (up to a linear form).

Along the lines of Secs. 3.2 and 3.3, the centre-fixing automorphisms have a natural
projective representation as they normalise the displacement representation defined in
Eq. (6.24). Comparing the latter equation with the definition of the even Schrödinger
representation in Eq. (3.74), we see that the displacement representation exactly repro-
duces the Weyl operators with real matrix entries in the computational basis. The group
which is generated in this way is exactly the one generated by Z and X operators alone –
without the Z4 phases. It is thus often called the real Pauli group. The corresponding au-
tomorphisms define a proper subgroup of the Clifford group Cln(2m) given in Eq. (4.11)
which are exactly the Clifford matrices with real matrix entries. Consequently, this sub-
group associated with orthogonal maps O+

2n(2
m) is called the real Clifford group.

From the given discussion, it might be immanent that a Heisenberg group in even
characteristic has to use additional structure. One of the reasons for the failure of the
above constructions is that certain polarisations of bilinear forms such as Eq. (6.25), allow
for different solutions in even characteristic. This behaviour is known from the study of
quadratic forms over finite fields. The difficulties in even characteristic can be partially
overcome by letting the quadratic forms take values in the ring Z4 (respectively GR4m )
which can be seen as a double cover of F2. Then, there are two qualitative changes. First,
proper quadratic forms defined by symmetric forms again exist by Eq. (6.11) and second,
the polar form is not alternating anymore. This allows to recover certain properties from
the odd characteristic case. In particular, if we allow Eq. (6.25) to take values in Z4, it is
possible to show that it has solutions for any g ∈ Sp2n(2

m).
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6.2.4 The Heisenberg group over Z4

We take the discussions in the previous section as a motivation to study Heisenberg
groups over Z4. As it turns out, this provides a suitable covering of the F2-phase space
which allows for a linearised Weil representation of Sp2n(2). We will also take this anal-
ysis as a basis to reflect on the construction of Gurevich and Hadani [86] in Sec. 6.2.5,
using a somewhat more accessible language.

For the sake of simplicity, we use the ring Z4 in the following. However, the reason-
ing generalises in a straightforward way to the extension case by using the Galois ring
GR(4, m).

As symplectic space, we consider Ṽ = Z2n
4 , which is now a module over Z4 of rank

2n, equipped with the standard symplectic form

Ω̃(ṽ, w̃) :=
n

∑
i=1

ṽiw̃n+i − ṽn+iw̃i. (6.26)

Here, we use the convention to decorate Z4-valued objects with a tilde. Recall that the
quotient of Z4 by its maximal ideal (2) = 2Z4 is the residue field F2. As a consequence,
the quotient module V := Ṽ/2Ṽ, defined by the usual equivalence relation

ṽ ∼ w̃ ⇐⇒ ṽ− w̃ ∈ 2Ṽ, (6.27)

is naturally a F2-vector space. The projection Ṽ → V ' F2n
2 can be explicitly realised in

a basis by applying π to every component of a vector ṽ. Given a linear form α̃ on Ṽ, the
form 2α̃ induces a linear form α on V with values in 2Z/4Z since

2α̃(v + 2x) = 2α̃(v) + 4α̃(x) = 2α̃(v). (6.28)

Thus, 2α̃ is constant on equivalence classes and descends to a map α on V. The map α
can be explicitly given for α̃(ṽ) = ∑i ãiṽi as

2α(v) =
2n

∑
i=1

(2ãi)vi = 2

(
2n

∑
i=1

aivi

)
∈ 2Z/4Z, (6.29)

where v ∈ F2n
2 , a = ã mod 2. Note that the operations in the first equation are to be

performed in Z4 and the ones in the parentheses of the second equation in F2. Finally,
let us remark that this argument works in the same way for multilinear forms. In the
following, we will often omit the tilde if mean the projection modulo 2, e. g. v ≡ π(ṽ) = ṽ
mod 2.

Finally, we define the Heisenberg group Hn(Z4) over Z4 as the set Z2n
4 ×Z4 with

multiplication law
(ṽ, t̃) • (w̃, s̃) := (ṽ + w̃, t̃ + s̃ + Ω̃(ṽ, w̃)). (6.30)

As in the odd case, we can compute

(ṽ, t̃) • (w̃, s̃) • (ṽ, t̃)−1 = (w̃, s̃ + 2Ω̃(ṽ, w̃)). (6.31)

By the same argument as before, the form 2Ω̃(ṽ, w̃) does only depend on its arguments
modulo 2, since for any ũ ∈ Z2n

4

2Ω̃(ṽ + 2ũ, w̃) = 4Ω̃(ũ, w̃) + 2Ω̃(ṽ, w̃) = 2Ω̃(ṽ, w̃). (6.32)
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Thus, with Ω = [·, ·] the standard symplectic product on F2n
2 , it holds

2Ω̃(ṽ, w̃) = 2[π(ṽ), π(w̃)] ≡ 2[v, w], (6.33)

where the multiplication on the right hand side is the additive homomorphism F2 ↪→ Z4.
Hence, the inner automorphism in Eq. (6.31) does only depend on ṽ mod 2 and the inner
automorphism group of Hn(Z4) is isomorphic to the additive group of F2n

2 . The elements
in 2Z2n

4 act trivially and thus the centre of Hn(Z4) does not only contain Z4 but is actually
given by the direct product 2Z2n

4 ×Z4. Hence, we see that modding out the centre yields
Hn(Z4)/Z(Hn(Z4)) ' F2n

2 .
Albeit, we only require that the “centre-fixing” automorphisms (ṽ, t̃) 7→ (g̃(ṽ), t̃ +

α̃(ṽ)) fix the Z4 part of the centre. By Sec. 6.2.2, this is enough to determine the form of
the automorphism. The automorphism condition

Ω̃(g̃(ṽ), g̃(w̃))− Ω̃(ṽ, w̃) = α̃(ṽ + w̃)− α̃(ṽ)− α̃(w̃), (6.34)

implies that the left hand side of Eq. (6.34) has to be symmetric. This condition becomes

0 = 2Ω̃(g̃(ṽ), g̃(w̃))− 2Ω̃(ṽ, w̃) = 2 ([g(v), g(w)]− [v, w]) . (6.35)

Therefore, the projection of g̃ is symplectic g ∈ Sp2n(2). Vice versa, given a g ∈ Sp2n(2)
we can lift it to a map g̃ on Z2n

4 . This lift is not unique, but we can certainly find one for
which g̃ ∈ Sp2n(Z4). Then the left hand side of Eq. (6.34) vanishes, showing that we can
choose α̃ = 0.

In the following, we restrict our attention to the centre-fixing automorphisms of the
Heisenberg group Hn(Z4) which are given by g̃ ∈ Sp2n(Z4) (and α̃ = 0) and the inner
automorphisms ϕ ∈ (F2n

2 )∗ ' F2n
2 . As in the odd characteristic case, we define the the

affine symplectic group ASp2n(Z4) ' Sp2n(Z4) n F2n
2 as the group of these “restricted”

centre-fixing automorphisms.
Given an additive character χ4 of Z4, define the associated additive character of F2 by

χ(s) := χ4(2s). Then, with respect to the standard polarisation, we define the Schrödinger
representation over Z4 on the function space C[Zn

4 ] as

W4(z̃, x̃, t̃) f (ũ) := χ4(t̃ + 2z̃ · ũ + z̃ · x̃) f (ũ + x̃), z̃, x̃, ũ ∈ Zn
4 , t̃ ∈ Z4. (6.36)

It is straightforward to verify that this indeed defines a unitary representation of Hn(Z4).
However, since we want the centre of Hn(Z4) to act as a multiply of the identity, we
restrict the domain of the representation by demanding

f (ũ + 2x̃) = f (ũ), ∀ũ, x̃ ∈ Zn
4 . (6.37)

In this way we get an induced representation W on the quotient of C[Z2n
4 ] up to this

relation. This quotient is isomorphic to the function space C[Fn
2 ] obtained by taking the

projection modulo two of the coordinates. The induced representation reads

W̃(z̃, x̃, t̃) f (u) := χ4(t̃ + z̃ · x̃)χ(z · u) f (u + x), u ∈ Fn
2 , (6.38)

with the centre acting as
W̃(2z̃, 2x̃, t̃) = χ4(t̃)1. (6.39)
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Note that this representation still depends on z̃, x̃ ∈ Zn
4 since

W̃(z̃ + 2z̃′, x̃ + 2x̃′, t̃) = χ([(z, x), (z′, x′)])W̃(z̃, x̃, t̃). (6.40)

The W representation defines unitary operators of order 2 and 4 which are distin-
guished by the parameter t = t̃ mod 2:

W̃(z̃, x̃, t̃)2 = W̃(2z̃, 2x̃, 2t̃) = χ(t)1. (6.41)

This implies that the operators W(z̃, x̃, t̃) are not only unitary but also Hermitian for
t̃ ∈ {0, 2} and anti-Hermitian for t̃ ∈ {1, 3}. As in the odd case, we call the operators
W(ṽ) := W(ṽ, 0) the Weyl operators. As W defines a representation of Hn(Z4), the Weyl
operators fulfill the relations

W̃(ṽ)W̃(w̃) = χ4(Ω̃(ṽ, w̃))W̃(ṽ + w̃),

W̃(ṽ)W̃(w̃) = χ([v, w])W̃(w̃)W̃(ṽ).
(6.42)

This is in analogy to the odd case in Eq. (4.3). The Weyl operators can be written as
products of the well-known Pauli operators

Z(z) |u 〉 := χ(z · u) |u 〉 , X(x) |u 〉 := |u + x 〉 . (6.43)

Concretely, we find

W̃(z̃, x̃) = χ4(z̃ · x̃)Z(z)X(x) = χ4(z̃ · x̃)χ(z · x)X(x)Z(z). (6.44)

Thus, the group generated by this representation coincides with the Heisenberg-Weyl
group introduced in Sec. 3.3.

In contrast to Sec. 3.3 and similar to the odd case in Sec. 3.2, the here introduced
Heisenberg group and its representation give rise to a projective representation of Sp2n(Z4)
by the Stone-von Neumann theorem:

W̃(g̃(ṽ), t̃) = µ̃(g̃)W̃(ṽ, t̃)µ̃(g̃)−1. (6.45)

The projective representation µ̃ can be lifted to a faithful representation on the metaplectic
group Mp2n(Z4) which is a central extension of Sp2n(Z4) by the second roots of unity
{±1}, i. e. a double cover [86].

In summary, a formulation over the ring Z4 allows to recover the (projective) Weil
representation for Sp2n(Z4). Since any g ∈ Sp2n(2) can be lifted to a g̃ ∈ Sp2n(Z4), this
can be seen as a lifting of the F2-formulation in Sec. 3.3 which linearises the quadratic
dependencies in the projective representation of ASp2n(2) given there.

6.2.5 The Gurevich-Hadani construction

Gurevich and Hadani [86] gave a similar construction of a Weil representation in char-
acteristic two. Their construction can be seen as a “displacement”-type version of the
representation given in the last section. In fact, a presentation along this lines can al-
ready be found in the 1961 paper by Bolt, Room and Wall [78].
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To this end, consider the bilinear form η̃ on Z2n
4 given as

η̃(ṽ, w̃) =
n

∑
i=1

ṽiw̃n+i. (6.46)

Note that Ω̃(ṽ, w̃) = η̃(ṽ, w̃)− η̃(w̃, ṽ). In analogy to the odd characteristic case, Eq. (6.23),
we can observe that the central extensions Z2n

4 ×Ω̃ Z4 and Z2n
4 ×2η̃ Z4 are isomorphic:

2η̃ − ω̃ = η̃ + η̃> = −dα, for α(ṽ) = η̃(ṽ, ṽ). (6.47)

The extension by Ω̃ corresponds to the already mentioned “lift” of the Heisenberg group
to Z4. However, the second extension has the nice property that the form 2η̃ factors
and descends to a form on F2n

2 with values in 2Z/4Z. This form is precisely given by
(cp. Eq. (6.29)):

2η(v, w) = 2
n

∑
i=1

viwn+i, v, w ∈ F2n
2 . (6.48)

Therefore, we arrive at the Gurevich-Hadani definition of the Heisenberg group [86]

GHn(2) := F2n
2 ×2η Z4. (6.49)

The definition of the β function in Sec. 3.3, Eq. (3.70) explicitly states that the group
GHn(2) is isomorphic to Hn(2) = F2n

2 ×β Z4:

β = 2η − dγ. (6.50)

The choice made by Gurevich and Hadani simplifies the analysis of centre-fixing auto-
morphisms compared to Sec. 3.3. This is because GHn(2) has a direct and natural lift to
Z4. Although the centre-fixing automorphisms have to be isomorphic to the ones con-
structed before in Sec. 3.3, we give a self-contained analysis for completeness here.

The centre-fixing automorphisms have the form (v, t) 7→ (g(v), t + α(v)) for g ∈
GL2n(2) and α : F2n

2 → Z4 such that

2η(gv, gw)− 2η(v, w) = α(v + w)− α(v)− α(w), ∀v, w ∈ F2n
2 . (6.51)

If such an automorphism exists, then the left hand side has to be symmetric. Said sym-
metry η(gv, gw) − η(v, w) = η(gw, gv) − η(w, v) is equivalent to [gv, gw] = [v, w] and
thus g ∈ Sp2n(2). Next, we will show that for any g ∈ Sp2n(2), there is a solution αg of
Eq. (6.51). Choose a lift g̃ ∈ Sp2n(Z4) of g, i.e. g ◦ π = π ◦ g̃, and set

α̃g̃(ṽ) := η̃(g̃ṽ, g̃ṽ)− η̃(ṽ, ṽ). (6.52)

Using as above that η̃(g̃w̃, g̃w̃)− η̃(ṽ, w̃) is symmetric, we compute

α̃g̃(ṽ + w̃) = α̃g̃(ṽ) + α̃g̃(w̃) + 2η̃(g̃ṽ, g̃w̃)− 2η̃(ṽ, w̃). (6.53)

First, this shows that α̃g̃(ṽ + 2x̃) = α̃g̃(ṽ) and thus α̃g̃ descends to a function αg̃ (which
still depends on the chosen lift). Second, Equation (6.53) implies that this function fulfills

αg̃(v + w) = αg̃(v) + αg̃(w) + 2η(gv, gw)− 2η(v, w), (6.54)
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where we used that the form 2η̃ descends to the form 2η on F2n
2 and applied the lift prop-

erty gv = π(g̃ṽ). This shows that the pair (g, αg̃) is a valid centre-fixing automorphism
for any lift g̃ of g.

To determine how many solutions for α given g ∈ Sp2n(2) exist, we first determine
the solutions over Z4. Given a lift g̃ of g we set B̃g̃ := g̃∗η̃ − η̃ and consider the lifted
version of Eq. (6.51):

2B̃g̃(ṽ, w̃) = 2η̃(g̃ṽ, g̃w̃)− 2η̃(ṽ, w̃) = α̃(ṽ + w̃)− α̃(ṽ)− α̃(w̃). (6.55)

Note that the left hand side factors with 2B̃g̃ = 2π∗Bg, and thus does not actually depend on
the lift. Thus, any quadratic form α̃ solving this equation has to fulfill 2α̃(ṽ) = 2α̃g̃(ṽ) =
2Bg(v, v) and hence its values are determined up to 2Z/4Z. Fixing an arbitrary lift, we
can thus write any quadratic solution as α̃(ṽ) = α̃g̃(ṽ) + 2b̃(ṽ, ṽ) where b̃ is a symmetric
bilinear form. By construction, α̃ factors to a quadratic form α on F2n

2 with values in Z4
fulfilling the polarisation identity Eq. (6.51). It can be written as

α(v) = αg̃(v) + 2b(v, v), (6.56)

where b is F2-valued symmetric form on F2n
2 such that 2b̃ = 2π∗b. However, over F2 we

have
b(v + w, v + w) = b(v, v) + 2b(v, w) + b(w, w) = b(v, v) + b(w, w), (6.57)

and thus ϕ(v) := b(v, v) is actually a linear form. Thus, we have proven that there is
essentially a unique quadratic solution αg ≡ αg̃ to the polarisation identity Eq. (6.51)
and that all other solutions differ by a linear form 2ϕ from this one, i.e. by an inner
automorphism. Here, “essentially” means that it still depends on a choice of lift. This
shows that the centre-fixing automorphisms (g, α) form a fibre bundle where the fibre
at g is isomorphic to F2n

2 . As in the odd case, we will call this automorphism group the
affine symplectic group ASp2n(2) which is now not a simple semidirect product.

The representation of GHn(2) again depends on a character χ4 of Z4. Let χ := χ4 ◦ ι
be the induced character of F2. Denote by z = (z1, . . . , zn) and x = (x1, . . . , xn) stan-
dard symplectic coordinates of F2n

2 . Then, a direct computation shows that the following
definition is a linear representation of GHn(2) on C[Fn

2 ]:

Dχ4(z, x, t) f (u) := χ4(t + 2z · u) f (u + x) = χ4(t)χ(z · u) f (u + x). (6.58)

We call this the displacement representation of the Heisenberg group GHn(2). Comparing
this representation, we see that it differs from the Schrödinger representation in Eq. (3.74)
exactly by the coboundary γ as expected. Hence, this representation is another way of
constructing the Heisenberg-Weyl group HWn(2).
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CHAPTER 7

INTRODUCTION

Despite the advancing development of quantum platforms, it remains elusive precisely
which quantum phenomena are required for a quantum advantage over classical com-
puters. However, for the eventual design of fault-tolerant quantum computers, the un-
derstanding of quantum resources seems to be imperative for an efficient architecture.
Here, the magic state model of quantum computing offers a particularly fruitful perspec-
tive on the resource question. In this model, a quantum computer is only required to
perform a limited set of operations, namely the preparation of stabiliser states, Clifford
gates and Pauli measurements. These stabiliser operations by themselves do not suffice for
universal quantum computing and can be efficiently simulated by a classical computer.
In addition, the quantum computer needs a supply of magic states to promote the model
to universality [55].

Therefore, there has been an increasing interest in developing a resource theory of
quantum computing where the resource is magic. The first resource theory was devel-
oped for the somewhat simpler case of odd-dimensional systems. Based on the phase-
space representation which we introduced in Part I, the Wigner function provides a quasi-
probability representation of quantum mechanics on a discrete phase space. As discussed
in Sec. 5.1, the non-negatively represented sub-theory encompasses stabiliser states, Clif-
ford unitaries and Pauli measurements. However, the Wigner function of an arbitrary
state might have negative values. Since the sum of negative entries is preserved under
Clifford unitaries due to the Clifford covariance of the Wigner function, this negativity de-
fines a resource monotone called mana. Recall from Sec. 5.1 that a non-negative Wigner rep-
resentation allows for an efficient simulation of a classical computer. As a consequence,
negativity, i.e. non-trivial mana, is a necessary condition for a quantum speed-up [24–28].
Interestingly, the existence of negativity in the Wigner function is also equivalent to con-
textuality with respect to Pauli measurements [122, 123]. The classical simulation based
on the Wigner function can be extended to negatively represented states which, however,
increases the computational complexity. Thus, the operational meaning of mana is to
quantify the runtime of such an algorithm [29]. In this sense, the more magic a quantum
computation requires, the harder it is for a classical computer to simulate it. Beyond the
Clifford covariance, the Wigner function has two important properties which make it a
useful tool for the resource theory of magic. First, it is a minimal representation, meaning
that the degrees of freedom in the phase space representation are equal to the dimen-
sion of operator space. This is because the Wigner function is given by the coefficients
in a suitable operator basis. Second, it is multiplicative with respect to tensor products.
Although the Wigner function generally has exponentially many non-zero entries and is
thus inefficient to compute, such is the mana, the multiplicativity allows us to efficiently
compute it for product states.

Unfortunately, in the practically more relevant case of qubits, the phase space ap-
proach suffers from mathematical problems which cannot be overcome completely as
we saw in Sec. 3.3 and 6.2. Eventually these problems lead to the non-existence of a
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suitable Wigner function for qubits [112], a result which is non-trivially implied by older
works on the Clifford group [77]. This fact is closely related to the existence of state-
independent contextuality for qubits. Henceforth, a number of works tried to recover
properties the Wigner function by restricting the set of non-negatively represented states
and operations [124–126] or by relaxing the definition of the Wigner function [105, 127].
Although important from a conceptual point of view, these attempts are arguably unsat-
isfactory from a resource-theoretic perspective: In the first case, the representation is not
able to cover all stabiliser states and the full Clifford group efficiently. In the second case,
the representation is highly overcomplete and the defined structures are not closed under
tensor products. Besides these works, there has been a number of parallel developments
of finding alternatives to the Wigner function [30–39]. A common element in these ap-
proaches is that the finite set of stabiliser states is taken as the set of free states. Since
stabiliser operations (probabilistically) map stabiliser states to stabiliser states, and this
can be classically simulated, any magic monotone should be non-increasing under those.
Two notable examples are the so-called robustness of magic [32] and the stabiliser rank and
extent [34], both of which again quantify the runtime of a suitable classical simulation
algorithm. The stabiliser rank and extent are only defined for pure states and could be
considered as pure state monotones which are non-increasing under Clifford unitaries.
Although hard to compute in general, the stabiliser extent is multiplicative for product
states if the individual tensor factors are supported on≤ 3 qubits [34]. In contrast, the ro-
bustness of magic is defined for mixed states and is faithful on the convex hull of stabiliser
states. Although being a more general monotone in this way, the robustness of magic is
strictly non-multiplicative, which makes it hard to derive tight asymptotic bounds. How-
ever, in certain regimes, exploiting symmetries can help to compute the robustness of
magic yielding better bounds on its asymptotic behaviour, as I show in Ref. [33] which is
included as Ch. 8.

Albeit, it was recently shown that the stabiliser extent is eventually non-multiplicative,
too [38]. In fact, the argument generalises to any monotone based on a `1-optimal decom-
position in a frame of states.

Recently, there as been increased effort in unifying and developing the magic resource
theory [36, 39]. Seddon et al. [36] showed that the stabiliser extent can be understood as
the pure-state specialisation of three more general mixed-state monotones, the mixed-state
extent, the dyadic negativity and the generalised robustness. Interestingly, these three mono-
tones can be bounded by each other and agree on tensor products of single-qubit states.
Typically, there is an exponential gap between these monotones and the robustness of
magic. The operational meaning of these magic monotones can again be related to the
runtime of different classical simulation algorithms [34, 36].

Stabiliser operations do not form the most general set of free operations in the qubit
resource theory of magic. Defining completely stabiliser-preserving (CSP) channels as those
quantum channels which map the polytope spanned by stabiliser states to itself, it was
shown that the robustness of magic, the mixed-state extent, the dyadic negativity and the
generalised robustness are also non-increasing with respect to CSP channels [35, 36]. CSP
channels were first studied in Ref. [128] in the context of interconversion between single-
qudit states. There, the authors give a single-qutrit CSP channel which introduces nega-
tivity in the Wigner function of input states. This shows that CSP channels and stabiliser
operations are distinct for a single qutrit. However, due to the lack of a Wigner func-
tion, the qubit case is considerably different from the higher-dimensional case. The set of
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multi-qubit CSP channels was studied by my collaborators and I in Ref. [129] (included
as Ch. 9). There, we give a characterisation and interpretation of CSP channels and show
that it is strictly larger than the set of stabiliser operations.

Structure of this part

This part of the thesis contains two publications to which I contributed significantly.
These works address two very different questions arising in the resource theory of magic
state quantum computing.

Chapter 8 discusses the computability of magic monotones for many-qubit states.
In general, this is a very high-dimensional optimisation problem the runtime of which
is super-exponential in the number of qubits. However, as we show, the computation
can be significantly sped up after a careful study of the geometry, algebraic structure
and symmetries of the involved objects, which are stabiliser states and magic states. Com-
bined with symmetry reduction techniques from convex optimisation, this yields a sim-
plification strategy which is carried out in detail and implemented numerically for the
robustness of magic as an example. The results include the exact monotone values of
single-qubit magic states for up to 10 copies as well as approximations beyond, indicat-
ing the asymptotic behaviour of the underlying monotone. The work also contains the
first characterisation of the symmetries of the stabiliser polytope which is the set of free
states in the qubit resource theory of magic. It is shown that the symmetries are deter-
mined by the design property of stabiliser states, thereby showing a qualitative difference
for qubits and higher-dimensional qudits. This chapter has been previously published as
Ref. [33].

The emphasis of Chapter 9 is on the characterisation of the natural set of free oper-
ations in the resource theory of magic state quantum computing, the completely-stabiliser
preserving (CSP) channels. These are exactly the quantum channels which preserve the
convex hull of stabiliser states. As such, they encompass the well-known stabiliser oper-
ations among which are Clifford unitaries, Pauli measurements and preparation of sta-
biliser states. The structure of CSP channels and their relation to stabiliser operations is
studied. We present a canonical form of CSP channels, giving them an interpretation in
terms of a set of Clifford unitaries, conditionally applied on the outcome of general sta-
biliser POVMs. Moreover, we give an explicit example of a CSP channel which is not a
stabiliser operation, thereby showing that the set of CSP channels strictly contains the set
of stabiliser operations. Our conclusions are based on a canonical form of bipartite sta-
biliser states and Pauli invariance properties of stabiliser operations, both of which seem
to be previously unknown and of independent interest. This chapter has been previously
published as Ref. [129] and is presented at the QIP 2021 conference.





CHAPTER 8

ROBUSTNESS OF MAGIC AND SYMMETRIES OF THE STABILISER
POLYTOPE

About this chapter

The following text has been previously published as

Markus Heinrich and David Gross. “Robustness of Magic and Sym-
metries of the Stabiliser Polytope”. In: Quantum 3 (2019), p. 132. DOI:
10.22331/q-2019-04-08-132

Deviations from the published version are limited to typesetting and nota-
tion. These changes were performed to match the rest of this dissertation.
Note that this chapter has its own independent appendix.

The results in this chapter were derived by Markus Heinrich with the ex-
ception of Sec. 8.C which is due to David Gross who also supervised this
work. The introduction of the paper was laid out by DG, the remaining sec-
tions are written by MH.

Abstract

We give a new algorithm for computing the robustness of magic—a mea-
sure of the utility of quantum states as a computational resource. Our work
is motivated by the magic state model of fault-tolerant quantum computation.
In this model, all unitaries belong to the Clifford group. Non-Clifford op-
erations are effected by injecting non-stabiliser states, which are referred to
as magic states in this context. The robustness of magic measures the complex-
ity of simulating such a circuit using a classical Monte Carlo algorithm. It
is closely related to the degree negativity that slows down Monte Carlo sim-
ulations through the infamous sign problem. Surprisingly, the robustness of
magic is submultiplicative. This implies that the classical simulation overhead
scales subexponentially with the number of injected magic states—better than
a naive analysis would suggest. However, determining the robustness of n
copies of a magic state is difficult, as its definition involves a convex optimi-
sation problem in a 4n-dimensional space. In this paper, we make use of in-
herent symmetries to reduce the problem to n dimensions. The total run-time
of our algorithm, while still exponential in n, is super-polynomially faster
than previously published methods. We provide a computer implementation
and give the robustness of up to 10 copies of the most commonly used magic
states. Guided by the exact results, we find a finite hierarchy of approximate
solutions where each level can be evaluated in polynomial time and yields
rigorous upper bounds to the robustness. Technically, we use symmetries of
the stabiliser polytope to connect the robustness of magic to the geometry of a
low-dimensional convex polytope generated by certain signed quantum weight
enumerators. As a by-product, we characterised the automorphism group of
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the stabiliser polytope, and, more generally, of projections onto complex pro-
jective 3-designs.

8.1 Introduction

In fault-tolerant quantum computation (for a recent review, see Ref. [130]), each logical
qubit is encoded in a non-local subspace of a number of physical qubits. There are sev-
eral ways of effecting a unitary transformation of logical qubits. In the simplest case,
logical unitaries can be implemented transversally, i.e. by local gates acting on the physi-
cal qubits. Unfortunately, a no-go theorem by Eastin and Knill [131] states that there are
no quantum codes that allow for a universal set of transversal gates.

In the magic state model [55], the logical gate set is chosen to be the Clifford group,
which can be implemented transversally in various quantum codes using their physi-
cal counterparts. Any logical non-Clifford gate would promote the Clifford group to
universality. This remaining problem is solved by providing an auxiliary qubit in a non-
stabiliser state. Using a circuit gadget (which only requires Clifford operations), one can
turn this auxiliary state into a non-Clifford gate (Fig. 8.1). The auxiliary qubit state is con-
sumed in the process, so that one such input needs to be injected for each non-Clifford
gate. These inputs are the magic states from which the protocol derives its name.

A common choice for a non-Clifford gate is the T-gate T = diag(1, eiπ/4), which is
realised by the following magic state

|H 〉 := T |+ 〉 = 1√
2

(
|0 〉+ eiπ/4 |1 〉

)
. (8.1)

Moreover, there is a second magic state, |T 〉, which realises the non-Clifford gate diag(1, eiπ/6).
Their Bloch representation is shown in Fig. 8.5. Interestingly, it has been found that even
certain mixed states can “supply the magic” to promote a Clifford circuit to universality.
Indeed, a process called magic state distillation (Fig. 8.2) can turn many copies of some
mixed state ρ into a pure magic state using Clifford unitaries and computational basis
measurements [55, 132].

Magic state distillation motivates the search for quantitative measures of the “com-
putational utility” of auxiliary states. This analysis turns out to be slightly simpler for
quantum systems with odd-dimensional Hilbert spaces [26–28], as the theory of stabiliser
states is somewhat better-behaved in this case, and there is a better-developed toolbox
of “phase space methods” available in this case (see e.g. Refs. [75, 133, 134]). However,
as qubits are the paradigmatic systems for quantum computation, quantitative resource
theories for multi-qubit magic states have since been developed [30, 32].

|H〉 • SX T |ψ〉
=

|0〉 H • X T T |ψ〉

|ψ〉 |ψ〉

Figure 8.1: Use of magic state injection to perform a T gate on some input state |ψ 〉. The
state injection circuit can be rewritten as a swap circuit followed by T gate.
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Noisy
source

Magic state
distillation

injection

ρ⊗n

|H 〉
|ψ 〉

T |ψ 〉

Figure 8.2: Magic state distillation turns a supply of mixed states ρ into a pure magic
state, e.g. |H 〉 using only Clifford operations.

The starting point of these theories is the Gottesman-Knill Theorem [135]. It states
that quantum circuits consisting only of preparations of stabiliser states, Clifford uni-
taries, and computational basis measurements can be efficiently simulated on a classical
computer. Therefore, if the auxiliary states are stabilisers, there can be no quantum com-
putational advantage. Next, assume that an auxiliary n-qubit state ρ is an element of the
stabiliser polytope SPn, i.e.

ρ = ∑
i

pisi,

where (pi)i is a probability distribution and the si = |ψi 〉 〈ψi | are stabiliser states. This
readily gives rise to an efficient classical randomised algorithm that will draw outcomes
from the same distribution as a quantum computer would [136], provided that one can
sample efficiently from the probability distribution (pi)i: Indeed, draw si with probability
pi, and then continue to simulate the further time evolution using Gottesman-Knill. Thus,
density matrices contained in the convex hull of stabiliser states are equally useless as
computational resource states in the magic state model (Fig. 8.3).

|H 〉

|T 〉

|0 〉

|1 〉

|+X 〉

|+Y 〉

Figure 8.3: Bloch representation of the the two most
commonly considered magic states |H 〉 and |T 〉.
These states lie outside of the octahedron spanned by
1-qubit stabiliser states having a Bloch vector orthog-
onal to an edge ( |H 〉) or a facet ( |T 〉) of the stabiliser
octahedron. The intersection of their Bloch vector
with the facet or edge is marked with a blue dot.
Certain mixed states can be used to distil these pure
states using Clifford unitaries and measurements.
However, states lying inside the stabiliser polytope
are useless as a resource state.

Since the stabiliser states {si}i span the space of Hermitian operators, any auxiliary
state can be expanded as ρ = ∑i xisi, with coefficients xi that are not necessarily non-
negative. However, taking traces on both sides shows that the expansion is affine, i.e.
∑i xi = 1. It is well-known in the theory of Quantum Monte Carlo methods [137] that
the probabilistic algorithm sketched above can be extended to the more general scenario.
However, the runtime will increase with the total amount of “negativity” in the expan-
sion coefficients xi. This is the dreaded sign problem. A precise theory of the simulation
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runtime in the context of quantum computation has been developed in Ref. [29] and ap-
plied to the magic state model in Ref. [32]. More precisely, they define the robustness of
magic (RoM) as

R(ρ) := min

{
‖x‖1

∣∣∣∣ x ∈ RN : ρ =
N

∑
i=1

xisi

}
, (8.2)

where the sum ranges over stabiliser states {s1, . . . , sN} and the `1-norm

‖x‖1 =
N

∑
i=1
|xi| = 1 + 2 ∑

i: xi≤0
|xi|

measures the “amount of negativity” in the affine combination. Then, the number of
samples which have to be taken in the Monte Carlo simulation scales as O(R(ρ)2) [29,
32].

In addition to measuring the “computational utility” in the above precise sense, the
RoM has further interpretations. For example, it can be used to systematically lower-
bound the number of non-Clifford gates required to synthesise certain unitaries, namely
those that allow for a magic state realisation [32]. Lastly, the RoM derives its name from
the fact that it quantifies the robustness of a state’s computational utility against noise
processes. A precise account of this point of view is given in Section 8.2.

Interestingly, the RoM is submultiplicative, i.e.R(ρ⊗2) ≤ R(ρ)2, where the inequality
is usually strict [32]. That means that the simulation effort of a magic state circuit grows
subexponentially with the number of injected magic states—an intriguing phenomenon.
Therefore, a quantity of interest is the regularised RoM:

Rreg(ρ) := lim
n→∞
R(ρ⊗n)1/n.

Unfortunately, computing R(ρ⊗n) seems to be a difficult task. For ρ being a single-qubit
state, the tensor power ρ⊗n lives in an 4n-dimensional space, and the sum over the si in
the definition (8.2) of the RoM has to range over the 2O(n2) stabiliser states defined for
n-qubit systems. Any direct implementation of the optimisation problem (8.2) will thus
quickly became computationally intractable—and, indeed, Howard and Campbell [32]
could carry it out only up to n = 5.

The starting point of this work is the observation that there is a large symmetry group
shared by ρ⊗n and the stabiliser polytope. Thus, we formulate the optimisation in a space
where the joint symmetries have been “modded out”. The space of operators invariant
under the joint symmetry group turns out to have a dimension mildly polynomial in n.
For the especially interesting cases where the state is |H 〉⊗n or |T 〉⊗n, the dimension re-
duces further to exactly n. While the projection of the stabiliser polytope to this invariant
space (Fig. 8.4) still has exponentially many vertices, it turns out that formulating the op-
timisation problem in this symmetry-reduced way leads to a super-polynomially faster
algorithm.

Equipped with the knowledge of the exact solution to Eq. (8.2) for the commonly
used magic states |H 〉⊗n and |T 〉⊗n and n ≤ 10 qubits, we formulate a relaxation of the
RoM problem for these states which yields an upper bound for the exact RoM. These
approximations are in excellent agreement with the exact data for n ≤ 10 and can be
carried out for up to 26 qubits. What is more, we can not only compute the RoM bounds
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(a) n = 2 (b) n = 3

Figure 8.4: Projected n-qubit stabiliser polytopes with respect to the symmetry group
of the magic state |H 〉⊗n and n = 2, 3. We use a Bloch-like representation in the basis
constructed in Sec. 8.3.3. The origin O corresponds to the maximally mixed state 1/2n

and lies inside the polytope. The complexity of the polytopes is significantly reduced
compared to the full 15-dimensional (respectively 63-dimensional) stabiliser polytopes.
Visual inspection suggests that no joint symmetries of |H 〉⊗n and the projected polytope
remain.

for these approximations, but also find the corresponding affine decompositions ρ⊗n =

∑i xisi, which can directly be used in Monte Carlo simulations. Furthermore, we find
a hierarchy of such RoM approximations by restricting to k-partite entangled stabiliser
states which converges to the exact RoM. Interestingly, every level of the hierarchy can
be computed in polynomial time.

Finally, both the exact and approximate results imply a runtime of O(20.737t) for sim-
ulating a circuit with t T gates using the RoM algorithm. Moreover, our analysis suggests
that this runtime is the optimal one that can be achieved using a RoM algorithm. Our
work improves on the previously known runtime of O(20.753t) derived in Ref. [32]. Note
that the RoM algorithm is able to simulate noisy circuits and mixed states. This is in con-
trast to simulation algorithms based on the so-called stabiliser rank which can achieve a
runtime of O(20.48t) for pure states [30, 31, 138].

This paper is organised as follows. Section 8.2 is devoted to a short discussion of
the Robustness of Magic, giving an alternative definition to the one in the previous sec-
tion and stating the properties of this resource monotone. Next, a series of techniques
is presented which use the symmetries in the definition of the monotone to simplify
the computation significantly. To this end, the symmetry group of the stabiliser poly-
tope is characterised in Sec. 8.3.2 and certain classes of states are singled out in Sec. 8.3.3
which profit from a high degree of symmetry. For these states, we explicitly derive the
symmetry-reduced problem by constructing a suitable basis for the invariant subspace
in Sec. 8.3.3, followed by enumerating equivalence classes of stabiliser states up to sym-
metry in Sec. 8.3.4. The numerical solutions for the constructed problems are presented
and discussed in Section 8.4. Based on this, we prove a polytime relaxation of the RoM
problem in Sec. 8.4.3. Our results are summarised in Sec. 8.5.
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8.2 Robustness of Magic

The resource theory of magic states can be developed in analogy to the more-established
resource theory of entanglement and the robustness of entanglement [139] studied in this
context. There, the robustness of a state can be interpreted as a measure for the worst-
case separable noise that renders the state separable. However, its construction can be
generalised to any resource theory as follows: Given a convex set S of free resources, the
robustness of a relative to b ∈ S is defined as

R(a||b) := inf
{

s ≥ 0
∣∣∣∣ 1

1 + s
(a + sb) ∈ S

}
. (8.3)

Depending on the choice of b, the robustness might be infinite. If it is finite, we can
express a as a pseudo-mixture

a = (1 + s)b+ − sb−, with b± ∈ S. (8.4)

Following Vidal and Tarrach [139], one can define the so-called total robustness by min-
imising over the set of free resources:

R(a) := inf
b∈S

R(a||b). (8.5)

In the following, we choose S = SPn to be the convex polytope spanned by the n-
qubit stabiliser states. More precisely, SPn = conv stab(n), where stab(n) = {s1, . . . , sN}
is the set of all n-qubit stabiliser states. Here, and in the following, by a “quantum state”,
we will always mean the density matrix representing it. In the case of pure states si =
|ψi 〉 〈ψi |, the associated vector |ψi 〉 will be referred to as a state vector. The polytope
SPn is a subset of the real vector space of (D × D)-dimensional Hermitian matrices HD
where D = 2n is the overall dimension of Hilbert space. More specifically, quantum
states lie in the (D2− 1)-dimensional affine subspace given by tr ρ = 1. Within this affine
hyperplane, SPn is full-dimensional and we usually consider it as the the ambient space
of SPn.

Howard and Campbell [32] work with an equivalent robustness measure: the ro-
bustness of magic (RoM) introduced in Eq. (8.2). A straightforward calculation (c.f. Ap-
pendix 8.A) shows that the two measures are related by a simple affine transformation:

R(ρ) = 1 + 2R(ρ). (8.6)

The robustness of magic provides a proper resource monotone with the following prop-
erties:

Proposition 8.1 (Properties of Robustness of Magic [32]). The robustness of magic has the
following properties:

1. Faithfulness: R(ρ) = 1 iff ρ ∈ SPn

2. Monotonicity: R(X (ρ)) ≤ R(ρ) for all stabiliser operations X with equality if X is
unitary.

3. Convexity: R((1− t)ρ + tσ) ≤ (1− t)R(ρ) + tR(σ) for 0 ≤ t ≤ 1.

4. Submultiplicativity: R(ρ⊗ σ) ≤ R(ρ)R(σ).
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8.3 Exploiting stabiliser symmetries

8.3.1 Definition of the RoM problem.

The Robustness of Magic is defined as the following optimisation problem.

Problem 8.1 (Robustness of Magic). Let stab(n) = {s1, . . . , sN} be the set of stabiliser
states. Given a state ρ, solve the following problem:

min ‖x‖1 over x ∈ RN

s. t. ρ =
N

∑
i=1

xisi.

Using standard techniques, this problem can be reformulated as a linear program (LP)
with D2 + 2N constraints and 2N variables [140]. Although the time complexity of LPs is
linear in the product of number of constraints and variables, these numbers themselves
grow super-exponentially with the number of qubits n. Concretely, N = 2O(n2) and D2 =
4n. Moreover, the LP needs access to an oracle which provides the N stabiliser states.
The implementation of such an oracle would necessarily have super-exponential time
complexity itself. However, even if an efficient oracle were provided, the storage of the
states would quickly exceed the memory capacity of any computer. In practice, this limits
the evaluation of the problem to n ≤ 5 on normal computers and renders it infeasible,
even on supercomputers, for n ≥ 8.1

A standard method in the analysis of optimisation problems is dualising the problem.
Clearly, by Slater’s condition, strong duality holds and thus the dual problem is an equiv-
alent definition for the Robustness of Magic. In Appendix 8.B, we state the dual problem
and derive a lower bound from a feasible solution. However, this bound matches the one
that was already found in Ref. [32].

8.3.2 Symmetry reduction

The complexity of the RoM problem can be significantly reduced by exploiting the sym-
metries of the problem, a procedure that we will call symmetry reduction and is well-
known in convex optimisation theory, see e. g. [141]. Here, we will explain the basic
ideas and refer the interested reader to App. 8.E for a mathematical review.

By stabiliser symmetries Aut(SPn), we mean the linear symmetry group of the sta-
biliser polytope. This is the group of linear maps HD → HD that leave SPn invariant.
These maps necessarily have to preserve the set of vertices, i. e. the set of stabiliser states
stab(n). Clearly, the group of n-qubit Clifford unitaries Cln induces such symmetry trans-
formations by conjugation. Another obvious symmetry of the set of stabilisers is the
transposition:

si = |ψi 〉 〈ψi | 7→ sT
i = C |ψi 〉 〈ψi | C,

where C is the (anti-unitary) operation of complex conjugation in the computational ba-
sis. The group of unitary and anti-unitary operations generated by Clifford unitaries
and complex conjugation is known as the extended Clifford group ECn [66]. Our first result

1Already the storage of stab(7) would require around 77 TiB of memory. For n = 8, this number in-
creases to around 76 PiB which exceeds the state-of-the-art by a factor of 7.
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states that any stabiliser symmetry is induced by the action of an element of the extended
Clifford group on the Hilbert space. This is a corollary of the more general Thm. 8.1 on
symmetries of 3-designs and is proven in App. 8.C.

Corollary 8.1. The group of stabiliser symmetries Aut(SPn) is given by the adjoint representa-
tion of the extended Clifford group ECn.

We emphasise that this is a non-trivial result which is in general wrong for the case
of odd-dimensional qudits where it is possible to construct explicit counter-examples.
This turns out to be related to the fact that stabiliser states fail to form 3-designs in odd
dimensions [108, 113, 114].

Note that anti-unitary symmetries in ECn act in the adjoint representation as Ad(C) ◦
T, where C ∈ Cln and T is the transposition map. Hence, there are only global antiuni-
tary symmetries. Every tensor product of local antiunitary symmetries would involve
a partial transposition and such a map could not preserve the set of entangled stabiliser
states.

Let Gρ < ECn be a (not necessarily maximal) subgroup fixing ρ. The projection onto
the subspace of Gρ-fixed points VGρ ⊂ HD, see App. 8.E, is given by

ΠGρ
(σ) =

1
|Gρ| ∑

U∈Gρ

UσU†. (8.7)

Note that ΠGρ
is trace-preserving, hence the image of quantum states will again lie in the

affine subspace tr−1({1}) ∩VGρ .
Recall that we can express the robustness of ρ as a minimisation over t ≥ 0 and

(mixed) stabiliser states σ± ∈ SPn such that

ρ = (1 + t)σ+ − tσ−. (8.8)

Since ΠGρ
preserves SPn, every such decomposition yields a decomposition in terms of

Gρ-invariant mixed stabiliser states:

ρ = ΠGρ
(ρ) = (1 + t)ΠGρ

(σ+)− t ΠGρ
(σ−), (8.9)

In particular, if the decomposition was optimal in the first place, the projected decompo-
sition is also optimal.

This shows that there is always Gρ-invariant optimal solution for the problem. Hence,
instead of optimising over the whole set of stabiliser states, we only have to optimise
over Gρ-invariant mixed stabiliser states SPn := SPn ∩ VGρ . By Lemma 8.3 in App. 8.E,
these are exactly given by SPn = ΠGρ

(SPn) and can thus be computed by evaluating the
projections stab(n) := ΠGρ

(stab(n)). Since ΠGρ
(UsU†) = ΠGρ

(s) for all U ∈ Gρ and
s ∈ stab(n), it is sufficient to compute the projections on representatives of stab(n)/Gρ.
Finally, we remark that a majority of the projected states stab(n) are not extremal points
of the projected polytope SPn. Given an extremal subset Vn = {v1, . . . , vM} ⊂ stab(n),
the symmetry-reduced version of Prob. 8.1 is given by substituting stab(n) 7→ Vn and
N 7→ M.
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8.3.3 Identification of symmetries

The first step towards the explicit symmetry-reduced problem is to identify the group
Gρ that fixes the state ρ of interest. Motivated by magic state distillation and the sub-
multiplicativity problem, we are especially interested in the case ρ = |ψ 〉 〈ψ |⊗n with
|ψ 〉 being a m-qubit state. A large part of the analysis does not depend on the choice of
|ψ 〉, so we keep the discussion as general as possible and specialise later to m = 1 and
particular choices of |ψ 〉. The symmetries of |ψ 〉⊗n can be classified as follows:

Permutation symmetry Clearly, |ψ 〉⊗n is invariant under permutations of the n
tensor factors. Such permutations also preserve the stabiliser polytope. Thus, the
symmetric group Sn is contained in the symmetry group of the problem.

Local symmetries By local symmetries of |ψ 〉⊗n we mean products of m-qubit sta-
biliser symmetries of |ψ 〉. By Corollary 8.1, this class contains only local Clifford
operations. Let (Clm)ψ be the stabiliser of |ψ 〉 within the m-qubit Clifford group
Clm, then the local symmetry group is given by (Clm)

⊗n
ψ .

Global symmetries We refer to all other symmetries as global. The global symme-
try group contains e.g. the transposition ρ 7→ ρT.

The maximal symmetry group for ρ = |ψ 〉 〈ψ |⊗n is given by the subgroup Clρ that
stabilises ρ within ECn. Here, we focus on the subgroup of Clρ which is given by local
symmetries and permutations:

Gρ := (Clm)
⊗n
ψ o Sn. (8.10)

The following analysis suggests that for our choices of ρ, Gρ actually coincides with Clρ,
meaning that there are no further global symmetries. However, since the study of sym-
metries in ECn can be quite involved [142], we can not exclude the possibility that we
missed some of the symmetries.

For the rest of this paper, we will consider the case m = 1. Note that Cl1 acts by
rotating about the symmetry axes of the stabiliser polytope. It is easy to see that states
|ψ 〉 with non-trivial stabilisers (Cl1)ψ fall into three classes: Stabiliser states (with trivial
robustness), and magic states that lie on the Clifford orbit of |H 〉 or |T 〉. Since the RoM
is Clifford-invariant, we can pick the following states for concreteness:

|H 〉 〈H | = 1
2

(
1+

1√
2
(X + Y)

)
, |T 〉 〈T | = 1

2

(
1+

1√
3
(X + Y + Z)

)
. (8.11)

Figure 8.5 shows the two states and their stabiliser symmetries. The respective unitary
symmetries correspond to a two-fold rotation symmetry about the |H 〉-axis and three-
fold rotation symmetry about the |T 〉-axis. In terms of Clifford operations, these sta-
biliser groups are represented by

(Cl1)H = 〈SX〉, (Cl1)T = 〈SH〉. (8.12)

Recall that these should be understood in the adjoint representation and thus the order
of these groups is indeed |(Cl1)H | = 2 and |(Cl1)T| = 3.



86 CHAPTER 8. ROBUSTNESS OF MAGIC AND THE STABILISER POLYTOPE

Furthermore, there are antiunitary stabiliser symmetries

A : X 7→ X, B : X 7→ Y, C : X 7→ Z, (8.13)
Y 7→ Y, Y 7→ X, Y 7→ Y, (8.14)
Z 7→ −Z, Z 7→ Z, Z 7→ X, (8.15)

such that |H 〉 is fixed by A and B and |T 〉 is fixed by B and C. Recall that these can only
contribute global symmetries such asA⊗n. However, the common +1 eigenspace ofA⊗n

and B⊗n coincides with that of SX⊗n and thus adding these symmetries to the symmetry
group will not further reduce the invariant subspace. A similar argument holds also for
the antiunitary symmetries of |T 〉.

|H 〉

|T 〉

|0 〉

|1 〉

B
A

C

Figure 8.5: Stabiliser symmetries of the
magic states |H 〉 and |T 〉 and the octahe-
dron of stabiliser states. |H 〉 is fixed by the
antiunitary reflections A, B and unitary π
rotations around its axis. |T 〉 is fixed by the
antiunitary reflections B, C and unitary π/3
rotations around its axis.

Hence, the considered symmetry groups are as follows:

GH := 〈SX〉⊗n o Sn, GT := 〈SH〉⊗n o Sn. (8.16)

Since the symmetric group Sn is always a subgroup of the symmetry group, the fixed
point subspace VGρ is always a subspace of the totally symmetric subspace Sym(HD).
Let us first consider a generic state ρ with no further symmetries. Then, VGρ coincides
with Sym(HD). Thus, the trace 1 subspace has dimension 1

6 (n + 3)(n + 2)(n + 1) − 1
and is thus exponentially smaller than the full space. A basis for the symmetric sub-
space is given by a Fock-style “occupation number basis” constructed from the Pauli
basis 1, X, Y, Z as follows

Ni,j,k = Sym
(

X⊗i ⊗Y⊗j ⊗ Z⊗k ⊗ 1
⊗(n−i−j−k)

)
,

for i, j, k ∈ {0, . . . , n} such that i + j + k ≤ n. (8.17)

Here, the symmetrisation operator Sym ≡ ΠSn is given by averaging over all permuta-
tions of the tensor factors. The trace one subspace can be obtained as the span of all basis
elements with the N0,0,0 = 1 component set to 1/D.

Due to linearity, the symmetrisation map is completely determined by its action on
the Pauli basis. Given a Pauli operator g, there is a permutation π ∈ Sn such that π(g) =
X⊗i ⊗ Y⊗j ⊗ Z⊗k ⊗ 1

⊗(n−i−j−k). The appearing exponents i = wtX(g), j = wtY(g) and
k = wtZ(g) are exactly the weights of g, i. e. the number of X, Y, Z factors, respectively. By
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the invariance of Sym under permutations, we thus get Sym(g) = Sym(π(g)) = Ni,j,k.
We define weight indicator functions,

Ai,j,k(g) :=

{
1 if wtX = i, wtY = j, wtZ = k,
0 else,

(8.18)

such that we can write the Sn-projection of a Pauli operator g as

Sym(g) = ∑
i,j,k

Ai,j,k(g)Ni,j,k. (8.19)

By extending the functions Ai,j,k linearly to HD, we thus get exactly the coefficients of the
projection in the number basis.

Let S < Pn be a stabiliser group stabilising a state s. The projection of this state is

Sym(s) =
1
2n ∑

g∈S
sgn(g) Sym(g)

=
1
2n ∑

i,j,k

(
∑
g∈S

sgn(g)Ai,j,k(g)

)
Ni,j,k

=
1
2n ∑

i,j,k
A±i,j,k(S) Ni,j,k.

(8.20)

The A±i,j,k(S) are the coefficients of the complete signed quantum weight enumerators of the
stabiliser code S. Recall that for a classical code C ⊂ Fn

d , the complete weight enumerator is
the degree-n polynomial in d variables given by

∑
c∈C

xwt0(c)
0 . . . xwtd−1(c)

d−1 =: ∑
i1,...,id−1

Ai1,...,id−1(C) xn−(i1+···+id−1)
0 xi1

1 . . . xid−1
d−1,

where wti(c) gives the number of times i ∈ Fd appears in c [143]. The analogy should
be clear. Unsigned weight enumerators for quantum codes have been studied since the
early days of quantum coding theory [144, Ch. 13]. Much less seems to be known about
their signed counterparts, with Refs. [145, 146] being the only related references we are
aware of. There it is shown that, as their classical analogues, signed quantum weight
enumerators are NP-hard to compute.

Finally, we want to return to the cases |ψ 〉 = |H 〉 and |ψ 〉 = |T 〉 and discuss the
invariant subspaces VH,T := VGH,T for these states. Let us rotate the Pauli basis such
that the first basis vector corresponds to the Bloch representation of |H 〉 and |T 〉, respec-
tively:

EH
1 :=

1√
2
(X + Y) , ET

1 :=
1√
3
(X + Y + Z) , (8.21)

EH
2 :=

1√
2
(X−Y) , ET

2 :=
1√
6
(X− 2Y + Z) (8.22)

EH
3 := Z, ET

3 :=
1√
2
(X− Z) . (8.23)
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Note that this choice of basis is such that the orthogonal decompositions of state space
H2 = 〈1〉 ⊕ 〈EH

1 〉 ⊕ 〈EH
2 〉 ⊕ 〈EH

3 〉 = 〈1〉 ⊕ 〈ET
1 〉 ⊕ 〈ET

2 , ET
3 〉 correspond to (real) irreps of

the respective Clifford stabilisers (Cl1)H,T, as can be seen from the matrix representation
of the generators in the rotated basis:

SX '


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , SH ' 1
2


2 0 0 0
0 2 0 0
0 0 −1

√
3

0 0 −
√

3 −1

 . (8.24)

In general, a basis for the trivial representation of (Cl1)
⊗n
H,T in the n-qubit state space H2n

is given by BH,T := {1, EH,T
1 }⊗n. To construct a basis for the full invariant subspace,

we have to symmetrise BH,T resulting in {NH,T
i,0,0 =: NH,T

i | i = 0, . . . , n}. Here, NH,T
i,j,k is

the occupation number basis associated to the rotated basis {1, EH,T
1 , EH,T

2 , EH,T
3 } and is

constructed analogously to before.
In general, the components of stabiliser states in the rotated bases can be written

in terms of weight enumerators by computing the induced basis transformations on
Sym(HD) from Ni,j,k to NH,T

i,j,k . However, we are only interested in the projection onto
j = k = 0 which simplifies this computation. First, let us rewrite the n-qubit Pauli opera-
tors in the H-basis. Note that every operator with non-vanishing Z-weight is already in
the orthocomplement of VH.

X⊗i ⊗Y⊗j =

(
1√
2

)i+j (
EH

1 + EH
2

)⊗i
⊗
(

EH
1 − EH

2

)⊗j

=

(
1√
2

)i+j (
EH

1

)⊗(i+j)
+ orth. terms

(8.25)

Here, we left out possible identity factors and all orthogonal terms on the RHS, i. e. those
containing EH

2 . This result implies that we can write the projection of a stabiliser state s
as

ΠH(s) =
1
2n

n

∑
i=0

(
i

∑
j=0

A±i−j,j,0(S)

)
NH

i
2i/2 =:

1
2n

n

∑
i=0

B±i (S)
NH

i
2i/2 . (8.26)

We call the numbers B±i (S) the partial signed quantum weight enumerators of S. The analysis
works the same way for the T-projection:

X⊗i ⊗Y⊗j ⊗ Z⊗k =

(
ET

1√
3
+

ET
2√
6
+

ET
3√
2

)⊗i

⊗
(

ET
1√
3
−
√

2
3

ET
2

)⊗j

⊗

⊗
(

ET
1√
3
+

ET
2√
6
− ET

3√
2

)⊗k

=

(
1√
3

)i+j+k (
ET

1

)⊗(i+j+k)
+ orth. terms

(8.27)

In this case, the T-projection of a stabiliser state s with stabiliser group S involves total
signed quantum weight enumerators C±i (S) as follows:

ΠT(s) =
1
2n

n

∑
i=0

(
i

∑
j=0

i−j

∑
k=0

A±i−j−k,j,k(S)

)
NT

i
3i/2 =:

1
2n

n

∑
i=0

C±i (S)
NT

i
3i/2 . (8.28)
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Note that all projections Sym ≡ ΠSn , ΠH and ΠT can be computed from the complete
signed weight enumerators of the stabiliser codes which themselves are functions of the
weight distributions. For numerical purposes, it is convenient to absorb all appearing
factors in the bases such that the coefficients of stabiliser states are given by the integer
weight enumerators.

Finally, we want to give expressions for the states |H 〉⊗n and |T 〉⊗n in the respective
bases:

|H 〉 〈H |⊗n =
1
2n

(
1+ EH

1

)⊗n
=

1
2n

n

∑
i=0

(
n
i

)
NH

i , (8.29)

|T 〉 〈T |⊗n =
1
2n

(
1+ ET

1

)⊗n
=

1
2n

n

∑
i=0

(
n
i

)
NT

i . (8.30)

In general, we are not aware of any method which can predict whether the projection
of a stabiliser state will be extremal within the projected polytope. However, the follow-
ing lemma gives a necessary condition on the extremality of products s⊗ s′ of stabiliser
states which will be useful later.

Lemma 8.1 (Projection of product states). The following is true for Π = Sym, ΠH, ΠT: If
the projection Π(s) of an arbitrary stabiliser state s is non-extremal, so is Π(s⊗ s′) for any other
stabiliser state s′.

Proof. We prove the statement by showing it on the level of the complete signed weight
enumerators A±i,j,k. This proves the claim directly for Π = Sym and the other cases follow
since the partial and total signed weight enumerators are linear functions of the complete
ones.

Note that the Pauli X, Y, Z weights are additive under tensor products, e. g. wtX(g⊗
g′) = wtX(g)+wtX(g′). This implies that we can write the indicator function as Ai,j,k(g⊗
g′) = Ai′,j′,k′(g)Ai−i′,j−j′,k−k′(g′) for i′, j′, k′ being the weights of g. However, since
Ai′,j′,k′(g) is zero if i′, j′, k′ are not the weights of g, we can instead sum over all possi-
ble decompositions on the right hand side. Hence, for any two stabiliser codes S, S′ we
get

A±i,j,k(S× S′) = ∑
g∈S,g′∈S′

sgn(g⊗ g′)Ai,j,k(g⊗ g′)

=
i

∑
i′=0

j

∑
j′=0

k

∑
k′=0

∑
g∈S

∑
g′∈S′

sgn(g) sgn(g′)Ai′,j′,k′(g)Ai−i′,j−j′,k−k′(g′)

=
i

∑
i′=0

j

∑
j′=0

k

∑
k′=0

A±i′,j′,k′(S)A±i−i′,j−j′,k−k′(S
′).

(8.31)

Suppose S is the stabiliser of a state s and Sym(s) can be written as convex combination,

Sym(s) =
M

∑
l=1

λl Sym(sl) ⇔ A±i,j,k(S) =
M

∑
l=1

λl A±i,j,k(Sl), (8.32)
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with stabiliser states sl , stabilised by the groups Sl . Let s′ be stabilised by S′, then we find
by Eq. (8.31),

A±i,j,k(S× S′) = ∑
i′,j′,k′

M

∑
l=1

λl A±i′,j′,k′(Sl)A±i−i′,j−j′,k−k′(S
′) =

M

∑
l=1

λl A±i,j,k(Sl × S′), (8.33)

and hence the projection of the product state s⊗ s′ is non-extremal.

Note that Eq. (8.31) allows us to compute the projection of products Π(s⊗ s′) from
Π(s) and Π(s′) via the signed quantum weight enumerators using poly(n) operations.
This is an important improvement over computing Π(s) for a general (fully entangled)
stabiliser state s which requires O(2n) operations.

8.3.4 Representatives of inequivalent stabiliser states

Computing the projected polytope involves the computation of the signed quantum
weight enumerators for all stabiliser states. However, from the previous discussions we
know that we can restrict the computations to the orbits stab(n)/Gρ with respect to the
symmetry group Gρ. In this section we will construct representatives for these orbits.

Our approach is based on a subset of the set of stabiliser states, the so-called graph
states graph(n). For every simple, i. e. self-loop free, graph G of n vertices, there is a state
vector |G 〉 that is stabilised by operators of the form

Kj = Xj

n

∏
k=1

Z
θjk
k , (j = 1, . . . , n), (8.34)

where Xj, Zj are the Pauli operators on the j-th qubit and θ is the adjacency matrix of the
graph G. Graph states play a fundamental role in the studies of stabiliser states since
Schlingemann [42] proved that every stabiliser state is equivalent to a graph state under
the action of the local Clifford group LCln = Cl⊗n

1 :

stab(n) = LCln · graph(n). (8.35)

This result can be used to label every stabiliser state vector |C, G 〉 by a local Clifford uni-
tary C ∈ LCln and a graph state |G 〉 ∈ graph(n) such that |C, G 〉 = C |G 〉. However,
LCln-equivalent graph states generate the same LCln-orbit and are equally well suited to
represent a stabiliser state. Nest, Dehaene and De Moor [43] and Hein, Eisert and Briegel
[45] discovered that that two graph states are LCln-equivalent if and only if the under-
lying graphs are related by a graph theoretic transformation called local complementation
(LC). Thus, it is sufficient to consider graphs up to local complementation.

Furthermore, the symmetry group Gρ induces additional equivalence relations on
the graph state representation. Let us again begin the discussion with the case of a
generic state with Sn-symmetry. This already allows us to restrict the representation
to non-isomorphic graphs, i. e. graphs up to permutation of their vertices, since for any
graph state |G 〉 and a permuted version |πG 〉 ≡ π |G 〉 the LCln-orbits are isomorphic:
πC |G 〉 = Cπ |πG 〉 with the permuted local Clifford unitary Cπ = πCπ† ∈ LCln. More-
over, it is straightforward to show that the composition of graph isomorphism and local
complementation is symmetric and thus a equivalence relation ∼LC,Sn on graphs whose



8.4. COMPUTING THE ROBUSTNESS OF MAGIC 91

equivalence classes are isomorphic to graph(n)/ ∼LCln,Sn . These equivalence classes have
been studied in the context of graph codes and entanglement in graph states [47, 147] and
were enumerated by Danielsen [148]. However, different local Clifford unitaries can still
result in equivalent states. To see this, pick some symmetry π ∈ Aut(G) of the graph,
i. e. πG = G, then the actions of C and Cπ yield isomorphic states. Hence, it is enough to
act with LCln/ Aut(G) on the graph state |G 〉.

For the computation of the LCln-orbits it is enough to consider LCln/Pn, since Pauli
operators will only change the possible 2n signs of the final generators which are better
added by hand. It is well known that the quotient Cln/Pn is isomorphic to the binary
symplectic group Sp2n(Z2) which is the foundation of the phase space formalism. We
make use of this formalism to compute the LCln-orbits of graph states G by evaluating
the orbits of the local symplectic group Sp2(Z2)×n up to the stabiliser of G and Aut(G).

The additional symmetries in the case of the |H 〉 and |T 〉 state can be taken into
account by restricting the allowed symplectic transformations using the symplectic maps
Ŝ and ŜĤ induced by the generators SX and SH, respectively. The corresponding cosets
are given by the representatives Sp2(Z2)/〈Ŝ〉 ' {1, Ĥ, ĤŜ} and Sp2(Z2)/〈ŜĤ〉 ' {1, Ŝ},
respectively.

However, the described generation procedure will quickly become computationally
expensive. Moreover, most of the projected stabiliser states are non-extremal points for
the projected polytope and thus redundant. Unfortunately, there is no simple way of
deciding whether a state will be extremal after projection or not. However, Lemma 8.1
states at least a criterion for product states which allows us to restrict to projecting only
fully entangled stabiliser states. To this end, we only have to iterate over connected graph
representatives with respect to ∼LC,Sn and compute the projections of product states di-
rectly from lower-dimensional vertices using the appropriate version of Eq. (8.31).

8.4 Computing the robustness of magic

Using the enumeration procedure of the last section, we generated the set of H- and T-

projections of fully entangled stabiliser states stab
H/T
c (n) = ΠH/T(stabc(n)) and the set of

projected product states from lower-dimensional vertices. In an additional step, we re-
moved non-extremal points from the set of projected states, resulting in vertex sets VH/T

n
of the projected stabiliser polytopes for n ≤ 9 and n ≤ 10, respectively. As described in
the last section, we are labelling the vertices by certain stabiliser representatives. To this
end, we use a notation in terms of “decorated graph states” compatible with Refs. [42,
44]: A graph is decorated by symbols which indicate the action of local Clifford oper-
ations on the respective graph state. Nodes with signs indicate a sign change of the
respective stabiliser generator, or alternatively, the action of Z on the respective qubit
prior the any other gates. A hollow node in the graph denotes a Hadamard gate acting
on the respective qubit and self-loops correspond to the action of phase gates (prior to
possible Hadamard gates). Figure 8.6 shows the vertex sets VH

n for n = 1, 2, 3. Since
the dimension of the polytope is exactly n, it can be easily visualised for n ≤ 3, see also
Fig. 8.4 in Sec. 8.2.

The database of vertices and the program code can be found on the arXiv [33]. For a
discussion of the algorithmic details see App. 8.D.
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(a) n = 1 (b) n = 2

(c) n = 3

Figure 8.6: Vertices of the projected stabiliser polytope for the |H 〉 symmetry group GH.
These states are represented as decorated graph states compatible with Refs. [42, 44],
c.f. the description in the text. The convex hull of these vertices is shown in Fig. 8.4.

n |stab(n)|
∣∣stab

H
c (n)

∣∣ + prod.
∣∣VH

n
∣∣ ∣∣stab

T
c (n)

∣∣ + prod.
∣∣VT

n
∣∣

1 6 3+0 2 2+0 2
2 60 5+3 4 4+3 4
3 1080 11+8 8 4+8 6
4 36720 48+18 13 18+14 12
5 2423520 252+38 32 61+26 22
6 315057600 1881+86 60 256+57 42
7 81284860800 20378+208 144 2151+116 66
8 41780418451200 331794+510 304 21475+226 131
9 42866709330931200 8410183+1270 804 329712+462 238
10 – – – 5964000+991 371

Table 8.1: Number of stabiliser states |stab(n)| in comparison with the number of projec-
tions of fully entangled stabiliser states |stabc(n)|, projected product states and vertices
|Vn| of the projected stabiliser polytope as a function of the number of qubits n.
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Table 8.1 shows the number of vertices of the projected polytopes in comparison with
the original number of stabiliser states. We see that the number of states N that have
to be used in the `1-minimisation is reduced drastically from 2O(n2) to a scaling which is
approximately 2n. Additionally, the dimension d of the ambient space is reduced expo-
nentially from 4n− 1 to exactly n. As discussed in Sec. 8.3.2, the required `1-minimisation
for RoM is computed via a linear program with 2N + d constraints and 2N variables and
has a runtime that is linear in its size (2N + d)(2N) = 4N2 + 2Nd. The runtime is thus
reduced as

2O(n2) −→ 2O(n), (8.36)

leading to a super-polynomial speed-up in the `1-minimisation. Although both time and
space complexity of the `1-minimisation are exponential in n, it is in principle feasible for
moderate n. Here, the limiting factor is the implementation of the oracle providing the
projected states with runtime which is still super-exponential in n.

8.4.1 Robustness of the |H 〉⊗n and |T 〉⊗n states

Figure 8.7 shows the Robustness of Magic of |H 〉⊗n for n = 1, . . . , 9, computed from the
vertices VH

n of the projected stabiliser polytope. Note that the data for n ≤ 5 is in perfect
agreement with the so-far computed values in Ref. [32]. We are particularly interested
in the submultiplicative behaviour of R. Here, the new data for n > 5 turns out to be
helpful: We can observe that the data points quickly approach an apparent exponential
scaling with n. More precisely, submultiplicativity is clearly observable for 1 ≤ n ≤ 4,
but the scaling becomes effectively multiplicative for larger n. We quantified this using
an exponential fit of the data range 3 ≤ n ≤ 9 (shown in blue in Fig. 8.7) resulting in
(1.059± 0.015)× (1.283± 0.002)n. From previous works it is known that the regularised
robustness Rreg( |H 〉) is bounded from below by 1.207. Our work, however, indicates
that it converges from above to a constant which is given by the fit as (1.283± 0.002).
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Figure 8.7: Robustness (blue) and regularised robustness (green) of the magic state |H 〉⊗n

as a function of the number of qubits n. The blue line is the exponential fit (1.059 ±
0.015)× (1.283± 0.002)n of the data.

The previously known time complexity for simulating a circuit with t T gates using
the RoM algorithm is O(20.753t) [32]. Our findings improve this to O(R( |H 〉⊗9)

2t
9 ) =
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Figure 8.8: Robustness (blue) and regularised robustness (green) of the magic state |T 〉⊗n

as a function of the number of qubits n. The blue line is the exponential fit (1.169 ±
0.011)× (1.386± 0.0014)n of the data.

O(1.667t) = O(20.737t). Moreover, since we already explored an effectively multiplicative
regime of the RoM, solving the problem for higher n > 9 will not much reduce the
runtime. From our estimate for the asymptotic regularised robustness, we can estimate
the best possible scaling to be 20.719t.

Furthermore, we applied the same procedure to compute the robustness of the magic
state |T 〉⊗n. Since the T-symmetry group is larger than in the previous case, we were
able to compute R( |T 〉⊗n) for up to 10 qubits, see Fig. 8.8. Qualitatively, the results
agree very well with those of the last section. Quantitatively, the robustness of the T
state is considerably higher than the one of the H state. Using again an exponential
fit, we find the scaling (1.169± 0.011)× (1.3865± 0.0014)n which predicts a regularised
robustness of (1.3865± 0.0014)n. By the RoM construction, the 10-qubit solution gives
rise to a simulation algorithm with runtime O(1.984m) = O(20.988m) where m is the total
number of |T 〉magic states used, or equivalently, the number of π/12 Z-rotation gates.

8.4.2 Analysis of the optimal solutions

Additionally, we studied the optimal solutions of the `1-minimisation for the previously
discussed cases of |H 〉⊗n and |T 〉⊗n. For this purpose, it is instructive to use the original
formulation of the robustness of a state ρ in terms of an optimal affine combination of
two (mixed) stabiliser states σ± ∈ SP

H,T
n , cp. Eq. (8.5):

ρ =
1
2
[
(R(ρ) + 1)σ+ − (R(ρ)− 1)σ−

]
. (8.37)

The states σ± can be obtained from the optimal solution of the `1-minimisation ρ =

∑i x∗i vi as follows:

σ+ =
2

R(ρ) + 1 ∑
i: x∗i >0

x∗i vi, σ− = − 2
R(ρ)− 1 ∑

i: x∗i <0
x∗i vi. (8.38)
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(a) n = 4 (b) n = 5

(c) n = 6 (d) n = 7

(e) n = 8

Figure 8.9: Positive contributions to the optimal affine combination for |H 〉⊗n, written as
convex combinations of stabiliser states. These states are represented as decorated graph
states where hollow nodes indicate Hadamard action on the respective nodes and signs
represent the respective sign of the stabiliser generator. Note that these states have only
blog2 nc contributions which themselves are products of |+ 〉 and Bell states.

Recall from the discussion in Sec. 8.3.2 that replacing every vertex vi in the optimal solu-
tion by a stabiliser representative in its preimage Π−1

H,T(vi) yields an optimal solution for
the original problem. Hence, we simply identify the vertices of the projected polytope by
their stabiliser representatives constructed in Sec. 8.3.3. Surprisingly, these states seem to
have a rather simple structure, especially the positive contributions σ+. We will discuss
the solutions in the following for the H and T case separately.

Optimal solutions for the |H 〉⊗n state The positive contributions σ+ to the |H 〉⊗n state
for n = 1, 2, 3 are simply given by the graph state |+ 〉⊗n. Figure 8.9 shows the remaining
states for n = 4, . . . , 8. Note that these states have to lie on a facet of the polytope to
minimise the robustness. But instead of the generic n contributions, they can be written
using only blog2 nc terms. The vertices themselves are products of |+ 〉 and the Bell state
|Ψ+ 〉.

In contrast, the negative contributions σ−, shown in Fig. 8.10, have less structure and
seem to be partially irregular. Of course, σ− has a non-unique convex combination and
thus part of structure could be shadowed by the non-uniqueness. Nevertheless, since the
dominant part of the contributions consists of products of |±〉 and the Bell states |Ψ± 〉,
it is reasonable to assume that the σ− can be approximated by Bell states. We suspect
that this approximation is quite good, at least for a moderate number of qubits, due to
the apparent suppression of vertices with more complex structure.
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(a) n = 2 (b) n = 3

(c) n = 4

(d) n = 5

(e) n = 6

(f) n = 7

(g) n = 8

Figure 8.10: Negative contributions to the optimal affine combination for |H 〉⊗n, written
as convex combinations of stabiliser states. Note that these states have more contribu-
tions compared to the positive terms and seem partially irregular.
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Motivated by these observations, we define the following polytope:

QH
n = conv ΠH

({
all n qubits states that are products of |±〉 and

∣∣Ψ± 〉}) . (8.39)

By Eq. (8.31), we can compute these states efficiently from the signed weight enumerators
of |±〉 and |Ψ± 〉. Note that the projection of |+ 〉 ⊗ |−〉 is a convex combination of the
projected Bell states and thus only states with “all plus” or “all minus” contributions are
extremal in QH

n . LetWH
n be the set of vertices of QH

n and m = bn/2c. We can explicitly
enumerate its elements by tuples (i, j, k) ∈ {0, . . . , m}3 such that i + j + k = m. Every
such tuple corresponds to a product of i |Ψ 〉+, j |Ψ 〉− and (2k + n − 2m) |±〉 states.
Hence, the number of vertices is

K := |WH
n | = 2

m

∑
i=0

(m + 1− i) = (m + 1)(m + 2). (8.40)

We define the approximate robustness of |H 〉⊗n as the robustness with respect to the
polytope QH

n :

rH
n := min

{
‖x‖1

∣∣∣∣ x ∈ RK : ρ =
K

∑
i=1

xiwi with wi ∈ WH
n

}
. (8.41)

Since the optimisation is over a subset of all projected stabiliser states, rH
n is an upper

bound forR( |H 〉⊗n). Moreover, it can be efficiently evaluated since both the complexity
of computingWH

n and of the `1-minimisation is O(n4). Figure 8.11 shows a comparison
of rH

n with the exact robustness. From the previous analysis it is clear that the approxi-
mation is exact for n ≤ 4. The deviation from the exact data for 4 < n ≤ 9 is at most
0.06% and thus negligible. However, we expect that the deviation becomes larger the
higher n is, since it is likely that the importance of multipartite entangled contributions
increases. Nevertheless, the approximation seems to be surprisingly good. The approx-
imate data again follows an exponential increase with n, predicting an asymptotic reg-
ularised robustness of about (1.2829± 0.0017) which is compatible with the prediction
(1.283± 0.002) from the exact data.

However, this approach is limited to n ≤ 26. For larger n, the `1-minimisation lacks
a feasible solution, which can only be the case if |H 〉⊗n is not in the affine span of the
product states WH

n . This indicates that the dimension of the subpolytope QH
n becomes

too small. A solution to these infeasibility problems will be discussed in Sec. 8.4.3.

Optimal solutions for the |T 〉⊗n state As in the previous case, the two connected ver-
tices of the projected 2-qubit polytope constitute a dominant part in the optimal solu-
tions. They are not projections of Bell states, so we will denote their representatives by
|γ± 〉 and define them to be the states stabilised by {X1Z2, Z1X2} and {−X1Z2,−Z1Y2},
respectively. The analysis of the optimal solutions shows that the σ+ states are convex
combinations of products of |+ 〉 and the maximally entangled state |γ+ 〉. Moreover,
they seem to be even more sparse than for the previous case, see Fig. 8.12. As in the case
of |H 〉, the σ− state shows only partial structure, see Fig. 8.14 .

The similarities suggest that the robustness for |T 〉⊗n can be well approximated using
a similar procedure as in the last section. To this end, we define the polytope

QT
n = conv ΠT

({
all n qubits states that are products of |±〉 and

∣∣γ± 〉}) . (8.42)
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Figure 8.11: Exact (blue, orange) and approximate (purple, green) robustness and regu-
larised robustness of the magic state |H 〉⊗n as a function of the number of qubits n.

The approximate robustness rT
n is again defined with respect to this polytope. The ver-

tices WT
n can be efficiently computed using the same procedure as in the |H 〉 case and

the approximation is exact for n ≤ 3. Figure 8.13 shows the approximate robustness
compared to the exact results. The approximation is again surprisingly good with a max-
imum deviation from the exact data of around 0.8%. Although this error is still small,
it is an order of magnitude larger than for the |H 〉 state. The approximation yields an
asymptotic regularised robustness of (1.3916± 0.0014) which is slightly larger than the
result from the exact data. Similar to the last section, the applicability of this approxima-
tion is limited to n ≤ 24 due to the infeasibility of the optimisation problem for larger n.
In the next section, we will show how to generalise this approximation to overcome the
feasibility problems.

8.4.3 Finite hierarchy of RoM approximations

In general, the idea of restricting to at most k-partite entangled stabiliser states leads
to a hierarchy of approximations with levels 1 ≤ k ≤ n. Clearly, for k = n the exact
problem is recovered. The set of at most k-partite entangled n-qubit stabiliser states can
be constructed by taking all possible tensor products of states in stab(i) for 1 ≤ i ≤ k
which result in n-qubit states. However, without the presence of additional symmetries,
this will still result in an exponentially large set since already the set of fully separable
stabiliser states (k = 1) has size 6n.

Hence, we assume that we want to compute approximations to R(ρ) where ρ is a
symmetric n-qubit state (not necessarily pure) such that the stabiliser symmetry group
contains at least the symmetric group Sn. In particular, this applies to the magic states
|H 〉⊗n and |T 〉⊗n. In this case, we are able to give poly(n) upper bounds on the runtime
for every fixed level k < n.

Following Lemma 8.1 and Section 8.3.3, the set of Sn-projections of k-partite entangled
n-qubit stabiliser states can be constructed from the vertices of the projected polytopes
SPi = Sym(SPi) for 1 ≤ i ≤ k which have fully entangled representatives. Let us denote
the sets of representatives by Vi ⊂ stab(i). Since the order does not matter, the possible
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(a) n = 3 (b) n = 4

(c) n = 5 (d) n = 6

(e) n = 7 (f) n = 8

Figure 8.12: Positive contributions to the optimal affine combination for |T 〉⊗n and
3 ≤ n ≤ 8, written as convex combinations of stabiliser states. These states are again
represented as decorated graph states, see Sec. 8.4. Note that these states have less
than blog2 nc contributions which themselves are product states made from |+ 〉 and Bell
states.
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Figure 8.13: Exact (blue, orange) and approximate (purple, green) robustness and regu-
larised robustness of the magic state |T 〉⊗n as a function of the number of qubits n.
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(a) n = 3 (b) n = 4

(c) n = 5

(d) n = 6

(e) n = 7
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Figure 8.14: Negative contributions to the optimal affine combination for |T 〉⊗n and
3 ≤ n ≤ 8, written as convex combinations of stabiliser states. These states are again
represented as decorated graph states, see Sec. 8.4.



8.4. COMPUTING THE ROBUSTNESS OF MAGIC 101

ways to take tensor products of these sets are exactly captured by (descending) partitions
of n into parts with size at most k. We will denote such a partition by λ `k n. Then, we
define the subpolytope of projected k-partite entangled states as

Qn,k := conv Sym

 ⋃
λ`kn

⊗
i∈λ

Vi

 , (8.43)

and the k-th level of the RoM hierarchy by the relaxation of Prob. 8.1 to the subpolytope
Qn,k. Clearly, this defines an upper bound rn,k(ρ) to the exact RoMR(ρ).

To bound the runtime of the k-th level of the hierarchy, we have to count the vertices
Wn,k of Qn,k. An upper bound to this number is given by the number of tensor products
appearing in Eq. (8.43) up to permutations. Thus, let λ be a (descending) partition of n
into r parts, with no part larger than k:

n = λ1 + · · ·+ λr, k ≥ λ1 ≥ λ2 ≥ · · · ≥ λr > 0. (8.44)

This can be rewritten as

n =
k

∑
i=1

mi i, (8.45)

where 0 ≤ mi ≤ n is the multiplicity of i in the partition λ. Since the permutations of the
partition itself were already considered, the number of product states corresponding to
the partition λ is given, up to permutations, by

k

∏
i=1

∣∣Vmi
i /Smi

∣∣ = k

∏
i=1

(
mi + Li − 1

Li − 1

)
, Li := |Vi|. (8.46)

Using that the number of fully entangled vertices is increasing with i, we can bound this
number by

k

∏
i=1

(
mi + Li − 1

Li − 1

)
≤

k

∏
i=1

mLi
i ≤ nk Lk . (8.47)

Finally, the number of partitions of n with parts no greater than k coincides with the
number of partitions of n into at most k parts and is denoted by pk(n). A standard result
in number theory is that

pk(n) =
nk−1

k!(k− 1)!
+ O(nk−2). (8.48)

Thus, we can bound the number of verticesWn,k to be

|Wn,k| ≤ pk(n) nk Lk =
nk (Lk+1)−1

k!(k− 1)!
+ O(nk (Lk+1)−2). (8.49)

Since the dimension is O(n3), this implies that the runtime of the relaxation of Problem
8.1 is polynomial in n for a fixed k.

Finally, we remark that one has to know the vertex sets Vi up to k to run the k-th level
of the hierarchy. Moreover, the bounds are very loose due to the fact we have not strictly
bound the number of fully entangled vertices Li which is beyond the scope of this paper.
However, by using the actual numbers for Li, one can obtain much better bounds on
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|Wn,k| by evaluating the binomial coefficients. Let us illustrate this for the case of |H 〉⊗n

and k = 2, 3: Using that p2(n) = b n
2 c+ 1, p3(n) = b (n+3)3

12 + 1
2c and L1 = L2 = L3 = 2,

we find

|Wn,2| ≤
(⌊n

2

⌋
+ 1
)(n + 2− 1

2− 1

)2

= O(n3), (8.50)

|Wn,3| ≤
⌊
(n + 3)3

12
+

1
2

⌋
n3 = O(n6). (8.51)

Note that we derived |Wn,2| = O(n2) in the previous section using further information
about the extremality of products.

8.5 Conclusion & Outlook

In this work, we have studied the symmetries of the n-qubit stabiliser polytope and
showed how to use these to greatly reduce the combinatorical complexity of comput-
ing the robustness of single-qubit magic states and to gain insight into the structure of
the problem.

We have determined the symmetry groups for the two types of single-qubit magic
states and have constructed explicit stabiliser state representatives of the symmetry or-
bits. This has allowed us to evaluate the robustness of |H 〉⊗n for n ≤ 9 and |T 〉⊗n

for n ≤ 10 qubits. Using the structure of the solutions, we have proposed an approxi-
mation based on at most bipartite entangled states which is efficient in n and gives an
upper bound on the exact robustness. Furthermore, the agreement with the exact data
for n ≤ 10 qubits is excellent. Since the RoM becomes effectively multiplicative for larger
n, we expect that the approximation is still very good in the regime n > 10. Moreover,
by restricting to k-partite entangled stabiliser states, we obtained a finite hierarchy of
approximations which recovers the exact RoM for k = n. We showed that a fixed level
k < n of the hierarchy can be computed in poly(n) time.

We feel that the most interesting task left open in this work is to explain why even
two-body entangled states are sufficient to produce excellent bounds on the RoM. This
may be insightful in a wider context. Indeed, sub-additivity of resource costs occurs in
several areas of quantum information theory, most famously for the entanglement of for-
mation [149]. The violations to additivity in [149] can be proven to exist for randomised
constructions in high dimensions. This makes it hard to study the structure of the opti-
mal solutions, or their behavior in a limit of many copies. The combinatorial nature of
the stabiliser polytope, and the observation that only few-body entanglement is enough
to find almost-optimal solutions, suggest that RoM may provide an instance where un-
derstanding submultiplicativity is feasible.
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8.A Equivalence of the two robustness measures

The equivalence given in Eq. (8.6) is stated implicitly in [32]. Here, we give an explicit
proof.

Vidal and Tarrach [139] defined the so-called total robustness which is given by

R(a) := inf
b∈S

R(a||b). (8.52)

For S being a (compact) polytope, this can be rewritten as follows. Since S is compact,
the minimum b∗ is attained. Hence, R(a) = R(a||b∗) =: s∗ and

b+ :=
1

1 + s∗
(b∗ + s∗a) ∈ S. (8.53)

Let {v1, . . . , vN} be the vertices of S and write b+, b∗ ∈ S as convex combinations with
coefficients λi and µi. It follows:

a = (1 + s∗)b+ − s∗b∗ =
N

∑
i=1

((1 + s∗)λi − s∗µi)︸ ︷︷ ︸
=:x(s∗)i

vi. (8.54)

The last sum is an affine combination of the vertices since ∑i x(s∗)i = 1. In other words,
x(s∗) is a feasible solution for the following minimisation problem:

R(a) := min

{
‖x‖1

∣∣∣∣ x ∈ RN : a =
N

∑
i=1

xivi and 1 =
N

∑
i=1

xi

}
. (8.55)

Moreover, the optimal value can be bounded as follows:

R(a) ≤
N

∑
i=1
|x(s∗)i| ≤ (1 + s∗)

N

∑
i=1

λi + s∗
N

∑
i=1

µi = 1 + 2s∗ = 1 + 2R(a). (8.56)

Assume x∗ is the optimal solution forR(a). Then, we can rewriteR(a), using ∑i xi =
1, as follows:

R(a) = ‖x∗‖1 = ∑
i: x∗i ≥0

x∗i − ∑
i: x∗i <0

x∗i = 1 + 2s(x∗), with s(x∗) := − ∑
i: x∗i <0

x∗i . (8.57)

Hence, the optimal affine combination for a becomes

a = ∑
i: x∗i ≥0

x∗i vi − ∑
i: x∗i <0

|x∗i |vi (8.58)

= (1 + s(x∗)) ∑
i: x∗i ≥0

x∗i
1 + s(x∗)

vi︸ ︷︷ ︸
=:β+

− s(x∗) ∑
i: x∗i <0

|x∗i |
s(x∗)︸ ︷︷ ︸

=:β−

vi. (8.59)

Here, the renormalised modulus of the affine coefficients form a convex combination and
hence β± ∈ S. Thus, we found a pseudo-mixture for a and the parameter s(x∗) can not
be smaller than the total robustness of a:

R(a) ≤ s(x∗) ⇔ R(a) ≥ 1 + 2R(a). (8.60)
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Combined with Eq. (8.56), this shows that the two measures are equivalent:

R(a) = 1 + 2R(a). (8.61)

Finally, let us remark that β− constructed from the optimal affine combination for a is
such that

R(a) = R(a||β−). (8.62)

8.B On the dual RoM problem

At this point, any analytical insight could be helpful in simplifying the problem. A stan-
dard method is dualising the problem. Clearly, by Slater’s condition, strong duality holds
and thus the dual problem is an equivalent definition for the Robustness of Magic. The
dual problem is straightforwardly obtained as follows:

Problem 8.2 (Dualised Robustness of Magic). Let stab(n) = {s1, . . . , sN} be the set of
stabiliser states. Given a state ρ, solve the following problem:

max tr(ρY) over Y ∈ HD,
s. t. | tr(Ysi)| ≤ 1.

This formulation of the RoM has a particularly nice form. Thus, it seems at first that
the dual problem might be easier to solve. Indeed, one can guess the following feasible
solution:

Y =
1
2n

4n

∑
i=1

sgn (tr(ρwi))wi. (8.63)

Here, {w1, . . . , w4n} denote the n-qubit Pauli operators which generate the n-qubit Pauli
group Pn. Feasibility follows from the following calculation for a stabiliser state s with
stabiliser group S < Pn:

| tr(Ys)| =
∣∣∣∣ 1
2n

4n

∑
i=1

sgn (tr(ρwi)) tr(wis)
∣∣∣∣

≤ 1
4n

4n

∑
i=1

∣∣ sgn (tr(ρwi))
∣∣ ∑

g∈S

∣∣ tr(wig)
∣∣

=
1
2n

4n

∑
i=1

(δ(wi ∈ S) + δ(−wi ∈ S))

≤ 1
2n |S| = 1.

(8.64)

The corresponding objective value is

tr(ρY) =
1
2n

4n

∑
i=1

sgn (tr(ρwi)) tr(ρwi) =
4n

∑
i=1

∣∣∣∣ tr(ρwi)

2n

∣∣∣∣ = ‖p(ρ)‖1, (8.65)

where p(ρ) ∈ RD2
is the coefficient vector of ρ in the Pauli basis, i.e. p(ρ)i = 2−n tr(ρwi).

The objective value yields a lower bound to the RoM of ρ. Note that this bound, also
called st-norm ‖ρ‖st, was already found in [32] with different techniques and gives the
following lower bound on the RoM of |H 〉⊗n and |T 〉⊗n:

1.207n ≤ R( |H 〉⊗n), 1.366n ≤ R( |T 〉⊗n). (8.66)
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8.C Symmetries of 3-designs

In this section, we characterise the symmery group associated with the projectors of cer-
tain t-designs.

A complex projective t-design is a finite family (ψi)
N
i=1 of unit vectors in Cd such that

1
N

N

∑
i=1
|ψi 〉 〈ψi |⊗t =

Sym[t]

D[t]
, (8.67)

where

Sym[t] : (Cd)⊗t −→ (Cd)⊗t, Sym[t] :=
1
t! ∑

π∈St

π (8.68)

is the orthogonal projection onto the totally symmetric subspace Sym((Cd)⊗t). Further-
more, D[t] = (d+t−1

t ) is its dimension and π ∈ St acts by permuting the factors of the
tensor product (Cd)⊗t. Taking a partical trace of Eq. (8.67) shows that a t-design is also a
t− 1 design.

As in the main part of this paper, we denote by Hd the real vector space of Hermitian
d× d matrices with the induced Hilbert-Schmidt inner product (A, B) := tr(AB). With
respect to this inner product, we denote by L† the adjoint of a linear map L : Hd → Hd
and call L orthogonal if it preserves the inner product, or equivalently, if L† = L−1.

Theorem 8.1. Let (ψi)
N
i=1 ⊂ Cd be a set of unit vectors. Let L ∈ End(Hd) be a linear map on

Hermitian operators that permutes the projectors ( |ψi 〉 〈ψi |)N
i=1.

1. If (ψi)
N
i=1 is a 1-design, then L is unital (i.e. L(1) = 1).

2. If (ψi)
N
i=1 is a 2-design, then L is orthogonal and trace-preserving.

3. If (ψi)
N
i=1 is a 3-design, then L is of the form L = U ·U†, where U is either a unitary or an

antiunitary operator on Cd.

Proof. Define ρi := |ψi 〉 〈ψi |.
1.—Using Sym[1] = 1, we get

L(1) =
d
N

N

∑
i=1

L(ρi) =
d
N

N

∑
i=1

ρi = 1, (8.69)

hence L is unital.
2.—Let us define the traceless operators operators fi := ρi − 1/d. Using the fact that

{ψi}i forms a 2-design, Eq. (8.68), and the “swap trick”

tr(AB) = tr(A⊗ B π) (8.70)
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valid for the non-trivial element π of S2, one verifies the following for any traceless Her-
mitian operator A ∈ H0

d :

1
N

N

∑
i=1

( fi, A)2 =
1
N

N

∑
i=1

[
tr(ρi A)− 1

d
tr(A)

]2

=
1
N

N

∑
i=1

tr(ρ⊗2
i A⊗2)

=
1

D[2]
tr(Sym[2] A⊗2)

=
1

2D[2]

(
tr(A)2 + tr(A2)

)
=
‖A‖2

2
2D[2]

.

(8.71)

In other words, the operators ( fi) form a tight frame for the subspace H0
d ⊂ Hd of trace-

less Hermitian matrices. Moreover, setting f0 = c1with c2 = N(1−d)
d2+d3 , a similar calculation

shows that the set { f0, . . . , fN} forms a tight frame for all of Hd.
By 1., L is unital and thus permutes the tight frame { f0, . . . , fN}. However, any map

permuting the elements of a tight frame is orthogonal. Finally, orthogonal and unital
maps preserve the trace:

tr L(A) = tr1L(A) = tr L†(1)A = tr L−1(1)A = tr1A = tr A. (8.72)

3.—Consider the following trilinear function on Hd:

F(A, B, C) :=
1
N

N

∑
i=1

tr(A⊗ B⊗ C ρ⊗3
i ). (8.73)

F is invariant under L since L† = L−1 is also a symmetry of the projectors ρi:

F(L(A), L(B), L(C)) =
1
N

N

∑
i=1

tr
(

L(A)⊗ L(B)⊗ L(C) ρ⊗3
i

)
=

1
N

N

∑
i=1

tr A⊗ B⊗ C
(

L†(ρi)
)⊗3

=
1
N

N

∑
i=1

tr A⊗ B⊗ C ρ⊗3
i

= F(A, B, C).

(8.74)

We can explicitely evaluate F by expanding Sym[3] in terms of permutations and arguing
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as in Eq. (8.70). This yields

F(A, B, C) = tr

(
A⊗ B⊗ C

1
N

N

∑
i=1

ρ⊗3
i

)

=
1

D[3]
tr
(

A⊗ B⊗ C Sym[3]

)
=

1
6D[3]

(
tr(A) tr(B) tr(C) + tr(A) tr(BC)+

+ tr(AB) tr(C) + tr(AC) tr(B) + tr(ABC) + tr(BAC)
)

.

(8.75)

The first four terms are individually L-invariant since L preserves the trace and is orthog-
onal. Hence, the L-invariance of F implies

tr(ABC) + tr(BAC) = tr L(A)L(B)L(C) + tr L(B)L(A)L(C)

= tr L†(L(A)L(B)
)
C + tr L†(L(B)L(A)

)
C.

(8.76)

Since this holds ∀C ∈ Hd, we get

AB + BA = L†(L(A)L(B)
)
+ L†(L(B)L(A)

)
⇔ L(AB + BA) = L(A)L(B) + L(B)L(A)

⇔ L({A, B}) = {L(A), L(B)}. (8.77)

A linear automorphism on a matrix algebra fulfilling (8.77) is called a Jordan automor-
phism. Our goal is to apply a known structure theorem that restricts that form of such
maps [150]. For the theorem to be applicable, we have to extend L from a map on the real
vector space of Hermitian matrices, to a map on the algebra Md(C) of all matrices. To
this end, we use that every A ∈ Md(C) can be written uniquely as A = A1 + iA2 where
A1,2 ∈ Hd, and set

L̂(A) := L(A1) + iL(A2) ∈ Md(C). (8.78)

Clearly, this continuation yields a linear automorphism on Md(C). Morover, since the
anticommutator {·, ·} is bilinear, we get ∀A, B ∈ Md(C):

L̂({A, B}) = {L̂(A), L̂(B)}, (8.79)

i. e. the continuation L̂ to Md(C) is a Jordan automorphism. It is also straightforward
to check that orthogonality of L implies that L̂ is unitary with respect to the trace inner
product.

It is known that every Jordan automorphism is either an algebra automorphism or
algebra anti-automorphism [150]. Since every algebra automorphism is inner and L̂ is
unitary, L̂ (and thus also L ≡ L̂|Hd ) can in the first case be written as L̂ = U ·U† for some
U ∈ U(d). In the second case, we can write L̂ as a composition L̂ = L̂′ ◦ T, where L̂′ =
U ·U† is an algebra automorphism and T is the transposition map. For every Hermitian
matrix, transposition coincides with complex conjugation as AT = (A†)∗ = A∗. Hence,
we can write L = UC · CU†, where U ∈ U(d) and C is complex conjugation on Cd. Hence,
L is in this case given by conjugation with the anti-unitary operator UC.
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Since the qubit stabiliser state vectors in Hilbert space form a complex projective 3-
design [108, 113, 114], we get the following corollary:

Corollary 8.1. The group of stabiliser symmetries Aut(SPn) is given by the adjoint representa-
tion of the extended Clifford group ECn.

Proof. Theorem 8.1 implies that every qubit stabiliser symmetry is given by conjugation
with either an unitary or anti-unitary operator on the Hilbert space C2n

.
Theorem 2 in [76] implies that every unitary operator that preserves the set of sta-

biliser states is an element of the Clifford group, up to a global phase.
Furthermore, note that complex conjugation C preserves the set of stabiliser states.

Thus, if A is an anti-unitary operator preserving this set, CA is a perserving unitary
operator. Hence, up to a phase, CA is Clifford and thus A is anti-Clifford. Finally, this
implies our claim that Aut(SPn) = Ad(ECn)

We note that the result is in general wrong for stabiliser states on odd-dimensional
qudits. This also means that the third conclusion of Thm. 8.1 is not in general true for
2-designs. Concretely, take (ψi)i to be the set of stabiliser state vectors for Cd, with d
a prime number larger than or equal to 5. Then (ψi)

N
i=1 is a 2-design, but the group of

linear symmetries of { |ψi 〉 〈ψi |}i contains maps that cannot be represented by a linear or
anti-linear operator on Cd.

Sketch of proof. We sketch the proof of this claim in the language of [75]. With each a ∈ Z2
d,

one can associate a phase space point operator A(a). The {A(a)}a form a basis for Hd. The
finite general linear group GL(Z2

d) acts on this basis by permuting the indices g A(a) =
A(g a). The expansion coefficients Wρ(a) of an operator ρ with respect to the phase space
point basis are the Wigner function of the operator. The stabiliser state ρi = |ψi 〉 〈ψi | are
exactly the set of Hermitian operators whose Wigner function is the indicator function of
an affine line in Z2

d [75]. Clearly, the GL(Z2
d)-action introduced above preserves the set of

affine lines and thus permutes the ρi. As argued in the proof of Corollary 8.1, the group
of (anti-)linear operators acting on the state vectors ψi is the extended Clifford group ECn.
To each U in ECn, one can associate a g ∈ Z2

d such that UA(a)U−1 = A(g a). But g’s that
arise this way have determinant det g = 1 mod d (if U is unitary) or det g = −1 mod d
(if U is anti-unitary) [66]. The claim follows, as for d ≥ 5, there are elements g ∈ GL(Z2

d)
with determinant different from ±1.

8.D Numerical implementation

Based on the discussion in Sec. 8.3.3, we can construct a generic algorithm for generat-
ing projected stabiliser states by calling various oracles. GRAPHREPRESENTATIVES(n)
generates suitable representatives of graph states. Here, these are given by connected rep-
resentatives of graph(n)/ ∼LC,Sn which were classified by Danielsen and Parker [147]
up to 12 qubits and can by found in Ref. [148]. GENERATORMATRIX(G) computes the
binary generator matrix of the graph state |G 〉. Furthermore, LOCALSYMPLECTIC(n, G)
returns the set of local symplectic matrices, ideally up to the considered symmetry group.
For the discussed cases in Sec. 8.3.3, this is either the set of direct sums of {1, Ĥ, ĤŜ} or
{1, Ŝ} up to the symmetry of the graph G. Finally, PROJECTSTATE(M′, s) and PRODUCT-
STATE(v1, . . . , vk) basically evaluate the weight enumerator formulas (8.18) and (8.31).
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Algorithm 2 Algorithm for generating vertices of the projected stabiliser polytope

Require: Maximum number of qubits nmax ≥ 1, set of vertices Vn
for n = 1, . . . , nmax do

for G ∈ GRAPHREPRESENTATIVES(n) do
M← GENERATORMATRIX(G)
for S ∈ LOCALSYMPLECTIC(n, G) do

M′ ← S ·M
for s ∈ {−1, 1}×n do

Add PROJECTSTATE(M′, s) to Vn
end for

end for
end for
for (i1, . . . , ik) ∈ PARTITIONS(n) do

for v1 ∈ Vi1 , . . . , vk ∈ Vik do
Add PRODUCTSTATE(v1, . . . , vk) to Vn.

end for
end for

end for

Furthermore, we use a output-sensitive algorithm by Dulá and Helgason [151] to
compute the extremal points of the projected stabiliser polytope. This algorithm has time
complexity O(dNm) where d is the dimension, N the input size and m the output size,
i. e. the number of extremal points. It performs way better than a naive approach since
the input size N = O(2n2

) is much larger than the number of extremal points m = O(2n).

8.E Symmetry reduction of convex optimisation problems

8.E.1 Group projections

The central tool for performing a symmetry reduction with respect to some (finite) group
G is the so-called G-projection. Suppose g is represented by ρ : G → GL(V) on a (real or
complex) vector space V, we define a linear map ΠG : V → V, the G-projection, by

ΠG :=
1
|G| ∑

g∈G
ρ(g). (8.80)

The G-projection is well known in the representation theory of finite groups. In the
physics literature, it is often called a twirl or twirling operation. Thus, we will also some-
times refer to it as G-twirl. For reference, we state some elementary properties of these
maps without proof.

Proposition 8.2 (Properties of G-projections). Let ΠG : V → V be a G-projection. Then the
following holds:

1. ΠG is a projection operator. Its image is the subspace VG of fixed points of G.

2. If V is an inner product space and ρ is an orthogonal/unitary representation, then the
projection is orthogonal/unitary.
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3. For all x ∈ V, it holds that

ΠG(x) =
1

|G · x| ∑
y∈G·x

y. (8.81)

4. ΠG is constant on every orbit in V/G

5. If G = N o H, then ΠG = ΠN ◦ΠH = ΠH ◦ΠN .

8.E.2 Symmetries in convex optimisation

A convex optimisation is the problem of minimising a convex function F over a convex
set X . It can always be rewritten in standard form as follows: Let F : RN → R be a
convex function and C : RN → RK be a (generalised) convex function with respect to the
component-wise partial order � on RK, i. e. every component of C is convex. Further-
more, let A : RN → RM be an affine function. The problem is defined as [140]

Minimise F(x), for x ∈ RN

subject to A(x) = 0,
C(x) � 0.

(8.82)

Here, the function F is called the objective function and the functions C and A are the (in-
)equality constraints. Depending on the convex set that is modelled, one distinguishes
between many subclasses such as linear, conic or semi-definite programming.

We call G a symmetry of the problem (8.82), if it acts on RN such that the feasible set

X = {x ∈ RN | A(x) = 0, C(x) � 0}, (8.83)

and the objective function F are left invariant. In particular, this will be the case if G
acts linearly on all vector spaces such that the objective function is G-invariant and the
constraints are G-equivariant, i. e. for all x ∈ RN and g ∈ G it holds

F(g · x) = F(x),
A(g · x) = g · A(x),
C(g · x) = g · C(x).

(8.84)

Again, note that the G-action is different on the left and right hand side. Additionally,
for G to be a proper symmetry, we require that its representation on RK is given by order
automorphisms, i. e.

p � q ⇐⇒ g · p � g · q ∀p, q ∈ RK, g ∈ G (8.85)

Consequently, both the inequality C(g · x) � 0 and the equality constraint A(g · x) = 0
are fulfilled if and only if they hold for x. Hence, x ∈ RN is a feasible solution of Eq. (8.82)
iff its orbit is feasible. Moreover, the objective function is constant on every orbit and thus
any optimal solution x∗ will have an orbit of optimal solutions.

The key point for the simplification of the problem is that all functions are convex (A
is even affine). Let us again slightly abuse notation and denote with

ΠG =
1
|G| ∑

g∈G
g, (8.86)
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all G-projections on the respective spaces. Using this, we will derive two important con-
sequences of G-equivariance of A and C. First, we evaluate the affine function A:

A ◦ΠG(x) =
1
|G| ∑

g∈G
A ◦ g(x) =

1
|G| ∑

g∈G
g ◦ A(x) = ΠG ◦ A(x). (8.87)

Recall that C is convex w.r.t. to the component-wise order � and that every g ∈ G pre-
serves this order. Thus, ΠG preserves order, too, and it follows:

C ◦ΠG(x) � 1
|G| ∑

g∈G
C ◦ g(x) =

1
|G| ∑

g∈G
g ◦ C(x) � ΠG ◦ C(x). (8.88)

Suppose x is a feasible solution, then by these relations, its G-projection xG = ΠG(x) is
feasible, too. Following the same argument as above, we get F(xG) ≤ F(x). Finally, we
find the following results:

Lemma 8.2. Every G-symmetric convex optimisation problem has a G-invariant optimal solu-
tion.

Proof. Be x∗ a optimal solution, then ΠG(x∗) is G-invariant, feasible and F(ΠG(x∗)) ≤
F(x∗). Hence, ΠG(x∗) is optimal, too.

Theorem 8.2 (Symmetry reduction of convex optimisation problems). The convex optimi-
sation problem (8.82) with symmetry group G is equivalent to the following, symmetry-reduced
convex optimisation problem:

Minimise FG(x), for x ∈ XG

subject to AG(x) = 0,

CG(x) � 0.

(8.89)

With FG : XG → R, AG : XG → YG and CG : XG → ZG being functions such that

FG ◦ΠG = F, AG ◦ΠG = ΠG ◦ A, CG ◦ΠG = ΠG ◦ C, (8.90)

and XG, YG, ZG being the G-invariant subspace of X = RN , Y = RM and Z = RK.

Proof. First, it should be clear that the functions FG, AG and CG exist and are well-defined
by Eq. (8.90). Moreover, we compute for x, y ∈ XG and t ∈ [0, 1], s ∈ R:

FG(tx + (1− t)y) = F(tx + (1− t)y)
≤ tF(x) + (1− t)F(y)

= tFG(x) + (1− t)FG(y),

AG(sx + (1− s)y) = ΠG ◦ A(sx + (1− s)y)
= sΠG ◦ A(x) + (1− s)ΠG ◦ A(y)

= sAG(x) + (1− s)AG(y),

CG(tx + (1− t)y) = ΠG ◦ C(tx + (1− t)y)
� tΠG ◦ C(x) + (1− t)ΠG ◦ C(y)

= tCG(x) + (1− t)CG(y).

(8.91)
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Hence, FG and CG are convex and AG as an affine function.
Suppose x ∈ RN is a feasible solution of the original problem (8.82) which can be

assumed to be G-invariant, i. e. x ∈ XG. It will be feasible for the reduced problem since

AG(x) = AG ◦ΠG(x) = ΠG ◦ A(x) = 0,

CG(x) = CG ◦ΠG(x) = ΠG ◦ C(x) � 0,
(8.92)

and FG(x) = F(x).
Next, suppose xG is feasible for the reduced problem. By the same line of argumen-

tation we get due to Eq. (8.87):

0 = AG(xG) = AG ◦ΠG(x) = ΠG ◦ A(x) = A ◦ΠG(x) = A(x). (8.93)

In the same fashion, we compute using Eq. (8.88):

0 � CG(xG) = CG ◦ΠG(x) = ΠG ◦ C(x) � C ◦ΠG(x) = C(x). (8.94)

Hence, xG is feasible for the original problem and FG(xG) = FG ◦ΠG(xG) = F(xG).
Finally, this implies that the optimal objective values have to agree: Suppose x∗ and

xG
∗ are (G-invariant) optimal solutions for the original and the reduced problem, respec-

tively. Then, FG(x∗) = F(x∗) and F(xG
∗ ) = FG(xG

∗ ). But since both x∗ and xG
∗ are feasible

for both problems, F(xG
∗ ) 6= F(x∗) would be a contradiction to the optimality of the solu-

tions.

8.E.3 Affine constraints and symmetries

In the remainder of this work, both A and C will be affine maps and originate from a set
of points V that span a polytope P . The symmetry group G leaves P invariant and hence
introduces permutations on V . This will lead naturally lead to G-equivariance of these
functions, as we will see in the following.

To simplify the discussion, we will focus on the function A. We can write the affine
function A as

A(x) =
N

∑
i=1

xivi + v0 (8.95)

Here, V := {v1, . . . , vN} ⊂ Y are the column vectors of the matrix representing the linear
part of A and v0 is its affine part. Suppose G is represented on Y such that it leaves the set
V invariant and fixes v0

2. Hence, it can by identified with the left action of some subgroup
of the symmetric group SN on the index set [N] = {1, . . . , N} via g · yi =: yπg(i) for some
πg ∈ SN . We can associate a right action on X with this left action by (x · g)i := xπ−1

g (i).
This action is clearly linear and such that for all g ∈ G:

N

∑
i=1

xi (g · vi) =
N

∑
i=1

xi vπg(i) =
N

∑
i=1

xπ−1
g (i) vi =

N

∑
i=1

(x · g)i vi. (8.96)

2In general, G-equivariance requires that the action preserves the range of A which is a weaker condi-
tion.
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In particular, the function A is G-equivariant:

g · A(x) =
N

∑
i=1

xi (g · vi) + g · v0 =
N

∑
i=1

(x · g)i vi + v0 = A(x · g). (8.97)

To make use of Thm. 8.2, we have to compute the function AG. Note that ΠG is constant
on the every orbit O ∈ [N]/G and hence ΠG(vj) =: wO for all j ∈ O:

ΠG ◦ A(x) =
N

∑
i=1

xi ΠG(vi) + v0

= ∑
O∈[N]/G

∑
j∈O

xj ΠG(vj) + v0

= ∑
O∈[N]/G

(
∑
j∈O

xj

)
wO + v0

= ∑
O∈[N]/G

yO wO + v0,

(8.98)

where in the last step we set yO = ∑j∈O xj. Finally, we have to turn this into a map on
XG. Note that the right permutation action of G on X = RN partitions the standard
basis {e1, . . . , eN} into L orbits O1, . . . , OL corresponding to [N]/G. Next, the linear spans
Xj = 〈Oj〉 of these orbits provide a decomposition of X =

⊕
j Xj and G acts transitively

on every orbit. Hence, ΠG(Xj) is one-dimensional and ΠG(X) =
⊕

j ΠG(Xj) due to
linearity. This implies that dim XG = L = |[N]/G|. Hence, the yO are the components
of a vector y ∈ XG w.r.t. the basis ẽO = ∑j∈O ej. Note that if we normalise that basis as
eO = 1

|O| ẽO, then the new components are x̄O = 1
|O| yO, which are exactly the components

of ΠG(x). Hence, the induced map on XG is

AG(x) =
L

∑
j=1

xjwj + v0. (8.99)

As stated in the beginning of this subsection, the points V are the extremal points of
a polytope P and G is as subgroup of the polytope symmetries Aut(P). We saw that the
symmetry reduction corresponds to projecting the vertices of the polytope, and hence the
polytope itself, onto the G-invariant subspace. This is equivalent to taking its intersection
with this subspace as the following lemma states:

Lemma 8.3 (Projection with Polytope Symmetries). Be G < Aut(P) a subgroup. Then, the
G-projection of P is contained in P , ΠG(P) ⊂ P . More precisely, ΠG(P) = P ∩ XG.

Proof. For all x ∈ P , we have G · x ⊂ P and ΠG(x) is a convex combination of points in
P , hence in P itself. Moreover, it holds P ∩ XG = ΠG(P ∩ XG) ⊂ ΠG(P). The converse
direction follows since ΠG(P) ⊂ XG and ΠG(P) ⊂ P , thus ΠG(P) ⊂ P ∩ XG, which
shows ΠG(P) = P ∩ XG.

Finally, we want to remark that for computing the projection of the vertices {v1, . . . , vM},
it is sufficient to compute ΠG(wO) for some representatives wO of the orbits O ∈ V/G
since the projection only depends on the orbit.
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Abstract

Stabiliser operations occupy a prominent role in the theory of fault-tolerant
quantum computing. They are defined operationally: by the use of Clifford
gates, Pauli measurements and classical control. Within the stabiliser formal-
ism, these operations can be efficiently simulated on a classical computer, a re-
sult which is known as the Gottesman-Knill theorem. However, an additional
supply of magic states is enough to promote them to a universal, fault-tolerant
model for quantum computing. To quantify the needed resources in terms
of magic states, a resource theory of magic has been developed during the last
years. Stabiliser operations (SO) are considered free within this theory, how-
ever they are not the most general class of free operations. From an axiomatic
point of view, these are the completely stabiliser-preserving (CSP) channels, de-
fined as those that preserve the convex hull of stabiliser states. It has been an
open problem to decide whether these two definitions lead to the same class
of operations. In this work, we answer this question in the negative, by con-
structing an explicit counter-example. This indicates that recently proposed
stabiliser-based simulation techniques of CSP maps are strictly more pow-
erful than Gottesman-Knill-like methods. The result is analogous to a well-
known fact in entanglement theory, namely that there is a gap between the
class of local operations and classical communication (LOCC) and the class of
separable channels. Along the way, we develop a number of auxiliary tech-
niques which allow us to better characterise the set of CSP channels.
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9.1 Introduction

Despite the advances in the development of quantum platforms, the precise quantum
phenomena required for a quantum advantage over classical computers remain elusive.
However, for the design of fault-tolerant quantum computers, it seems imperative to un-
derstand these necessary resources. Here, the magic state model of quantum computing
offers a particularly fruitful perspective. In this model, all operations performed by the
quantum computer are divided into two classes. The first class consists of the prepara-
tion of stabiliser states, the implementation of Cifford gates, and Pauli measurements.
These stabiliser operations by themselves can be efficiently simulated classically by the
Gottesman-Knill Theorem [51, 88]. Secondly, the quantum computer needs to be able to
prepare magic states, defined as states that allow for the implementation of any quantum
algorithm when acted on by stabiliser operations [55]. In this sense, the magic states
provide the “non-classicality” required for a quantum advantage.

During recent years, there has been an increasing interest in developing a resource
theory of quantum computing that allows for a precise quantification of magic. First
resource theories were developed for the somewhat simpler case of odd-dimensional
systems, based on a phase-space representation via Wigner functions. There, the total
negativity in the Wigner function of a state is a resource monotone called mana, and non-
zero mana is a necessary condition for a quantum speed-up [24–28, 122, 123]. In the
more relevant case of qubits, this theory breaks down, which has led to a number of
parallel developments [32, 33, 35–39, 152]. A common element is that the finite set of
stabiliser states, or more generally their convex hull, is taken as the set of free states. Since
stabiliser operations preserve this stabiliser polytope, they are considered free operations in
this theory and any monotones should be non-increasing under those. A number of such
magic monotones have been studied and their values linked to the runtime of classical
simulation algorithms [29, 31, 34, 36]. In this sense, the degree of magic present in a
quantum circuit does seem to correlate with the quantum advantages it confers – thus
validating the premise of the approach.

The set of stabiliser operations (SO) are defined in terms of concrete actions (“prepare
a stabiliser state, perform a Clifford unitary, make a measurement”) and thus represent
an operational approach to defining free transformations in a resource theory of magic.
It is often fruitful to start from an axiomatic point of view, by defining the set of free
transformations as those physical maps that preserve the set of free states. This approach
has been introduced recently by Seddon and Campbell [35]. They suggest to refer to a
linear map as completely stabiliser-preserving (CSP) if it preserves the stabiliser polytope,
even when acting on parts of an entangled system. It has been shown that the magic
monotones mentioned above are also non-increasing under CSP maps [36].

A natural and pressing question is therefore whether the two approaches coincide
– i.e. whether SO = CSP, or whether there are CSP maps that cannot be realised as
stabiliser operations [35].

To build an intuition for the question, consider the analogous problem in entangle-
ment theory, where the free resources are the separable states. The axiomatically defined
free transformations are the separable maps – completely positive maps that preserve the
set of separable states. The operationally defined free transformations are those that can
be realised by local operations and classical communication (LOCC). It is known that the
set of separable maps is strictly larger than the set of LOCC [153, 154] – a fact that leads
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e.g. to a notable gap in the success probability of quantum state discrimination [155, 156]
and entanglement conversion [157] between the two classes.

In this work, we show that – also in resource theories of magic – the axiomatic and
the operational approaches lead to different classes, this is SO 6= CSP. The result builds
on a characterisation of CSP maps in terms of their Choi states, which might be of inde-
pendent interest.

Outline

In Section 9.2, we give an introduction to the relevant concepts used throughout the main
part of this work. Afterwards, we present our results in Sec. 9.3, including examples and
a high-level discussion. We conclude the main part by commenting on potential impli-
cations and future work in Sec. 9.4. Since the proofs turn out to be rather technical, we
have moved them to the appendix. Further introduction to the necessary techniques can
be found in App. 9.A and App. 9.C such that this work can be considered self-contained.

9.2 Preliminaries

9.2.1 Stabiliser formalism

Throughout this paper, we adapt the phase space or symplectic formalism for stabiliser quan-
tum mechanics [65, 66, 72, 75, 85]. The basic notation is introduced here, with more
details given in App. 9.A.

We define the n-qubit Pauli Z and X operator as usual by their action on the compu-
tational basis:

Z(z) |u 〉 := (−1)z·u |u 〉 , X(x) |u 〉 := |u + x 〉 , z, x, u ∈ Fn
2 . (9.1)

Here, we label the computational basis by elements in the discrete vector space Fn
2 and

all operations take place in the finite field F2 (i.e. modulo 2), if not stated otherwise. We
group the Z and X operators and their coordinates to define an arbitrary Pauli operator
indexed by a = (az, ax) ∈ F2n

2 :

w(a) := i−γ(a)Z(az)X(ax), γ(a) := az · ax mod 4. (9.2)

One can easily verify that the multiplication of Pauli operators yields another Pauli op-
erator up to a power of i:

w(a)w(b) = iβ(a,b)w(a + b), β(a, b) := γ(a + b)− γ(a)− γ(b) + 2(ax · bz). (9.3)

In other words, w defines a projective representation of the additive group of F2n
2 . The

commutation relations can be expressed using the standard symplectic form [·, ·] on F2n
2 :

w(a)w(b) = (−1)[a,b]w(b)w(a), [a, b] := az · bx + ax · bz. (9.4)

For this reason, the discrete symplectic vector space F2n
2 is called phase space in this con-

text.
Finally, the Pauli group is the group generated by Pauli operators and can be written

as:
Pn := 〈{w(a) | a ∈ F2n

2 }〉 = {ikw(a) | k ∈ Z4, a ∈ F2n
2 }. (9.5)
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The Clifford group is defined as the group of unitary symmetries of the Pauli group:

Cln :=
{

U ∈ U(2n) | UPnU† = Pn
}

/ U(1). (9.6)

Note that we take the quotient with respect to irrelevant global phases in order to render
the Clifford group a finite group.

Let S ⊂ Pn be an Abelian subgroup of the n-qubit Pauli group that does not contain
−id. The subspace C(S) ⊂ (C2)⊗n of common fixed points of S is called the stabiliser
code associated with S. One verifies easily that te the orthogonal projection onto C(S) is
given by PS = |S|−1 ∑g∈S g. Taking traces, it follows that the dimension dim C(S) equals
2n/|S| = 2n−k, where k = rk(S) is the rank of S. Hence, S defines a [[n, n− k]] quantum
code and we denote by stabn,k the set of these stabiliser codes. Of particular interest is the
case k = n, for which PS is rank 1 and thus defines a pure quantum state, called stabiliser
state. The set of pure stabiliser states stabn ≡ stabn,n spans a convex polytope that is full-
dimensional in state space, the stabiliser polytope SPn := conv stabn. For a single qubit,
this is the well-known octahedron spanned by the Pauli X, Y, Z eigenstates, see Fig. 9.1.
Elements of SPn will be referred to as mixed stabiliser states.

|+Z 〉

|−Z 〉

|+X 〉

|+Y 〉

Figure 9.1: Bloch representation of the
single-qubit stabiliser polytope, which is
the octahedron spanned by the six ±1
eigenstates of the Pauli X,Y, and Z op-
erators. The simple geometry is not rep-
resentative for the general situation in
high dimensions.

9.2.2 Stabiliser operations and completely stabiliser-preserving maps

The Gottesman-Knill theorem states that stabiliser operations can be simulated in a time
which is polynomial in the system size [51, 88]. These operations are defined as follows.

Definition 9.1 (Stabiliser operation). A quantum channel taking n input qubits to m out-
put qubits is a stabiliser operation, if it is composed of the following fundamental opera-
tions

• application of Clifford unitaries,

• preparation of (ancilla) qubits in stabiliser states,

• Pauli measurements, and

• tracing out of qubits.

We allow for an efficient classical algorithm to control which fundamental operation to
apply based on previous measurement outcomes and independently distributed random
bits. The set of all stabiliser operations is denoted by SOn,m, with SOn := SOn,n.
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Due to the possibility to make use of randomness, the set of stabiliser operations
SOn,m is convex. Its extreme points will turn out to play an important role in our con-
struction.

From a resource-theoretic perspective, all maps which preserve the set of free states
should be considered as free operations. Following this idea, Seddon and Campbell [35]
defined the so-called completely stabiliser-preserving maps as the free operations in a re-
source theory of magic state quantum computing. Originally, they defined these maps
with the same input and output space which, however, can be generalised in a straight-
forward way.

Definition 9.2. A superoperator E : L((C2)⊗n)→ L((C2)⊗m) is called completely stabiliser-
preserving (CSP) if and only if E ⊗ idk(SPn+k) ⊂ SPm+k for all k ∈N. The set of CSP maps
is denoted by CSPn,m and CSPn := CSPn,n.

As for completely positive maps, one can show that it is indeed enough to check the
condition for k = n [35, Lem. 4.1].

It will be helpful to characterise CSP maps via their Choi-Jamiołkowski representation.
Recall that in this representation, a linear map E : L((C2)⊗n) → L((C2)⊗m) is associated
with an operator

J (E) := E ⊗ idn(
∣∣φ+

〉〈
φ+
∣∣) ∈ L((C2)⊗m)⊗ L((C2)⊗n), (9.7)

where
∣∣φ+

〉
= 2−n ∑x∈Fn

2
|xx 〉 is the standard maximally entangled state with respect

to the computational basis. The Choi-Jamiołkowski Theorem states that E is completely
positive if and only if its Choi representation lies in the positive semi-definite cone

PSDn,m ⊂ L((C2)⊗m)⊗ L((C2)⊗n). (9.8)

What is more, the map E is trace-preserving if and only if its Choi representation lies in
the affine space

TPn,m =
{

ρ ∈ L((C2)⊗m)⊗ L((C2)⊗n) | tr1 ρ = 1/2m} . (9.9)

In particular, for the set CPTPn,m of completely positive and trace-preserving maps, we
have the characterization

J (CPTPn,m) = PSDn,m ∩ TPn,m. (9.10)

We now turn to the CSP version of this theory. It turns out that the CSP property has
strong implications:

Lemma 9.1. Any CSP map is completely positive and trace-preserving.

Proof. The first claim follows from the Choi-Jamiołkowski Theorem, because |φ+ 〉 is a
stabiliser state. As for the second claim: Because the set of stabiliser states (as projections)
spans L((C2)⊗n), every Hermitian trace-one operator can be written as an affine combi-
nation of stabiliser states. By definition, any CSP map maps this to an affine combination
of stabiliser states in the output space L((C2)⊗m). In particular, it is trace-preserving.

The CSP-analogue of Eq. (9.10) was proven in Ref. [35].
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Lemma 9.2 (Lem. 4.2 in [35]). A linear map E : L((C2)⊗n) → L((C2)⊗m) is CSP if and only
if its Choi representation lies in the intersection of the stabiliser polytope with the affine space
TPn,m:

J (CSPn,m) = SPn,m ∩ TPn,m. (9.11)

Lemma 9.2 implies directly that CSPn,m is a convex polytope.
CSP maps can be considered as the most general set of free operations in resource

theories of magic state quantum computing. Most magic monotones, such as the robust-
ness of magic and mixed-state extensions of the stabiliser extent, are non-increasing with
respect to CSP maps [35, 36]. As these monotones are connected to various classical
simulation schemes, CSP operations are also classically efficiently simulable [36]. While
any stabiliser operation is certainly a CSP map, we will show in the next section that the
converse is not true.

9.3 Results

9.3.1 A separating property for extremal stabiliser operations

In this section, we derive a property of extremal stabiliser operations. This result will play
a key role in the proof that there are CSP maps which are not stabiliser operations, given
in the next section. To this end, let us define a Clifford dilation as a stabiliser operation
O ∈ SOn,m which acts as O(ρ) = trm+1,...,n+k

[
U(ρ⊗ |0k〉〈0k|)U†] for a suitable Clifford

unitary U.

Corollary 9.1. Let O ∈ SOn,m be an extremal stabiliser operation that does not have a Clifford
dilation. Then the kernel of O contains a Pauli operator.

Corollary 9.1 follows directly from the more general Thm. 9.3 which is stated and
proved in App. 9.B. The basic idea of the proof is that it is sufficient to focus on the
first elementary operation in a circuit representation of O, which we can assume to be a
(possibly trivial) measurement of a Pauli operator w(a)⊗ w(b) supported on the input
and an ancilla register. This simplifies to proof considerably, since it removes the need to
consider adaptive operations. As we show, the extremality of O implies that w(b) has to
stabilise the ancilla state. Moreover, as O is not a Clifford dilation, we can choose a 6= 0
since otherwise the measurement would act trivial. Then, any Pauli operator which anti-
commutes with w(a) lies in the kernel of O.

9.3.2 Characterisation of completely stabiliser-preserving maps and
channels

For this work, the focus lies on the case m = n, i. e. on channels which map the input
space to itself. However, the following results should be possible to generalise.

As we saw in Sec. 9.2.2, completely stabiliser-preserving maps are in bijection with the
subset of the bipartite 2n-qubit stabiliser polytope fulfilling the TP condition. Notably,
bipartite stabiliser states have a special structure that can be exploited to bring them into
a standard form which we call the polar form. It is given by |s 〉 = 2k/2UP⊗ 1

∣∣φ+
〉

for a
Clifford unitary U ∈ Cln and a stabiliser code projector P of rank 2n−k. While this seems
to be folk knowledge in the relevant community, we have been unable to find an explicit
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formulation in the literature. Note that from this form, one can immediately derive the
Schmidt rank of |s 〉 as log2 rk(P) = n− k.

For the sake of readibility, the proof of this fact can be found in App. 9.C.

Theorem 9.1. Let stabn,k be the set of [[n, n− k]] stabiliser code projectors with stabn ≡ stabn,n.
Then the following holds:

(i) For U ∈ Cln and P ∈ stabn,k, the Choi state J (2k Ad(UP)) is a stabiliser state.

(ii) For all s ∈ stab(2n), there is a U ∈ Cln and P ∈ stabn,k such that 2k Ad(UP) = J −1(s).

Note that while the projective part in the polar form of a stabiliser state is unique, the
unitary part is not. This is because replacing the Clifford unitary by U 7→ UV where V
acts trivially on the code space gives an equivalent presentation of the state. Technically,
this means that the unitary part is unique up to the left Clifford stabiliser of the stabiliser
code.

Using the polar form, the polytope of CSP maps can be characterised as follows: The
SP2n polytope corresponds under the inverse Choi-Jamiołkowski isomorphism to the
polytope which is spanned by channels with a single stabiliser Kraus operator 2k/2UP.
Hence, any CSP map is of the form

E =
r

∑
i=1

λi
2n

rk Pi
UiPi · PiU†

i , (9.12)

where λi are convex coefficients. However, Eq. (9.12) only defines a valid CSP map E if it
is trace-preserving. Using the above form, we can cast the TP condition into an appealing
form: E is a CSP map if and only if

1 = E †(1) =
r

∑
i=1

2nλi

rk Pi
Pi. (9.13)

Thus, a sufficient and necessary condition for a convex combination of stabiliser Kraus
operators to define a CSP map is that the rescaled projective parts P̃i := (2nλi/ rk Pi)Pi
form a POVM. In this context, the CSP channel E in Eq. (9.12) can be seen as the in-
strument associated with the stabiliser POVM {P̃i} combined with the application of
Clifford unitaries Ui conditioned on outcome i. A priori, this allows for more general
quantum channels than in the case of stabiliser operations where the POVM has to come
from Pauli measurements, and thus the P̃i are mutually orthogonal. Albeit, it is not clear
how strongly Eq. (9.13) restricts the admissible stabiliser codes Pi and coefficients λi. In
particular, one could think of arranging overlapping codes with the right weights in non-
trivial ways such that they yield the identity on Hilbert space. Indeed, an example of a
CSP channel defined via overlapping stabiliser codes is given in Sec. 9.3.3. Finally, note
that given a set of stabiliser codes, it is in principle possible to decide whether there ex-
ist coefficients such that Eq. (9.13) holds by solving a linear system of equations which
depends on the structure of code overlaps.

Let us give some examples of CSP maps:

1. Mixed Clifford channels. Take Pi ≡ 1, then 2n/ rk Pi = 1 and Eq. (9.13) is trivially
fulfilled for any convex combination.
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2. Dephasing in a stabiliser basis. Take a basis of stabiliser states, and let Pi be the rank-
one projectors onto the basis. A uniform convex combination λi = 2−n of these
fulfills the TP condition Eq. (9.13). Such a channel corresponds to a dephasing
in the chosen basis, followed by the potential application of conditional Clifford
unitaries Ui depending on the basis measurement outcome i.

3. Dephasing in stabiliser codes. More generally, take an arbitrary stabiliser group S =
〈g1, . . . , gk〉 and let Pi be all 2k orthogonal stabiliser codes corresponding to different
sign choices of the generators and λi = 2−k. This defines a POVM (“syndrome
measurement”).

4. Reset channels. Let s ∈ stabn be an arbitrary stabiliser state and consider the channel
which replaces every input by s, i.e. Rs : X 7→ tr(X)s. It is clearly CSP and is a
special cases of the second example where |s 〉 is completed to a stabiliser basis and
the Clifford unitaries are chosen such that all basis elements are mapped to |s 〉.

An important open question in this context is what the vertices, i.e. the extremal chan-
nels, of the CSP polytope are. Clearly, Clifford unitaries, corresponding to maximally en-
tangled stabiliser states, are extremal and trace-preserving and thus vertices of the CSP
polytope. However, new vertices emerge by intersecting the stabiliser polytope with the
affine TP subspace and a full characterisation of those seems to be difficult. Albeit, it is
possible to state some necessary conditions for the new vertices using geometrical argu-
ments. Clearly, any vertex has to lie on the boundary of the stabiliser polytope, i.e. on
one of its faces. Note that the TP condition defines 4n − 1 independent affine constraints.
Thus, any vertex of the CSP polytope has to lie on a sufficiently low-dimensional face of
SP2n, namely one with dimension< 4n (compared to dim SP2n = 42n− 1). An example of
this is the following: Consider a non-trivial convex combination of two stabiliser states.
Their polar forms can only fulfill the TP condition Eq. (9.13), if the projective parts are
orthogonal and have rank 2n−1 and the convex coefficients are 1

2 each. Thus, we can write
them as

P± =
1
2
(1± w(a)) , a ∈ F2n

2 \ 0. (9.14)

Moreover, it is known that any two stabiliser states are connected by an edge of the
stabiliser polytope if and only if their support on the Pauli basis is not identical [158,
159]. To achieve non-identical support of two stabiliser states with projective parts P±,
it is enough to add a Clifford unitary that acts non-trivially on P±. Thus, the following
map

Ea := UP+ · P+U† + P− · P−, (9.15)

lies on an edge of the stabiliser polytope and is the only point on the edge which is TP.
Therefore, it is extremal within the CSP polytope by the previous dimension argument.
Note that the channel Ea represents a stabiliser operation since it corresponds to measur-
ing the Pauli operator w(a) and applying the Clifford unitary U conditioned on the “+1”
outcome.

9.3.3 Construction of a CSP map which is not a stabiliser operation

Notably, all of the examples given in the last section are stabiliser operations. The goal
of this section is to show that the class of CSP maps is generally larger than the class of
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stabiliser operations by constructing an explicit example of a CSP map which is not SO
for n ≥ 2.

Theorem 9.2 (SOn ( CSPn). It holds CSPn = SOn if and only if n = 1. In particular, the set
of CSP maps is strictly larger than the set of stabiliser operations for n ≥ 2.

The proof strategy is as follows: In App. 9.E, we show that any single-qubit CSP
map is a stabiliser operation. Furthermore, we define a CSP map Λ and prove that it
is extremal within the CSP polytope. We show that for n ≥ 2 the kernel of Λ does not
contain a Pauli operator and Λ does not have a Clifford dilation. Consequently, Λ is not
a stabiliser operation by Corollary 9.1.

Lemma 9.3 (Extremality of Λ). Define the following CSP channel:

Λ := Ad(H⊗nP) +
1

2n−1 ∑
a∈Zn

Ad(Pa), (9.16)

where P := |0n 〉〈0n |, and Pa := 1
2 (1− w(a)). Then, Λ is extremal within the CSP polytope for

all n.

Due to its length and technicality, we defer the proof to App. 9.D, preceded by an
introduction into the required techniques. There, we prove a stronger version of Lemma
9.3 which is given as Theorem 9.4.

Note that Eq. (9.16) is in standard form (9.12) with uniform weights λa = 2−n. It is
straightforward to verify that Λ is TP since

Λ†(1) = P + 21−n ∑
a∈Zn

Pa = P + 1− 2−n ∑
a∈Zn

w(a) = 1. (9.17)

Here, we used that P = |0n 〉〈0n | = 2−n ∑a∈Zn
w(a).

The channel Λ can be understood as the geometrical generalisation of the “edge
construction” of a CSP map given in Eq. (9.15). Indeed, for n = 1, there is only one
Pa = |1 〉〈1 | and the channel is a stabiliser operation of the form

Λ = H |0 〉〈0 | · |0 〉〈0 |H + |1 〉〈1 | · |1 〉〈1 | . (9.18)

The idea is that generalising this from edges to higher-dimensional faces naturally re-
quires non-orthogonal codes and should thus give us the required example of a non-SO
map.

A natural question to ask is whether Λ can be expressed in terms of more elementary
quantum channels. Indeed, it is straightforward to compute its action in the computa-
tional basis, see App. 9.F. Write an arbitrary density matrix as ρ = ∑x,y ρxy |x 〉〈y |, then
the channel acts as

Λ(ρ) = ρ00 |+ 〉〈+ |+ ∑
x 6=0

ρxx |x 〉〈x |+
1
2 ∑

x 6=y 6=0
ρxy |x 〉〈y | . (9.19)

It can be written as a composition of the following three operations:

1. Perform a projective measurement with projectors { |0n 〉〈0n | ,1− |0n 〉〈0n |}. This
channel sets all off-diagonal terms in the first row and column of ρ to zero, i.e. it
block-diagonalises ρ with respect to the entry at position (0, 0).
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2. Partial dephasing in the computational basis with probability 1/2. This channel
reduces the amplitude of the off-diagonal terms by 1/2.

3. Apply a global Hadamard gate on all qubits conditioned on the “0” outcome of the
measurement.

Interestingly, all three components are necessary for Λ to have the desired properties.
If we leave out the second channel, it is possible to show that the composition of 1 and
3 is not stabiliser-preserving for n ≥ 2 (see App. 9.F), while for n = 1 it is simply a
stabiliser operation. Moreover, if we leave out channel 2 and 3, then we can rewrite the
block-diagonalisation as a uniform convex combination of the identity and the diagonal
n-qubit gate Vn := diag(−1, 1, . . . , 1). Note that Vn = X⊗n(Cn−1Z)X⊗n, thus it is in
the same level of the Clifford hierarchy as the multiply-controlled Z gate, namely in
the n-th level. Hence, for n ≤ 2, this is a mixed Clifford channel and in particular a
stabiliser operation. For n > 2, the same technique as before can be used to show that
this channel is not CSP and is thus a “magic” channel. The effect of the dephasing channel
is to sufficiently reduce the “magic” of the overall channel. With increasing dephasing
strength, it approaches the CSP polytope from the outside and eventually becomes CSP.
Figuratively speaking, the Hadamard gate in the last step fine-tunes the direction from
which the CSP polytope is being approached, resulting in a channel which is able to
separate the CSP from the SO polytope.

Lemma 9.4. Let Λ be as in Eq. (9.16) and n ≥ 2. Then, there is no u ∈ F2n
2 such that w(u) ∈

ker Λ.

Proof. Note that we have for any u ∈ F2n
2 :

Pw(u)P = 1Zn(u)P, Paw(u)Pa = 1a⊥(u)w(u)Pa, (9.20)

where 1M is the indicator function on a set M. Thus, we find

Λ(w(u)) = 1Zn(u)|+n〉〈+n|+ 1
2n−1 w(u) ∑

a∈Zn∩u⊥
Pa. (9.21)

First, assume that u ∈ Zn. Then we get

Λ(w(u)) = |+n〉〈+n|+ 2−nw(u)
(

2n
1− ∑

a∈Zn

w(a)
)
= |+n〉〈+n|+ w(u)− |0n 〉〈0n | .

(9.22)
However, this is not zero since e.g. 〈0n|Λ(w(u)) |0n〉 = 2−n. Next, assume u /∈ Zn. Write
u = (uz, ux) with ux 6= 0. Then, u⊥ ∩ Zn = {(z, 0) | z · ux = 0} which has dimension
n− 1 by assumption. Compute:

Λ(w(u)) = 2−nw(u)
(

2n−1
1− ∑

z∈u⊥x

Z(z)
)
= i−uz·ux

(
1
2

Z(uz)− 2−n ∑
z∈u⊥x

Z(z+uz)

)
X(ux).

(9.23)
Since n ≥ 2, we can find a y ∈ Fn

2 \ {0} such that y 6= ux. Then, we find

〈y|Λ(w(u)) |y + ux〉 =
1
2

i−uz·ux(−1)uz·y

1− 1
|u⊥x | ∑

z∈u⊥x

(−1)z·y


=

1
2

i−uz·ux(−1)uz·y 6= 0.

(9.24)
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Here, we used that the sum has the form of an inner product of characters and is thus
zero, since by assumption y /∈ (u⊥x )⊥ = 〈ux〉.

As discussed before, Λ is an extremal stabiliser operation for n = 1. It is straightfor-
ward to check that in this case we have Λ(X) = 0 for the Pauli X matrix.

Lemma 9.5. Λ does not have a Clifford dilation.

Proof. If it had a Clifford dilation, then Λ† would map Pauli operators to Pauli operators,
up to a phase. Along the line of the proof of Lem. 9.4 we find for any u ∈ F2n

2 :

PH⊗nw(u)H⊗nP = 1Xn(u)P ⇒ Λ†(w(u)) = 1Xn(u) |0n 〉〈0n |+ 1
2n−1 w(u) ∑

a∈Zn∩u⊥
Pa.

(9.25)

For e.g. u = e1 ∈ Zn, we thus get

Λ†(Z1) = 2−nZ1

(
2n
1− ∑

a∈Zn

w(a)
)
= Z1 − |0n 〉〈0n | , (9.26)

which is certainly not proportional to a Pauli operator.

9.4 Summary and open questions

In this work, we have characterised CSP maps by suitable stabiliser POVMs with con-
ditional application of Clifford unitaries. Based on these insights, we have constructed
a CSP map which is extremal in the CSP polytope. By deriving a special property of
extremal stabiliser operations, we have been able to prove that our example is not a sta-
biliser operation, except for n = 1 in which case the classes coincide. Finally, this shows
that the class of CSP maps is strictly more general than the class of stabiliser operations
for n ≥ 2, reflecting the well-known result from entanglement theory that LOCC opera-
tions are contained but not equal to the set of separable quantum channels.

This finding indicates that recently proposed stabiliser-based simulation techniques
of CSP maps are strictly more powerful than Gottesman-Knill-like methods [36].

Furthermore, our result has direct applications to the problem of quantifying re-
sources required in the magic state model for quantum computing. The axiomatic ap-
proach to free operations has the advantage that it is possible to directly apply results
from general resource theory and obtain explicit bounds on e.g. state conversion and
distillation rates [27, 36, 160–162]. For this case, it is also known that the theory is asymp-
totically reversible [39]. Here, it would be interesting to study whether tasks like magic
state distillation can show a gap in the achievable rates between CSP channels and sta-
biliser operations. Again, this question is motivated from entanglement theory, where a
significant separation between separable channels and LOCC operations for e.g. entan-
glement conversion is known [157].

Finally, we expect that our results also hold for qudit systems of odd prime-power
dimension. Arguably, this is the mathematically simpler case and our proof strategy
should still be applicable after replacing the representation of stabiliser states via the
characteristic function with the Wigner function.
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9.A Phase space formalism in a nutshell

9.A.1 Discrete phase space

The central insight of the phase space formalism is that the n-qubit stabiliser formal-
ism can be formulated using discrete symplectic geometry on the 2n-dimensional vector
space F2n

2 over the finite field F2, equipped with the standard symplectic form

[a, b] := az · bx + az · bx (9.27)

for a = (az, ax), b = (bz, bx) ∈ F2n
2 . Before we will make this connection precise, let

us introduce some definitions. Given a subspace M ⊂ F2n
2 , its symplectic complement is

defined as M⊥ := {a ∈ F2n
2 | [a, b] = 0 ∀b ∈ M}. We call M isotropic if M ⊂ M⊥,

i.e. if all elements of M are orthogonal to each other. The dimension of an isotropic
subspace M is upper bounded by n since dim M⊥ + dim M = 2n. A maximally isotropic
subspace M = M⊥ is also called a Lagrangian. Finally, it is always possible to write the
symplectic space as F2n

2 = L ⊕ L′ for L and L′ disjoint Lagrangian subspaces. This is
called a polarisation of the underlying space. An example of such a polarisation is given
by the standard basis e1, . . . , en, f1, . . . , fn of F2n

2 as Zn ⊕ Xn where Zn := 〈e1, . . . , en〉 and
Xn := 〈 f1, . . . , fn〉. Linear maps g ∈ GL((F)

2n
2 ) which preserve the symplectic form,

[g(a), g(b)] = [a, b] are called symplectic and form the symplectic group Sp(F2n
2 ) which we

will often denote Sp2n for brevity.
The Pauli or Weyl operators defined before in Eq. (9.2) as

w(a) := i−γ(a)Z(az)X(ax), γ(a) := az · ax mod 4, (9.28)

form a projective representation of the discrete phase space F2n
2 as an additive group:

w(a)w(b) = iβ(a,b)w(a + b), β(a, b) := γ(a + b)− γ(a)− γ(b) + 2(ax · bz). (9.29)

Here, β is a function F2n
2 ×F2n

2 → Z4. By definition, it has the following properties:

β(a, a) = β(a, 0) = β(0, a) = 0, (9.30)

We have β(a, b)− β(b, a) = 2[a, b] ∈ 2Z4, and thus the symplectic structure of the phase
space is encoded in the commutation relations as

w(a)w(b) = (−1)[a,b]w(b)w(a). (9.31)

Moreover, it holds that 2β(a, b) = 2[a, b] ∈ 2Z4.
Note that if we take e ∈ Zn and f ∈ Xn, then β takes the form

β(e, f ) = γ(e + f ) = Ω(e, f ) with Ω(a, b) = az · ax − ax · bz mod 4. (9.32)

Moreover, on the Lagrangian subspaces Xn and Zn, the function β is identically zero by
the definition of the Weyl operators in Eq. (9.28):

β(e, e′) = 0 = β( f , f ′), ∀e, e′ ∈ Xn, f , f ′ ∈ Zn. (9.33)

On more general isotropic subspaces, this is not the case, but β takes only values in 2Z4,
which can be seen by squaring Eq. (9.29). Furthermore, it is also symmetric. Thus, we can
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define a F2-valued symmetric function β̄ on all isotropic subspaces via 2β̄(a, b) = β(a, b)
where [a, b] = 0.

Finally, let us note that if we consider a composite system of n and m qubits, its phase
space is F2n

2 ⊕F2m
2 . The β function then splits as

β(a⊕ b, c⊕ d) = β(a, c) + β(b, d). (9.34)

The β̄ function however does not necessarily split since

0 = [a⊕ b, c⊕ d] = [a, c] + [b, d], (9.35)

does not necessarily imply that [a, c] = 0 = [b, d].

9.A.2 Clifford group

Since Clifford unitaries preserve the Pauli group and the commutation relations, they can
be uniquely represented by a symplectic map g ∈ Sp2n and a phase function α : F2n

2 → F2
as follows:

Uw(a)U† = (−1)α(a)w(g(a)). (9.36)

It is not very instructive to write down the explicit form of the phase function α. How-
ever, by the composition law Eq. (9.29) it has to fulfill the polarisation equation:

2
(
α(a + b)− α(a)− α(b)

)
= β(g(a), g(b))− β(a, b). (9.37)

This implies that α is completely determined on a basis of F2n
2 . Moreover, any linear

form a 7→ [h, a] gives rise to another phase function α′ = α + [h, ·] compatible with g ∈
Sp2n and it is possible to show that any phase function can be obtained this way. By
Eq. (9.29), these linear forms change the Clifford unitary as U′ = Uw(h). This shows
that the quotient of the Clifford group Cln by the Pauli group Pn is isomorphic to the
symplectic group Sp2n, in formula Cln/Pn ' Sp2n.

9.A.3 Stabiliser codes

Recall that a [[n, n− k]] stabiliser code is defined by an Abelian subgroup −1 /∈ S ⊂ Pn
of order 2k, i.e. with k independent generators. Using the above notation, we can write

S = {(−1)ϕ(a)w(a) | a ∈ M}, (9.38)

for M ⊂ F2n
2 and a phase function ϕ : M → F2. The properties of S imply that M is a

k-dimensional isotropic subspace. The orthogonal projector on the code space stabilised
by S can be written as

PS =
1
|S| ∑

g∈S
g =

1
2k ∑

a∈M
(−1)ϕ(a)w(a). (9.39)

As before, by Eq. (9.29), we find that the phase function has to fulfill

ϕ(a + b)− ϕ(a)− ϕ(b) = β̄(a, b). (9.40)
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Thus, it is completely determined on a basis of M and any two phase functions compat-
ible with M differ by a linear form. Hence, the number of stabiliser codes associated to
M is exactly |M∗| = |M| = 2k. These are all orthogonal since for any two codes, there
is at least one a ∈ M such that the phase function differs and thus w(a) takes different
eigenvalues on the two codes.

In particular, stabiliser states are [[n, 0]] stabiliser codes. They are exactly represented
by maximally isotropic, i.e. Lagrangian subspaces. The above argument shows that there
are 2n orthogonal stabiliser states associated to any Lagrangian L, which form an or-
thonormal basis of (C2)⊗n. Conversely, one can show that any orthonormal basis of
stabiliser states has to correspond to a single Lagrangian.

Since the Pauli operators form a basis for the space of linear operators on (C2)⊗n, we
can expand any state as

ρ =
1
2n ∑

a∈F2n
2

χρ(a)w(a), χρ(a) = tr(w(a)ρ). (9.41)

We call χρ the characteristic function of the state ρ. Since ρ is Hermitian, χρ is a real-valued
function and its values are in [−1, 1]. Sometimes, it is also called the Bloch representation
of ρ.

Of course, we can expand any operator in the Pauli basis such as stabiliser code
projectors. It will be convenient to choose a different normalisation for those such that
Eq. (9.39) becomes

P =
1
2k ∑

a∈M
χ(a)w(a). (9.42)

Let us now state the properties of stabiliser codes in terms of their characteristic function.
A real-valued function χ is the characteristic function of a stabiliser code if and only if its
support is given by an isotropic subspace supp(χ) = M ⊂ F2n

2 and it obeys the following
rules:

χ(0) = 1, χ(a + b) = (−1)β̄(a,b)χ(a)χ(b) ∀a, b ∈ M. (9.43)

The first one is coming from the trace condition, the second one from Eq. (9.40). Note
that the second relation is reminiscent of the definition of an additive character on the
subspace M, except for the additional “twist” by the function β.

9.B Proof of Corollary 9.1

Theorem 9.3 (Pauli invariance of extremal stabiliser operations). Let O ∈ SOn,m be an
extremal stabiliser operation. Then, at least one of the following is true:

(i) There is a x ∈ F2n
2 \ 0 such that O = O ◦Ad(w(x)).

(ii) O has a Clifford dilation.

Here, we use Ad(A) to denote the superoperator which is given by the adjoint action
of A, i. e. Ad(A)(X) := AXA†.
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Proof of Corollary 9.1. Let O ∈ SOn,m be an extremal stabiliser operation which does not
have a Clifford dilation. By Thm. 9.3, there is a x 6= 0 such thatO = O ◦Ad(w(x)). Then,
for all y /∈ x⊥:

O(w(y)) = O(w(x)w(y)w(x)) = −O(w(y)) ⇒ w(y) ∈ kerO. (9.44)

In fact, it is possible to state Thm. 9.3 more precisely. However, this is not needed for
the purpose of this work and thus the additional steps in the proof have been omitted.
Nevertheless, it is straightforward to prove the following statements along the lines of
this appendix. For m ≤ n, an extremal Clifford dilation can always be written without
the use of ancillas, in particular, for m = n, this is simply a Clifford unitary. Moreover,
for m < n, the existence of Pauli invariances is a generic feature of stabiliser operations
and thus the importance of Thm. 9.3 lies in the existence of invariances in the regime
m ≥ n. To make this plausible, consider an n-qubit Clifford unitary U, followed by
tracing out the last n− m qubits. Under such a stabiliser operation, any Pauli operator
which is mapped under U to a Pauli operator having support only on the last n − m
qubits yields an invariance. This example shows that both statements in Thm. 9.3 can be
simultaneously true. However, in the regime m ≥ n, they are mutually exclusive since
then any Clifford dilation is a partial isometry, in particular it has a trivial kernel.

For the proof, we make use of the symplectic language introduced in App. 9.A. More-
over, it will turn out to be beneficial to prove to following lemma first:

Lemma 9.6. Suppose that O is an extremal stabiliser operation which starts by preparing an
ancilla state |0k〉, followed by the measurement of a Pauli operator w(a)⊗w(b) where the ancilla
state is not an eigenvector of w(b). Then this measurement can be replaced by a Clifford unitary.

Proof. Let us denote the stabiliser operation which prepares |0k〉 and measures w(a) ⊗
w(b) by Õ. Because w(b)|0k〉 is an element of the computational basis, there is a Clifford
unitary V which maps |0k〉 7→ |0k〉 and (w(b)|0k〉) 7→ |1〉|0k−1〉. There is also a Clifford
U such that Uw(a)U† = Z1. Thus, up to acting with U on the input register before, and
with V on the ancilla register after the measurement, we may assume that w(a) = Z1 and
w(b)|0k〉 = |1〉|0k−1〉.

Assume the inputs are in the state |ψ 〉 before the measurement. In terms of a con-
trolled Z-gate (first ancilla qubit controlling the first input qubit), the projections onto
the ±-eigenspaces of w(a)⊗ w(b) are given by

1
2

[
|ψ 〉 ⊗ |0 〉 ± (Z1 |ψ 〉)⊗ |1 〉

]
⊗ |0k−1〉 = 1√

2

[
CZ |ψ 〉 |±〉

]
⊗ |0k−1〉. (9.45)

Since the norm-squared is 1/2 in either case, the channel Õ can be written as

Õ(ρ) = 1
2

Ad(CZ)
(
ρ⊗ |+ 〉〈+ | ⊗ |0k−1〉〈0k−1|

)
+

1
2

Ad(CZ)
(
ρ⊗ |−〉〈−| ⊗ |0k−1〉〈0k−1|

)
.

(9.46)
By extremality, both summands must realise the same channel, so we may replace the
measurement by a Hadamard on the first ancilla, followed by the controlled-Z.
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Proof of Theorem 9.3. We can assume that an extremal stabiliser operation O has a circuit
representation with k ancilla qubits in the state

∣∣0k〉. Without loss of generality, we can
furthermore assume that it starts with the measurement of a (n + k)-qubit Pauli operator
w(a, b) = w(a)⊗ w(b) with a ∈ F2n

2 and b ∈ F2k
2 by propagating the first Pauli measure-

ment through the preceding Clifford unitaries. Moreover, by Lemma 9.6, we can assume
that b ∈ Zk. Note thatO is a Clifford dilation if and only if we can find no or only a trivial
Pauli measurement, which is a = 0. Let us thus assume that a 6= 0 and show that x = a
is the claimed invariance.

Let us denote the stabiliser operation which prepares |0k〉 and measures w(a)⊗ w(b)
by Õ. Clearly, it its enough to argue that Õ has the desired property. Let M be the
instrument associated to the projectors P± = 1

2 (1± w(a, b)) onto the eigenspaces of the
Pauli operator w(a, b). Then, for any u ∈ F2n

2 and v ∈ Zk, we have

M
(
w(u, v)

)
= P+w(u, v)P+ + P−w(u, v)P− =

{
w(u, v) if u ∈ a⊥,
0 else.

(9.47)

In particular, for any state ρ, we findM
(
ρ⊗ |0k〉〈0k|

)
= ρ′ ⊗ |0k〉〈0k|, where ρ′ is a poten-

tially sub-normalised state which commutes with w(a). Hence:

Õ(ρ) =M
(
ρ⊗ |0k〉〈0k|

)
= (w(a)⊗ 1)M

(
ρ⊗ |0k〉〈0k|

)
(w(a)† ⊗ 1)

=M
(
w(a)ρ w(a)† ⊗ |0k〉〈0k|

)
= Õ(w(a)ρ w(a)†).

(9.48)

9.C Polar form of bipartite stabiliser states

9.C.1 Double Lagrangians

Let us consider stabiliser states in the bipartite setting where every subsystem is com-
posed of n qubits. Define V := F2n

2 , then the corresponding 2n-qubit phase space is
2V := V ⊕ V. The goal of this section is to derive a standard form for the bipartite La-
grangians Lag(2V). Note that this characterisation is possible in full generality for local
prime-power dimensions and also plays an important role in the representation theory
of the Clifford group. A more detailed treatise will be given in Ref. [129]

Note that the graph Γ(g) of a symplectic map g ∈ Sp(V) is a Lagrangian subspace
since

[g(a)⊕ a, g(b)⊕ b] = [g(a), g(b)] + [a, b] = 0. (9.49)

Moreover, note that Γ(g) is transverse to the left and right embedding of V, i. e. Γ(g)∩ (0⊕
V) = Γ(g) ∩ (V ⊕ 0) = 0. Conversely, it is straightforward to show that any transverse
Lagrangian is the graph of symplectic map.

In general, a Lagrangian subspace L ⊂ 2V will have non-trivial overlap with the
left/right embeddings. As as starting point, we thus define the left and right defect spaces
of a “double” Lagrangian L ⊂ 2V as

LLD ⊕ 0 := L ∩ (V ⊕ 0), 0⊕ LRD := L ∩ (0⊕V). (9.50)
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By definition, LLD and LRD are isotropic subspaces of V. Denoting by prL and prR the
projections onto the left and right factor of L, we see that ker prL = L ∩ (0⊕ V) ' LRD
and ker prR = L ∩ (V ⊕ 0) ' LLD. Setting LL := im prL and LR := im prR, we find that
LL ⊂ L⊥LD and LR ⊂ L⊥RD. Moreover, it holds:

dim L⊥LD = dim V − dim LLD = dim L− dim ker prR = dim LR ≤ dim L⊥RD,

dim L⊥RD = dim V − dim LRD = dim L− dim ker prL = dim LL ≤ dim L⊥LD.
(9.51)

Hence, we have L⊥LD = LR, L⊥RD = LL and dim LLD = dim LRD. Recall that the quo-
tients L⊥LD/LLD and L⊥RD/LRD inherit a (non-degenerate) symplectic form from the one
on V. Then, the Lagrangian L uniquely determines a symplectic map ϕ : L⊥RD/LRD →
L⊥LD/LLD as follows: For any w ∈ L⊥RD pick a v = v(w) ∈ L⊥LD such that v(w)⊕ w ∈ L
and set ϕ([w]) := [v(w)]. This map is well-defined since for any w′ ∈ [w] and v′ such
that v′ ⊕ w′ ∈ L we find that

(v− v′)⊕ 0 = v⊕ w− 0⊕ (w− w′)− v′ ⊕ w′ ∈ L, (9.52)

thus v′ ∈ [v(w)]. Hence, L uniquely determines (LLD, LRD, ϕ) and vice versa, we can
recover L by

L =
{

v⊕ w | w ∈ L⊥RD, v ∈ ϕ([w])
}

. (9.53)

This is indeed the complete Lagrangian subspace since its dimension is dim L⊥RD +dim LLD =
dim V.

Let us add some remarks. The symplectomorphism ϕ : L⊥RD/LRD → L⊥LD/LLD can
be seen as being induced from a (non-unique) symplectic map g ∈ Sp(V) as follows: Lift
ϕ to an isometry ϕ̃ : L⊥RD → L⊥LD mapping LRD to LLD and use Witt’s theorem to extend
it to a symplectic map g ∈ Sp(V) which yields ϕ([v]) = [g(v)]. Moreover, it should be
clear that given two isotropic subspaces M, N ⊂ V of the same dimension, any bijective
linear map h : M → N is an isometry and thus extends to a symplectic map g ∈ Sp(V)
which automatically maps M⊥ to N⊥. Then, Eq. (9.53) yields a valid double Lagrangian
L with left and right defect subspaces LLD = N, LRD = M and isometry induced by g.
Alternatively, we can write it as follows:

L = L(M, g) :=
{

g(w + v)⊕ w | w ∈ M⊥, v ∈ M
}

. (9.54)

Remark 9.1. The given decomposition of “double Lagrangians” was introduced in rep-
resentation theory and harmonic analysis by Howe [163, 164] together with the closely
connected oscillator semigroup (in odd characteristic).

9.C.2 Bipartite stabiliser states

The standard form of double Lagrangians, Eq. (9.54), already implies that any bipartite
stabiliser state is of the form

|s 〉 = 2k/2UP⊗ 1

∣∣φ+
〉
, (9.55)

which we call the polar form. To show this implication explicitly, note that the Lagrangian
and characteristic function of

∣∣φ+
〉

is given by

L+ = {(v, v) | v ∈ V}, χ+(v, v) = (−1)vz·vx . (9.56)
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Note that on L+, we have (cp. App. 9.A):

β((v, v), (w, w)) = β(v, w) + β(v, w) = 2β(v, w) = 2[v, w] ∈ 2Z4. (9.57)

Thus, χ+ indeed fulfills the composition law, Eq. (9.43):

χ+(v + w, v + w) = (−1)[v,w]χ+(v, v)χ+(w, w) = (−1)β̄((v,v),(w,w))χ+(v, v)χ+(w, w).
(9.58)

Assume that P has an associated isotropic subspace M ⊂ V with characteristic func-
tion χP and U = 1 (for now). First, note that by definition χP(b)w(b)P = P for all
b ∈ M and thus the state |s 〉 in Eq. (9.55) is stabilised by all Pauli operators of the
form χ(b)w(b, 0) where b ∈ M. Moreover, it is also stabilised by those of the form
w(a)⊗ w(a) = (−1)az·ax w(a, a) where a ∈ M⊥, since we have

w(a, a)(P⊗ 1)
∣∣φ+

〉
= (w(a)Pw(a))⊗ 1

∣∣φ+
〉
= (−1)az·ax(P⊗ 1)

∣∣φ+
〉
. (9.59)

Here, we used that A⊗ 1

∣∣φ+
〉
= 1⊗ A>

∣∣φ+
〉

for any matrix A. Note that these two sets
of stabilisers are independent and commute, and are hence described by the isotropic
subspace

L = {(a + b, a) | a ∈ M⊥, b ∈ M} ⊂ 2V, (9.60)

of dimension dim M + dim M⊥ = 2n, i.e. a Lagrangian. This shows that 2k/2(P⊗ 1)
∣∣φ+

〉
is a stabiliser state with characteristic function defined on the generating sets by

χ(a, a) = (−1)az·ax = χ+(a, a), χ(b, 0) = χP(b), a ∈ M⊥, b ∈ M. (9.61)

Observe that acting with w(v, 0) for any v ∈ V on 2k/2(P⊗ 1)
∣∣φ+

〉
changes the charac-

teristic function as χ(a + b, a) 7→ (−1)[v,a+b]χ(a + b, a). This action is trivial if and only if
v ∈ M and thus we get |V \M| orthogonal stabiliser states in this way. However, there
are also |M| different characteristic functions χP for a given M ⊂ V. Thus, we get in
this way all |V| = |L| characteristic functions. In other words, any stabiliser state with a
Lagrangian of the form in Eq. (9.60) can be written as 2k/2(w(v)P)⊗ 1

∣∣φ+
〉
.

Finally, if we allow any Clifford unitary U in Eq. (9.55), this simply maps the orthog-
onal stabiliser basis supported on L to another orthogonal stabiliser basis with support

L′ = {(g(a + b), a) | a ∈ M⊥, b ∈ M} ⊂ 2V, (9.62)

where g is the symplectic matrix associated to U. Since any Lagrangian in 2V is of this
form, this shows that all bipartite stabiliser states have the claimed form (9.55).

Finally, we remark that is straightforward to classify bipartite stabiliser states by their
entanglement using the above language. Since the polar form Eq. (9.55) is precisely the
polar decomposition of the matrix representing |s 〉, we can see that the Schmidt rank of
|s 〉 is log2 rk P = n− k. As it is well known, the maximally entangled stabiliser states are
thus exactly those with P = 1, resulting in a trivial defect subspace M = {0}. Moreover,
the product states are those for which P is a stabiliser state itself, i.e. the subspace M
associated to P is a Lagrangian subspace.
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9.D Proof that Λ is extremal

This section is formulated using the representation of stabiliser states in terms of their
characteristic functions introduced in App. 9.A.3. Since the n-qubit CSPn polytope is
isomorphic to a sub-polytope of the 2n-qubit stabiliser polytope SP2n, it is possible to
embed it in this way into the Euclidean space of real functions on the double phase space
2V = V ⊕V, f : 2V → R with the inner product

f>g := ∑
v,w∈V

f (v, w)g(v, w). (9.63)

Note that here and in the following, V = F2n
2 is the n-qubit phase space. The character-

istic functions of stabiliser states are special among all functions since they have support
on a Lagrangian subspace L ⊂ 2V, are ±1-valued on L, and obey the composition law
(9.43). In this representation, a CP map with Choi state ρ is trace-preserving if and only
if its characteristic function χρ : 2V → R fulfills the condition χρ(0, a) = δa,0 for all
a ∈ V. We will sometimes abuse notation and write SP2n for the convex hull of character-
istic functions of stabiliser states, respectively CSPn for its subpolytope that satisfies the
trace-preserving condition χρ(0, a) = δa,0 for all a ∈ V.

Let P = |0 〉〈0 |. Set Zn := 〈e1, ..., en〉 and Z∗n = Zn \ {0}. For a ∈ Z∗n let Pa = 1
2 (1−

w(a)), where w(a) is a Pauli-Z operator. We consider the channel defined in Eq. (9.16)

Λ = H⊗nP · PH⊗n +
1

2n−1 ∑
a∈Z∗n

Pa · Pa, (9.64)

where H is the Hadamard-gate, acting on one qubit. The goal is to prove that this channel
is extremal, in the sense that it cannot be written as a convex combination of other CSP
channels. The channel Λ is an equal-weight convex combination of the maps given by
2n/2H⊗nP and 21/2Pa for a ∈ Z∗n. The Choi state associated with H⊗nP is simply:

2n(H⊗nP⊗ 1)|φ+〉〈φ+|(PH⊗n ⊗ 1) = H⊗n ⊗ 1|02n〉〈02n|H⊗n ⊗ 1

= |+n〉〈+n| ⊗ |0n 〉〈0n | , (9.65)

Thus, the associated Lagrangian is Lξ = Xn ⊕ Zn, where Xn = 〈 f1, . . . , fn〉. Note that
the corresponding characteristic function ξ is identically 1 on its support, i.e. ξ(e, f ) = 1
for all e ∈ Zn and f ∈ Xn. Using the results from Sec. 9.C.2, we obtain the following
Lagrangian for Pa:

Lξa := La := {(u + b, u) | u ∈ a⊥, b ∈ 〈a〉}. (9.66)

For all u ∈ a⊥, the associated characteristic function ξa can be computed using Eq. (9.61)
and the composition law (9.29):

ξa(a, 0) = −1
ξa(u, u) = (−1)uz·ux ,

ξa(u + a, u) = ξa(a, 0)ξa(u, u)(−1)β̄(a,u) = (−1)uz·ux+β̄(u,a)+1.

(9.67)

At this point, let us outline our proof strategy, which relies on elementary properties
of polytopes (see e. g. Ref. [165]). For an illustration, see Fig. 9.2.
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(I) We construct a face F of SP2n ⊃ CSPn such that ξa ∈ F and every other (pure)
stabiliser state χ ∈ F is maximally entangled. This is made precise in Lemma 9.7.

(II) We show that by adding ξ to F, we get another face F′ = conv(F ∪ {ξ}) of SP2n in
the form of a pyramid. This is Lemma 9.8.

(III) By intersecting F′ with the TP condition, we get a face F′TP of CSPn. This is still a
pyramid with apex λ := 1

2n (ξ + ∑a∈Z∗n ξa), ensuring that the corresponding channel
Λ is a vertex of the polytope CSPn, as shown in Theorem 9.4.

χ′

χ

ξa

ξ

χ′

χ

ξa

ξ

λ

Figure 9.2: Geometrical construction for n = 1. The characteristic function λ is a uniform
convex combination of ξa and ξ. The face F′ is a 3-dimensional pyramid with base F
(in gray) and apex ξ. F is spanned by ξa and additional characteristic functions χ, χ′

corresponding to maximally entangled stabiliser states (in gray). After intersecting SP2
with the TP-condition, we obtain the pyramidal face F′TP (in brown) with apex λ within
the polytope CSP2. In fact, for n = 1, one can show the extremality of λ, using that
conv(ξ, ξa) is even an edge of SP2, without requiring an extra base face F, cp. Eqs. (9.15)
and (9.18).

Remark 9.2. Note that stabiliser states with trivial right defect subspace, i.e. their char-
acteristic function obeys supp(χ) ∩ (0⊕ V) = {0}, are exactly the maximally entangled
ones. Under the Choi-Jamiołkowski isomorphism, these are in bijection with the set of
Clifford unitaries.

In order to characterise the face F we define a function ` : V ⊕V → R such that

F = {χ ∈ SP2n : `>χ = max
χ′∈SP2n

`>χ′}, (9.68)

i. e. ` is the normal vector of F. A crucial observation is that the characteristic functions
ξa coincide on the intersection of their support. This can be deduced from Eq. (9.67):

ξa(u, u) = ξa′(u, u) for all (u, u) ∈ La ∩ La′ = {(u, u) : u ∈ a⊥ ∩ a′⊥}. (9.69)

This motivates to choose ` in a such a way that is locally looks like the ξa’s, more precisely,
we define ` implicitly as follows:
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(i) supp(`) = ∪a∈Z∗n La

(ii) `|La = (ξa)|La for all a ∈ Z∗n.

The function ` is well-defined, because, as we have already seen, it holds (ξa)|La∩La′
=

(ξa′)|La∩La′
.

For completeness, we will explicitly state the values of `, which follow from Eq. (9.67).
Let a ∈ Z∗n, e ∈ Zn, f ∈ Xn, and v ∈ a⊥. Then:

`(0, a) = −1 = `(a, 0), (9.70)
`(e, e) = 1 = `( f , f ), (9.71)
`(v, v) = ξa(v, v) = (−1)vz·vx , (9.72)

`(v, v + a) = ξa(v, v)ξa(0, a)(−1)β̄(v⊕v,0⊕a) = −`(v, v) (−1)β̄(v,a), (9.73)

We can reformulate Eq. (9.73) as follows: For all a ∈ Z∗n and v ∈ a⊥, it holds

`(v, v + a) = `(v, v)`(0, a)(−1)β̄(v,a). (9.74)

Computing the inner product of ` and ξa, we obtain `>ξa = |La| = 22n. Moreover,
for any other stabiliser state with characteristic function χ and underlying Lagrangian
subspace Lχ we have `>χ ≤ |Lχ| with equality if and only if

Lχ ⊂ supp(`) = ∪a∈Z∗n La and `|Lχ
= χ|Lχ

. (9.75)

Here, a crucial observation is that χ|Lχ∩(0⊕Zn) always induces a character on Lχ ∩ (0⊕
Zn), cp. App. 9.A. However, if we look at the particular values of ` on Lχ ∩ (0 ⊕ Zn),
this is not the case (we have `|Lχ∩(0⊕Zn) = 21(0,0) − 1Lχ∩(0⊕Zn), which is certainly not a
character). Based on this idea, we obtain the following lemma:

Lemma 9.7. Let n ≥ 2. If the characteristic function χ of a (2n)-qubit stabiliser state is contained
in F, then χ = ξa for some a ∈ Z∗n, or the right defect subspace of Lχ is trivial, i.e. Lχ ∩ (0⊕V) =
{0}.

Proof. As pointed out in (9.75), a necessary condition for χ to be in F is that Lχ ⊂ ∪b∈Z∗n Lb,
so we assume that this holds for χ. Hence,

Lχ ∩ (0⊕V) ⊂
(
∪b∈Z∗n Lb

)
∩ (0⊕V) = ∪b∈Z∗n(0⊕ 〈b〉) = 0⊕ Zn. (9.76)

First, assume that dim(Lχ ∩ (0 ⊕ V)) ≥ 2, so there is (0, a), (0, â) ∈ Lχ ∩ (0 ⊕ V) for
a 6= â ∈ Z∗n. Let M = 〈(0, a), (0, â)〉. We will prove that χ|M 6= `|M. Therefore, consider
the values of ` on M:

`(0, 0) = 1, `(0, a) = −1, `(0, â) = −1, `(0, a + â) = −1. (9.77)

This shows that ` does not induce a character on the additive group M. However, since
M ⊂ Z2n and β vanishes on Z2n, χ induces a character on M, cp. App. 9.A. This proves
that χ|M 6= `|M.
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Next, we assume that dim(Lχ ∩ (0⊕V)) = 1, so Lχ ∩ (0⊕V) = {(0, 0), (0, a)} ⊂ La
for some a ∈ Z∗n. Using the canonical form of Lagrangian subspaces in V ⊕V, derived in
App. 9.C, Lχ is of the form

Lχ = {(g(u), u + b) : u ∈ a⊥, b ∈ {0, a}} (9.78)

for some symplectic matrix g acting on V. In the sequel, we prove that demanding χ|Lχ
=

`|Lχ
requires

Lχ = {(g(u), u + b) : u ∈ a⊥, b ∈ {0, a}}
= {(u, u + b) : u ∈ a⊥, b ∈ {0, a}}
= La,

(9.79)

which means that the action of g leaves La invariant. In order to do so, we will assume
Lχ 6= La and we will argue as in the case before, so we will construct a 2-dimensional
subspace M ⊂ supp(χ), containing the point (0, a) and then prove χ|M 6= `|M.

Define su := g(u) + u. If we set b = 0 in (9.78) and use that Lχ ⊂ ∪x∈Z∗n Lx, we see that
it must hold

(g(u), u) = (g(u), g(u) + su) ∈ ∪x∈Z∗n Lx (9.80)

for all (g(u), u) ∈ Lχ and therefore for all u with g(u) 6= u

su ∈ Zn, g(u) ∈ s⊥u and (g(u), u) ∈ Lsu (9.81)

The idea is to show that demanding `|Lχ
= χ|Lχ

forces the generating system

{(g(e), e) : e ∈ Zn} ∪ {(g( f ), f ) : f ∈ Xn ∩ a⊥} ∪ {(0, a)} (9.82)

of Lχ to be contained in La. We split the argument into two parts:

(a) Assume that (g(e), e) ∈ Lχ \ La for some e ∈ Zn. Note that by Eq. (9.81), we have
(g(e), e) ∈ Lse and by assumption se /∈ {0, a}.
Let M = 〈(g(e), e), (0, a)〉. The goal is to prove that `|M 6= χ|M. Therefore, consider
the values of ` on M:

1. `(0, 0) = 1

2. `(0, a) = −1

3. To evaluate ` at (g(e), e), note that g(e) = e + se, hence g(e) ∈ Zn. We obtain
from Eq. (9.74):

`(g(e), e) = `(g(e), g(e) + se) = `(g(e), g(e)) · `(0, se) = −1. (9.83)

4. For (g(e), e + a) we obtain, using se + a ∈ Zn:

`(g(e), e + a) = `(g(e), g(e) + se + a) = −1. (9.84)

The assigned values show that ` does not induce a character for the additive group
M ⊂ Z2n. However, as argued before, β vanishes on Z2n and thus χ|M is a character
for M, proving that `|M 6= χ|M.
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(b) Next, assume that (g( f ), f ) ∈ Lχ \ La for some f ∈ Xn. We define e := s f =
g( f ) + f ∈ Zn, hence

(g( f ), f ) = ( f + e, f ) (9.85)

with f ∈ e⊥. As (g( f ), f ) /∈ La, it follows that e /∈ {0, a}.
Analogously to case (a), let M = 〈(g( f ), f ), (0, a)〉.
We will show that, again, χ|M 6= `|M. The values of ` on M are given by

1. `(0, 0) = 1

2. `(0, a) = −1

3. Consider (g( f ), f ). By first applying Eq. (9.73) and using that f + e ∈ e⊥, we
obtain

`(g( f ), f ) = `( f + e, ( f + e) + e)

= `( f + e, f + e) · `(0, e) · (−1)β̄( f ,e)

= −(−1) fx ·ez · (−1)β̄( f ,e)

= −(−1)β̄( f ,e),

(9.86)

where we used in the fourth equation that f ∈ e⊥, so 0 = [ f , e] = fx · ez.

4. For (g( f ), f + a) we obtain analogously, since f + e ∈ (e + a)⊥ = e⊥ ∩ a⊥

`(g( f ), f + a) = `( f + e, ( f + e) + (e + a))

= −(−1)β̄( f ,e+a).
(9.87)

Note that the above properties hold for any pair (g( f ), f ) /∈ La. As we will show
in a moment, the existence of such a pair implies the existence of another pair
(g( f̂ ), f̂ ) = ( f̂ + ê, f̂ ) /∈ La such that

β( f̂ , ê) + β( f̂ , a) = β( f̂ , ê + a). (9.88)

Applying the previous results to this pair with M̂ = 〈(0, a), (g( f̂ ), f̂ )〉, demanding
χ|M̂ = `|M̂ would imply χ(0, a) = −1 and χ(g( f̂ ), f̂ ) = −(−1)β̄( f̂ ,ê). However, by
the the composition law (9.29) that needs to hold for χ:

χ((g( f̂ ), f̂ ) + (0, a)) = (−1)β̄( f̂ ,a) · χ(g( f̂ ), f̂ ) · χ(0, a) (9.89)

= (−1)β̄( f̂ ,a) · (−1)β̄( f̂ ,ê) = (−1)β̄( f̂ ,ê+a), (9.90)

which does not coincide with `((g( f̂ ), f̂ ) + (0, a)) = −(−1)β̄( f̂ ,ê+a), so χ|M̂ 6= `|M̂.
As a consequence, χ|Lχ

= `|Lχ
requires that any pair (g( f ), f ) ∈ Lχ is contained in

La and thus of the form ( f , f ) or ( f + a, f ).

Finally, we show that a pair (g( f̂ ), f̂ ) satisfying the bilinearity condition (9.88) ex-
ists. Since f ∈ Xn, e, a ∈ Zn, we have by Eq. (9.32),

β( f , e) = Ω( f , e) = fx · ez (mod 4)
β( f , a) = Ω( f , a) = fx · az (mod 4)

β( f , e + a) = Ω( f , e + a) = fx · (e + a)z (mod 4).
(9.91)
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We define the sets

Me = {i : fx(i) = ez(i) = 1}, Ma = {i : fx(i) = az(i) = 1}. (9.92)

Considered as integer vectors, the (Euclidean) inner products are fx · ez = |Me| and
fx · az = |Ma|. If we consider the inner product of fz and (e + a)x, we obtain

fx · (e + a)z = |Me|+ |Ma| − 2|Me ∩Ma|. (9.93)

Therefore, β( f , e) + β( f , a) = β( f , e + a) if |Me ∩Ma| is even. So we have to prove
that there exists an e, where this is indeed the case. In order to show this property
we will derive some restrictions on the symplectic map g.

First, suppose that |Me ∩ Ma| is odd. Let f̂ ∈ (a⊥ \ e⊥) ∩ Xn, which is not empty
by assumption. Then, g( f̂ ) 6= f̂ , because otherwise we would have g( f̂ + f ) = f̂ +
f + e, which cannot be the case, as f̂ + f /∈ e⊥, contradicting Eq. (9.81). Hence, we
can assume that g( f̂ ) = f̂ + ê for some ê 6= 0 and f̂ ∈ ê⊥. Note that by assumption
f̂ /∈ e⊥, thus ê 6= e. Moreover, since g is a symplectic map, we have

0 = [ f̂ , f ] = [g( f̂ ), g( f )] = [ f̂ + ê, f + e] = [ f̂ , e] + [ê, f ], (9.94)

forcing 1 = [ f̂ , e] = [ê, f ]. Since [ f , a] = 0, we have ê 6= a and hence, we have found
another pair (g( f̂ ), f̂ ) /∈ La.

Now, if |Mê ∩ Ma| is even, we are done. If not, choose the pair (g( f + f̂ ), f + f̂ )
with g( f + f̂ ) = f + f̂ + e + ê. Note that we have e + ê 6= 0 and e + ê 6= a since the
converse would imply that 1 = [ê, f ] = [e, f ] + [a, f ] = 0. Again, this implies that
we have found a pair (g( f + f̂ ), f + f̂ ) /∈ La. Finally, |Ma ∩Me+ê| is even since

|Ma ∩Me+ê| = |Me ∩Ma|+ |Mê ∩Ma| − 2|Me ∩Mê| (9.95)

is even when the first two summands on the right hand side are odd.

In summary, we have shown that χ|Lχ
= `|Lχ

requires that Lχ = La for some a ∈ Z∗n when
dim(Lχ ∩ (0⊕V)) ≥ 1. This finishes the proof.

We proceed now with step (II) of our proof strategy. Recall that ξ is the characteristic
function of the Choi state |+n 〉 ⊗ |0n 〉 of the first Kraus operator H⊗n |0n 〉〈0n | appearing
in our channel, Eq. (9.64), and Lξ = supp(ξ) = Xn ⊕ Zn is the associated Lagrangian.

In the next step, we prove that the set

F′ := conv(F ∪ {ξ}) (9.96)

is a face of SP2n in the form of a pyramid with base F and apex ξ (the “tip” of the pyramid).
The latter statement can be readily verified by evaluating ` on ξ:

`>ξ = ∑
(u,v)∈Lξ∩supp(`)

`(u, v) · ξ(u, v) = ∑
a∈Zn

`(0, a) · ξ(0, a)

= 1− ∑
a∈Z∗n

1

= −2n + 2

< 22n.

(9.97)
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Thus, ξ does not lie in the hyperplane defined by {χ : `>χ = 22n} which contains the
face F and the polytope F′ has the form of a pyramid.

In the following, we again construct a linear function `′ that is constant on the pyra-
mid F′. To this end, we modify the old function ` on

Lξ \ supp(`) = (Xn ⊕ Zn) \ (0⊕ Zn) = X∗n ⊕ Zn. (9.98)

We define `′ via

(i) supp(`′) = Lξ ∪ supp(`) = Lξ ∪
(
∪a∈Z∗n La

)
,

(ii) `′| supp(`) := `| supp(`),

(iii) `′(u, v) := C := 22n+2n−2
22n−2n = 1 + 21−n ∀(u, v) ∈ Lξ \ supp(`) = X∗n ⊕ Zn.

Then, `′>χ = 22n for all stabiliser states χ that are vertices of F and `′>ξ = 22n, hence `′

is constant on F′.

Lemma 9.8. For n ≥ 2, it holds that F′ = {χ ∈ SP2n : `′>χ = maxχ′∈SP2n `
′>χ′}. Conse-

quently, F′ is a face of SP2n.

Intuitively speaking, a Lagrangian subspace Lξ and supp(`) = ∪b∈Z∗n Lb intersect in a
relatively small subspace of size 2n, whereas | supp(`)| ≥ |Lξ | ≥ 4n.

To achieve a large inner product of a characteristic function χ with associated La-
grangian L and the linear function `′, it is necessary that L has a large overlap with
supp(`′). However, if we take some Lagrangian L, its intersection with supp(`′) splits
roughly into two almost disjoint parts, L ∩ Lξ and L ∩ supp(`).

Hence, if we demand that L and supp(`′) have a large overlap, we require that either
the intersection with Lξ or with supp(`′) is large. In fact, we will prove that L needs to
be even contained in one of these two sets for a sufficiently large overlap (and n ≥ 3) .
Then, given a characteristic function χ on L = Lξ , the inner product `′>χ cannot be too
large, since ξ and χ must be orthogonal and `′ differs from ξ only on a small fraction of
Lξ . If instead L ⊂ supp(`), then Lemma 9.7 implies that χ is already a vertex of F.

Proof. Let χ be the characteristic function of a (2n)-qubit stabiliser state. To prove that F′

is indeed a face of SP2n, we must show that `′>χ < 22n if χ /∈ F′.
First, assume that supp(χ) = Lχ = Lξ and χ 6= ξ. To compute the inner product `′>χ,

we divide it into a sum over Lξ \ supp(`) = X∗n⊕Zn and one over Lξ ∩ supp(`) = 0⊕Zn.
On the former set, `′(u, v) = C, on the latter one `′(0, z) = `(0, z) = −1 for z 6= 0 and
`′(0, 0) = 1. Therefore, we find

`′>χ = C ∑
x∈X∗n, z∈Zn

χ(x, z)− ∑
z∈Z∗n

χ(0, z) + 1

= C
∣∣{x ∈ X∗n, z ∈ Zn : χ(x, z) = 1

}∣∣
− C

∣∣{x ∈ X∗n, z ∈ Zn : χ(x, z) = −1
}∣∣− ∑

z∈Z∗n
χ(0, z) + 1.

(9.99)

Since different stabiliser states associated to the same Lagrangian are orthogonal, we
have χ>ξ = 0. Thus, there are 22n−1 coordinates in Lχ where χ and ξ coincide, i.e. χ = 1,
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and 22n−1 where they have opposite signs, χ = −1. Thus, we can upper bound `′>χ by
noting that in the worst case all χ(0, z) = −1. Then, the first set contains all positive
points (except the origin) and thus has cardinality 22n−1 − 1. The one of the second set is
therefore 22n−1 − 2n + 1:

`′>χ ≤ C
(

22n−1 − 1− (22n−1 − 2n + 1)
)
+ 2n

= 2n(C + 1)− 2C

= 21−n(4n − 2) < 22n,

(9.100)

for all n ∈N. Hence, χ /∈ F′.
Next, assume that χ is a (2n)-qubit stabiliser state such that Lχ * Lξ and Lχ *

supp(`) = ∪b∈Z∗n Lb (the cases, where Lχ is contained in one of these two sets were treated
above, respectively in Lemma 9.7). We claim that the intersection

I := Lχ ∩ (∪b∈Z∗n Lb) (9.101)

is closed under addition, i.e. a subspace. In order to see this, assume that there are (u, u+
a), (u′, u′+ a′) ∈ I with u ∈ a⊥, u′ ∈ a′⊥ and a, a′ ∈ Zn. We have to show that (u+ u′, u+
u + (a + a′)) is contained in ∪b∈Z∗n Lb. It suffices to prove that u + u′ ∈ (a + a′)⊥. Since Lχ

is isotropic, we have

0 = [(u, u + a), (u′, u′ + a′)] = [u, u′] + [u + a, u′ + a′] = [u, a′] + [u′, a] = [u + u′, a + a′],
(9.102)

where we used in the last equation that u ∈ a⊥ and u′ ∈ a′⊥.
Write the intersection of Lχ with supp(`′) = Lξ ∪ (∪b∈Z∗n Lb) as Lχ ∩ supp(`′) = I ∪ J,

using (by assumption nontrivial) subspaces I and

J := Lχ ∩ Lξ . (9.103)

Set k I = dim I and k J = dim J. Since Lχ * Lξ and Lχ * supp(`) = ∪b∈Z∗n Lb, it holds
k I , k J ≤ 2n− 1.

The intersection of I∩ J is contained in (∪b∈Z∗n Lb)∩ Lξ = 0⊕Zn, hence dim(I∩ J) ≤ n.
Furthermore, I, J ⊂ Lχ, so dim(〈I, J〉) ≤ 2n. Combining these upper bounds on the
dimension, we obtain

k I + k J = dim I + dim J = dim(〈I, J〉) + dim(I ∩ J) ≤ 2n + n = 3n. (9.104)

Note that `′|J\supp(`) ≡ C and |`′|I | ≡ 1. Thus, we can bound the evaluation of `′ on χ by

`′>χ ≤ |I|+ C|J| ≤ |I|+ C|J| − |I ∩ J| ≤ 2kI + 2k J C. (9.105)

For the case n ≥ 2 we distinguish two cases:

1. Let k J ≤ n + 1. Due to k I ≤ 2n − 1, we can upper bound `′>χ in (9.105) (using
C = 1 + 21−n) by

2kI + 2k J C ≤ 22n−1 + 2n+1(1 + 21−n) < 22n−1 + 22n−1 = 22n (9.106)

for n ≥ 3.
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2. Let n + 2 ≤ k J ≤ 2n− 1. In this case, due to k I ≤ 3n− k J , we can upper bound `′>χ
in (9.105) by

2kI + 2k J C ≤ 23n−k J + 2k J C ≤ 23n−(n+2) + 22n−1C = 22n−2(1 + 2C)

= 22n−2(3 + 22−n)

< 22n

(9.107)

for n ≥ 3.

The case n = 2 requires a slightly more careful analysis. If k I , k J ≤ 2, then Eq. (9.105)
yields directly that `′>χ < 22·2. If k J = 3 and k I = 2, then dim(I ∩ J) ≥ 1, due to
dim(〈I, J〉) ≤ 4. By Inequality (9.105), it follows

`′>χ ≤ |I|+ C|J| − |I ∩ J| = 22 + C23 − 2 = 4 +
3
2

8− 2 = 14 < 24, (9.108)

where we used that C = 3
2 . Analogously, we find that `′>χ < 24 if k J = 2 and k I = 3.

It remains the case k I = k J = 3. Here, we have dim(I ∩ J) ≥ 2, but as I ∩ J ⊂ 0⊕ Z2,
it follows that I ∩ J = 0⊕ Z2. We upper bound `′>χ via

`′>χ = (`′|(I∩J))
>χ|(I∩J) + (`′|(J\I))

>χ|(J\I) + (`′|(I\J))
>χ|(I\J)

≤ (`′|(I∩J))
>χ|(I∩J) + C(23 − 22) + (23 − 22)

= (`′|(I∩J))
>χ|(I∩J) + 10.

(9.109)

However, this is strictly smaller than 24 because the first summand in the last line is
smaller than 2. To this end, note that `′|(I∩J) = 21(0,0) − 10⊕Z2 and since χ|(I∩J) induces a
character on 0⊕ Z2, it follows that

(`′|(I∩J))
>χ|(I∩J) = (21(0,0) − 10⊕Z2)

>χ|I∩J ≤ 2. (9.110)

In summary, for `′>χ = 22n it is required that χ = ξ or χ ∈ F, which finishes the
proof.

Finally, we turn to the last step (III) of our proof. Starting with the face F′ of SP2n, we
can construct a face F′TP of the CSPn polytope by intersecting F′ with the affine subspaces
given by the TP condition. Recall that in terms of characteristic functions, this condition
is x(0, a) = δa,0 for all a ∈ V. Then, the following theorem states that the channel Λ is a
vertex of CSPn.

Theorem 9.4. The point

λ :=
1
2n

(
ξ + ∑

a∈Z∗n
ξa

)
(9.111)

is a vertex of the n-qubit CSP polytope. More precisely, for n ≥ 2, the face F′TP := CSPn ∩F′ of
CSPn is a pyramid with apex λ and base CSPn ∩F.

The theorem immediately implies that the quantum channel Λ, defined in Eq. (9.16),
is an extremal CSP map. This holds since λ is simply the characteristic function of the
Choi state associated with Λ.
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Proof. The case n = 1 was already discussed in Sec. 9.3.2 of the main body of this work.
Thus, let us assume that n ≥ 2. By construction, we have λ(0, a) = ξ(0, a)− ξa(0, a) =
1− 1 = 0 for all a ∈ V, hence, λ ∈ CSPn. Let χ ∈ F′. By applying Lemmata 9.7 and 9.8,
we can write χ as a convex combination of vertices of F′, i.e.,

χ = cξ + ∑
a∈Z∗n

caξa + ∑
b

c̃bηb, c + ∑
a∈Z∗n

ca + ∑
b

c̃b = 1, (9.112)

where the second summand ranges over all stabiliser states ηb ∈ F such that supp(ηb) ∩
(0⊕V) = {0} (cp. Lem. 9.7). Evaluating χ at a coordinate (0, a) ∈ 0⊕V, we obtain

χ(0, a) =


c− ca, if a ∈ Z∗n
1, if a = 0
0, otherwise.

(9.113)

So, χ(0, a) = 0 for all a ∈ Z∗n requires that ca = c for all a ∈ Z∗n, i.e. cξ + ∑a∈Z∗n caξa = αλ
for some 0 ≤ α ≤ 1. In summary, any χ ∈ F′TP is of the form

χ = αλ + ∑
b

c̃bηb, (9.114)

where α, c̃b ≥ 0 and α + ∑b c̃b = 1. Note that λ /∈ conv{ξb}, as λ can be separated from
conv{ηb} by the hyperplane that defines the face F, i.e. {χ : `>χ = 22n}. We conclude
that the face F′TP is a pyramid with apex λ and base conv{ηb} = CSPn ∩F, which holds,
since no convex combination of the ξa ∈ F (a ∈ Z∗n) fulfills the TP condition.

Finally, since F′TP is a face of CSPn, the point λ is a vertex of CSPn.

9.E Proof that SO1 = CSP1

Theorem 9.5. Let E ∈ CSP1 be an extremal CSP map. Then either E = U ·U† for some Clifford
unitary U or E is of the form

E = U1P+ · P+U†
1 + U2P− · P−U†

2 , (9.115)

where {P+, P−} are projectors on the eigenspaces of a Pauli matrix and U1, U2 are Clifford uni-
taries. Since such a channel E can be realised via stabiliser operations, it follows SO1 = CSP1.

Proof. Let χ be the characteristic function of the Choi state of a CSP map E . If χ is the
characteristic function of a maximally entangled 2-qubit stabiliser state, it follows im-
mediately that E = U ·U† for some Clifford unitary U. If this is not the case, χ can be
decomposed in a convex combination of characteristic functions of stabiliser states,

χ = ∑
b

ĉbηb + ∑
a

caξa, (9.116)

where the Lagrangian subspaces Lb = supp (ηb) have trivial right defect subspaces and
the Lagrangian subspaces La = supp (ξa) have 1-dimensional right defect subspaces
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(note that the corresponding stabiliser states are separable for n = 1). Since χ can be
written as a convex combination

χ =

(
∑

b
ĉb

)
1

∑b ĉb
∑

b
ĉbηb︸ ︷︷ ︸

∈CSP1

+

(
∑

a
ca

)
1

∑a ca
∑

a
caξa︸ ︷︷ ︸

∈CSP1

, (9.117)

it follows that χ can only be extremal when the first sum is empty. Hence, we can assume
χ = ∑a caηa. Let M ⊂ F2

2 be the set of points such that for all u ∈ M, there is a with
La ∩ (0⊕F2

2) = {(0, 0), (0, u)}. Now we can decompose ξ further as

χ = ∑
u∈M

∑
a:(0,u)∈La

caξa. (9.118)

We can argue as before and χ is a convex combination of |M| points

1
∑a:(0,u)∈La

ca
∑

a:(0,u)∈La

caξa ∈ CSP1 (9.119)

and χ can only be extremal if M = {u} for some u ∈ F2
2 \ 0. Define

A+ = {a : ξa(0, u) = 1}, A− = {a : ξa(0, u) = −1} (9.120)

and write χ as a convex combination

χ = ∑
a∈A+

caξa + ∑
a∈A−

caξa. (9.121)

Since χ ∈ CSP1, we have

∑
a∈A+

ca = ∑
a∈A−

ca, and 1 = ∑
a∈A+

ca + ∑
a∈A−

ca. (9.122)

Next, we consider the smallest coefficient in the decomposition of χ which we can assume
to be ca+ for some a+ ∈ A+. Choose any a− ∈ A−. Then, χ can be written as a convex
combination

χ = (2ca+)
1
2
(ξa+ + ξa−)︸ ︷︷ ︸
∈CSP1

+(1− 2c+a )
1

1− 2c+a

(
(ca− − ca+)ξa− + ∑

a∈A+\a+
caξa + ∑

a∈A−\a−
caξa

)
︸ ︷︷ ︸

=:χ̃∈CSP1

.

(9.123)

The second term χ̃ has the form

χ̃ = ∑
a∈Ã+

c̃aξa + ∑
a∈Ã−

c̃aξa, (9.124)

for Ã+ := A+ \ a+, Ã− := A− and c̃a ≥ 0. In particular,

∑
a∈Ã+

c̃a + ∑
a∈Ã−

c̃a =
1

1− 2ca+

(
∑

a∈A+\a+
ca + ca− − ca+ + ∑

a∈A−\a−
ca

)
(9.125)

=
1

1− 2ca+
(1− 2ca+) = 1, (9.126)

∑
a∈Ã+

c̃a − ∑
a∈Ã−

c̃a =
1

1− 2ca+

(
∑

a∈A+\a+
ca + ca+ − ∑

a∈A−\a−
ca − ca−

)
= 0. (9.127)
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Thus, χ̃ ∈ CSP1 as claimed. We can now iterate this scheme and further decompose χ̃
in the same fashion by taking the smallest coefficient from Ã+ ∪ Ã−. The iteration stops
when |A+| = |A−| = 1.

It follows that χ can only be extremal if

χ =
1
2
(ξ+ + ξ−), ξ±(0, u) = ±1. (9.128)

Here, supp(ξ+) and supp(ξ−) have both right defect subspace 〈u〉, and hence the corre-
sponding stabiliser states are of the form

U1(1+ w(u))⊗ 1

∣∣φ+
〉
, U2(1− w(u))⊗ 1

∣∣φ+
〉

(9.129)

for Clifford unitaries U1, U2 and the corresponding channel E is of the form (9.115).

9.F Analysis of the channel decomposition of Λ

First, let us compute the representation of

Λ := Ad(H⊗nP) +
1

2n−1 ∑
a∈Zn

Ad(Pa) (9.130)

in the computational basis. Write a = (z, 0) ∈ Z∗n and note that Pa = (1 − Z(z))/2
projects onto the span of computational basis states |x 〉 with x · z 6= 0. Thus, Pa |x 〉〈y | Pa
is zero if x or y is orthogonal to z and |x 〉〈y | otherwise. For any x 6= 0, the linear equation
x · z = 1 has exactly 2n−1 solutions z ∈ Fn

2 . Since the first term in Eq. (9.16) yields 0, we
get Λ( |x 〉〈x |) = |x 〉〈x | for any x 6= 0. Furthermore, adding the condition y · z = 1 for
any y /∈ {0, x} will further half the solution space, yielding 2n−2 vectors which are not
orthogonal to both x and y. Thus, given two non-zero vectors x 6= y, we get Λ( |x 〉〈y |) =
1
2 |x 〉〈y |. In summary, the action on an arbitrary density matrix ρ = ∑x,y ρxy |x 〉〈y | is

Λ(ρ) = ρ00 |+ 〉〈+ |+ ∑
x 6=0

ρxx |x 〉〈x |+
1
2 ∑

x 6=y 6=0
ρxy |x 〉〈y | . (9.131)

Now consider the channel Λ̃, that realises block diagonalisation followed by a global
Hadamard conditioned on ‘0” (cp. Sec. 9.3.3). The channel Λ̃ can be expressed by remov-
ing the 1

2 from the last summand of Eq. (9.131), so

Λ̃(ρ) = ρ00 |+ 〉〈+ |+ 2

[
∑
x 6=0

ρxx |x 〉〈x |+
1
2 ∑

x 6=y 6=0
ρxy |x 〉〈y |

]
− ∑

x 6=0
ρxx |x 〉〈x | . (9.132)

In terms of the original stabiliser codes, we can write this as

Λ̃ = Ad(H⊗nP) + 2
1

2n−1 ∑
a∈Zn

Ad(Pa)− ∑
x 6=0

Ad( |x 〉〈x |). (9.133)

Using the representation of Λ̃ in (9.133), we are able to derive the characteristic function
of the Choi state of Λ̃ by using the results from the last section. Note that the Choi state
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of |x 〉〈x | is simply 2−n/2 |xx 〉 with characteristic function given by 2−n(−1)x·e+x·e′ for a
point (e, e′) on its support Zn ⊕ Zn. Hence, the overall characteristic function of the last
term in (9.133) is

ν(e, e′) = 2−n ∑
x 6=0

(−1)x·e+x·e′ = 2−n ∑
x∈Fn

2

(−1)x·(e+e′) − 2−n = δe,e′ − 2−n. (9.134)

Here, we used that the sum in the second step is only non-zero if e = e′ and equals 2n in
this case. Finally, we find that the characteristic function of Λ̃ is

λ̃ =
1
2n

(
ξ + 2 ∑

a 6=0
ξa

)
− ν. (9.135)

Let us evaluate `′ from the last section on this. Since we already know that `′>χ ≤ `′>ξ =
`′>ξa = 22n for all χ ∈ SP2n, we only have to compute the action on ν.

`′>ν = ∑
e∈Zn

`(e, e)ν(e, e) + ∑
e 6=e′∈Zn

`(e, e′)ν(e, e′)

= (2n − 1) + 2−n(22n − 2n)

= 2 (2n − 1) .

(9.136)

Hence, we get

`′>λ̃ = 2n + 2 · 2n(2n − 1)− 2(2n − 1) = 22n (2− 3 · 2−n + 2−2n) . (9.137)

It is straightforward to check that the expression in the parenthesis is exactly 1 for n = 1
and > 1 for n ≥ 2, so `′>ν > 22n for n ≥ 2. Since {χ : `′>χ ≤ 22n} defines a face for the
CSP polytope, Λ̃ is not CSP for n ≥ 2.

Next, we show that the channel Λ̄, that only realises block-diagonalisation is gener-
ally non-stabiliser preserving, too. By leaving out the Hadamard gate in Eq. (9.133) we
get

Λ̄ = Ad(P) + 2
1

2n−1 ∑
a∈Zn

Ad(Pa)− ∑
x 6=0

Ad( |x 〉〈x |). (9.138)

Similarly to before, the characteristic function becomes

λ̄ =
1
2n

(
1Z2n + 2 ∑

a 6=0
ξa

)
− ν, (9.139)

where the indicator function 1Z2n on the Z Lagrangian Z2n = Zn ⊕ Zn is the characteristic
function of the Choi state of P = |0n 〉〈0n |, i.e. of

∣∣02n 〉〈02n
∣∣. We have

`′>1Z2n = ∑
e∈Zn

`(e, e) + ∑
e 6=e′∈Zn

`(e, e′) = 2n(2− 2n), (9.140)

thus, we readily compute the evaluation of `′ on λ̄ as

`′>λ̄ = (2− 2n) + 2 · 2n(2n − 1)− 2(2n − 1) = 22n+1 − 5 · 2n + 4

{
≤ 22n for n ≤ 2,
> 22n for n > 2.

(9.141)
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Hence, we see that the block-diagonalisation Λ̄ is not CSP for n > 2. This is to be ex-
pected, since it involves measuring the non-stabiliser projector 1 − |0 〉〈0 |. However,
the non-vialotion of a CSP inequality does not imply that the channel is CSP. Rewriting
Λ̄ = 1

2 (id + Ad(Vn)) with Vn := diag(−1, 1, . . . , 1) = X⊗n(Cn−1Z)X⊗n, we see that this
is a mixed Clifford channel for n ≤ 2, i.e. a stabiliser operation.
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OPEN QUESTIONS

Following the results given in Ch. 9, a number of open questions have been raised both
by myself and others. In this chapter, I would like to take the opportunity to formulate
these questions and discuss them briefly.

The nature of CSP channels

In Ch. 9, CSP channels were characterised by a Kraus decomposition of the form

E =
r

∑
i=1

λi
2n

rk Pi
UiPi · PiU†

i , (10.1)

where Ui ∈ Cln and the stabiliser codes Pi fulfill the POVM condition

1 =
r

∑
i=1

2nλi

rk Pi
Pi. (10.2)

Beyond the case of orthogonal codes, it is not obvious what kind of stabiliser code fami-
lies can fulfill Eq. (10.2). However, it seems imperative to understand this matter in order
to obtain an intuition on whether CSP channels have a “simple” implementation. This is
in turn related to an operational interpretation of CSP channels.

Open problem 1 (Stabiliser POVMs). What are necessary and sufficient conditions on
stabiliser codes Pi and convex coefficients λi such that Eq. (10.2) holds? Can these mea-
surements be implemented efficiently?

As a first step, it is straightforward to generalise the construction of the Λ channel in
Ch. 9 to obtain stabiliser POVMs associated with a given stabiliser state |s 〉 and genera-
tors g1, . . . , gn of its stabiliser group. However, my collaborators and I have not been able
to find similar examples of stabiliser POVMs involving codes of different dimension.

Furthermore, it seems that the understanding of stabiliser POVMs is also key to find-
ing extremal CSP channels.

Open problem 2 (Extremal CSP channels). Find more extremal CSP channels. Can they
be classified and enumerated?

Classical simulation of CSP channels

First results on the classical simulation of CSP channels have been derived in Ref. [36].
However, the authors need an assumption on the number of non-unitary Kraus opera-
tors in the decomposition (10.1). This is unsatisfactory, since it even excludes orthogonal
stabiliser POVMs which can be simulated through syndrome measurements. The reason
for this assumption is that individual Kraus operators are sampled and then simulated.

147



148 CHAPTER 10. OPEN QUESTIONS

However, the simulation of a projector can have an exponentially small success prob-
ability, which leads to an increased sampling complexity and even a non-zero failure
probability of the algorithm.

A solid understanding of Problem 1, at least for extremal CSP channels, could en-
able a different simulation algorithm. Assuming that extremal stabiliser POVMs allow
for an efficient description and simulation, a Monte-Carlo algorithm combined with this
simulation could simulate CSP efficiently.

Open problem 3 (Classical simulation of CSP channels). Is there an efficient classical
simulation algorithm for CSP?

Gaps in magic state distillation rates

Finally, the strict inclusion SO ( CSP makes it conceivable that certain resource tasks
can only be optimally performed with CSP channels and not with stabiliser operations.
For concreteness, let us consider the task of converting resource states ρ → σ with free
operations. The asymptotic rate of conversion R(ρ→ σ) is then defined to be the asymp-
totically optimal rate of converting k copies of ρ into kR(ρ → σ) copies of σ using re-
source non-generating channels [166]. For the resource theory of magic, the latter class is
exactly CSP. It is known that R(ρ → σ) can be upper bounded by resource monotones.
In particular, defining the relative entropy of magic,

E(ρ) := inf
σ∈SPn

S(ρ||σ), S(ρ||σ) := tr [ρ(log ρ− log σ)] , (10.3)

and its regularised version E∞(ρ) := limt→∞ E(ρ⊗t)1/t, we have for any σ such that
E∞(σ) > 0 [166]:

R(ρ→ σ) ≤ E∞(ρ)

E∞(σ)
. (10.4)

If the class of free operations is slightly enlarged, it is known that any “reasonable” re-
source theory is asymptotically reversible and equality holds in the above equation [167].
However, recent results indicate that the resource theory of magic is already asymptot-
ically reversible with CSP [39]. This implies that equality holds in Eq. (10.4), even for
conversion under CSP channels. In this context, it might be the case that the optimal rate
R(ρ→ σ) cannot be achieved through stabiliser operations and the gap is significant.

Open problem 4 (Gaps in magic state distillation). Is there a (significant) gap in the
performance of resource conversion tasks between SO and CSP?
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CHAPTER 11

INTRODUCTION

Arguably, the Clifford group is one of the most prominent objects in quantum infor-
mation theory. In quantum computing, the main motivation comes from the idea of
fault-tolerance [52]. Since stabiliser codes are the best-studied quantum codes, encoding,
decoding, and error correction naturally involves Clifford unitaries. Moreover, the set
of fault-tolerantly implementable gates is limited to Clifford gates, or more generally,
to the Clifford hierarchy [168–175]. Thus, the natural gate set of fault-tolerant quantum
computes is often based on Clifford unitaries. Furthermore, Clifford gates are also con-
ceptionally simple and thus provide reasonable logical gates just as NOT, AND, or XOR
in classical computing do. Finally, the Clifford group is also in some sense the biggest
finite subgroup of the unitary group with those features – as soon as it is extended by a
non-trivial gate, it becomes dense in the unitary group [60].

However, there is an additional exceptional detail about the Clifford group – it is a
unitary design. In fact, this property somewhat singles out the Clifford group among all
unitary subgroups [115] (see also Ch. 13). In this sense, the Clifford group combines
many desirable properties, making it the prime choice in many applications.

Generally speaking, a design is a (usually finite) subset of a statistical ensemble which
is able to reproduce the moments of the ensemble up to a certain order t. To illustrate
this, consider the example of a spherical design. Here, the ensemble is the (real or complex)
sphere Sd equipped with the Haar measure. A finite subset of points D ⊂ Sd is called a
spherical t-design if the average of any polynomial up to order t in the coordinates is the
same overD as over Sd. A related, but more important, instance for quantum information
theory is the complex projective design. Instead of the sphere Sd, we take the set of pure states
given by the complex projective space CPd. Finally, these ideas initialised the study of
unitary designs which allow to approximate the Haar measure on the unitary group U(d)
[111, 176, 177].

Many successful protocols in quantum information theory are based on randomness
in the form of Haar-random states or unitaries. In practice, implementing such a protocol
can turn out to be difficult due to finite precision errors or limitations of the underlying
hardware. Here, the concept of designs has proven to be very useful. In particular, designs
have been successfully used to partially derandomise quantum protocols involving Haar-
random states by realising that their function only depends on lower moments of the
distribution. Unitary designs are central for many quantum information protocols such
as quantum cryptography [10, 56, 57], state estimation and characterisation [7–16], and
randomised benchmarking [17–23].

From the general theory of designs, we know that unitary t-designs exist for all t
and in all dimensions d. However, little is known about general methods of construct-
ing designs with given parameters. To the best of my knowledge, there had not been
any general scheme until an iterative method was recently proposed by Bannai, Nakata,
Okuda and Zhao [178]. In principle, this allows to explicitly construct unitary designs
for all t and d.
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Albeit, it is often of practical importance that a unitary design has both an efficient
description and an efficient implementation. Moreover, it should be scalable to an arbi-
trary number of qudits. Groups have the advantage that any element can be written in
terms of a small number of generators and thus potentially offer an efficient description
of its elements. As discussed in Sec. 5.3.2, this is the case for the Clifford group. For
practical purposes, unitary t-designs which form groups, so-called unitary t-groups, are
thus of special interest. As we will discuss in Ch. 12, the combination of group and de-
sign structure requires that the commutant of the representation U 7→ U⊗t of a unitary
t-group agrees with the one of the unitary group. Here, commutant means the algebra
of operators which commute with U 7→ U⊗t. Remarkably, a complete classification of
unitary t-groups has been recently achieved by Bannai, Navarro, Rizo and Tiep [115]. In
particular, they have proven the non-existence of unitary t-groups for t ≥ 4 (in dimen-
sion> 2). Moreover, the multi-qubit Clifford group is singled out among all finite, locally
generated unitary subgroups by being a unitary 3-design – thus making it the somewhat
unique choice in quantum information applications.

Although the Clifford group only forms a unitary 3-design, it is close to a 4-design.
Indeed, Zhu, Kueng, Grassl and Gross [87] and Helsen, Wallman and Wehner [179] have
proven that the commutant of its fourth tensor power representation has only one di-
mension more than the one of the unitary group. As they show, the Clifford group is
thus close to an exact 4-design for many applications in quantum information theory in
the sense that the error is sufficiently small. This analysis has been subsequently used
to give strict success guarantees for Clifford-based random protocols which rely on a
control of the fourth moments [14–16, 179, 180]. Later, Gross, Nezami and Walter [181]
have characterised the commutant of the t-th tensor power representation of the Clifford
group for arbitrary t. Crucially, the dimension of the commutant does only depend on t
but not on the number of qubits n.

Hence, the Clifford group is the optimal starting point for the construction of higher-
order approximate designs. Indeed, my collaborators and I have recently shown that it
is enough to inject Õ(t4) many non-Clifford gates into a random Clifford circuit to el-
evate the Clifford group to an approximate unitary t-design [58]. The effect of these
non-Clifford gates is to sufficiently scramble the circuit which closes the gap between the
Clifford and unitary commutant. The fact that the dimension of the Clifford commutant
is independent of n allows the number of non-Clifford gates to be system-size independent.
Thus, in the limit of n → ∞, the proportion of non-Clifford gates becomes negligible. In
this sense, a homeopathic dose of magic is enough to have a measurable effect on a Clifford
circuit – in contrast to usual homeopathy.

Our construction of approximate unitary t-designs is efficient in the number of qubits
and the design order in the sense that the total number of local gates is Õ(n2t4). This is
a considerable improvement over the construction of Brandao, Harrow and Horodecki
[182] which uses Õ(n2t10) random two-qubit unitaries.

Although most known protocols do not require designs beyond the third order, it can
be advantageous when control over higher moments of the estimator or tail bounds are
needed. For instance, the use of 4-designs can be beneficial for RB and shadow tomog-
raphy [12, 13, 15, 16, 183, 184]. Furthermore, the availability of unitary t-designs has
already triggered the search for applications. A recent work shows that unitary t-designs
can be used to construct efficient quantum physical uncloneable functions which provide
provable cryptographic security against quantum adversaries [185].
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Structure of this part

This part of the thesis is organised as follows.
In Chapter 12, we introduce the concept of unitary t-designs and discuss the relation

to representation theory. Following the references [111, 113], it is shown that the Clifford
groups always form unitary 2-designs, but only the multi-qubit Clifford group forms a
unitary 3-design. We then proceed by discussing the general tensor power representa-
tions of the Clifford group and the related characterisation of the Clifford commutant
by Gross, Nezami and Walter [181]. This result is needed in Ch. 14. Moreover, I give a
description of the orthogonal commutant which, to the best of my knowledge, has not
been explicitly described in the literature before. We adapt the formalism of Howe [163,
164] (see also Ref. [110]), developed for the symplectic group, to the Clifford group case
in arbitrary characteristic, and borrow a result from Gross, Nezami and Walter [181].

In Chapter 13, we give a characterisation of unitary t-designs which form groups.
This follows from the recent results by Bannai, Navarro, Rizo and Tiep [115] and Sawicki
and Karnas [186]. This chapter is based on a section which I have written for Ref. [58].

Chapter 14 then gives a summary of Ref. [58]. This work is a result of a larger collab-
oration including myself and was presented at the TQC 2020 and QIP 2021 conferences.
Its goal is to answer different questions centered around the design properties of the Clif-
ford group and is important to the context of this thesis. Although I have contributed in
various ways to Ref. [58], the precise contribution is difficult to isolate due to the collab-
orative nature of the work. This prevents the paper to appear in its original form in this
thesis. Because of the highly technical nature of the work, only a summary is given with
a focus on selected aspects.

This part is closed by Chapter 15 which reports on ongoing efforts in approximat-
ing Clifford averages. This work is partially inspired from the construction of approx-
imate designs from the Clifford group. A progress in approximating Clifford averages
would considerably simplify the proof in Ref. [58] and potentially improve the overall
scaling. Moreover, it is also interesting on its own and shows tight connections to the
representation theory of the Clifford group. The performed studies suggest that the lim-
ited state-of-the-art understanding of the latter subject is the reason why this remains an
open research question.





CHAPTER 12

UNITARY DESIGNS AND THE CLIFFORD GROUP

In this chapter, we introduce the necessary preliminaries needed for the later chapters.
We start by defining unitary designs and discuss their mathematical background. Then,
we review the design properties of the Clifford group and give self-contained proofs.
Finally, we summarise literature results on the representation theory of the Clifford group
and introduce the Clifford and orthogonal commutant.

12.1 Definitions

A unitary t-design is a probability measure ν on the unitary group U(d) which reproduces
expectation values of the (normalised) Haar measure µH for polynomial functions up to
degree t (see Refs. [111, 176, 177]). More precisely, let Hom(t,t)(U(d)) be the vector space
of homogeneous polynomials of degree t in both the matrix elements of U and U. Then,
ν is a unitary t-design if and only if∫

U(d)
p(U) µH(U) =

∫
U(d)

p(U) ν(U), ∀p ∈ Hom(t,t)(U(d)). (12.1)

In most applications, ν has support on a finite set D = {U1, . . . , UN} and coincides with
the counting measure thereon. In this case, the integral on the right hand side of Eq. (12.1)
is simply the uniform average over D.

A very useful tool in the study of unitary designs is the frame potential. It is defined as

Φt(ν) :=
∫

U(d)

∫
U(d)
| tr(U†V)|2t ν(U) ν(V). (12.2)

The name originates from frame theory: A frame is a spanning set of a vector space. The
frame potential is the sum of squared overlaps between the vectors of a frame and this
potential is naturally minimised by a so-called tight frame. In some sense, designs are
special tight frames in the space of symmetric tensors of rank t.

As it is shown below, the frame potential is bounded from below by [9, 111]

Φt(ν) ≥ γ(t, d) :=
∫

U(d)
| tr(U)|2 µH(U) =

{
(2t)!

t!(t+1)! , d = 2,

t!, d ≥ t.
(12.3)

Here, γ(t, d) is explicitly given as the number of permutations in St with no increasing
subsequence of length > d. For the given regimes of interest, this takes a particularly
simple form.

There are several equivalent definition of a unitary t-design which we summarise in
the following proposition (cp. Ref.[87, Prop. 2]).

Proposition 12.1. Let ν be a probability measure on U(d). Then, the following are equivalent:

(i) ν is a unitary t-design
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(ii) For all A, B ∈ Cd×d,
∫

tr
(

AU⊗tB(U⊗t)†) µH(U) =
∫

tr
(

AU⊗tB(U⊗t)†) ν(U).

(iii)
∫

Ad(U)⊗t µH(U) =
∫

Ad(U)⊗t ν(U).

(iv)
∫

U⊗t ⊗U⊗t
µH(U) =

∫
U⊗t ⊗U⊗t

ν(U).

(v) Φt(ν) = γ(t, d).

Proof. For any A, B ∈ Cd×d, p(U) = tr
(

AU⊗tB(U⊗t)†) is a homogeneous polynomial in
Hom(t,t)(U(d)). In fact, these polynomials span Hom(t,t)(U(d)) and thus (i) is equivalent
to (ii). The equivalence of (ii) and (iii) is obvious. For statements (iii) and (iv) consider
the isomorphism L(Cd) ' Cd ⊗ (Cd)∗ ' Cd ⊗ Cd induced by the Riesz isomorphism
of the Hilbert space Cd. Concretely, this is the map which acts on the computational
basis as |x 〉〈y | 7→ |x 〉 ⊗ |x 〉. In turn, this induces an isomorphism on superoperators
L(L(Cd)) ' L(Cd ⊗Cd) which maps Ad(U) = U ·U† 7→ U ⊗U. Hence, statements (iii)
and (iv) are equivalent under this isomorphism. Finally, the 2-norm distance between
the left and right hand side in statement (iv) is given by∥∥∥∥∫ U⊗t ⊗U⊗t

µH(U)−
∫

U⊗t ⊗U⊗t
ν(U)

∥∥∥∥
2
= Φt(ν)− γ(t, d), (12.4)

which shows the equivalence between (iv) and (v).

From Prop. 12.1 (ii) it is clear that if ν is a t-design, then it is also a (t− 1)-design. The
expression in statement (iv) is sometimes called the t-th moment operator of the probability
measure ν. In this sense, a unitary t-design exactly reproduces all moments of the Haar
measure up to order t.

As for every definition, the first natural question to ask is whether t-designs exist for
all t and d. This was already answered affirmatively by Seymour and Zaslavsky [187].
Although the existence has been known for quite some time, methods for constructing
a unitary design with given parameters (t, d) are rare. Recently, Bannai, Nakata, Okuda
and Zhao [178] have proposed an iterative procedure allowing the explicit construction
of unitary designs for all (t, d). To the best of my knowledge, this is the only known
general method of constructing unitary designs.

The theory of unitary designs is strongly linked to the representation theory of the
unitary group. More precisely, consider the representation τt : U 7→ U⊗t of U(d) which
we call the t-th tensor power representation. Then, ν is a unitary design if and only if the
following equality holds for all irreducible representation ρ contained in τt ⊗ τt [188]:∫

U(d)
ρ(U) µH(U) =

∫
U(d)

ρ(U) ν(U). (12.5)

In other words, it is necessary that the averages agree on every irrep of τt ⊗ τt.
In the following, the isotype of the trivial irrep of τt ⊗ τt is of special importance.

Since τt ⊗ τt ' Ad(τt) where Ad(A)(B) := ABA† denotes the adjoint action, the trivial
isotype is isomorphic to the subspace of operators which are fixed by the adjoint action,
i. e. which commute with τt. We call this subspace the commutant of τt.
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Definition 12.1 (Commutant). The commutant A′ of a subalgebra A ⊂ L(Cd) is the sub-
algebra

A′ :=
{

A ∈ L(Cd)
∣∣ AB = BA ∀B ∈ A

}
. (12.6)

If A is the algebra spanned by a representation ρ of a group G, then we use the notation
A′ = ρ(G)′ or simply G′ if the representation is clear from the context.

Let us now consider the case that G < U(d) is a finite subgroup and ν is the counting
measure on G. If (G, ν) defines a unitary t-design, we call G a unitary t-group or a group
design. Note that G is a group design if and only the projective group G = G/Z(G) is, as
can be seen explicitly from Prop. 12.1. In this case, Prop. 12.1 (iii) states

∫
U(d)

τt(U) · τt(U)† µH(U) =
1
|G| ∑

U∈G
τt(U) · τt(U)†. (12.7)

These are exactly the projections onto the commutant of τt and τt|G, respectively, and
thus the commutants have to be identical. Hence, Schur-Weyl duality implies that the
commutant of τt|G has to be spanned by the permutations St. Since the commutant of
τt is isomorphic to the trivial isotype of τt ⊗ τt, this also imposes restrictions on the
representation τt|G of G as follows [111]. Define the character inner product,

(χ|ξ) =
∫

U(d)
χ(U)ξ(U) dµH(U), (12.8)

and let ξt := tr τt be the character of the representation τt. We have a decomposition into
irreps ρλ with multiplicities mλ:

τt =
⊕

λ

ρλ ⊗ 1mλ
. (12.9)

Next, the dimension of the commutant is equal to dimension of the trivial isotype in
τt ⊗ τt, which is given by the character inner product with the character 1 of the trivial
representation. Let χλ := tr ρλ, then we find

dim τt(U(d))′ = (ξt ⊗ ξt|1) = (ξt|ξt) = ∑
λ,λ′

mλm′λ(χλ|χλ′) = ∑
λ

m2
λ, (12.10)

using that characters of irreps are orthonormal w.r.t. the character inner product. Note
that this is exactly the frame potential Φt(U(d)) = γ(t, d).

Finally, note that any irrep of U(d) in τt is an invariant subspace for G which, how-
ever, might not be irreducible anymore. Since we have the identity

Φt(G) =
1
|G| ∑

U∈G
| tr(U)|2t = dim τt(G)′, (12.11)

we have Φt(G) ≥ Φt(U(d)) with equality if and only if any irrep ρλ of τt is also irre-
ducible under the restricted representation τt|G.
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12.2 The Clifford group as a design

Besides its importance for the stabiliser formalism and quantum error correction, the
Clifford group is an important example of a unitary design. In fact, as explained later in
Ch. 13, the Clifford group is in some sense a natural and essentially unique choice of a
group design in quantum information theory.

12.2.1 The Clifford group is a unitary 2-design

The aim of this section is to prove that certain subgroups of the Clifford group Cln(q)
form unitary 2-designs, following the presentation in Ref. [111]. From the general dis-
cussion in the last section, we know that the irreps of any such subgroup have to agree
with those of the representation U 7→ U⊗2 of the unitary group U(d). This is a particu-
larly simple case, as there are only two irreps, namely the symmetric subspace Sym2(Cd)
and the antisymmetric subspace

∧2(Cd) with according projectors PSym = (1+ F)/2 and
P∧ = (1− F)/2 where F is the flip or swap operator corresponding to the transposition
π = (21). Then, we can write the unitary twirl as follows

PH :=
∫

U(d)
(U ⊗U) · (U ⊗U)† µH =

2
d(d + 1)

∣∣PSym
)(

PSym
∣∣+ 2

d(d− 1)
|P∧ )(P∧ | .

(12.12)
Here, |A )(B | is the rank-one superoperator which acts as C 7→ tr(B†C)A.

Next, consider the case d = qn and evaluate PH on the Weyl basis. We find

PH(W(a)⊗W(b)) =
1

d + 1
(dδa,0δb,0 + δa+b,0) PSym +

1
d− 1

(dδa,0δb,0 − δa+b,0) P∧

=


1 if a = b = 0,

1
d2−1 (dF− 1) if a = −b 6= 0,
0 else.

(12.13)

Given a subgroup G < Cln(q), we denote by π(G) < Sp2n(q) the induced subgroup
of the symplectic group. Concretely, the action of any U ∈ G on Weyl operators is de-
scribed by an automorphism (g, α) ∈ ASp2n(q) as UW(v)U† = χ(α(v))W(g(v)). Then,
we set π(U) := pr1(g, α) = g.

Proposition 12.2. Let q = pm for p prime and n ∈N. Let G < Cln(q) be a subgroup such that
HWn(q) C G and π(G) < Sp2n(q) acts transitively on F2n

q \ 0. Then, G is a unitary 2-design.

Proof. Let G := π(G) < Sp2n(q) be the induced subgroup. The assumption HWn(q) C
G then implies that G ' G/HWn(q). Hence, the projective group G := G/Z(G) is
isomorphic to the subgroup of ASp2n(q) given by pairs (g, α) with g ∈ G. Recall from
Sec. 3.3, that for any g we can write α = αg + [v, ·] for v ∈ F2n

q and some fixed αg : F2n
q →

Fq which can be chosen to be zero if p 6= 2. For p = 2, we will use that αg(a) + αg(−a) =
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2αg(a) = 0. Then, we verify Eq. (12.13) on the Weyl basis. For a, b ∈ F2n
q we obtain:

1
|G| ∑

U∈G
(U ⊗U)W(a)⊗W(b) (U ⊗U)†

=
1
|G| ∑

U∈G

(U ⊗U)W(a)⊗W(b) (U ⊗U)†

=
1

q2n ∑
v∈F2n

q

χ([v, a + b])
1
|G| ∑

g∈G
χ(αg(a) + αg(b))W(g(a))⊗W(g(b))

=
δa,−b

|G| ∑
g∈G

W(g(a))⊗W(−g(a)) (12.14)

=
δa,−b

|G · a| ∑
v∈(G·a)

W(v)⊗W(−v) (12.15)

In Eq. (12.14), we have used that |G| = |G||F2n
q | and that the character sum is only non-

zero if a + b = 0. In Eq. (12.15), we rewrote the sum as an average over the orbit of a
under G. Next, if a 6= 0, the orbit is simply F2n

q \ 0 since G acts transitively on F2n
q \ 0.

Using the expansion of the swap operator in the Weyl basis,

F = q−n ∑
v∈F2n

q

W(v)⊗W(−v), (12.16)

we find

1
|G| ∑

U∈G
(U ⊗U)W(a)⊗W(b) (U ⊗U)† =

δa,−b

q2n − 1 ∑
v∈F2n

q \0
W(v)⊗W(−v)

=
δa,−b

q2n − 1
(qnF− 1) .

(12.17)

If a = 0, then the orbit is simply {0} and we get δb,01 as the result. This concludes the
proof.

Proposition 12.2 shows that the Clifford group in any prime-power dimension is a
unitary 2-design. It might be surprising that Clifford subgroups can also form unitary
2-designs. A straightforward example is given by the embedding of “restricted” Clifford
groups Cln(pm) into Clnm(p). Since Cln(pm) projects onto Spn(pm), it acts transitively on
F2n

q \ 0 ' F2nm
p . Hence, any embedding of Cln(pm) into Clnm(p) yields a 2-design. More

generally, if n is not prime and n = mk = m′k′ for m < m′, we have nested subgroups
Clk(pm) < Clk′(pm′) < Cln(p) which all form 2-designs. Depending on the application,
it can be advantageous to use the Clifford group over the maximal extension field since
it can be much smaller:

|Cl2(pn)|
|Cln(p)| =

pn (p2n − 1
)

pn2 ∏n
i=1 (p2i − 1)

=
1

pn(n−1) ∏n−1
i=1 (p2i − 1)

. (12.18)

I am not aware of a general family of transitively-acting subgroups of Sp2n(p) which
is beyond the above example. The order of any such subgroup G has to be a multiple of
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|F2n
p \ 0| = p2n − 1. Thus, the associated subgroup G of Cln(p) has at least p2n(p2n − 1)

elements (modulo its center). Using Dickson’s theorem on the classification of subgroups
of SL2(pn) = Sp2(pn) [189], Chau [190] concludes that transitive subgroups G < Sp2(pn)
only exist in prime dimensions d = pn = 2, 3, 5, 7, 11. However, Gross, Audenaert and
Eisert [111] found an example of a transitive subgroup G < Sp4(3) of order 2(d2 − 1) in
dimension d = 32 = 9. This is strictly smaller than the order of Sp2(9), which is d(d2− 1).

12.2.2 The qubit Clifford group is a 3-design

Given that the Clifford group forms a unitary 2-design, it is natural to ask whether it also
forms a higher-order design, and if so, what the highest order is. This was answered in
detail by Zhu [113]:

Theorem 12.1 ([113, Thm. 1]). The Clifford group Cln(q) is a unitary 3-design if and only if
q = p = 2. The multi-qubit Clifford group Cln(2) is not a unitary 4-design.

The prime case was also independently proven by Webb [114]. With the last section
in mind, one might wonder if there are any subgroups of Cln(2) which form 3-designs.
This was answered in Ref. [113] to the negative, except in the case n = 2 where there is a
proper subgroup which projects onto a subgroup of Sp4(2) isomorphic to the alternating
group A6.

We refrain from giving a detailed proof of Thm. 12.1 since it is quite technical and
will not be needed in this thesis. Nevertheless, we give a sketch of the techniques used
by Zhu [113]. It is based on the following characterisation of the frame potential of a
Clifford subgroup.

Lemma 12.1 ([113, Lem. 2]). Given a subgroup HWn(q) C G < Cln(q) and let G := π(G) <
Sp2n(q) be the induced subgroup on the phase space V := F2n

q . Then,

Φt(G) =
1
|G| ∑

g∈G
|Vg|t−1 =

∣∣Vt−1/G
∣∣. (12.19)

Here, Vg is the set of fixed points of g and Vt−1/G is the set of orbits under the diagonal action of
G on Vt−1.

Note that the last equation follows from Burnside’s lemma, which states that the num-
ber of orbits is equal to the average number of fixed points of a group action.

Using Lem. 12.1, we can give a one-line proof of Prop. 12.2: Since for t ≤ d, γ(t, d) =
t!, G is a 2-design if and only if Φ2(G) = 2 which is the case if and only if G acts transi-
tively on V = F2n

q .
Likewise, G is a 3-design if and only if G has the following number of orbits on F2n

q ⊕
F2n

q :

γ(3, qn) =

{
5, if q = p = 2, n = 1,
6, else.

(12.20)

To show Thm. 12.1, we thus have to compute the number of orbits of Sp2n(q) on (F2n
q )t−1

for t = 3, 4. Let us demonstrate the argumentation for the case t = 3. Transitivity implies
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that we have at least the following distinct orbits under the diagonal action of Sp2n(q):

Sp2n(q) · (0, 0) = {0}, Sp2n(q) · (e1, 0) = F2n
q ⊕ 0, (12.21)

Sp2n(q) · (0, e1) = 0⊕F2n
q , Sp2n(q) · (e1, e1) =

{
(v, v) | v ∈ F2n

q
}

. (12.22)

Moreover, we can assume that any other orbit is generated by a pair (e1, u). If u ∈ 〈e1〉,
we get q − 2 additional orbits in this way since u ∈ {0, e1} is already listed above. By
Witt’s theorem, (e1, u) and (e1, v) for u, v /∈ 〈e1〉 generate the same orbit if and only if
[e1, u] = [e1, v] If n = 1, then u, v ∈ 〈e2〉 and thus the symplectic product can not be zero.
Hence, in this case we get 4+ (q− 2) + (q− 1) = 2q + 1 orbits. For n > 1, the symplectic
product can take any value and thus we have 2q + 2 orbits. In summary:

Φ3(Cln(q)) =

{
2q + 1, if n = 1,
2q + 2, if n > 1.

(12.23)

A comparison with Eq. (12.20) shows that Cln(q) is a unitary 3-design if and only if q = 2.
In the same way, one can count the orbits on (F2n

q )3. Again, Witt’s theorem implies
that the orbit is characterised by the mutual symplectic products between any two vec-
tors in a triple. The result is [113]:

Φ4(Cln(q)) =


q3 + q2 + q + 1, if n = 1,
2q3 + 2q2 + 2q + 1, if n = 2,
2q3 + 2q2 + 2q + 2, if n ≥ 3.

(12.24)

In particular, no Clifford group is a unitary 4-design.

12.3 Tensor power representations of the Clifford group

As discussed in Sec. 12.1, the design properties of a subgroup G < U(d) are determined
by the irreducible representations of the t-th tensor power representation τt|G : U 7→
U⊗t. For the qubit Clifford group, we know that its irreps coincide with the unitary
irreps for t ≤ 3. However, even for t = 4, the representation of the Clifford group is
not too different from the one of the unitary group, since only one additional irrep is
appearing [87, 179]. As it is easy to check, the Weyl operators W(a)⊗4 form an Abelian
group Sn,4 which is invariant under the Clifford representation:

U⊗4W(a)⊗4(U⊗4)† = W(g(a))⊗4, for some g ∈ Sp2n(2). (12.25)

In fact, the stabiliser code Cn,4 defined by Sn,4 is an invariant subspace. Moreover, the
Clifford representation induces a unitary representation of Sp2n(2) on Cn,4 in this way.

This stabiliser code is factorising, Cn,4 = C⊗n
1,4 , which can be deduced in a simple way

from the orthogonal projection onto Cn,4:

Pn,4 :=
1

22n ∑
a∈F2n

2

W(a)⊗4 = P⊗n
1,4 . (12.26)

Note that C1,4 ⊂ (C2)⊗4 is the CSS code given by S1,4 = {1, Z⊗4, X⊗4, (ZX)⊗4}.
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Zhu, Kueng, Grassl and Gross [87] and Helsen, Wallman and Wehner [179] showed
that that Cn,4 is the only additional irrep in the fourth tensor power representation of the
Clifford group Cln(2). Equivalently, the commutant of the Clifford group is spanned by
the unitary commutant and Pn,4.

For arbitrary t, the t-th tensor power representation is not yet completely understood.
A first result was given by Gross, Nezami and Walter [181] who showed that the the t-
th tensor power representation commutes with the n-th tensor power representation of
another group, the so-called stochastic orthogonal group. This is a form of duality which
is reminiscent of the famous Schur-Weyl duality for the unitary group and the symmetric
group. However, for the Clifford group, this duality is somewhat inexact in the sense
that the Clifford commutant is strictly larger than the algebra generated by the stochastic
orthogonal group. In odd characteristic, the representation theory of the Clifford group is
connected via the Weil representation to the one of the symplectic group. The mentioned
duality is then directly related to the Howe duality of the symplectic group. Consequently,
the representation theory of tensor power representations of the Clifford group in odd
characteristic is better understood and the irreps have been recently related to CSS codes
[191, 192].

12.3.1 The Clifford commutant

In the context of unitary designs, the knowledge about the Clifford commutant is often
sufficient. As we need this result in Ch. 14, we now proceed by constructing an opera-
tor basis of the commutant of the t-th tensor power representation of the Clifford group
which generalises the above described idea for t = 4 to arbitrary t. We follow the presen-
tation in Ref. [181].

Before we present the results, let us review the setting of Schur-Weyl duality. We con-
sider a Hilbert space H = ((Cp)⊗n)⊗t of local prime dimension p which we depict as a
t× n grid of Hilbert spaces Cp, see Fig. 12.1. The unitary group U(pn) acts in parallel on
the rows of H by the diagonal representation τt : U 7→ U⊗t. Furthermore, let π 7→ r(π)
be the representation of the symmetric group St on (Cp)⊗t which acts by permutation
of tensor factors. We can extend this to a parallel action of St on the columns of H by
π 7→ r(π)⊗n.

= Cp

U

π

× t

× n

Figure 12.1: The Hilbert space
((Cp)⊗n)⊗t depicted as a t × n grid
where every point corresponds to a
copy of Cp. Unitaries U ∈ U(pn) act
row-wise on the grid, while permuta-
tions π ∈ St act column-wise.
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Schur-Weyl duality states that the two actions of U(pn) and St commute and, more-
over, the two groups span each others commutant. Since Cln(p) is a subgroup of U(pn),
it certainly commutes with the symmetric group St. However, by the result of Sec. 12.2.2,
the symmetric group fails to span the commutant of the Clifford group for t > 2 (p > 2)
and t > 3 (p = 2), respectively. In fact, one can show that the group which is dual to the
Clifford group in the Schur-Weyl sense is strictly larger than the symmetric group St. As
we see in a moment, this is the so-called stochastic orthogonal group Ost

t (p). To define this
group, let us agree on the following convention:

D :=

{
2p, if p = 2,
p, else.

⇒ ZD :=

{
Z4, if p = 2,
Fp, else.

(12.27)

Then, we define the following ZD-valued quadratic form on Ft
p:

q : Ft
p → ZD, q(x) := x · x mod D (12.28)

The reason for this definition is related to the introduction of Z4-valued functions in
Sec. 3.3. Indeed, the quadratic form q is a quadratic refinement of the Euklidean inner
product on Ft

p over ZD:
q(x + y)− q(x)− q(y) = 2x · y. (12.29)

Finally, we define the stochastic orthogonal group as

Ost
t (p) :=

{
O ∈ Ft×t

p
∣∣ q(Ox) = x, O · 1 = 1

}
⊃ St, (12.30)

where 1 = (1, . . . , 1) ∈ Ft
p. Due to Eq. (12.29), any O ∈ Ost

t (p) preserves the dot product
and hence O is orthogonal in the “usual” sense, i. e. O>O = 1. The “stochastic” in the
name originates from the condition O · 1 = 1. The symmetric group St forms a subgroup
given by permutation matrices.

We have a representation of Ost
t (p) on C[Ft

p] ' (Cp)⊗t which naturally extends the
representation of St:

r(O) = ∑
x∈Ft

p

|Ox 〉〈x | . (12.31)

As for the symmetric group, the representation O 7→ r(O)⊗n acts in parallel on the
columns of the Hilbert space H, see Fig. 12.1. Moreover, this representation still com-
mutes with the Clifford group representation U 7→ U⊗t, as one can check in a straight-
forward fashion on the generators of Cln(p) [181]. As in Schur-Weyl duality, this implies
that we can decompose the Hilbert space in terms of irreps of Ost

n (p):

H '
⊕

λ

Vλ ⊗Mλ, (12.32)

where Vλ is an irrep of Ost
n (p) and Mλ is the multiplicity space on which the Clifford

group acts. However, Mλ is in general not irreducible. This also implies that the commu-
tant of the Clifford group is not spanned by operators of the form r(O)⊗n alone.

In fact, additional operators r(T)⊗n are needed which will be defined in a moment.
Then, the following theorem was proven in Ref. [181]:
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Theorem 12.2 (Clifford commutant [181, Thm. 4.3]). Let n ≥ t− 1 and let Σt be the set of
stochastic Lagrangians in Ft

p. The operators r(T)⊗n for T ∈ Σt are linearly independent and
span the commutant of the t-th diagonal action τt of the Clifford group. In particular, we have
dim τt(Cln(p))′ = |Σt| = ∏t−2

k=0(pk + 1).

To see how these additional operators r(T) emerge, the following perspective is par-
ticularly fruitful. Any orthogonal matrix O is uniquely characterised by its graph

ΓO :=
{
(Ox, x) | x ∈ Ft

p
}
⊂ Ft

p ⊕Ft
p. (12.33)

Let us endow the vector space Ft
p ⊕ Ft

p with the quadratic form q := q⊕ (−q). We call
the quadratic space (F2t

p , q) the signed double of Ft
p. Then, ΓO has the following properties:

(i) ΓO is q-isotropic: q(Ox, x) = q(Ox)− q(x) = 0.

(ii) ΓO has (maximal) dimension t.

(iii) 1 ∈ ΓO.

However, not all subspaces T ⊂ F2t
p obeying properties (i)–(iii) are graphs. Indeed, it is

straightforward to prove that such a T is the graph of some O ∈ Ost
n (p) if T ∩ (0⊕Ft

p) =
{0}. In general, this intersection can be a non-trivial subspace and thus allows for sub-
spaces T which are not graphs. We call a subspace T ⊂ F2t

p a stochastic Lagrangian subspace
if it fulfils properties (i)–(iii) and define Σt to be the set of all stochastic Lagrangians.

This observation is crucial and gives rise to the additional operators r(T) in the char-
acterisation of the Clifford commutant 12.2. For every stochastic Lagrangian T ∈ Σt, we
define an operator on C[Ft

p] by

r(T) := ∑
(x,y)∈T

|x 〉〈y | . (12.34)

Note that this is consistent with the representation of Ost
t (p) introduced before as r(ΓO) ≡

r(O).
Finally, let us elaborate a bit on the structure of the stochastic Lagrangians and the

associated operators. The term “Lagrangian” is justified as follows. Define the bilin-
ear form b((x, y), (x′, y′)) := x · x′ − y · y′ on F2t

p which is the signed version of the dot
product. Then, in analogy to Eq. (12.29), we have the quadratic refinement

q(v + w)− q(v)− q(w) = 2b(v, w). (12.35)

In particular, any stochastic Lagrangian is self-orthogonal with respect to the induced form
b:

∀T ∈ Σt : T⊥ :=
{

v ∈ F2t
p | b(v, w) = 0 ∀w ∈ T

}
= T. (12.36)

From this it is evident, that the maximal dimension of a self-orthogonal subspace is t and
hence a stochastic Lagrangian is indeed maximally isotropic.

Characteristic for a stochastic Lagrangian T ∈ Σt are its left and right defect subspaces

TLD ⊕ 0 := T ∩ (Ft
p ⊕ 0), 0⊕ TRD := T ∩ (0⊕Ft

p). (12.37)
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The defining properties (i)–(iii) imply that the left and right defect subspaces are q-
isotropic and 1 ∈ TLD, TRD. As we show in the following, the stochastic Lagrangian T
is completely determined by its defect subspaces and an isometry between them.

Denote by prL and prR the projection onto the left and right component of T. Then, it
is clear that we have TLD ' ker(prR) and TRD ' ker(prL) as well as TL := im prL ⊂ T⊥LD
and TR := im prR ⊂ T⊥RD. Hence, we find

dim T⊥LD = dim Ft
p − dim TLD = dim T − dim ker prR = dim TR ≤ dim T⊥RD, (12.38)

dim T⊥RD = dim Ft
p − dim TRD = dim T − dim ker prL = dim TL ≤ dim T⊥LD. (12.39)

Thus, we find T⊥LD = TR, T⊥RD − TL, and dim TLD = dim TRD. In addition, the stochastic
Lagrangian T determines a unique map ϕ : T⊥RD/TRD → T⊥LD/TLD as follows. For any
w ∈ T⊥RD select a v = v(w) ∈ T⊥LD such that (v(w), w) ∈ T and set ϕ([w]) := [v(w)]. It is
straightforward to check that this is well-defined. Then, T is uniquely determined by the
triple (TLD, TRD, ϕ) since

T =
{
(v, w)

∣∣ w ∈ T⊥RD, v ∈ ϕ([w])
}

. (12.40)

Vice versa, one could ask whether there exists a stochastic Lagrangian for a given
combination of defect subspaces. To this end, we call a q-isotropic subspace N ⊂ Ft

p

a defect subspace if 1 ∈ N⊥. Then, given two defect subspaces N, M ⊂ Ft
p of the same

dimension, one can show that there exists a T ∈ Σt with TLD = M and TRD = N. The
proof uses the fact that any linear map from N to M is an isometry since the subspaces
are isotropic. Then, using Witt’s theorem for quadratic spaces, one can extend this map
to a stochastic orthogonal map O ∈ Ost

t (p) on Ft
p such that O(N) = M (see Ref. [181] for

more details). The stochastic Lagrangian is then given as

T =
{
(O(v + w), w)

∣∣ w ∈ n⊥, v ∈ N
}

. (12.41)

This observation can be turned into operator form. Recall that the q-isotropicity of
a defect subspace N ⊂ Ft

p implies that it is self-orthogonal with respect to the usual
Euklidean inner product. Thus, N has the interpretation of a classical self-orthogonal
linear code. By the Calderbank-Shor-Sloane (CSS) construction this defines a stabiliser code
with projector

PN :=
1
|N|2 ∑

z,x∈N
Z(z)X(x). (12.42)

The above discussion implies that any operator r(T) has the form

r(T) = pdim Nr(O)PN = pdim MPMr(O′), (12.43)

where N and M are the right and left defect subspaces of T and O ∈ Ost
t (p) induces the

isometry between them.
For later reference, we state the following lemma at this point.

Lemma 12.2 (Schatten norms of r(T)). For any Schatten b-norm, we have ‖r(T)‖b = ‖PN‖b.
In particular, we find the following expressions for the trace, Hilbert-Schmidt and spectral
norm:

‖r(T)‖1 = pt−dim N , ‖r(T)‖2 = pt/2, ‖r(T)‖∞ = pdim N . (12.44)
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12.3.2 The orthogonal commutant

The basis of the Clifford commutant introduced in the last section 12.3.1 is based on
maximally isotropic subspaces T in the quadratic space (F2t

p , q) which has the form of
a signed double of Ft

p with its standard Euklidean quadratic form. As we show in this
section, a similar construction over a symplectic geometry naturally leads to a spanning
set of the orthogonal commutant Ost

p (t)′.
To this end, we study Lagrangians in the “signed double” of the phase space F2n

p
and show that they naturally induce operators on Hilbert space. As in the orthogonal
case, we give explicit formulas for these operators and show that they can be written as
Q = UP for a Clifford unitary U and stabiliser code projector P. These operators form the
Clifford semigroup which spans the orthogonal commutant. Interestingly, we have already
encountered these operators as Kraus operators of CSP channels in Ch. 9. Moreover, they
are also related to the study of Clifford projector approximations in Ch. 15.

This construction was introduced for so-called dual pairs in the context of Howe dual-
ity in representation theory and harmonic analysis by Howe [163, 164] (see also Ref. [110])
together with the closely connected oscillator semigroup (in odd characteristic). How-
ever, for the Clifford group there are some notable differences to the construction by
Howe. To the best of my knowledge, the orthogonal commutant has not been explicitly
described in the literature before.

The Lagrangians in the signed double

We define the signed double (2V, Ω) of a 2n-dimensional symplectic vector space (V, ω)
as the vector space 2V := V ⊕V with symplectic form

Ω((v, v′), (w, w′)) := ω(v, w)−ω(v′, w′). (12.45)

Its definition is such that the graph of g ∈ Sp(V, ω),

Γ(g) := {(g(v), v) | v ∈ V} , (12.46)

forms a 2n-dimensional isotropic subspace in 2V = V ⊕V, i. e. a Lagrangian. Vice versa,
a subspace L ⊂ V ⊕ V is the graph of a symplectic map if and only if it is Lagrangian
and transverse with respect to V in the sense that L ∩ (0 ⊕ V) = L ∩ (V ⊕ 0) = {0}.
Thus, symplectic maps g ∈ Sp(V, ω) are in bijection with transverse Lagrangians of
2V by construction. However, not all Lagrangians subspaces in 2V are of this form. In
general, a Lagrangian subspace L ⊂ 2V will have non-trivial overlap with the left/right
embeddings.

The following derivation is analogous to App. 9.C. We define the left and right defect
spaces of a double Lagrangian L ⊂ 2V as

LLD ⊕ 0 := L ∩ (V ⊕ 0), 0⊕ LRD := L ∩ (0⊕V). (12.47)

By definition, LLD and LRD are isotropic subspaces of V. Let prL and prR be the projec-
tions onto the left and right factor of L with ker prL = L ∩ (0⊕V) ' LRD and ker prR =
L∩ (V⊕ 0) ' LLD. As in App. 9.C, we find LL := im prL = L⊥RD and LR := im prR = L⊥LD.
Recall that the quotients L⊥LD/LLD and L⊥RD/LRD inherit a symplectic form from ω and
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the Lagrangian L uniquely determines a symplectic map ϕ : L⊥RD/LRD → L⊥LD/LLD.
Hence, L is uniquely determined by the data (LLD, LRD, ϕ) as

L =
{
(v, w) | w ∈ L⊥RD, v ∈ ϕ([w])

}
. (12.48)

The symplectomorphism ϕ : L⊥RD/LRD → L⊥LD/LLD can be seen as being induced
from a (non-unique) symplectic map g ∈ Sp(V) as follows: Lift ϕ to an isometry ϕ̃ :
L⊥RD → L⊥LD mapping LRD to LLD and use Witt’s theorem 3.1 to extend it to a symplectic
map g ∈ Sp(V) which yields ϕ([v]) = [g(v)]. Vice versa, given two equal-dimensional
isotropic subspaces M, N ⊂ V, any bijective linear map h : M → N is an isometry and
thus extends to a symplectic map g ∈ Sp(V) which maps M⊥ to N⊥. Then, Eq. (12.48)
yields a valid double Lagrangian L with left and right defect subspaces LLD = N, LRD =
M and isometry induced by g. Alternatively, we can write it as follows:

L = L(M, g) :=
{
(g(w + v), w) | w ∈ M⊥, v ∈ M

}
. (12.49)

The set of Lagrangian subspaces is called the Lagrangian Grassmannian Lag(2V). It
comes with a semigroup structure via the composition law

L ◦ L′ :=
{
(v, w) | ∃u ∈ V : (v, u) ∈ L, (u, w) ∈ L′

}
. (12.50)

The semigroup Lag(2V) is even a monoid, i. e. it has an additional identity element

∆ = {(v, v) | v ∈ V} . (12.51)

The Clifford semigroup

As for the stochastic Lagrangian subspaces discussed in Sec. 12.3.1, we want to asso-
ciate operators to the double Lagrangians L ∈ Lag(2V). Here, we describe how such a
construction can be achieved on an abstract level and relate it to the well-known Choi-
Jamiołkowski isomorphism. In the following, we assume for simplicity that p > 2 , al-
though all derivations can be done analogously for p = 2 as in Sec. 4.2 and were mostly
already done in App. 9.C.

Let W be the Schrödinger representation of the Heisenberg group H(V) on a Hilbert
space H ' (Cp)⊗n with central character χ. The space of linear operators L(H) has
a natural irreducible representation of H(V) × H(V) acting as A 7→ W(v, t)AW(w, s)†.
Furthermore, there is a surjective homomorphism H(V)×H(V)→ H(2V) to the Heisen-
berg group H(2V) of to signed double 2V, given by (v, t)× (w, s) 7→ (v, w, t− s). Thus,
we have an irreducible representation of H(2V) on the Hilbert space L(H) with central
character χ given by

W̃(v, w, t)(A) := χ(t)W(v, 0)AW(−w, 0). (12.52)

With respect to W̃, any double Lagrangian L ∈ Lag(2V) can be mapped to a “stabiliser
state vector” as described in Sec. 4.2.3. Here, the Hilbert space is L(H) and thus a sta-
biliser state vector is a linear operator on H. These are exactly the operators we want
to construct. Using Eq. (4.49), we can give an explicit formula. Given a Lagrangian
L ∈ Lag(2V), the “stabiliser operator” w.r.t. W̃ is given by

〈x|Q(L) |y〉 = χ(−qL(x, y))1XL(x, y). (12.53)
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Here, XL is the projection of L onto the x-coordinates and qL is the quadratic form defined
in Eq. (4.52). As in Sec. 4.2.3, stabiliser operators Q(L, a) with non-trivial character a =
(v, w) can be obtained by acting with W̃(v, w) ≡W(v) ·W(w)† on Q(L).

Note that when the Lagrangian is a graph, L = Γ(g), then the defining eigenvalue
equation becomes

Q(Γ(g)) = W(g(v))Q(Γ(g))W(v)† ⇔ Q(Γ(g))W(v)Q(Γ(g))−1 = W(g(v)).
(12.54)

Hence, Q(Γ(g)) has to be proportional to µ(g). As the normalisation is chosen such that
‖Q(Γ(g))‖2

2 = p2n, they can only differ by a phase. In fact, one can check that the phase
convention agrees with the one in Thm. 3.2, and thus Q(Γ(g)) = µ(g).

Using the above derived normal form (12.49) of Lagrangians L ∈ Lag(2V), we can
generalise this to arbitrary stabiliser operators Q(L), where

L = L(M, g) =
{
(g(w + v), w) | w ∈ M⊥, v ∈ M

}
. (12.55)

Indeed, for w ∈ M⊥ and v ∈ M, we compute

W(g(v + w))µ(g)P(M)W(w)† = W(g(v + w))µ(g)W(−w)P(M)

= W(g(v + w))W(−g(w))µ(g)P(M)

= µ(g)W(v)P(M)

= µ(g)P(M).

(12.56)

Here, we used that W(−w) commutes with P(M) as w ∈ M⊥ and that W(v)P(M) =
P(M) for v ∈ M. Moreover, one can verify that dimXL = n− dim M and thus Q(L) =
µ(g)P(M). Finally, general stabiliser operators are obtained as a Weyl orbit Q(L, (v, w)) =
W(v)Q(L)W(w)† = W(v − g(w))µ(g)P(M, w), and are thus given by all possible Clif-
ford unitaries and stabiliser codes. We refer to the form Q = UP as the “polar form” of
the stabiliser operators.

As we have seen, the stabiliser states associated to the above introduced signed dou-
ble 2V have a natural interpretation in terms of operators on the Hilbert space H =
(Cp)⊗n. This can be seen as a consequence of using the signed symplectic form defined
in Eq. (12.45). If we instead use the standard symplectic form on V ⊕ V, we obtain a set
of stabiliser states on the doubled Hilbert space H⊗H = (Cp)⊗2n. As we show in the
following, the two constructions are related through the vectorisation map:

vec : L(H) ' H⊗H∗ −→ H⊗H, |x 〉〈y | 7−→ |x 〉 |y 〉 . (12.57)

To this end recall that the symplectic structure on a vector space is unique and hence
there is an isomorphism mapping 2V to V ⊕ V with its standard symplectic form. Let
us assume for concreteness that V = F2n

p , and write as before any point in the standard
polarisation as v = (z, x). Then, consider the isomorphism ∗ which acts on V as v =
(z, x) 7→ v∗ = (−z, x). Clearly, the pullback of the standard symplectic form under this
map is its negative, i. e. [v∗, w∗] = −[v, w]. Thus, letting the map act on the second half
of V ⊕V, we obtain the desired isomorphism.

Under the vectorisation map, the representation W̃(v, w) = W(v) ·W(w)† of H(2V)

on L(H) corresponds to the representation W(v)⊗W(w) on H⊗H. Furthermore, it is
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straightforward to check that the isomorphism ∗ acts as complex conjugation on Weyl
operators, W(w∗) = W(w). Thus, we have the following commutative diagram:

H(2V)
W̃−−−→ L(H)y∗ yvec

H(V ⊕V)
W⊗W−−−→ H⊗H

(12.58)

This observation gives us an alternative way of constructing the operators. Given a
Lagrangian subspace L ∈ Lag(V ⊕ V) there are p2n associated 2n-qudit stabiliser states
with vectors |L, a 〉 labelled by a ∈ V ⊕ V/L (cp. Secs. 3.1.2 and 4.2.3). Then, we define
operators by Q(L, a) := N vec−1( |L, a 〉). Setting the normalisation to N = |XL|1/2, it is
straightforward to confirm that the so-defined operators Q(L, a) are the same as those in
the last section, using the definition of the vectorisation map and the defining Eqs. (12.53)
and (4.49) for Q(L, a) and |L, a 〉.

From the perspective of the Choi-Jamiołkowski isomorphism, the stabiliser state vec-
tors |L, a 〉 are the Choi states of the operators Q(L, a), up to a constant. Taking care of the
correct normalisations, we have the following relation:

|L, a 〉 = |XL|−
1
2 Q(L, a)⊗ 1(vec1) = p

n
2 ‖Q(L, a)‖−1

2 Q(L, a)⊗ 1

∣∣φ+
〉

, (12.59)

where |φ+ 〉 = p−n/2 vec(1) is the default maximally entangled state. Based on this ob-
servation, it is possible to give an alternative proof of the polar form Q = UP (cp. App. 9.C).

Finally, we can use the eigenvalue equation

W(v)Q(L, a)W(w)† = χ([a, (v, w∗)])Q(L, a), ∀(v, w∗) ∈ L, (12.60)

to compute the product of stabiliser operators Q(L, a)Q(L′, a′). As it turns out, this
product is proportional to Q(L ◦ L′, b) for a suitable b. Here, the composition L ◦ L′ of
Lagrangians in Lag(V ⊕ V) is induced from the one in Lag(2V) defined in Eq. (12.50).
Hence, for any (v, w∗) ∈ L ◦ L′ there is a u ∈ V such that (v, u∗) ∈ L and (u, w∗) ∈ L′.
Then, we find

Q(L, a)Q(L′, a′)W(w)† = χ([a′, (u, w∗)])Q(L, a)W(u)†Q(L′, a′)

= χ([a, (v, u∗)] + [a′, (u, w∗)])W(v)†Q(L, a)Q(L′, a′).
(12.61)

This equation still depends on the intermediate point u ∈ V. However, the set of admis-
sible points given (v, w∗) ∈ L ◦ L′ forms a subspace Uv,w ⊂ V. Hence, write a = (aL, aR)
and a′ = (a′L, a′R) and average Eq. (12.61) over u ∈ Uv,w to obtain

W(v)Q(L, a)Q(L′, a′)W(w)† = χ([(aL, a′R), (v, w∗)])Q(L, a)Q(L′, a′)×

× 1
|Uv,w| ∑

u∈Uv,w

χ([a′L − aR, u])

= χ([(aL, a′R), (v, w∗)])Q(L, a)Q(L′, a′)1U⊥v,w
(a′L − aR).

(12.62)

Thus, if a′L − aR commutes with all of Uv,w, then Q(L, a)Q(L′, a′) has to be proportional
to Q(L ◦ L′, (aL, a′R)). If it does not, the right hand side of Eq. (12.62) vanishes. Since the
superoperator W̃(v, w) is invertible, this is the case if and only if Q(L, a)Q(L′, a′) = 0.
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This shows that the set of operators Q(L, a), obtained as “matrixification” of 2n-qudit
stabiliser states,

CSn(p) :=
{

Q(L, a) | L ∈ Lag(F4n
p ) a ∈ F4n

p /L
}

= {UP | r ∈ {0, . . . , n}, U ∈ Cln(p), P ∈ stabn,r(p)} .
(12.63)

can be identified with a semigroup (even monoid) in the projective space P(L(H)) when
the zero matrix is added. By abuse of notation, we call CSn(p) the Clifford semigroup.

In particular, if we restrict to the operators Q(L) ≡ Q(L, 0) (for p > 2), this forms
a projective representation of the semigroup Lag(V ⊕ V). This is what Howe calls the
oscillator semigroup [110, 163, 164].

Finally, we will argue that tensor powers of the elements of the Clifford semigroup
CSn(p) form a generating set for the stochastic orthogonal commutant Ost

t (p)′.

Theorem 12.3 (Thm. 5.6 in Ref. [181]). Let p be any prime and n, t ∈ N. Then, the trivial
isotype of the representation Ost

t (p) 3 O 7→ r(O)⊗n is span{ |s 〉⊗t | s ∈ stabn(p)}.

Corollary 12.1. The t-fold tensor powers of CSn(p) span the commutant Ost
t (p)′ of the repre-

sentation Ost
t (p) 3 O 7→ r(O)⊗n.

Proof. The commutant Ost
t (p)′ is the trivial isotype of the representation O 7→ Ad(r(O)⊗t)

which in turn is isomorphic to O 7→ r(O)⊗nr(O)⊗n = r(O)⊗2n via the vectorisation iso-
morphism. By Thm. 12.3 its trivial isotype is spanned by tensor powers of 2n-qubit sta-
biliser states, thus Ost

t (p)′ is spanned by the their pre-image under vec which is exactly
CSn(p)⊗n.

However, it is not clear whether the tensor powers of CSn(p) are actually linearly
independent, at least in a certain parameter regime. Contrary to the orthogonal case, where
a similar statement for the operators r(T)⊗n can be readily proven for n ≥ t − 1 [181],
this question seems harder to answer. This is also left open in the works by Gurevich and
Howe [110] and Howe [163, 164].

Open problem 5 (Basis of the orthogonal commutant). Is the set CSn(p)⊗t linearly inde-
pendent in some regime of the parameters (t, n)?



CHAPTER 13

GROUP DESIGNS ARE RARE AND ESSENTIALLY CLIFFORD

About this chapter

The following text is based on section V of the following, previously pub-
lished preprint:

Jonas Haferkamp, Felipe Montealegre-Mora, Markus Heinrich, Jens Eis-
ert, David Gross and Ingo Roth. Quantum homeopathy works: Efficient
unitary designs with a system-size independent number of non-Clifford gates.
Submitted to Communications in Mathematical Physics. 2020. arXiv:
2002.09524

This section originated from my interest in the special role of the Clifford
group in quantum information theory and was conceived by MH and FMM,
and eventually formulated by MH.

The following chapter is a slight reformulation of the section in the above
paper, adapted to the style and notation of this thesis. In addition, more de-
tails and references to other chapters have been included.

There are a number of ways to motivate the prominent use of Clifford unitaries in
quantum information theory. For instance, from a physical point of view, Clifford gates
are often comparatively easy to implement, in particular in fault-tolerant architectures.
As stabiliser codes are treated as the most promising quantum codes for future platforms,
fault-tolerantly implementable gates come mostly from the Clifford group.

In this chapter, we point out that Refs. [115, 186] together imply that the Clifford
groups are also mathematically distinguished. More precisely, we argue that the Clif-
ford groups are essentially the unique finitely generated family of subgroups which are
unitary designs. Proposition 13.1 is a Corollary of the recently published classification
of finite unitary subgroups which form t-designs, so-called unitary t-groups, by Bannai,
Navarro, Rizo and Tiep [115] and a theorem about universality of finitely generated sub-
groups by Sawicki and Karnas [186].

For any subgroup G ⊆ U(d), we denote by G := G/Z(G) the projective group ob-
tained by modding out the centre. As mentioned in Ch. 12, G is a unitary t-design if and
only if G is. Hence, any classification of unitary t-groups can only be made up to the
centre of a group.

Proposition 13.1 refers to t-designs generated by finite gate sets, which we define now.
The starting point is a Hilbert space (Cq)⊗r for some r. Without loss of generality, we
might assume that all gates are special unitaries. Then, a finite gate set is a finite subset

G ⊂ SU
(
(Cq)⊗r).

We denote by Gn the subgroup of SU
(
(Cq)⊗n) generated by elements of G acting on any

r tensor factors (here r ≤ n). The number q is called the local dimension of G.
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Proposition 13.1 (Singling out the Clifford group [115, 186]). Let t ≥ 2, and let G be a finite
gate set with local dimension q ≥ 2. Assume that (1) either all Gn are finite or they are all infinite,
and (2) there is an n0 such that for all n ≥ n0, Gn is a unitary t-design.

Then, one of the following cases apply:

(i) If t = 2, we have either that q is the power of a prime and Gn is isomorphic to a subgroup
of the Clifford group Cln(q), or Gn is dense in SU(qn),

(ii) If t = 3, we have either q = 2 and Gn is isomorphic to the full Clifford group Cln(2) or
Gn is dense in SU(qn),

(iii) If t ≥ 4 then Gn is dense in SU(qn).

Note that a finitely generated infinite subgroup of SU(d) is always dense in some
compact Lie subgroup (cp. [186, Fact 2.6]). In particular, it inherits a Haar measure from
this Lie subgroup which allows for a definition of unitary t-design.

Finite case. In the classification in Ref. [115], the non-existence of finite unitary t-groups
was shown for t ≥ 4 (and dimension d > 2). Already the case t = 3 is very restrictive,
since the authors arrive at the following result:

Lemma 13.1 (Ref. [115, Thm. 4]). Suppose d ≥ 5 and H < U(d) is a finite unitary 3-group.
Then, H is either one of finitely many exceptional cases or d = 2n and H is isomorphic to the
Clifford group Cln(2).

Since neither of the exceptions is a finitely generated family of subgroups, this estab-
lishes the finite version of (ii), the t = 3 case.

The classification of unitary 2-designs is however more involved, it includes cer-
tain irreducible representations of finite unitary and symplectic groups (compare [115,
Thm. 3, Lie-type case]), and a finite set of exceptions. We give a shortened version of the
result as follows.

Lemma 13.2 (Ref. [115, Thm. 5]). Suppose d ≥ 5 and H < U(d) is a finite unitary 2-group.
Then, one of the following cases applies

(i) (Lie-type case) [. . . ]

(ii) (Extraspecial case) d = pk for a prime p and HWk(p) C H. Moreover, H/HWk(p) is
isomorphic to a subgroup of Spk(p) which acts transitively on F2k

p \ 0.

(iii) (Exceptional case) [. . . ]

The exceptional case (iii) can be ruled out in the same way as above. The Lie-type
cases (i) happen in dimensions (3n ± 1)/2 and (2n + (−1)n)/3. There is no q for which
there exists an n0 such that for all n ≥ n0 there exists an m ∈N satisfying either

qn = (3m ± 1)/2 or qn = (2m + (−1)m)/3.

Thus, the assumptions of Prop. 13.1 rule these out. Then, case (ii) of Lemma 13.2 estab-
lishes the finite version of Prop. 13.1 (i), cp. also Sec. 12.2.
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Infinite case. Define the commutant for a set S ⊂ SU(d) of the adjoint action as

Comm(AdS) :=
{

L ∈ End
(
Cd×d) ∣∣ [Adg, L] = 0 ∀g ∈ S

}
.

We show that the second case can be reduced to Cor. 3.5 from Ref. [186] applied to the
simple Lie group SU(d).

Lemma 13.3 ([186, Cor. 3.5]). Given a finite set G ⊂ SU(d) such that G = 〈G〉 is infinite.
Then, the group G is dense in SU(d) if and only if

Comm(AdG) ∩ End(su(d)) = {λ idsu(d) | λ ∈ R}. (13.1)

Recall that a subgroup G ⊆ U(d) is a unitary 2-group if and only if Comm(U⊗U|U ∈
G) = Comm(U ⊗U|U ∈ U(d)) = span{1, F}, where F denotes the flip of two tensor
copies.Let us denote the partial transpose on the second system of a linear operator A ∈
L(Cd⊗Cd) by AΓ. Then, one can easily verify that Γ induces a vector space isomorphism
between Comm(U⊗U|U ∈ G) and Comm(U⊗U|U ∈ G). The image of the basis {1, F}
is readily computed as

1
Γ = 1, FΓ = d |Ω 〉〈Ω | , (13.2)

where |Ω 〉 = d−1/2 ∑d
i=1 |ii 〉 is the maximally entangled state vector. Next, we use that

U ⊗ U = mat(AdU) is the matrix representation of AdU = U · U† with respect to the
basis Ei,j = |i 〉〈j | of L(Cd). Thus, we have Comm(AdG) ' Comm(U ⊗ U|U ∈ G) as
algebras. Pulling the above basis of Comm(U⊗U|U ∈ G) back to Comm(AdG), we then
find:

mat−1(1) = idL(Cd), mat−1( |Ω 〉〈Ω |) = tr(•)idL(Cd). (13.3)

Hence, we have shown that any element in Comm(AdG) is a linear combination of these
two maps. However, by restricting to su(d), the second map becomes identically zero,
thus we have

Comm(AdG) ∩ End(su(d)) = {λ idsu(d) | λ ∈ R}. (13.4)

By Lemma 13.3, this shows that any finitely generated infinite unitary 2-group G ≤ SU(d)
is dense in SU(d). Since any unitary t-group is in particular a 2-group, this is also true
for any t > 2.





CHAPTER 14

APPROXIMATE t-DESIGNS WITH FEW NON-CLIFFORD GATES

About this chapter

This chapter is based on the following article:

Jonas Haferkamp, Felipe Montealegre-Mora, Markus Heinrich, Jens Eis-
ert, David Gross and Ingo Roth. Quantum homeopathy works: Efficient
unitary designs with a system-size independent number of non-Clifford gates.
Submitted to Communications in Mathematical Physics. 2020. arXiv:
2002.09524

The paper is the result of a deep collaboration among the authors. As a conse-
quence, my contribution is difficult to isolate in this work and hence the full
article is not included in this dissertation. An exception is Section V which is
included as Ch. 13. Because the work on this project has influenced and pro-
vides context for other works of mine, see Ch. 9 and 15, a concise summary is
given in this chapter.

14.1 Introduction

As laid out in Chapter 13, the Clifford groups occupy a somewhat singular role – they are
a locally generated family of finite subgroups in prime-power dimensions, which form
unitary 2-designs in odd dimensions and 3-designs in even dimensions. Due to the non-
existence of unitary 4-groups [115], efficient higher-order designs have to be constructed
by other means.

Very recently, Bannai, Nakata, Okuda and Zhao [178] proposed an iterative method
which – in principle – allows to build higher-order unitary designs from lower-order de-
signs. As an example, they construct an exact 4-design for two qubits from three copies
of the two-qubit Clifford group. Their construction is based on the knowledge of the ir-
reps of the fourth tensor power representation of the Clifford group. To me, it is not clear
whether their method can be generalised to the n-qubit setting and, if so, yields efficient
unitary designs. At the minimum, it seems to require insights into the representation the-
ory of the Clifford group which is still under current research [192]. However, it seems
worthwhile to investigate this further in the future.

Since the requirements for exact unitary designs are rather strict, our approach is to
construct approximate unitary designs instead. Assuming that the approximation is in
a sufficiently strong sense, this is enough for most applications. A constructive way of
building approximate designs is given by random circuits. Indeed, it has been known
for some time that polynomial-depth random circuits composed of local gates from a
universal set form approximate unitary 2-designs. [193]. Subsequently, this result has
been improved and extended, showing that the circuit depth and design order are in
general polynomially related [182, 194–197]. Moreover, it is widely believed that local
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random circuits on n qubits generate an approximate unitary t-design in O(nt) depth, a
conjecture formulated in Ref. [182].

In our work [129], we choose a more structured gate set from which the random cir-
cuits are constructed. Namely, the gate set consists of all Clifford gates and an arbitrary,
but fixed non-Clifford gate K. As the Clifford group can be efficiently described and its
elements can be efficiently implemented in terms of local generators, this choice has the
potential to yield efficient unitary designs (cp. Sec. 3.1.4 and 5.3.2). Indeed, the underly-
ing motivation for this choice is three-fold:

First, any non-trivial non-Clifford gate K is enough to promote the classically simu-
lable Clifford circuits to universality [60]. However, the power of Clifford circuits with
finite non-Clifford resources is still an active line of research of both practical and theoretical
importance. While resource theories of magic discussed in Part II try to quantify these
resources, unitary designs measure how quickly Clifford circuits become dense in the
unitary group when supplied with non-Clifford resources.

Second, Clifford gates are usually easier to implement than non-Clifford gates. Strictly
speaking, this is only true when we consider common fault-tolerant architectures. How-
ever, it is questionable whether unitary designs can even be implemented on non-fault-
tolerant quantum computers. Since errors accumulate quickly, already moderately-sized
quantum circuits are beyond their reach. In practise, this means that a generic n-qubit
Clifford unitary cannot be executed when n ≈ 5. In this sense, the focus of the random
circuits discussed here are fault-tolerant quantum computers. Then, unitary designs with
mostly Clifford gates are preferable over designs with random gates.

Third, the Clifford group is the optimal starting point from the perspective of designs
since it is the “maximal” unitary group design. Although the Clifford commutant devi-
ates more and more from the unitary commutant with t, additional non-Clifford gates
should close this gap since the underlying gate set is universal. Since the dimension of
the Clifford commutant does not dependent on the number of qubits n, it turns out that
a n-independent number of non-Clifford gates is actually enough.

More precisely, we prove that random Clifford circuits supplied with Õ(t4 log(1/ε)
fixed non-Clifford gates consist an approximate unitary t-design with an additive dia-
mond norm error ε. In terms of the standard Clifford generators, this yields an overall
gate count of Õ(n2t4 log(1/ε)) which is a significant improvement compared to the gate
count Õ(n2t10 log(1/ε)) for the local random circuits considered in Ref. [182]

Interestingly, the design order of a family of circuits was recently related to a notion of
circuit complexity [198]. In this sense, our work shows that the complexity of Clifford+K
circuits can be quantified by the number of K gates.

14.2 Results

14.2.1 Approximate unitary t-designs with few non-Clifford gates

Before we state our results, we have to introduce some notation. As in Ch. 12, we denote
by ν a probability measure on the unitary group U(d). Let us define the quantum channel

∆t(ν) :=
∫

U(d)
U⊗t · (U⊗t)† dν(U), (14.1)
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which we call the t-th moment operator of the measure ν. Recall from Ch. 12 that ν is a
unitary t-design if and only if ∆t(ν) = ∆t(µH) where µH is the normalised Haar measure
on U(d). For an approximate unitary design we only require that the moment operator of ν
is close to the Haar operator. Naturally, there a different notions of “closeness” expressed
by the choice of a distance function. Here, we require approximation in diamond norm,
which is defined for any superoperator φ : L(Cd)→ L(Cd) as

‖φ‖� :=
∥∥∥φ⊗ idL(Cd)

∥∥∥
1→1

= sup
‖X‖1≤1

∥∥∥φ⊗ idL(Cd)(X)
∥∥∥

1
. (14.2)

This is motivated by the operational meaning of the diamond distance as the maximum
success probability of distinguishing two quantum channels. In particular, the deviation
in total variation distance of the outcome distributions of any measurement on the output
of ∆t(ν) and ∆t(µH) is bounded by their diamond norm distance.

Definition 14.1 (Approximate unitary t-design). A probability measure ν on U(d) is an
(additive) ε-approximate unitary t-design if

‖∆t(ν)− ∆t(µH)‖� ≤ ε. (14.3)

Next, we describe the probability measure which underlies our random circuit con-
struction. The random circuits consist of k layers of which any layer is given by a random
element C from the multi-qubit Clifford group Cln ≡ Cln(2), followed by a non-Clifford
single-qubit gate K acting on a random qubit:

C1 C2 Ck−1 Ck

K

· · · K

K

(14.4)

To make this formal, let µCl be the normalised counting measure on the n-qubit Clif-
ford group Cln and let K ∈ U(2) be a non-trivial non-Clifford unitary. Note that without
loss of generality, we can assume that K acts exclusively on the first qubit, since any qubit
permutation is Clifford and can thus be absorbed into the Clifford part. Furthermore, we
introduce a technical assumption, namely that instead of applying K, we apply a ran-
dom gate from the set {1n, K⊗ 1n−1, K† ⊗ 1n−1}. This ensures that the moment operator
associated with the counting measure ξK on this set is self-adjoint. The reason for includ-
ing the identity is to simplify certain steps in the proof. Clearly, we can leave out the
identity and the depth k derived here is an upper bound on the depth without sampling
the identity. Finally, note that the probability measure which describes the product of
two unitaries U1 and U2 drawn from measures ν1 and ν2, respectively, is the convolution
measure ν1 ∗ ν2.

Definition 14.2 (Interleaved Clifford circuit). Let K ∈ U(2) and let ξK be the counting
measure on {1n, K ⊗ 1n−1, K† ⊗ 1n−1}. A K-interleaved Clifford circuit of depth k is a ran-
dom quantum circuit described by the probability measure σk := σ∗k where σ := µCl ∗ ξK.
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This definition now allows us to state our main result.

Theorem 14.1 (Unitary designs with few non-Clifford gates [197, Thm. 1]). Let K ∈ U(2)
be a non-trivial non-Clifford unitary. Then, there are constants c1(K), c2(K) > 0 such that for
any k ≥ c1(K) log2(t)

(
t4 + t log(1/ε)

)
, the K-interleaved Clifford circuits of depth k acting on

n qubits form an additive ε-approximate unitary t-design for all n ≥ c2(K)t2.

We outline the proof of Thm. 14.1 in Sec. 14.3. Note that n-qubit Clifford unitaries can
be sampled efficiently using O(n3) random bits [119], cp. Sec. 5.3.1. Then, the sampled
Clifford unitaries can be efficiently compiled into O(n2/ log(n)) generators [88]. This
yields an overall gate count of O(n2/ log(n) log2(t)t4) which improves considerably on
O(n2t10) reported for local random circuits in Ref. [182]. This is possible since part of
the randomness is provided by a classical computer. We consider a variant of Thm. 14.1
based on random walks on local generators in Cor. 14.2.

Our construction has direct relations to the complexity of Clifford circuits with a lim-
ited number of non-Clifford gates. Stabiliser-based simulation methods are able to simu-
late these Circuits with a runtime which scales exponential in the number of non-Clifford
gates, see Ch. 8 and Refs. [26, 27, 29–37]. This implies that our scheme yields a family
of approximate O(log(n))-designs which are simulable on a classical computer in quasi-
polynomial time. It is conjectured that a linear scaling of the depth with t is sufficient
which would improve the runtime to polynomial time.

Conversely, a recent connection between design order and complexity drawn by
Brandão et al. [198] states that a random element from an approximate unitary t-design
has high probability to have a circuit complexity ∼ t. Since in our construction, the de-
sign order and the number of non-Clifford gates is related as k = O(t4), this implies that
the complexity of a quantum circuit with k non-Clifford gates is very likely to be k

1
4 .

Our proof technique can also be used to prove that K-interleaved Clifford circuits
form approximate unitary designs with respect to a stronger notion of approximation.

Definition 14.3 (Relative approximate unitary t-design). A probability measure ν is a
relative ε-approximate t-design if

(1− ε)∆t(µH) � ∆t(ν) � (1 + ε)∆t(µH), (14.5)

where A � B if and only if B− A is completely positive.

For this stronger notion of relative approximation, we lose the system-size indepen-
dence in the number of non-Clifford gates. However, at the same time, the scaling im-
proves to almost linear in t.

Corollary 14.1 (K-interleaved Clifford circuits as relative approximate designs [197, Cor. 2]).
There are constants c′1(K), c′2(K) > 0 such that K-interleaved Clifford circuits are a relative ε-
approximate unitary t-design in depth k ≥ c′1(K) log2(t)(2nt+ t log(1/ε)) for all n ≥ c′2(K)t

2.

For applications, the constants given in the theorems have to be worked out explicitly
for a choice of K. Here, we intentionally leave this choice open and thus have to rely on
general bounds on certain spectral gaps. The resulting constants can be very large if for
example K is close to the identity. However, given a choice of K, it is very likely that the
given scaling can be further improved using tighter bounds. This is already the case if
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we replace the fixed gate K with a Haar-random unitary from U(2) in every layer. Then,
it is straightforward to adapt our proof to show the following.

Proposition 14.1 (Haar-interleaved Clifford circuits [197, Prop. 1]). Clifford circuits inter-
leaved with Haar-random single-qubit unitaries form an additive ε-approximate unitary t-design
in depth k ≥ 36(33t4 + 3t log(1/ε)) for all n ≥ 33t2 + 7.

14.2.2 Local random Clifford circuits

As already mentioned before, instead of compiling a random Clifford unitary into gen-
erators, we can also consider a random Clifford circuit composed of local generators
instead. To this end, we first establish how quickly such a local random Clifford cir-
cuit converges t-th moment operator ∆t(µCl) of the Clifford group. We take G ⊂ Cl2
to be a set of 2-local generators for the Clifford group. For technical reasons, we as-
sume G is closed under taking inverses. An example of such a closed generating set is
{H ⊗ 1, S⊗ 1, S3 ⊗ 1, CX}. By letting the generators act on all pairs of qubits we obtain
a closed, generating set Gn ⊂ Cln for the n-qubit Clifford group.

Definition 14.4 (Local random Clifford circuit). Let G ⊂ Cl2 be a closed, generating set
and let Gn ⊂ Cln be the induced generating set for the n-qubit Clifford group. Let σG be
the normalised counting measure on Gn, then a local random Clifford circuit of depth m is
obtained by drawing m times from σG and described by the probability measure σ∗mG .

An approximate Clifford t-design is defined analogously to the unitary case, but approx-
imates the Clifford moment operator instead.

Theorem 14.2 (Local random Clifford designs[197, Thm. 3]). Let n ≥ 12t and G ⊂ Cl2 be a
closed, generating set. Then, there is a constant c(G) > 0 such that local random Clifford circuits
of depth m ≥ c(G)nt8 log−2(t)(2nt + log(1/ε)) form relative ε-approximate Clifford t-designs.

Using Thm. 14.2, we can replace the random n-qubit Clifford unitaries in the inter-
leaved random circuit Eq. (14.4) by a local random Clifford circuit of appropriate depth.
This results in the following corollary, involving only local gates:

Corollary 14.2 (Approximate designs from local generators [197, Cor. 3]). Let K ∈ U(2)
be a non-trivial non-Clifford unitary and let G ⊂ Cl2 be a closed, generating set. Then, there are
constants c′′1 (K, G), c′′2 (K), c′′3 (K, G) > 0 such that for

m ≥ c′′1 (K, G)nt8/ log2(t) (2nt + log(1/ε)) ,

k ≥ c′′2 (K) log2(t)
(

t4 + t log(1/ε)
)

,

the local random circuits defined by σk,m := (σ∗mG ∗ ξK)
∗k form an additive ε-approximate unitary

t-design for all n ≥ c′′3 (K)t
2.

14.3 Technical background

In this section, some details on the techniques used to prove the above results are given.
An outline of the proofs of Thm. 14.1 and Thm. 14.2 is presented in Secs. 14.3.1 and
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14.3.2, including some comments on the technicalities involved. Furthermore, a few se-
lected proofs are given. For more details and all proofs the interested reader is referred
to Ref. [58].

14.3.1 Approximate unitary designs

Overview of the proof of Thm. 14.1

To prove that K-interleaved random Clifford circuits are additive ε-approximate t-designs,
we have to bound the diamond distance between the t-moment operator ∆t(σk) and the
Haar moment operator ∆t(µH). Since the measure σk = σ∗k is a k-fold convolution of
σ = µCl ∗ ξK, its moment operator decomposes as

∆t(σk) = ∆t(µCl)∆t(ξK) . . . ∆t(µCl)∆t(ξK)︸ ︷︷ ︸
k times

. (14.6)

In the following, we use the shorthand notations PH := ∆t(µH), PCl := ∆t(µCl), and
R(K) := ∆t(ξK). Recall from Sec. 12.1 that PH and PCl coincide with the projections on the
commutant of the t-th tensor power representation of the unitary group and the Clifford
group, respectively. From the fact that PH is invariant under left and right multiplication
with unitaries, the following identity follows for any mixed unitary channel E :

E k − PH = (E − PH)
k. (14.7)

Thus, we can rewrite the difference of ∆t(σk) to the Haar projector PH as

∆t(σk)− PH = (PClR(K))
k − PH = [(PCl − PH)R(K)]k . (14.8)

Clearly, the superoperator PCl − PH is the projection onto the orthocomplement of the
unitary commutant within the Clifford commutant. In particular, if t ≤ 3, then PCl −
PH = 0. Note that given an orthonormal basis Ei of the orthocomplement, we can write
the projector PCl − PH as

PCl − PH = ∑
i
|Ei )(Ei | , (14.9)

where (A | is the linear form which acts on operators as (A | : B 7→ (A|B) and

(A|B) := tr(A†B), (14.10)

is the Hilbert-Schmidt inner product. Then, Eq. (14.8) can be explicitly expressed via the
matrix elements of R(K) in this basis:

[(PCl − PH)R(K)]k =

∑
i1,...,ik

|Ei1 ) (Ei1 | R(K) |Ei2) (Ei2 | R(K) |Ei3) . . .
(
Eik−1

∣∣ R(K)
∣∣Eik) (Eik

∣∣ (14.11)

Because any non-Clifford gate K renders the Clifford group universal, it might be intu-
itively clear that R(K) |Ei ) should have a small overlap with the Clifford commutant and
this effect is accumulating with k. This is the idea which underlies the proof of Thm. 14.1.

However, there are some technical details that have to be taken into account. For
once, R(K) acts only on a single qubit, thus its matrix elements could still be considerably
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large in n. Here, the characterisation of the Clifford commutant given in Ref. [181] and
discussed in Sec. 12.3.1, is of great importance. Recall that there is a natural basis for
the Clifford commutant which is given by the operators r(T)⊗n for T ∈ Σt a stochastic
Lagrangian subspace. As it is factorising, this choice of basis is very convenient and
allows to take advantage of the fact that K is a single-qubit gate. Consequently, we derive
a series of lemmata which bound the overlaps of R(K) in this basis. In fact, it will be
convenient to normalise the r(T) basis as

QT :=
r(T)
‖r(T)‖2

= 2−t/2r(T). (14.12)

Then, the key lemma is the following.

Lemma 14.1 (Overlap bound). Let K be a single-qubit non-Clifford gate. Then, there is a
c(K) > 0 such that

ηK,t := max
T∈Σt\St

T′∈Σt

1
3

∣∣∣(QT|Ad(K)⊗t + Ad(K†)⊗t + id |QT′)
∣∣∣ ≤ 1− c(K) log−2(t). (14.13)

Albeit, the {Q⊗n
T } basis is not orthogonal and thus we cannot use the expansion in

Eq. (14.11) directly. However, as (QT|QT′) < 1 for T 6= T′, the overlaps are exponentially
small in n. This indicates that the bounds we obtain in the QT basis should be close to
the ones in a suitable orthonormal basis. In our paper [58], we apply a Gram-Schmidt
orthogonalisation to {Q⊗n

T }, resulting in an orthonormal basis

Ej :=
j

∑
i=1

Ai,jQ⊗n
Ti

, (14.14)

where {Ti} is an enumeration of the elements in Σt such that the first t! elements corre-
spond to the permutations St. Importantly, it is possible to give reasonably good bounds
on the magnitude of Ai,j and the norm of Ej. Then, expanding in the orthogonalised basis
as in Eq. (14.11), we obtain∥∥∥[(PCl − PH)R(K)]k

∥∥∥
�
≤

∑
i1,...,ik

∥∥ |Ei1 )(Eik

∣∣∥∥
� | (Ei1 | R(K) |Ei2) || (Ei2 | R(K) |Ei3) | . . . |

(
Eik−1

∣∣ R(K)
∣∣Eik) |. (14.15)

We can now expand the Ej in the QT basis using Eq. (14.14) which introduces additional
corrections, e. g.

| (Ei| R(K)
∣∣Ej
)
| ≤

i

∑
r=1

j

∑
l=1
|Ar,i Al,j|| (QTr | R(K) |QTl ) |. (14.16)

We refrain from giving the details of the following steps. These are quite technical and
involve careful bounds for the appearing terms in different ways. Finally, the following
bound can be obtained:∥∥∥[(PCl − PH)R(K)]k

∥∥∥
�
≤ 233t4+t log(k)

(
1 + 232t2−n

)5k
ηk−1

K,t (14.17)

From this, the statement in Thm. 14.1 can be directly derived by taking the logarithm on
both sides and using the bound in Lem. 14.1 and log(1 + x) ≤ x.

Corollary 14.1 and Proposition 14.1 follow with a slight modification to the argument.
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Overlap bound

The Gram-Schmidt orthogonalisation of the commutant basis is merely a technical step
which allows us to expand the difference of the moment operators in terms of the Q⊗n

T .
Instead, the main ingredient to Thm. 14.1 is given by Lem. 14.1. Its proof is in turn based
on a theorem due to Varjú [199] and the following lemma:

Lemma 14.2 (Haar symmetrisation). For all t ∈N and T ∈ Σt \ St, it holds that

(QT| PH |QT) = 2−t ‖PH[r(T)]‖2
2 ≤

7
8

, (14.18)

where PH = ∆t(µH) is the t-th moment operator of the single-qubit unitary group U(2).

The proof of Lemma 14.2 heavily uses the structure of the stochastic Lagrangian sub-
spaces and can be found in our paper Ref. [197]. Varjú’s theorem is repeated as this point
for convenience.

Proposition 14.2 ([199, Thm. 6]). Let ν be a probability measure on U(d). Consider the averag-
ing operator Tv(ν) of a irreducible representation ρv : U(d)→ L(Wv) parameterized by highest
weight v ∈ Zd:

Tv(ν) :=
∫

U(d)
ρv(U) dν(U). (14.19)

Then there are numbers c(d) > 0 and r0 > 0 such that

δr(ν) := 1− max
0<|v|≤r

‖Tv(ν)‖∞ ≥ c(d)δr0(ν) log−2(r), (14.20)

where |v|2 = ∑i v2
i .

Here, δr(ν) is called the restricted spectral gap of ν. We can now give a proof of
Lem. 14.1.

Proof of Lemma 14.1. As before, let ξK be the normalised counting measure on {1, K, K†},
µCl the one on the single-qubit Clifford group Cl1, and νK the average of ξK ∗ ξK and µCl.
Its moment operator is thus

∆t(νK) =
1
2

(
∆t(µCl) + ∆t(ξK ∗ ξK)

)
=

1
2

(
∆t(µCl) + ∆t(ξK)

2
)

. (14.21)

We can decompose the representation U 7→ Ad(U)⊗t of the unitary group into irreps ρv
of highest weight v. From the representation theory of the unitary group, we know that
no irreps with |v| >

√
2t can hereby appear. This implies that we have the following

decomposition with multiplicities mv (possibly zero):

∥∥∆t(νK)− PH
∥∥

∞ =

∥∥∥∥∥∥ ⊕
|v|≤
√

2t

(
Tv(νK)− Tv(µH)

)
⊗ idmv

∥∥∥∥∥∥
∞

=

∥∥∥∥∥∥ ⊕
0<|v|≤

√
2t

Tv(νK)⊗ idmv

∥∥∥∥∥∥
∞

= max
0<|v|≤

√
2t
‖Tv(νK)‖∞

= 1− δ√2t(νK).

(14.22)
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In the second step, we used that PH is the projector onto the trivial isotype of U 7→
Ad(U)⊗t and has thus only support on the trivial irrep v = 0. However, T0(νK) = T0(µH)
and this contribution cancels. In the third step, we then used that the spectral norm of a
block-diagonal matrix is the biggest spectral norm over the blocks.

As the Clifford group supplemented with any non-Clifford gate is universal, so is νK,
i. e. its powers converge to the Haar measure on U(2). This implies that the restricted
spectral gap δr(νK) > 0 for all r ≥ 0, cp. Ref. [193]. Thus, we find using Varjú’s theorem:

δ√2t(νK) ≥ c(2)δr0(νK) log−2(
√

2t) ≥ c(2)
4

δr0(νK) log−2(t) =: C′(K) log−2(t) > 0.
(14.23)

And hence:∥∥∆t(νK)− PH
∥∥

∞ ≤ 1− δ√2t(νK) ≤ 1− C′(K) log−2(t) =: κt,K < 1. (14.24)

For any T ∈ Σt \ St, we can define the operator

XT :=
(id− PH)QT

‖(id− PH)QT‖2
. (14.25)

We then obtain

‖∆t(νK)− PH‖∞ = max
‖X‖2=1

|(X|∆t(νK)− PH |X)|

≥ |(XT|∆t(νK)− PH |XT)|
‖XT‖2

2

=
|(QT| (id− PH)∆t(νK)(id− PH) |QT)|

(QT| (id− PH)2 |QT)

=
| (QT|∆t(νK) |QT)− (QT| PH |QT) |

1− (QT| PH |QT)

≥ (QT|∆t(νK) |QT)− (QT| PH |QT)

1− (QT| PH |QT)
.

(14.26)

Here, we used that PH∆t(νK) = ∆t(νK)PH = PH as before. From this, we immediately
obtain using Eq. (14.24) and Lem. 14.2:

(QT|∆t(νK) |QT) ≤ κt,K
[
1− (QT| PH |QT)

]
+ (QT| PH |QT)

= κt,K + (1− κt,K) (QT| PH |QT)

≤ 1− 1
8

c′(K) log−2(t).

(14.27)

Next, we use that QT commutes with the t-th diagonal action of the single-qubit Clifford
group and thus (QT|∆t(µCl) |QT) = 1. This implies

(QT|∆t(ξK)
2 |QT) ≤ 1− 1

4
c′(K) log−2(t). (14.28)
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Finally, combine the Cauchy-Schwarz inequality with
√

1− x ≤ 1− x/2 for x ≤ 1 to get

|(QT|∆t(ξK) |QT′)| ≤
√
(QT|∆t(ξK)2 |QT)

≤
√

1− 1
4

c′(K) log−2(t)

≤ 1− 1
8

c′(K) log−2(t)

=: 1− c(K) log−2(t),

(14.29)

for all T ∈ Σt \ St and T′ ∈ Σt. This proves Lemma 14.1.

14.3.2 Local random Clifford circuits

In the following, we give an outline of the proof of Thm. 14.2. The proof strategy is
analogous to the unitary case treated in Refs. [182, 194]. For convenience, we restate
Thm. 14.2.

Theorem 14.2 (Local random Clifford designs[197, Thm. 3]). Let n ≥ 12t and G ⊂ Cl2 be a
closed, generating set. Then, there is a constant c(G) > 0 such that local random Clifford circuits
of depth m ≥ c(G)nt8 log−2(t)(2nt + log(1/ε)) form relative ε-approximate Clifford t-designs.

In this section, the definition of moment operators is with respect to the Clifford group
Cln. More precisely, given a probability measure ν on Cln, its t-th moment operator is

∆t(ν) :=
∫

Cln

U⊗t · (U⊗t)† dν(U). (14.30)

Recall that the measure ν defines a relative ε-approximate Clifford design if it is close to
the uniform measure µCl in CP ordering, i. e.

(1− ε)∆t(µCl) � ∆t(ν) � (1 + ε)∆t(µCl) (14.31)

Since all norms on finite-dimensional vector spaces are equivalent, it might be intuitively
clear that the different notions of approximation are related but norm constants will gen-
erally appear. Since those can depend on the dimension d = 22nt this may affect the rate
of convergence. Let us define the deviation in spectral norm as

g(ν, t) := ‖∆t(ν)− ∆t(µCl)‖∞ (14.32)

Then, the following lemma derives an explicit norm constant which allows the lift close-
ness in spectral norm to closeness in CP ordering:

Lemma 14.3. Suppose ε ∈ [0, 1) is such that g(ν, t) ≤ ε. Then, ν is a relative ε22nt-approximate
Clifford t-design.

As in Def. 14.4, given a closed, generating set G ⊂ Cl2 we define the probability
measure σG which draws randomly from G and applies the gate to a random qubit i or a
random pair of adjacent qubits (i, i+ 1). Then, we can bound the spectral norm deviation
as follows.
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Proposition 14.3. Given a probability measure as in Def. 14.4 and assume that n ≥ 12t. Then,
there is a constant c(G) > 0 such that g(σG, t) ≤ 1− c(G)n−1 log2(t)t−8.

Proof of Thm. 14.2. Note that for all probability measures ν on the Clifford group we have
g(ν∗m, t) = g(ν, t)m since

∆t(µCl)∆t(ν) = ∆t(ν)∆t(µCl) = ∆t(µCl). (14.33)

Thus, Prop. 14.3 and Lem. 14.3 imply that for m ≥ c(G)nt8 log−2(t)(2nt + log(1/ε)) the
local random Clifford circuit σ∗mG is a relative ε-approximate Clifford t-design.

Let us now turn to the proof of Proposition 14.3. In the following we consider the
gate set G to be fixed and simply write σG ≡ σ. By assumption, G is closed under taking
inverses and thus ∆t(σ) is self-adjoint. Its largest eigenvalue is 1 since σ is a probability
measure. The according eigenspace is the subspace of operators which is fixed under
Ad(g)⊗t for any g ∈ G. This is exactly the subspace of operators which commute with
any g⊗t. Since G generates the Clifford group, this subspace has to coincide with the
Clifford commutant Cl′n. Denoting with PCl = ∆t(µCl) the projector onto Cl′n, the spectral
decomposition of ∆t(σ) is thus

∆t(σ) = PCl + ∑
r≥2

λr(∆t(σ))Πr, (14.34)

where λr(X) denotes the r-th largest eigenvalue of X. Hence, the deviation in spectral
norm becomes

g(σ, t) = ‖∆t(σ)− PCl‖∞ = λ2(∆t(σ)). (14.35)

We can reformulate this as the spectral gap of a suitable family of local Hamiltonians
with vanishing ground state energy. These are:

Hn,t := n (id− ∆t(σ)) =
n

∑
i=1

hi,i+1, with hi,i+1 :=
1
|G| ∑

g∈G

(
id−Ad(gi,i+1)

⊗t) .

(14.36)
Here, gi,i+1 is the local generator g applied to the qubit pair (i, i + 1). It is clear that Hn,t
is a positive operator with ground state energy 0. By construction, the corresponding
ground space is exactly the Clifford commutant Cl′n. Let ∆(Hn,t) be the spectral gap of
Hn,t, i. e. the second-smallest eigenvalue of Hn,t. Then, we have

g(σ, t) = 1− ∆(Hn,t)

n
. (14.37)

The key step in proving Prop. 14.3 is to show that the spectral gap ∆(Hn,t) has a lower
bound independent of n. It is crucial that the Hamiltonians Hn,t are frustration-free such
that we can apply the martingale method due to Nachtergaele [200]. This leads to the
following bound:

Lemma 14.4 (Lower bound on spectral gap). Let Hn,t be the family of Hamiltonians defined
in Eq. (14.36) and let n ≥ 12t. Then, the following inequality holds for the spectral gap of Hn,t:

∆(Hn,t) ≥
∆(H12t,t)

48t
. (14.38)
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Finally, we can combine Lem. 14.4 with a suitable lower bound on ∆(H12t,t) to prove
Prop. 14.3. To this end, we use a result by Diaconis and Saloff-Coste [201] about random
walks on finite groups. As in Varjú’s theorem, this involves an averaging operator, how-
ever, in this case with respect to the regular representation of Cln on its group algebra
L2(Cln) which acts as ρ(h) f (g) := f (h−1g). The averaging operator is then

Tσ f (g) :=
∫

Cln

f (h−1g) dσ(h). (14.39)

By the Peter-Weyl theorem, the regular representation decomposes into all irreducible
representations of Cln. Then, the highest eigenvalue of Tσ is 1 with eigenspace corre-
sponding to the trivial isotype in this decomposition. According to Ref. [201, Cor. 1], the
second largest eigenvalue is bounded as

λ2(Tσ) ≤ 1− η

d2 , (14.40)

where η = |G|−1n−1 is the probability of the least probable generator in G and d is the
diameter of the Cayley graph of Cln, which is d = O(n3/ log n) by Ref. [88].

By the Peter-Weyl theorem, the spectrum of ∆t(σ) is contained in the spectrum of
Tσ. In fact, it is given by the spectrum of Tσ restricted to the irreps that appear in the
representation U 7→ Ad(U)⊗t. Since this representation has a trivial isotype, the bound
Eq. (14.40) has to also hold for ∆t(σ). In particular, the spectral gap of the Hamiltonian
Hn,t has to be at least η/d2. This yields for a constant c̃(G) > 0:

∆(Hn,t) ≥ c̃(G)n−1n−6 log(n)2 = c̃(G)n−7 log2(n). (14.41)

Using Lemma 14.4, and the just given lower bound with n = 12t, we find for a suitable
constant c(G) > 0:

∆(Hn,t) ≥
∆(H12t,t)

48t
≥ c(G)t−8 log2(t). (14.42)

This proves Prop. 14.3.



CHAPTER 15

APPROXIMATIONS OF THE CLIFFORD PROJECTOR

15.1 Introduction

As we have seen in Sec. 12.3.1, the Clifford commutant comes with a conveniently fac-
torising and well-studied basis r(T)⊗n which, however, is non-orthogonal. Consequently,
the projector onto the Clifford commutant PCl cannot be naturally expressed in this basis.
This makes it difficult to relate bounds on PCl to expressions involving the basis r(T)⊗n.
As laid out in the last Ch. 14, my collaborators and I used an explicit Gram-Schmidt or-
thogonalisation in Ref. [58] to fill this gap. Both from a conceptual and mathematical
point of view, this is unsatisfactory. Moreover, it complicates the understanding of the
central proof. Independently from my work, suitable expansions of the Clifford twirl PCl
have also been studied by Roth et al. [15] for t = 4 in the context of quantum process
characterisation.

After the release of the first version of Ref. [58], I have studied whether suitable ex-
pansions in the commutant basis r(T)⊗n approximate the exact Clifford projection in
diamond norm. Unfortunately, such an expansion has not been found at the time of
writing. This chapter is meant to document these efforts and the appearing difficulties,
thus reflecting ongoing work. The studied “natural” expansion map has the form of a
so-called frame operator associated with the commutant basis r(T)⊗n. The exponentially
small overlaps of the basis elements imply that this frame operator is close to PCl in spec-
tral norm. We were able to derive a useful result, the lifting lemma 15.1, which allows to
“lift” such a spectral norm bound to a diamond norm bound under certain assumptions.
However, those are not fulfilled by the studied “natural” frame operator – in fact the di-
amond norm difference is independent of n. Nevertheless, the studies indicate that the
problems and their resolution might be very much intertwined with the representation
theory of the Clifford group which is by itself subject to ongoing research [181, 192].

To motivate the search for suitable approximations of the Clifford projector, let us con-
sider the unitary case first. Already there, the permutations r(π) form a non-orthogonal
basis for the unitary commutant. In this situation, however, there is a powerful result by
Collins and Sniady [202], relating the normalised permutation frame operator,

SH = d−t ∑
π∈St

|r(π) )(r(π) | , (15.1)

to the projection PH onto the unitary commutant.

Lemma 15.1 (Collins-Sniady [202]). Let PH be the Haar projector associated with the unitary
group U(d) acting diagonally on (Cd)⊗t and be SH the frame operator given by Eq. (15.1). Then,
it holds

(i) PH(X) = SH(X) · SH(1)
−1 for all X ∈ L((Cd)⊗t),

(ii) ‖SH − PH‖� ≤ t2 d−1 for d ≥ t.

187
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The overlap of two distinct (normalised) permutations scales as d−1. Thus, it might
be clear that the permutation basis eventually becomes orthogonal when d is large. How-
ever, this only implies that SH approximates PH in spectral norm, not in diamond norm.
The result of Collins and Sniady [202] is on an algebraic level, relating PH and SH by
a multiplicative correction. Indeed, the second statement follows directly from the first
one:

Proof of (ii). First, let us consider a superoperator which acts by right multiplication, MA(X) :=
X · A. Then, its diamond norm is by the duality of trace and spectral norm given by

‖MA‖� = sup
‖X‖1=1

‖X · (1⊗ A)‖1 = ‖A‖∞ . (15.2)

Thus, setting I := SH(1), we find using (i):

‖SH − PH‖� = ‖(MI − id) ◦ PH‖� ≤ ‖I − 1‖∞ ‖PH‖� = ‖I − 1‖∞ . (15.3)

Note that tr r(π) = dk, where k is the number of fixed points of the permutation π ∈ St.
Let p(t, k) be the number of permutations with exactly k fixed points. Then, we group
the permutations appearing in I − 1 by number of fixed points and use ‖r(π)‖∞ = 1:

‖I − 1‖∞ =
∥∥∥d−t ∑

π∈St\id
tr[r(π)] r(π)†

∥∥∥
∞
≤

t−1

∑
k=0

d−(t−k)p(t, k). (15.4)

We can bound the final sum using the following well-known bound [203]:

p(t, k) ≤ 2e−1 t!
k!

. (15.5)

We have for any t, l ∈N such that d > t− l and t ≥ l ≥ 1:

t−l

∑
k=0

d−(t−k)p(t, k) ≤ 2
e

t−l

∑
k=0

d−tt!
dk

k!
≤ 2

e
d−t(t− l + 1)t!

d(t−l)

(t− l)!
≤ tl+1d−l . (15.6)

Here, we use in the second inequality that dk/k! is monotonically increasing for k ≤
t− l < d and a standard bound on binomial coefficients in the last step. This implies the
required result for d ≥ t:

‖SH − PH‖� = ‖I − 1‖∞ ≤ t2d−1. (15.7)

Lemma 15.1 allows to exchange an integration over the unitary group for an expan-
sion into permutations at the cost of a diamond norm error which is reciprocal in the
dimension. For quantum information applications, this means that this errors is sup-
pressed exponentially in the number of qudits.
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15.2 The Clifford frame operator

The Clifford projector PCl is defined as the projection onto the commutant of the t-th
tensor power representation of the Clifford group:

PCl =
1

|Cln(p)| ∑
U∈Cln(p)

U⊗t · (U⊗t)†. (15.8)

To study whether PCl can be approximated by the basis r(T)⊗n similar to the unitary case
in Lem. 15.1, we introduce the Clifford frame operator:

SCl = ∑
T∈Σt

|QT )(QT |⊗n , QT :=
r(T)
‖r(T)‖2

. (15.9)

Here, we work in arbitrary local prime dimensions p and thus stochastic Lagrangians are
subspaces of F2t

p .
In the remainder of this section, we derive some properties of SCl. First, we give

an interesting Kraus decomposition of the Clifford frame operator which in particular
shows that it is a completely positive map. To this end, consider the Choi-Jamiołkowski
isomorphism on (Cp)⊗nt,

J (E) := p−nt ∑
x,y∈Fnt

p

E( |x 〉〈y |)⊗ |x 〉〈y | , (15.10)

where E is an arbitrary superoperator. Note that under J , the power of a n-qudit Clif-
ford unitary U⊗t corresponds to the power of a maximally entangled 2n-qudit stabiliser
state |s 〉⊗t. In contrast, the Clifford frame operator involves an average over all sta-
biliser states, or equivalently, over the Clifford semigroup introduced in Sec. 12.3.2. This
is made precise by the next lemma. In the following, (a; q)n := ∏n−1

i=0 (1 − aqi) is the
q-Pochhammer symbol.

Lemma 15.2. The Clifford frame operator can be written as

SCl =
(−p−2n; p)t−1

|CSn(p)| ∑
Q∈CSn(p)

pnt

‖Q‖2t
2

Q⊗t ·
(
Q⊗t)† , (15.11)

where CSn(p) is the Clifford semigroup defined in Eq. (12.63). In particular, SCl is completely
positive.

Proof. Using that rank-one superoperators E = |A )(B | map to p−nt A⊗ B̄ under J , we
find

J (SCl) = p−2nt ∑
T∈Σt

r(T)⊗2n =
p2nt(−p−2n; p)t−1

p2nt|stab2n(p)| ∑
s∈stab2n(p)

|s 〉〈s |⊗t , (15.12)

where we used Thm. 5.3 of Ref. [181] in the second step. By Eq. (12.59) in Sec. 12.3.2, we
have |s 〉 = pn/2‖Q‖−1

2 Q ⊗ 1 |φ+ 〉 for some stabiliser operator Q ∈ CSn(p). The claim
follows by applying J −1 to both sides.
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In Sec. 12.3.2, it is shown that any stabiliser operator Q ∈ CSn(p) has the form
Q = UP for a Clifford unitary U and stabiliser code projector P. The fact that stabiliser
operators correspond to stabiliser states under the Choi-Jamiołkowski isomorphism can
be summarised as follows:

|s 〉 = pk/2UP⊗ 1

∣∣Φ+
〉

, U ∈ Cln(p), P ∈ stabn,k(p). (15.13)

In particular, the Schmidt rank of |s 〉 is given by rk P = pn−k. Thus, the difference be-
tween PCl and SCl comes from the additional operators in the Clifford semigroup arising
from stabiliser codes. In the Choi picture, these are exactly the non-maximally entangled
stabiliser states.

From Eq. (15.13) we can directly express SCl in terms of Clifford unitaries and sta-
biliser codes. This allows us to get the following form of SCl:

Lemma 15.3. We have

SCl = (−p−2n; p)t−1 PCl ◦ C = (−p−2n; p)t−1 C ◦ PCl, (15.14)

where

C :=
|Cln(p)|
|CSn(p)|

n

∑
k=0

pkt

|S(k)| ∑
P∈stabn,k(p)

P⊗t · P⊗t, (15.15)

and S(k) is the left Clifford stabiliser of a rank k stabiliser code.

Proof. By Eq. (15.13), we can write Q = UP and ‖Q‖2
2 = pn−k for P ∈ stabn,k(p). Note

that this representation is unique up to redefining U′ = UV where V is fixing P under
left multiplication. Thus, varying U for a fixed P will overcount by exactly |S(k)|. Hence,
we can write

∑
Q∈CSn(p)

pnt

‖Q‖2t
2

Q⊗t ·
(
Q⊗t)†

=
n

∑
k=0

pkt

|S(k)| ∑
U∈Cln(p)

∑
P∈stabn,k(p)

(UP)⊗t · (PU†)⊗t

= PCl ◦
 n

∑
k=0

pkt|Cln(p)|
|S(k)| ∑

P∈stabn,k(p)
P⊗t · P⊗t

 ,

(15.16)

which shows the desired result.

Remark 15.1 (Relation to other parts of this thesis). Surprisingly, not much has been
known in the literature about the “stabiliser operators”. This has led me to investi-
gate this matter more closely which has resulted in Sec. 12.3.2 in this thesis, treating
the orthogonal commutant and the Clifford semigroup. There, it is shown that the op-
erators Q = Q(L) ∈ CSn(p) are parametrised by Lagrangian subspaces L in a signed
double of phase space. These Lagrangians correspond to the Lagrangians of 2n-qudit sta-
biliser states under a Choi-like isomorphism. In the context of the duality of Clifford and
stochastic orthogonal group Ost

t (p), the stabiliser operators Q(L) play the same role for
Ost

t (p) as the stochastic Lagrangian operators r(T) play for the Clifford group. Namely,
the operators Q(L)⊗t commute with the action of Ost

t (p) and span the orthogonal com-
mutant.

Furthermore, these considerations initiated the study of completely stabiliser-preserving
channels presented in Ch. 9. The form of SCl presented in Lem. 15.2 is reminiscent of the
Kraus decomposition of CSP channels. However, the decomposition of SCl is neither
convex nor is SCl trace-preserving.
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15.3 Approximation of the Clifford projector

As in the case of permutations, the Clifford commutant basis becomes almost orthogo-
nal for large n. More precisely, the following Lemma shows that their overlaps decay
exponentially in n.

Lemma 15.4 (Lemma 3 in Ref. [58]). Consider T, T′ ∈ Σt and denote with N, N′ their respec-
tive defect spaces. Then, it holds that

| (QT|QT′) | ≤ p−|dim N−dim N′|. (15.17)

Thus, there is a priori hope that the Clifford frame operator could provide a suitable
approximation to the Clifford projection for large enough n. In fact, my collaborators and
I have already proved in Ref. [58] that this is at least true in spectral norm:

Lemma 15.5 ([58, Lem. 12]). Let SCl be the Clifford frame operator and Γ the corresponding
Gram matrix, i. e. ΓT,T′ = (QT|Q′T)n. Then the following holds

‖SCl − PCl‖∞ = ‖Γ− 1‖∞ ≤ (−p−n; p)t−1 − 1 ≤ t pt−n, (15.18)

where the last inequality holds for n + 2 ≥ t + logp t.

The (superoperator) spectral norm is the same as the 2→ 2 operator norm induced by
the Schatten 2-norm or Hilbert-Schmidt norm on L(C2)⊗nt. Approximation with respect
to this norm is geometrically meaningful but does not have a clear operational meaning.
We desire approximation in diamond norm as in Lem. 15.1(ii) which would also be useful
in a setting such as Ch. 14. The question is thus:

Is ‖SCl − PCl‖� small? (15.19)

As it turns out, computing the diamond norm is not straightforward. One technical
difficulty comes from the fact that both superoperators have support only on the Clifford
commutant Cln(p)′ which is a ∗-subalgebra of L(C2)⊗nt (and thus also a C∗-algebra).
Thus, we are comparing a completely positive map to the identity, but on a ∗-subalgebra.
Generally, this is simplified by the introduction of pure states. However, a general C∗-
algebra A is not a matrix algebra, and thus there is no canonical notion of pure states.
Nevertheless, A can be decomposed into matrix algebras which results in the following
theorem which was proven by David Gross and myself. It states that a spectral norm ap-
proximation can be lifted to a diamond norm approximation under certain assumptions:

Theorem 15.1 (Lifting lemma). Let A be a C∗-subalgebra of L(H) for some finite-dimensional
Hilbert spaceH and let P be the orthogonal projection ontoA with respect to the Hilbert-Schmidt
inner product on L(H). Given a completely positive map Φ : L(H) → L(H) and 1

24 ≥ ε ≥ 0
such that

max (‖Φ‖� − 1, ‖Φ− P‖∞) ≤ ε, Φ ◦ P = P ◦Φ = Φ, (15.20)

then it holds:
‖Φ− P‖� ≤

√
ε(10 + ε). (15.21)
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The proof of Theorem 15.1 can be found in Sec. 15.3.1. It seems that the lifting lemma
15.1 allows us to answer the raised question (15.19) affirmatively – however, it relies on
the assumption that ‖SCl‖� is close to 1, i. e. that SCl is approximately trace-preserving.
As it turns out, this is not the case as the following observation by Felipe Montealegre
Mora shows:

Theorem 15.2. It holds

‖SCl‖� ≥ 1 + pbt
2/8c, ⇒ ‖SCl − PCl‖� ≥ pbt

2/8c. (15.22)

Proof. For any CP map Φ, we have ‖Φ‖� = ‖Φ†(1)‖∞ (see e. g. Ref. [204]). In particular,
since SCl is self-adjoint, ‖SCl‖� = ‖SCl(1)‖∞. Then:

SCl(1) = ∑
T∈Σt

Q⊗n
T tr

(
(Q⊗n

T )†
1

)
= ∑

T∈Σt

Q⊗n
T tr(Q⊗n

T )︸ ︷︷ ︸
≥0

. (15.23)

This implies that SCl(1) is Hermitian since † simply interchanges the left and right half
of a stochastic Lagrangian T and thus preserves the set Σt. Hence:

‖SCl(1)‖∞ = max
ψ
|〈ψ| SCl(1) |ψ〉|2 . (15.24)

Next, given a maximal defect subspace N ⊂ Ft
p, i. e. dim N = bt/2c, any subspace N′ ⊂

N is also a defect subspace and we can define associated operators

QN′ :=
PN′

‖PN′‖2
. (15.25)

The corresponding contribution to Eq. (15.23) is given by

tr(QN′)QN′ = ‖PN′‖−2
2 tr(PN′)PN′ = PN′ . (15.26)

Finally, we define a pure state |ψ 〉which lies in the CSS code ran(P⊗n
N ) and consequently

in any ran(P⊗n
N′ ) ⊃ ran(P⊗n

N ) for N′ ⊂ N:

|ψ 〉 := p−n dim N/2 ∑
x∈Nn

|x 〉 , ⇒ P⊗n
N′ |ψ 〉 = |ψ 〉 ∀N′ ⊂ N. (15.27)

Since, the components of ψ are non-negative and so are the matrix entries of QT, we have
〈ψ|Q⊗n

T |ψ〉 ≥ 0 for all T ∈ Σt and therefore

‖SCl(1)‖1/2
∞ ≥ 〈ψ| SCl(1) |ψ〉

= ∑
N′⊂N

〈ψ| P⊗n
N′ |ψ〉+ rest︸︷︷︸

≥0

≥
∣∣{N′ ⊂ N subspace

}∣∣
= G(p; bt/2c).

(15.28)

Here, G(p; m) is the total number of subspaces of a vector space of dimension m over Fp.
The number of k-dimensional subspaces is given by the Gaussian binomial coefficient,(

m
k

)
p

:=
(1− pm) · · · (1− pm−k+1)

(1− p) · · · (1− pk)
, (15.29)
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which is a polynomial in p of degree k(m − k). Hence, the number G(p; m) is again a
polynomial of degree bm/2cdm/2e = bm2/4c:

G(p; m) =
m

∑
k=0

(
m
k

)
p
=
bm2/4c
∑
k=0

T(m, k)pk ≥ 1 + pbm
2/4c. (15.30)

The numbers T(m, k) are positive integers counting the number of binary words of length
m with exactly k inversions [205, 206]. From this the last lower bound follows directly.
Thus, we find the following lower bound for ‖SCl‖� which shows the claim:

‖SCl(1)‖∞ ≥ G(p; bt/2c)2 ≥
(

1 + pbt
2/8c
)2
≥ 1 + pbt

2/8c. (15.31)

Theorem 15.2 shows that while the Clifford frame operator SCl is a good approxima-
tion to the Clifford projector PCl in spectral norm, this is not the case in diamond norm. The
reason is the existence of an n-independent number of nested defect subspaces which
prohibit the diamond norm to decrease with n. Interestingly, the same defect subspaces
induce so-called rank-deficient representations in the representation theory of the Clifford
group [192]. There, they prevent the duality of the Clifford group and stochastic orthog-
onal group to be injective in the sense that the degeneracy spaces of orthogonal irreps
are not necessarily irreducible under the Clifford action and vice versa. The question
whether insights from representation theory could help to find a better definition of a
“frame operator” remains open for future investigation.

Open problem 6 (Approximations of the Clifford projector). Is there a suitable redefini-
tion of the Clifford frame operator which approximates the Clifford projector in diamond
norm?

15.3.1 Proof of Theorem 15.1

Given a C∗-subalgebra A ⊂ L(H) for some finite-dimensional Hilbert space H, there is
an orthogonal decomposition (see e.g. Ref. [207, Ch. I.11] and Ref. [208, Sec. 2.7]):

H =
N⊕

i=0

Hi, (15.32)

in terms of subspaces that carry a tensor product structure

Hi = Li ⊗Ri dimLi =: di, dimRi =: mi, i = 1, . . . , N
H0 = R0, dimR0 =: m0.

for suitable dimensions di and multiplicities mi, such that

A ' 0m0 ⊕
(

n⊕
i=1

L(Li)⊗ 1mi

)
. (15.33)

Now suppose P is the orthogonal projection onto the C∗-subalgebra A with respect
to the Hilbert-Schmidt inner product on L(H). In C∗-algebraic terms, P is the unique
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conditional expectation of L(H) onto A which preserves the trace. As conditional expec-
tations are completely positive, P is a CPTP map [207, 209]. Given a linear CP map
Φ : L(H)→ L(H) which is invariant under P, i. e. Φ ◦ P = P ◦Φ = Φ, we then find:

‖Φ− P‖� = sup
X∈L(H)⊗L(H): ‖X‖1=1

‖(Φ⊗ id− P⊗ id) (X)‖1

= sup
X∈L(H)⊗L(H): ‖X‖1=1

‖(Φ⊗ id− id)(P⊗ id) (X)‖1

= sup
Y∈A⊗L(H): ‖Y‖1=1

‖(Φ⊗ id− id) (Y)‖1 .

(15.34)

The last step follows since the difference Φ − P is Hermiticity-preserving and thus the
supremum is attained for a pure state X = |ϕ 〉〈ϕ | (see e. g. Ref. [210, Thm. 3.51]). Then,
‖(P⊗ id)(X)‖1 = tr((P⊗ id)(X)) = tr(X) = ‖X‖1. We can write any Y ∈ A⊗ L(H) as

Y =
N

∑
i=1

Ai ⊗ Ii, where Ai ∈ L(Li ⊗H), Ii := 1i/mi. (15.35)

Since the terms are orthogonal, we have ‖Y‖1 = ∑i ‖Ai‖1 and the extremal points of the
1-norm unit ball inA⊗ L(H) are hence of the form eiϕ |ψ 〉〈ψ | ⊗ Ii for some i and ψ ∈ Li,
ϕ ∈ R. In the following, we use the shorthand notation |ψ| := |ψ 〉〈ψ |. We then find:

‖Φ− P‖� = sup
i

sup
ψ∈Li

‖(Φ⊗ id− id)(|ψ| ⊗ Ii)‖1 . (15.36)

Furthermore, we need the following lemma which is a generalisation of the Fuchs-
van der Graaf inequality:

Lemma 15.6 (Trace distance of positive operators). For any two positive semi-definite opera-
tors A, B ≥ 0, it holds

‖A− B‖1 ≤
√
(tr(A + B))2 − 4F(A, B)2, (15.37)

where F(A, B) =
∥∥∥√A

√
B
∥∥∥

1
is the (Uhlmann) fidelity.

Proof. Set α = tr A ≥ 0 and β = tr B ≥ 0. By Uhlmann’s theorem, there are purifications
ψ and ϕ such that A = tr2(α|ψ|) and B = tr2(β|ϕ|), as well as

√
αβ| 〈ψ|ϕ〉 | = F(A, B).

Using that the trace norm is non-increasing under the partial trace, we find

‖A− B‖1 ≤ ‖α|ψ| − β|ϕ|‖1 =
√
(α + β)2 − 4αβ| 〈ψ|ϕ〉 |2

=
√
(tr(A + B))2 − 4F(A, B)2. (15.38)

Here, we used a well-known identity for the trace distance of rank-one operators, see
e. g. Ref. [210, Eq. 1.183].

Proof of Theorem 15.1. Let (i, ψ) be an optimal argument in Eq. (15.36) and write

Φ⊗ id(|ψ| ⊗ Ii) =
N

∑
j=1

Aj ⊗ Ij, for Aj ≥ 0. (15.39)
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Set 1 + δ := tr Ai with δ ≥ −1. Then, using Lem. 15.6 and F(Ai, |ψ|)2 = 〈ψ| Ai |ψ〉, we
find:

‖Φ− P‖� = ‖Ai − |ψ|‖1 +
∥∥∥∑

j 6=i
Aj ⊗ Ij

∥∥∥
1

≤
√
(2 + δ)2 − 4 tr(Ai|ψ|) + ∑

j 6=i
tr Aj

=
√

4 [1− tr(Ai|ψ|)] + 4δ + δ2 + ∑
j 6=i

tr Aj

=
√

4 [1− tr (|ψ| ⊗ 1i) (Φ⊗ id(|ψ| ⊗ Ii))] + 4δ + δ2 + ∑
j 6=i

tr Aj.

(15.40)

We can now establish bound on the individual terms as follows:

1− tr (|ψ| ⊗ 1i) (Φ⊗ id(|ψ| ⊗ Ii)) = tr (|ψ| ⊗ 1i) ((id−Φ⊗ id)(|ψ| ⊗ Ii))

≤ ‖Ii‖2 ‖1i‖2 ‖(id−Φ)⊗ id‖∞

= ‖Φ− id‖∞

≤ ε.

(15.41)

We have a straightforward upper bound on δ:

δ = tr Ai − 1 ≤ tr (Φ⊗ id(|ψ| ⊗ Ii))− 1 ≤ ‖Φ‖� − 1 ≤ ε. (15.42)

Furthermore, Eq. (15.41) also implies a lower bound on δ via Hölder’s inequality:

δ = tr Ai − 1 ≥ tr (Ai|ψ|)− 1 ≥ −ε. (15.43)

Hence, we also find

∑
j 6=i

tr Aj ≤ ‖Φ‖� − (1 + δ) ≤ 1 + ε− 1 + ε = 2ε. (15.44)

Finally, it is straightforward to check that for ε ≤ 1/24, the following inequality with
x = ε(8 + ε) and y = 2ε can be applied:

x ≤ 1
4
(1− y)2 ⇒

√
x + y ≤

√
x + y, for x, y > 0, (15.45)

Then, we obtain the desired bound:

‖Φ− P‖� ≤
√

8ε(1 + ε) + 2ε ≤
√

ε(10 + ε). (15.46)





CONCLUSION

The unifying theme of this thesis is the study of advanced stabiliser methods. The pow-
erful mathematical framework underlying the stabiliser formalism and the design prop-
erties of the Clifford group make them a versatile tool for quantum information theory.
I have shown that these methods are particularly useful in the context of classical sim-
ulation of quantum circuits and the construction of higher-order unitary designs. The
latter construction finds application in protocols where designs beyond the third order
are beneficial. Although most known protocols do not require designs beyond the third
order, it can be advantageous when control over higher moments of the estimator or
tail bounds are needed. For instance, the use of 4-designs can be beneficial for RB and
shadow tomography [12, 13, 15, 16, 183, 184]. Furthermore, the availability of unitary
t-designs has already triggered the search for applications. A recent work shows that
unitary t-designs can be used to construct efficient quantum physical uncloneable functions
which provide provable cryptographic security against quantum adversaries [185].

In the following, I summarise the results presented in this thesis and discuss future
research directions as well as open questions.

Classical simulation and the resource theory of magic

Summary

Stabiliser-based algorithms perform best for quantum circuits with few non-Clifford gates
since their runtime only scales with the overall “non-stabiliserness” of the quantum cir-
cuit. Such algorithms also provide a way of quantifying the resources needed for a quan-
tum computation and thus have a close relation to a resource theory of quantum computing.
This can be made more precise in the magic state model of quantum computing where the
operational meaning of the existing magic monotones is to quantify the runtime of an
associated classical simulation algorithm. I have contributed to a better understanding
of the resource theory of magic through two publications [33, 129], included in this thesis
as Ch. 8 and 9.

The first work treats the computation of magic monotones which provides the nec-
essary input for a classical simulation algorithm. Generally, this computation can only
be carried out for few-qubit states and more general states have to be treated in a non-
optimal fashion. Here, I have shown that the symmetries present in stabiliser and magic
states can be exploited to significantly reduce the computational complexity for copies of
magic states. To this end, I have proven that the symmetries of the stabiliser polytope are
fixed by the fact that stabiliser states form a design (and are thus different in even and
odd dimensions). This study has been performed at the example of robustness of magic,
but can be generalised to other magic monotones as well.

The second paper contains a discussion of two different classes of free operations
in the resource theory of magic. Stabiliser operations (SO) define an operationally moti-
vated, well-studied class, which is used throughout the theory of fault-tolerant quantum

197



198 CONCLUSION

computing. In contrast, completely-stabiliser preserving channels (CSP) are axiomatically
defined and relatively new [35, 36, 39, 128, 129]. However, resource-theoretic arguments
naturally involve the latter class. My collaborators and I have contributed to a better
understanding of the CSP class through the introduction of generalised stabiliser mea-
surements. We have constructed an explicit example of a CSP channel which is not a
stabiliser operation, thereby showing that the CSP class is strictly larger than the SO
class.

Outlook

Following the publication of Ch. 8 as Ref. [33], more magic monotones and related sim-
ulation algorithms have been proposed in Refs. [34, 36]. Most importantly, these mono-
tones are multiplicative for tensor products of single-qubit states. Therefore, the com-
putation of these monotones becomes trivial in the important case of many copies of
single-qubit magic states. From multiplicativity results on the stabiliser extent [34], it is
expected that these monotones are also multiplicative for products of three-qubit states.
However, a proof of this statement is still missing. Nevertheless, the multiplicativity
can only hold in the few-qubit regime since it is known that these monotones eventually
become non-multiplicative [38].

Building on the results in Ch. 9, there are two directions for future research which
have been discussed in more detail in Ch. 10. First, I conjecture that CSP channels can be
efficiently simulated. Since the CSP class is strictly larger than the SO class, this would
yield a simulation algorithm beyond the Gottesman-Knill theorem. Initial work in this
direction has been done in Ref. [36]. However, this method requires an assumption on
the number of non-unitary Kraus operators of a CSP channel. This is needed since the
simulation is performed on the level of Kraus operators. Because the non-unitary Kraus
operators are trace-decreasing, the sampling complexity is increased and the algorithm
has a non-vanishing failure probability. In my opinion, this is an artifact of the simulation
ansatz. In principle, CSP channels can be decomposed into extremal CSP channels which
are trace-preserving. Efficient simulation is thus possible if extremal CSP channels can
be simulated. Future research would thus be dedicated to a better understanding of
extremal CSP channels and a simulation method.

Second, the possible implications for resource-theoretic tasks have to explored. Most
importantly, the resource-theoretic approach allows to derive bounds on magic state dis-
tillation rates. It is conceivable that these bounds can only be saturated by CSP chan-
nels. The found inequality between CSP and SO could be manifest in a significant gap
in achievable distillation rates. Similar gaps have been found in the resource theory of
entanglement for the analogous SEP and LOCC classes [155–157]. Since common magic
state distillation schemes are based on stabiliser operations, this would have implica-
tions on the optimal overhead of the magic state model. A related question is whether
CSP channels should be considered physical. In the entanglement case, separable chan-
nels are usually considered unphysical since they cannot be realised via local operations
(thus making a global interaction necessary). A priori, it is not clear whether an analo-
gous argument can be made to discard CSP channels.
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Exact and approximate unitary designs from the Clifford group

Summary

The fact that stabiliser states and the Clifford group form designs makes them a preferred
choice in many applications. Although e. g. randomised benchmarking works equally
well with any unitary 2-design, it is usually done with the Clifford group due to the
efficient sampling of group elements, their compilation into generators, and the multipli-
cation and inversion of elements (cp. Sec. 5.3). The Clifford group is somewhat singular
in this aspect since recent results imply that an analogous group for higher orders cannot
exist and that the Clifford group is essentially unique [115] (cp. Ch. 13).

However, the Clifford group is a good basis to construct efficient approximate higher-
order designs. My collaborators and I have used recent results in the representation the-
ory of the Clifford group [87, 181] to show that random Clifford circuits interleaved with
few non-Clifford gates define approximate unitary t-designs [58]. Strikingly, the prop-
erties of the Clifford group allow that the number of non-Clifford gates depends only
on the design order t but not on the number of qubits n. More precisely, Õ(t4 log(1/ε))
non-Clifford gates are enough to approximate an exact unitary t-design up to an addi-
tive diamond norm error ε. Decomposing the Clifford circuits into standard generators,
this results in an overall gate count of Õ(n2t4 log(1/ε)) which improves significantly on
Õ(n2t10 log(1/ε)) in the random circuit construction by Brandao, Harrow and Horodecki
[182].

Outlook

Based on our construction of efficient approximate unitary designs, it seems imperative
to find applications for higher order designs. Motivated by the results in Ref. [185], pos-
sible usecases could be found in quantum cryptography.

Our result on approximate unitary designs is based on a hands-on approximation of
the projection onto the Clifford commutant (“Clifford twirl”). However, I think that a
better understanding of such approximations is necessary and that this could find ap-
plications beyond the above scheme (e. g. along the lines of Ref. [15]). I have presented
an ansatz to the problem in Ch. 15. Unfortunately, fundamental problems in this ansatz
need to be overcome which seem to make a better understanding of the representation
theory of the Clifford group necessary. The latter topic is subject to ongoing research
[192] and relevant insights might be available in the near future.
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ZUSAMMENFASSUNG

Der Stabilisator-Formalismus ist eine erfolgreiche und weitverbreitete Untertheorie der
Quantenmechanik bestehend aus Stabilisator-Zuständen, Clifford-Unitären und Pauli-Mess-
ungen. Die Mächtigkeit des Formalismus begründet sich auf der Beschreibung seiner Ele-
mente durch einfache Gruppentheorie. Obwohl die Ursprünge des Formalism6s in der
Quantenfehlerkorrektur und im fehlertoleranten Quantenrechnen liegen, geht die Nütz-
lichkeit des Formalismus weit darüber hinaus.

Das Gottesman-Knill-Theorem besagt, dass die Dynamik eines Stabilisator-Zustandes
unter Clifford-Unitären und Pauli-Messungen effizient auf einem klassischen Compu-
ter simuliert werden kann. Der zugrundeliegende Algorithmus kann auf verschiedene
Arten auch auf beliebige Zustände und Unitäre ausgeweitet werden. Dies geschieht je-
doch im Allgemeinen auf Kosten der Laufzeit. Die erhöhte Laufzeit kann dabei als eine
Quantifizierung der benötigten nicht-Stabilisator-Resourcen eines Quantenschaltkreises
angesehen werden. Da solche nicht-Stabilisator-Resourcen notwendig für universelles
Quantenrechnen sind, kann eine erhöhte Laufzeit darüber hinaus auch als ein Maß für
die nichtklassische Natur einer Rechnung verstanden werden. Diese Perspektive wird
besonders im „magic state“-Modell des Quantenrechnens deutlich, in dem die einzigen
nicht-Stabilisator-Elemente aus sogenannten magic states (magischen Zuständen) beste-
hen. Daher werden in der Theorie der magischen Resourcen die Resourcen in Form von
Zuständen durch sogenannte magische Maße quantifziert, die direkt der Laufzeit eines
klassischen Simulationsalgorithmus entsprechen.

In dieser Dissertation diskutiere ich verschiedene Aspekte der Theorie der magi-
schen Resourcen. Die erwähnten klassischen Simulationsalgorithmen setzen die Berech-
nung von magischen Maßen voraus, was im Allgemeinen ein rechnerisch unlösbares
Problem darstellt. Allerdings zeige ich, dass der Rechnenaufwand exponentiell redu-
ziert werden kann, wenn diese Maße für symmetrische Zustände berechnet werden.
Dies umfasst insbesondere Kopien von magischen Zuständen. Dazu charakterisiere ich
die Symmetrien der konvexen Hülle von Stabilisator-Zuständen and zeige, dass diese
durch ihre Eigenschaften als sogenannte Designs bestimmt sind. Zusätzlich studiere ich
die kürzlich eingeführte Klasse der vollständig Stabilisator-erhaltenden Abbildungen (CSP),
welches genau jene Quantenkanäle umfasst, die nicht in der Lage sind magische Resour-
cen zu erzeugen. Ich zeige, dass diese Klasse echt größer als die Klasse von Stabilisator-
Operationen, bestehend aus Clifford-Unitären und Pauli-Messungen, ist. Diese Erkennt-
nis könnte einige interessante Konsequenzen haben. Zum Einen ist es wahrscheinlich,
dass sich CSP klassisch effizient simulieren lässt, was klassische Simulation über das
Gottesman-Knill-Theorem erlauben würde. Zum Anderen ist es vorstellbar, dass opti-
male Raten in der Destillation von magischen Zuständen nur mittels CSP- und nicht mit
Stabilisator-Operationen erreichbar sind. Der Unterschied könnte dabei signifikant sein.

Weitere Anwendungen des Stabilisator-Formalismus kommen aus der Theorie der De-
signs. Ein unitären t-Design ist ein Ensemble von Unitären, welches in der Lage ist, die
ersten t Momente des Haar-Maßes auf der unitären Gruppe zu reproduzieren. Zufall in
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der Form von Haar-zufälligen Unitären ist ein essentieller Baustein in vielen Quantenin-
formationsprotokollen. Die Implementierung solcher Haar-zufälligen Unitären ist jedoch
oft schwierig. Hier setzen Designs wesentlich weniger Resourcen voraus und sind gleich-
zeitig zufällig genug für die meisten Anwendungen. Viele bekannte Beispiele für solche
Protokolle betreffen dabei die Charakterisierung und Zertifizierung von Quantensys-
temen, wie beispielsweise randomised benchmarking. Interessanterweise ist die Clifford-
Gruppe ein unitäres 3-Design und ist, dank effizienter Gruppenoperationen, oft die erste
Wahl in der Anwendung.

Im Rahmen dieser Dissertation fasse ich eine kürzlich mit Koautoren veröffentlich-
te Arbeit zu approximativen unitären t-Designs zusammen. In unserer Konstruktion wer-
den zufällige Clifford-Unitäre mit wenigen Nicht-Clifford-Gattern ergänzt. Interessan-
terweise benötigt unser Ansatz nur Õ(t4) viele Nicht-Clifford-Gatter und dies ist un-
abhängig von der Anzahl an Qubits n. Insgesamt werden dadurch Õ(n2t4) viele ele-
mentare Gatter benötigt, was eine signifikante Verbesserung gegenüber Õ(n2t10) für die
Brandao-Harrow-Horodecki-Konstruktion basierend auf lokalen, zufälligen Schaltkrei-
sen darstellt.

Um dieses Ergebnis präsentieren zu können, fasse ich einige Resultate zur Darstel-
lungstheorie der Clifford-Gruppe zusammen. In diesem Kontext führe ich auch die Clifford-
Halbgruppe ein. Motiviert durch Approximationsresulte für die unitäre Gruppe unter-
suche ich die Eignung der Clifford-Halbgruppe für die Approximation des Erwartungs-
werts über die Clifford-Gruppe.
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