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Simon R. Steinkamp

Abstract

The ability to orient attention towards things we consider important, but also to reorient

it towards new, salient, and unexpected stimuli, is key to navigate life. To investigate these

two aspects of attention, Posner’s spatial cuing task has been used for decades and has

been influential as hemispatial neglect provides a good lesion model about the underlying

brain regions (Posner et al., 1984). As hemispatial neglect most often extends along the

visual field’s horizontal meridian, less is known about attentional (re)orienting along the

vertical meridian. To fully understand neglect, however, it is important to study attentional

(re)orienting along the whole visual field.

In my first project, I investigated differences in vertical and horizontal (re)orienting on

a behavioral and neural level, using statistical, machine learning, and dynamic causal

modeling (DCM) analyses. Results suggest, that attentional (re)orienting along the two

meridians is very similar in terms of reaction times and fMRI data. This indicates that

attentional resources are distributed evenly across the visual field.

Statistical analysis, however, can only provide indirect associations between neural

and behavioral processes; for a direct link, the simultaneous modeling of brain and be-

havior is required. Rigoux and Daunizeau (2015) have shown that this can be done with

behavioral DCM for binary measures. Continuous data, however, often contains more

information, especially in Posner’s task. Hence, I extended and validated bDCM for con-

tinuous measures, making it available for more tasks. Furthermore, bDCM parameters

could be used to classify vertical and horizontal runs, which was not possible with other

data, showing that bDCM is sensitive to small variations in task design.
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1 | Overview

1.1 Introduction

Imagine the car in front of you signals right to leave the highway. As it was driving slowly

before, you prepare to overtake it. Instead of paying attention to the car in front, you

begin looking ahead, monitoring the lane on your left, and checking the rear-mirror. Sud-

denly, you realize that the car in front now signals to the left. Instead of speeding up and

overtaking the car, you now need to reconsider your actions.

This might be a real-life example of an experiment by Micheal Posner commonly used

to investigate visual spatial attention (Posner, 1980). In his spatial cuing paradigm, a pre-

cue (like the turning signal) indicates the location where a target is about to appear (valid

trial). Although this cue is mostly correct, some cues indicate the wrong location (invalid

trial). In some cases, the experiment also includes trials with a neutral cue, as a baseline

condition. When comparing behavioral data of valid against neutral cue conditions, partic-

ipants perform better in valid trials. Invalid trials, however, lead to a significant reduction in

performance (Posner et al., 1978). Because this kind of task requires participants to both

voluntarily direct their attention (valid cue → orienting) and to react reflexively to targets

in unexpected locations (invalid cue → reorienting), it is tapping elegantly into these two

crucial aspects of attention.

1.2 Motivation

One reasons why Posner’s cuing task has been influential for the investigation of visual

spatial attention, is that unilateral brain lesions can impair the reorienting of attention to

the contralesional side of the visual field, providing unique insights into the underlying

brain networks. This condition is called hemispatial neglect. Most neuroimaging stud-

ies, studying the neural representation of the task, however, only investigate (re)orienting

along the horizontal meridian, which is most often affected by neglect. But to obtain a full

image of how and which brain lesions cause neglect, it is important to study attentional

(re)orienting in other directions, especially along the vertical meridian.

To investigate whether there are different neural representations of vertical and hor-

izontal attentional (re)orienting, I recorded behavioral and fMRI data of participants who

performed Posner’s cuing task along the two meridians of the visual field. The objec-

tive of this first project being that differences between the meridians might indicate why

horizontal reorienting is especially vulnerable.

To fully understand how neural and behavioral observations are linked, it is necessary

to model them simultaneously. This kind of modeling analysis, however, is very difficult

as it requires to determine the underlying (hidden) processes causing both. Rigoux and

Daunizeau (2015) have proposed a framework greatly facilitating simultaneous modeling

of brain and behavior, which also allows manipulations of the model, to simulate how brain

lesions affect behavior. But bDCM has so far only been used with binary responses (like

button presses).

For a thorough description of cognitive processes behind Posner’s cuing task, how-

ever, it is necessary to describe behavior in terms of reaction times (continuous re-

sponses). The objective of my second project was thus, to test and validate bDCM with

1



2 CHAPTER 1. OVERVIEW

reaction times in Posner’s cuing task, in order to better understand which connections and

brain regions are especially implicated in hemispatial neglect and to open this method up

for a larger community.

1.3 Structure

1.3.1 Horizontal and vertical orienting of attention

As introduced, I used Posner’s cuing task in my first project, to investigate attentional

orienting along the visual field’s horizontal and vertical meridians. Although asymmetries

along and within these two major axes are well known in vision research (Abrams et al.,

2012; Brederoo et al., 2019; Carrasco et al., 2001), most studies using Posner’s cuing

task only display stimuli along the horizontal axis. The prevalence of horizontal stimulus

layouts, might be due to hemispatial neglect which describes the inability of patients to

respond to stimuli in either the left or right visual field. As neglect is commonly caused

by unilateral brain lesions, it is thus providing critical insights into the brain areas involved

in attentional reorienting (Posner et al., 1984). Neglect, however, is most often reported

along the horizontal axis, although there are cases of upper and lower visual field neglect

(Morris et al., 2020; Shelton et al., 1990). But neglect is not only a clinical phenomenon,

healthy participants also tend to have a slightly biased representation of visual space. For

example, healthy participants tend to bisect a line slightly to the left, hence ignoring the

right side, a phenomenon called pseudo-neglect (Jewell & McCourt, 2000). Because ver-

tical and horizontal (pseudo-)neglects appear to be independent of each other (Nicholls et

al., 2004), horizontal attentional (re)orienting might be distinct of vertical orienting in terms

of the underlying brain networks. Only a few neuroimaging studies have investigated this

question and reported mixed results (Fink et al., 2001; Macaluso & Patria, 2007; Mao et

al., 2007). Thus, I contrasted horizontal and vertical attentional (re) orienting in Posner’s

cuing task, to clarify the neural underpinnings and possibly better understand the causes

of hemispatial neglect.

To introduce my publication on this topic, I will provide an overview of attention as a

concept, detailing the choices one has to make when conducting a spatial cuing experi-

ment. This general introduction is followed by a detailed review about what we know in

terms of visual field asymmetries and their connection to spatial attention.

A second chapter will then introduce in broad terms, how we can investigate the brain

networks related to attentional orienting using fMRI, what the strengths of Bayesian infer-

ence are, and how machine learning can be used to strengthen statistical conclusions.

We will then shift to computational modeling, the main aspect of my second project.

1.3.2 Simultaneous modeling of brain and behavior

Translating research questions into mathematical models, helps researchers formulating

clear and testable hypotheses (Smaldino, 2020). They are also a crucial step towards

building theories (Navarro, 2020), which are sometimes insufficiently described in psy-

chological research (Fried, 2020).

One exception is mathematical psychology. For example, Rescorla and Wagner

(1972) used a reinforcement learning algorithm tomodel how rats learn stimulus-response

mappings in classical conditioning. Their model can also describe how participants learn

the pre-cue’s validity in Posner’s cuing task (Mengotti et al., 2017). Computational model-

ing also plays a major role in neuroscience (Kriegeskorte & Douglas, 2018). For example,

DCM (Friston et al., 2003) can be used to investigate how experimental manipulations

influence dynamics of brain signals. Unfortunately, there has been little interaction be-

tween the psychological and neuroscientific modeling communities in the past, although
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combined models of brain and behavior are key to understand how the brain generates

behavior (B. M. Turner et al., 2017).

Rigoux and Daunizeau (2015) provide such a simultaneous modeling approach,

termed bDCM, which my second project is all about. Here I investigated how bDCM can

be extended to reaction time data and applied this new approach to Posner’s cuing task.

This project, although using the same data, is very different from the first, so I decided to

provide a separate introduction consisting of two chapters.

In Chapter 4, I will shortly introduce computational modeling and describe example

models of visual attention in detail. Chapter 5 then provides a description of the key

concepts involved in DCM and bDCM.

1.3.3 Publications

With the introductory chapters providing motivation and reasoning for key questions of

my work, I include my publication “Attentional reorientation along the meridians of the

visual field: Are there different neural mechanisms at play?” in Chapter 6 and preprint

“Simultaneous Modeling of Reaction Times and Brain Dynamics in a Spatial Cuing Task”

in Chapter 7. A few additional analyses, that I found necessary to better understand the

second study’s results, but did not fit into the preprint, are included in Chapter 8.

Finally, Chapters 9 and 10 summarize and thoroughly discuss the implications of my

work presented here, leading to the conclusion in Chapter 11.

1.4 Notation

Although research is a highly collaborative process, I will use “I” throughout this disser-

tation. Still, most of the work presented here would not have been possible without my

coauthors and supervisors, for whom I am incredibly thankful!

Throughout my dissertation I will also use “(re)orientation” or “(re)orienting” as a short

hand for “orienting and reorienting” to refer to both cognitive processes at the same time.

Box 1.1: Boxes

Instead of footnotes, I will use gray boxes to provide additional background infor-

mation and context to the main texts. Furthermore, there will be blue boxes for

future directions and orange boxes for limitations in the discussion chapter.

1.4.1 Mathematical notation

I will use the following notation for most equations. Still, there might be a few exceptions,

especially, when I cite formulas from other contexts.

x A cursive lowercase letter is used for scalars.

x Lowercase letters in bold are used for (column) vectors.

A Uppercase letters indicate matrices.

Dr, xt, xt−1 Subscripts in most formulas are used to describe the variable’s

identity, for example Dr to distinguish behavioral parameters from

neural parameters D in bDCM. Time is also seen as a form of

identity.

Dj , xi Superscripts are used to indicate the index of a vector or matrix

(e.g. xi is the ith entry in x).
α, κ, θ Greek letters will often refer to single parameters or sets of param-

eters.
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µ, σ, ŷ In some formulas I will use commonly used notations, such as µ
for the mean, or ŷ for predicted values.



2 | Attentional (Re)Orienting

Introductions of visual attention studies often start by stressing how “our senses are con-

stantly bombarded with information” and that “we need to select the most relevant infor-

mation”, because of the “limited processing capacities of our brain” (e.g. Steinkamp,

Vossel, et al., 2020).

In others, you might find William James’ famous quote

“Every one knows what attention is. It is the taking possession by the mind, in

clear and vivid form, of one out of what seem several simultaneously possible

objects or trains of thought. Focalization, concentration, of consciousness

are of its essence. It implies withdrawal from some things in order to deal

effectively with others […].” (James, 1890)

And sometimes authors might quote famous poets.

“Choice of attention — to pay attention to this and ignore that — is to the inner
life what choice of action is to the outer. In both cases, a man is responsible for
his choice and must accept the consequences, whatever they may be.” (W.H.

Auden, from Konnikova, 2020)

These quotes describe attention as a mostly voluntary process, where the selection

of relevant and unimportant information, is crucial for our daily lives.

Paying attention, allows us to have a conversation with another person at a party,

despite many other conversations around us and loud music (Cherry, 1953). We might

be so focused that we do not even realize when somebody in a gorilla costume passes

between us (Simons & Chabris, 1999). Not noticing the gorilla means missing out on a

great story or if the gorilla was real, immediate danger. Fortunately, attention can also be

grabbed involuntarily, so that we hear through all the noise, how an old friend calls out

our name (Moray, 1959).

2.1 What is attention?

The literature on attention is massive and — unfortunately — scattered. There is a

plethora of different theories, tasks, and sub-fields, all committed to study the same phe-

nomenon. To make it more complicated attention is often both the object of investigation,

and in the same turn the explanation of observed phenomena (”No one knows what at-

tention is”, Hommel et al., 2019).

To make sense of such a complex concept researchers have used different metaphors

to describe and guide their research of attention (Fernandez-Duque & Johnson, 1999),

which I will describe in the following short and incomplete history of attentional theories.

Before we dive into the specifics, let us have a look at what most researchers can agree

upon, summarized by Fernandez-Duque and Johnson (1999).

• “Attention improves performance on a wide range of tasks, such as per-

ception, various motor activities and many kinds of cognitive operations.

• Correspondingly, attention minimizes distraction.

• Attention enhances processes in the area one is attending to.

5



6 CHAPTER 2. ATTENTIONAL (RE)ORIENTING

• Attention involves some form of stimulus selection.

• Attention facilitates access to awareness, that is, attention is necessary

for focused awareness.”

(Fernandez-Duque and Johnson, 1999)

Let us being in the 1950s, when signal processing metaphors were dominant. Inspired

by the (“Cocktail”-)party scenario described above, researchers were using dichotic lis-

tening tasks, to understand how humans can separate the sheer amount of information

constantly picked up by their sense. In dichotic listening participants actively repeated one

of two narrators presented to them via headphones (Cherry, 1953). Typically, participants

had no troubles following the attended speaker, but could only report basic physical prop-

erties (e.g. pitch) of the unattended speaker. This observation was described in terms

of filters: As only a limited amount of the presented sensory-information is perceived, it

has been concluded that there has to be an information bottleneck. Broadbent (1958)

presumed the information bottleneck to be at an early processing stage, so that irrelevant

information is filtered out on the basis of physical properties.

But modifications to dichotic listening experiments, were indicating that more informa-

tion reaches conscious awareness. People would often respond to their own name when

it was presented in the unattended stream (Moray, 1959). Furthermore, participants would

continue to follow a story that was initially told by the attended speaker and would later

be continued by the unattended speaker (Treisman, 1960). Thus, information selection

was assumed to take place at a later state, so that information would for example be se-

lected based on semantics (Deutsch & Deutsch, 1963). As an alternative to static late

and early selection models, an attenuation model was proposed, arguing that filters are

not blocking information from consciousness completely, but rather attenuate the amount

of information that arrives in consciousness at multiple stages (Treisman, 1960).

As attention research moved from auditory experiments to the visual domain, espe-

cially with such iconic experimental designs like Posner’s cuing task (Posner, 1980) or the

Eriksen flanker task (Eriksen & Eriksen, 1974), the attention metaphors shifted. Attention

was now seen as a spotlight, that would rapidly scan the visual field for points of interested

and could also be voluntarily directed (Fernandez-Duque & Johnson, 1999). Experimental

data supported this idea initially, as not only the awareness of stimuli, but also visual acu-

ity was enhanced by the spotlight (Carrasco & Barbot, 2014). Importantly, the attentional

spotlight does not rely on eye-movements. Which gave rise to the pre-motor theory of at-

tention, in which the “spotlight” was seen as a planning step for upcoming eye-movements

(Rizzolatti et al., 1987).

Visual search experiments have been playing another important role. In these ex-

periments participants had to select a target stimulus from many based on one or more

features. If the task is relatively easy visual search can sometimes be done rapidly and in

parallel. If the target shares multiple features with distractor stimuli, then each stimulus in

the scene has to be processed serially, slowing down performance (Treisman & Gelade,

1980). Jeremy Wolfe expanded Anne Treisman’s feature integration theory in his model

of guided search. Here, the serial stage is guided by features registered in the parallel

early stage. Features of interest “guide” attention towards possible targets, successively

narrowing down the search (Wolfe, 1994; Wolfe, 2007).

More modern theories of attention try to reconcile observations of different domains.

Load-theory assumes that information selection is driven by external and internal factors.

High perceptual load moves information filtering to early stages, so that distractors have

less impact on information processing in general. Whereas under low perceptual load,

almost all stimuli reach conscious awareness. Task difficulty has the opposite effect, so

that more information reaches consciousness in difficult tasks (Lavie & Tsal, 1994; Murphy
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et al., 2016). In biased-competition, sensory information competes to reach awareness.

If information is relevant to our current goals, it is enhanced, otherwise it is suppressed.

But non-relevant information can be so salient that it arrives in our awareness regard-

less (Kastner & Ungerleider, 2001). Recently, a rhythmic theory of attention has been

proposed. Periods of voluntary engagement and suppression of sensory perception are

followed by a release of attention, allowing us to perceive salient and non-relevant infor-

mation (Fiebelkorn & Kastner, 2019, 2020).

2.2 Attentional Orienting

In the previous sections, it became clear, that there are two different selection processes

involved in attention. A voluntary direction of attention, following internal goals and strate-

gies, and an involuntary redirection of attention to salient stimuli from the outside. Both

processes are of key interest in my thesis.

X X X

Neutral CueValid Cue Invalid Cue

ITI Cue Stimulus Response

Figure 2.1: Posner’s cuing task in its original form (Posner, 1980). Participants had to

detect a brief flash of light and indicate where it appeared. In valid trials a pre-cue indicates

the correct location of the flash 80% of the time, invalid cues indicate the side opposite

of the flash 20% of the time. Neutral cues leave the participant guessing i.e., being 50%

accurate. ITI - inter trial interval

To study the processes behind attentional orienting, Michael Posner devised his in-

fluential spatial cuing paradigm (see Figure 2.1). Participants are asked to indicate and

detect the location of a very brief flash of light. Before the light flash, however, a proba-

bilistic pre-cue was presented. In 80 % of the trials the cue indicated the correct location,

in the other 20 % the cue was incorrect. Using this manipulation, participants voluntar-

ily engaged their attention to the cued location, but had to reorient attention after invalid

cues. Neutral cues served as a control condition (Posner, 1980; Posner, 2016).

The positive effect of attention has been shown in lower reaction times to valid trials

compared to neutral and invalid trials (Figure 2.2, A). But it has been shown that the disen-

gagement and reorientation of attention leads to increased reaction timeswhen comparing

invalid trials against valid and neutral trials (Posner et al., 1978).

In the last decades, spatial-cuing paradigms, inspired by Posner’s work, have been

adapted to study attentional orienting in a variety of situations. Some used symbolic, oth-
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Figure 2.2: Idealized reaction time distributions typically observed in Posner’s cuing task

(Posner, 1980), see Figure 2.1. A) Reaction times for valid (80 %), neutral (50 %), and

invalid (20 %) trials. One sees the large reaction time costs due to invalid cues, and

the smaller benefit of valid cuing. B) Reaction time distributions of neglect patients as

observed in Posner et al. (1984). Showing the increase in reaction times towards invalid

trials in the contralateral hemifield. The other conditions, however, appear to be largely

unaffected.

ers used explicit cuing, or even investigated the effect of attentional cuing across different

sensory modalities (Chambers et al., 2004; Mengotti et al., 2018). Meaning, that there

are many experimental choices the researcher has to take (Chica et al., 2014).

2.2.1 Experimental design

In his original experiments Posner studied the effects of different cuing conditions. Sym-

bolic cues — like arrows on the screen’s center — evoke different reaction time patterns

than cues at the target’s location. Symbolic cues are known as endogenous cues, as they

require the controlled (voluntary) orienting of attention. Cues at the target position, on the

other hand, are typically known as exogenous cues, as attentional orienting is reflexive

or transient (Chica et al., 2014). To observe the attentional benefit of endogenous cues,

orienting requires about ~200 ms and can be sustained for several seconds. Exogenous

cues, however, lead to an attentional benefit after a very short time (~50 ms), however,

after around ~250 ms the so-called inhibition of return occurs, resulting in additional costs

when responding to targets in the cued location (Corbetta et al., 2000; Klein, 2000).

Another choice the experimenter faces is whether to allow eye-movements or not

(Chica et al., 2014). In spatial cuing tasks using covert orienting, participants fix theirs

eyes on a point on the screen, in overt orienting they are allowed to freely move their

eyes (see Figure 2.3, B). There is some debate about whether there is a necessity for fix-

ation (Carrasco, 2011). Covert orienting might be seen as a “pure” measure of attention,

as oculomotor processes are not interfering with the response. As mentioned earlier, the

pre-motor theory of attention considers covert orienting as a planning stage for the next

saccade (i.e., overt orienting) (Rizzolatti et al., 1987): Inhibiting automatically planned

eye-movements, might therefore be confound in covert attention experiments. This view

hold true for a while, as in covert orienting the frontal eye-fields (FEF) were less activated

as in overt orienting, indicating a preparatory phase in attention (Corbetta et al., 1998).
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A B C

Exogenous CueEndogenous Cue

X X

X X

Overt Orienting Covert Orienting

X

f

Detection
Where did the "X" appear?

Discrimination
Is the Gabor patch

vertically or horizontally
oriented?

Figure 2.3: Decisions to make in designing a spatial-cuing paradigm. A) should the cue

be exogenous or endogenous, B) should orienting be overt or covert? C) Are participants

performing a detection or discrimination task?

However, attentional orienting and eye-movements occur in neighboring, but distinct brain

regions (Thompson, 2005). As methods like fMRI do not necessarily have a high enough

spatial resolution, the common practice is to control for eye-movements and use covert

orienting.

Another point of consideration is the participant’s task. In Posner’s (1980) original

experiment, participants had to indicate by a single button press whether a flash of light

occurred on the screen (a detection task). But to ensure that participants are paying atten-

tion requires a more complex task design, including catch trials without a target stimulus.

By increasing the task complexity slightly, for example by replacing the detection task with

a discrimination task, removes the requirement for catch trials (see Figure 2.3, C). A fur-

ther advantage of using a discrimination over a detection task is that participants have to

actively spend attention on the target stimulus and do not react reflexively (Chica et al.,

2014).

Finally, one has to choose whether to use informative or non-informative cues. By

adding a degree of uncertainty, the experimenter can access the benefit of paying atten-

tion. However, task difficulty might also increase (see Figure 2.2 A, and Posner, 1980).

Anecdotally, this became obvious in piloting my experimental design, as I was

considering modeling error specifics aspects in the task, I had to ensure that participant’s

made a considerable amount of errors in the task. Therefore, I tried to calibrate the

discrimination task’s perceptual difficulty, so that participants would be 80 % accurate.

To keep the calibration session as short as possible only valid cues were used. With

100 % valid cues, participants were incredibly good at discriminating just the smallest

of differences between target stimuli. Accuracy, however, degraded to chance level as

soon as invalidly cued trials were introduced. One also has to consider the validity of the

pre-cue. The more predictive a cue is, the larger is the cost of invalid trials. But with more

predictive cues, also the overall number of trials in the experiment has to be increased,

to have a reasonable estimate of the reaction time in invalid trials (Chica et al., 2014;

Dombert et al., 2016).

Box 2.1: Neglect

Patients with lesions to the right posterior parietal cortex are often unable to volun-

tarily attend to or react to stimuli in the left visual field. A syndrome termed hemispa-

tial neglect, often caused by stroke. A key component of hemispatial neglect is that

the visual pathways are unaffected, making it an attentional or intentional disorder
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(Heilman et al., 2000). Neglect, however, does not only affect the contralesional

hemifield (left or right) but can also extend to different frames of reference. For

example, altitudinal neglect affects the upper or lower visual field, but also object

and self-perception can be affected (Halligan et al., 2003; Heilman et al., 2000;

Karnath, 2015).

Neglect is often diagnosed by using line-bisection (see Figure 2.6) or cancellation

tasks. But as described in the main text and in Figure 2.2, other aspects of atten-

tion, like performance in Posner’s cuing task seems to be severely affected as well

(Heilman et al., 2000; Posner et al., 1984).

Until now, the mechanisms of neglect are not very well understood, due to the

sometimes unclear expression of the disorder and to very large brain lesions af-

fecting many cognitive functions (see Box 2.2) (Karnath et al., 2011). However,

there are several theories — which are more discussed in the main text — explain-

ing the neural origin of neglect.

Because neglect is more prolonged and severe after right than left hemispheric

damage (Beume et al., 2017; Karnath et al., 2011), a right hemispheric specializa-

tion for attentional processes is presumed (Duecker & Sack, 2015). Next to more

dorsal parietal brain areas, damage to right temporoparietal junction (TPJ) (Cor-

betta et al., 2008) and right frontal areas (Verdon et al., 2010), was implicated in se-

vere impairments of attentional reorienting, supporting the idea of strong right hemi-

spheric lateralization of attentional orienting (Corbetta & Shulman, 2011). However,

studies indicating that focal damage to the dorsal attention network can also cause

hemispatial neglect challenged these conclusions (Gillebert et al., 2011).

Attributing widespread behavioral impairments to cortical brain regions, however,

might not reveal the whole picture. Brain lesions after stroke often extend to the un-

derlying white-matter tracts, thus leading to widespread disconnections of distant

brain areas. For example damage to the superior longitudinal fasciculus (SLF)II

and SLFIII can lead to disconnections of dorsal and ventral attention networks, that

might go unnoticed if one focuses on cortical areas alone (Thiebaut de Schotten et

al., 2014; Thiebaut de Schotten et al., 2020). Furthermore, damage to white-matter

bundles is also providing good indications about the severity and progression of ne-

glect. Especially, damage to inter-hemispheric connections seems to severely af-

fecting compensation strategies, therefore prolonging or even preventing recovery

in patients (Lunven & Bartolomeo, 2017; Lunven et al., 2015).

L R
L R

Figure 2.4: Graphic of the superior longitudinal fasiculus. Created from a bi-

nary mask. Color gradients were included for better visualization. Retrieved from

https://zenodo.org/record/3627772/files/, see also Yeh et al. (2018)

https://zenodo.org/record/3627772/files/
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2.3 Attentional Orienting in the Brain
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Figure 2.5: Dorsal and ventral attention networks and their proposed connectivity. In-

spired by Vossel, Geng, et al. (2014)

Posner’s spatial cuing task has been hugely influential, as it could be used to link

brain regions to specific behaviors. Posner et al. (1984) could show that participants with

unilateral damage to the posterior parietal cortex were strongly impaired in responding to

invalidly cued targets in the contralesional visual field (see Box 2.1 for an introduction to

neglect). Lesions, however, did not have an effect on the other task conditions, apart from

generally longer response times, when compared to healthy controls (see Figure 2.2, B),

which provided convincing evidence that parietal cortex plays a crucial role in attentional

orienting.

Since then, the advancement of neuroimaging methods and lesion studies lead to

further insights of how attention is represented in the brain. Multiple brain networks have

been related to attentional processing: alertness, execution, self-regulation, orienting,

and reorienting. The latter two being of special interest for our cuing paradigm (Petersen

& Posner, 2012).

Attentional orienting has been associated with a dorsal fronto-parietal network, which

is distinct from, but interacting with a ventral fronto-parietal network which is activated

during attentional reorienting (Corbetta et al., 2008; Vossel et al., 2012).

2.3.1 Dorsal attention network

The dorsal attention network includes bilateral intraparietal sulci (IPS) and frontal eye-

fields (FEF). As alluded to there is lesion evidence for the posterior parietal cortex (in-

cluding IPS) (Posner et al., 1984), but also evidence from multiple functional magnetic

resonance imaging (fMRI) studies. For example, both regions already respond to the

pre-cue in a spatial cuing task, indicating their importance for the orientating of atten-

tion (Corbetta et al., 2000). Furthermore, transcranial magnetic stimulation (TMS) studies

(see Box 2.2) have provided clear evidence that both IPS and FEF directly modulate early

visual cortices, indicating their role in deploying attention to specific regions of the visual

field (Duecker & Sack, 2015; Ruff et al., 2008). Additional evidence comes from inva-

sive recording in monkeys, where neurons in both FEF and lateral intraparietal area (LIP)

(the monkey homolog of the IPS) show detailed time courses of the orienting process

(Noudoost et al., 2010). And from TMS evidence where both FEF and IPS have been

shown to assert top-down influence on the visual cortex (Ruff et al., 2009). Although the

two regions appear to be very similar, they have distinct roles.
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A major difference between IPS and FEF appears to be the spatial reference frames

they are operating in. The IPS closely represents space as it is represented on the retina,

while the FEF acts in a real world (i.e., absolute) spatial reference frame (Golomb & Kan-

wisher, 2012). This spatiotopic frame of reference is necessary to plan and execute to

plan and execute eye-movements, which appears to be one of the FEF’s primary func-

tions (Golomb & Kanwisher, 2012). As FEF are activated more during overt than covert

attentional orienting (Corbetta et al., 1998), it was seen as evidence for the pre-motor the-

ory of attention (Rizzolatti et al., 1987). However, cell recordings later that neighboring but

distinct neural populations are either involved in preparing saccades or covertly orienting

attention (Thompson, 2005).

Most studies of attentional orienting — like this one — focus on IPS and FEF

as the main nodes of the dorsal attention network. But several studies have shown

that subcortical areas like the superior colliculus (SC) and the pulvinar nucleus of

the thalamus are also involved in attentional orienting (Bisley, 2011). Where the SC

is involved in saccade planing and target selection (Krauzlis et al., 2013; Noudoost et

al., 2010) and the pulvinar appears to suppress unwanted information (Green et al., 2017).

Box 2.2: TMS and lesion studies

Patients living with specific or extensive brain lesions, like Phineas Gage and many

others, often known by their initials (H.M., D.F.) have been crucial in connecting be-

havior with brain function (Milner, 2017; Thiebaut de Schotten et al., 2015). Spatial

attention research with its insights from hemispatial neglect is no exception (c.f.

Posner et al., 1984). Although, lesion studies provide some of the best causal evi-

dence of how brain regions are connected to specific behaviors, interpreting lesion

data can be difficult (Thiebaut de Schotten et al., 2015). One difficulty is due to

the lesion’s size, which often extents to multiple areas of the brain. Although it

is possible to average lesion areas across patients with similar symptoms, to pin-

point the underlying brain region, patients might experience a wide range of behav-

ioral impairments and differ remarkably in neuropsychological assessments (Ver-

don et al., 2010). One successful solution to this problem has been voxel-based

lesion-symptom mapping (VLSM), which is used to estimate how likely each voxel

is related to a symptom or test score (Mirman et al., 2018).

One issue with current lesion studies is that their results are often combined with

task fMRI studies of healthy participants, to describe the function of cortical brain

areas. This approach, however, does not consider how brain areas might be part

of a physical network, i.e., ignoring the underlying white matter tracts (Thiebaut de

Schotten et al., 2015; Thiebaut de Schotten et al., 2020).

Relying on brain lesions, however, is not the only way to obtain causal evidence

between brain regions and behavior. Using brain stimulation methods like TMS

it is possible to investigate how brain areas interact and to inflict temporal brain

lesions and investigate how behavior changes afterwards. This application is very

powerful not only in combination with other brain imaging methods, but especially

because the same participant can be tested multiple times with different protocols

(Valero-Cabré et al., 2017).

2.3.2 Ventral attention network

Compared to the dorsal attention network, the brain areas belonging to the ventral atten-

tion network are less clearly defined by anatomical boundaries. In functional studies, how-

ever, TPJ and ventral frontal cortex (middle frontal gyrus (MFG) and inferior frontal gyrus
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A B CLine-bisection Landmark task Grayscales task

Figure 2.6: Tasks used for the assessment of neglect and pseudo-neglect. A) a typical

line-bisection task (with marks by me), where participants are asked to manually indicate

the line’s center (Jewell & McCourt, 2000). B) a landmark task where participants have

to judge whether the line is correctly pre-bisected or not (Fink et al., 2001). C) Stylized

example of the “grayscales” task used by Nicholls et al. (2004), here participants have to

judge which of the two bars is darker (here the upper bar). Response bias was associated

with stimulus’s darker side. This example, would therefore be categorized as a “right”

response.

(IFG)) are reliably activated during attentional reorienting (Vossel, Geng, et al., 2014).

Additionally, the ventral attention system has been described as strictly right lateralized

(Corbetta et al., 2008), serving as a non-spatial novelty detector or “circuit-breaker”, which

signals when it is necessary to shift attention (Corbetta et al., 2008; Vossel, Geng, et al.,

2014). More recent studies, however, also consider homologous regions in the left hemi-

sphere as parts of the ventral attention network (Beume et al., 2017; Malherbe et al.,

2018). Still, it is very likely that the ventral attention is right dominant (but not strictly later-

alized), as left and right TPJ play different roles in attentional reorienting (Mengotti et al.,

2020; Silvetti et al., 2016).

Although the ventral attention network appears to be involved in higher cognitive pro-

cessing, that is not related to visual spatial influence, retinotopically organized subregions

in left and right TPJ have been found (Dugué et al., 2018). Furthermore, TMS studies

could show that disruption of right TPJ can lead to neglect like extinctions, that are usu-

ally expected after stimulation of the posterior parietal cortex (Meister et al., 2006). It is

thus still possible that TPJ is also involved in spatial processing.

Furthermore, there are many questions about the interaction of dorsal and ventral

attention networks (Vossel, Geng, et al., 2014). So far studies have shown that increased

activity in right IFG leads to suppression of activity in right IPS (Weissman & Prado, 2012).

Additionally, it has been shown that connections of right TPJ to right IPS are modulated

by cue-validity, further showing that the ventral attention network provides feedback about

the relative surprise of new stimuli to the dorsal attention network (Vossel et al., 2012).

Similarly, higher activity in the ventral attention network, when compared to the dorsal

attention networks, is correlated to worse behavioral performance in valid trials (Wen et

al., 2012), also indicating the ventral attention network’s role in loosening the grip on the

dorsal attention network.

2.4 Meridians of the Visual Field

In the anatomical discussion of spatial cuing tasks, I introduced the concept of hemispheric

asymmetries and dominance. Depending on the task, these hemispheric asymmetries
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can have a direct influence on behavioral performances. Distinguishing facial emotions

for example is faster for stimuli in the right visual field than for stimuli in the left visual field,

indicating a preference for processing of emotions in the left hemisphere (Brederoo et al.,

2019). Landmark tasks (Figure 2.6, C), however, are preferably processed by the right

hemisphere, leading to an overestimation of the stimulus’ left side. As this bias has also

been observed in healthy participants performing line-bisection tasks, which is a clinical

instrument in the diagnosis of hemispatial neglect, this slight “neglect” of the right visual

field has been named pseudo-neglect (Figure 2.6, A) (Jewell & McCourt, 2000).

Hemispheric asymmetries and the readily available lesion model for spatial attention

along the visual field’s horizontal meridian, are possibly explanations for the larger number

of studies using horizontal, rather than vertical stimulus layouts. Even though, asymme-

tries are also present along the visual field’s vertical meridian (Nicholls et al., 2004). Just

like stimulus processing along the horizontal meridian, different kinds of stimuli are prefer-

ably processed in the lower or upper visual fields (Levine & McAnany, 2005). But there

is also a horizontal-vertical anisotropy (HVA), describing the better stimulus processing

along the horizontal meridian when compared to the vertical meridian (Carrasco et al.,

2001). Although, the most parsimonious explanation for this HVA might be due to phys-

iological factors, like the distributions of cells in the retina (Carrasco et al., 2001; Jóhan-

nesson et al., 2018), some neuroimaging studies show different brain areas involved in

horizontal versus vertical processing (Lemos et al., 2016; Mao et al., 2007). Thus, I was

interested in, whether there also is a HVA in spatial orienting and reorienting of attention.

To my knowledge, only a few neuroimaging studies have contrasted stimulus pro-

cessing along the two meridians. For example, Fink et al. (2001) found no evidence for

asymmetries between the meridians in an fMRI study using a landmark task. Mao et al.

(2007) on the other hand provided evidence for differential activation along the vertical

and horizontal meridian in a cued-attention task (but using only valid trials). Differential

effects have also been found between horizontal and vertical saccades and anti-saccades

(Lemos et al., 2016, 2017). A study explicitly investigating spatial orienting and reorienting

using Posner’s cuing task, however, found neither neuroimaging nor behavioral evidence

for a HVA (Macaluso & Patria, 2007).

Lesion studies, however, complicate the picture. Nicholls et al. (2004) hypothesized

that visual field asymmetries in neglect and pseudo-neglect are additive, not multiplicative,

which indicates separate routes of neural processing, possibly indicating a perceptual ver-

sus attentional basis for vertical versus horizontal asymmetries (Carrasco et al., 2001). On

the other hand, there are case-studies reporting altitudinal neglect after bilateral lesions

in the parietal and occipital cortex (Rapcsak et al., 1988), and after bilateral temporal lobe

lesions (Shelton et al., 1990), brain regions that are also associated with attention. Neural

degenerative diseases affecting bilateral subcortical areas also impair patients’ ability to

perform saccades along the vertical meridian, however, these impairments might be more

related to motor-control (Lemos et al., 2016, 2017).

In contrast to Nicholls et al. (2004), however, other studies have found that lesions

of the right parietal cortex can also lead to stronger neglect in the lower left visual field,

indicating that there is an interaction between the two meridians (Müri et al., 2009; Pitzalis

et al., 1997). The opposite observation has been made in a recent case-study showing

neglect of the upper visual field after a lesion to the right temporal lobe (Morris et al.,

2020).

Especially these lesion studies let me wonder whether there is a HVA in attentional

orienting and how it is represented in neural recordings. Hence the title of my first publi-

cation:

Attentional reorientation along the meridians of the visual field: Are there different neural

mechanisms at play?
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To answer this question, I used a modified version of the Posner cuing task. Partic-

ipants reported the orientation of a pre-cued (80 % valid) target stimulus, by pressing a

button with either the left or right index finger. Boxes in the four cardinalities indicated

possible target stimulus positions. With each target stimulus, distractors appeared in all

other possible positions. I split the task, however, so that cues and target stimuli appeared

either only along the vertical or the horizontal meridian. Further details can be found in

Steinkamp, Vossel, et al., 2020.
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3 | Methods

In this first methods section I will introduce the main methodologies that I used to study

attentional (re)orienting along the vertical and horizontal meridian in my first publication.

The exception being dynamic causal modeling (DCM), which gets its own chapter (Chap-

ter 5).

3.1 (Functional) Magnetic Resonance Imaging

Magnetic resonance imaging has been established in the early 1970s as a technique to

create anatomical and functional images. In MRI a strong magnet is used to align pro-

tons in a magnetic field. Applying a radiofrequency pulse excites these protons, inducing

a phaselocked spin, essentially knocking them out of their alignment. In the relaxation

phase one can measure how long these protons need to realign with the magnetic field

(T1 recovery) or how long it takes till the phaselocking breaks down due to spin-spin in-

teractions between protons (T2 decay). As tissues have different properties, T1 weighted

imaging especially highlights fatty tissues, whereas T2 weighted images highlight water as

well as fat. A special case is T ∗
2 decay which takes next to spin-spin interactions also local

field inhomogeneities into account and is used in blood oxygen level-dependent (BOLD)

functional magnetic resonance imaging (fMRI).

T1 and T2 are constants, which depend on strength of the magnetic field. But one

can change the measured images’ content, by modifying the parameters of imaging se-

quences. The two most important parameters here are the repetition time (TR), which

is the time between excitations in seconds, and the echo time (TE) typically reported

in milliseconds, which reports the time point at which data is acquired. In high resolu-

tion imaging (for example for anatomical images) single axial (2D) slices of the brain are

recorded per TR, which are later combined to create a 3D image. A special sequence

called echo planar imaging (EPI), however, allows the excitation and recording of multiple

slices during a single TR, providing faster but spatially less accurate images, and is often

used in fMRI (Huettel et al., 2008, chapters 3 to 5).

Imaging based on T1 or T2 contrasts, is used for structural measures in clinical di-

agnostics (for example to locate brain lesions). In 1990, however, Ogawa et al. (1990)

were able to measure cerebral blood flow due to the magnetic properties of oxygenized

(HbO2) and deoxygenized (Hb) hemoglobin, the BOLD signal. A discovery that had and

still has a major impact on neuroimaging research (Bandettini, 2012). It is important to

note that the BOLD signal is only a proxy of neural activity, which measures changes in

cerebral bloodflow caused by an increased oxygen demand due to firing neurons (Glover,

2011). However, cell firing does not increase the demand for oxygen significantly, when

compared to resting activity. So it is presumed that the driver for cerebral bloodflow is

an increased demand for energy (glucose), which in turn also leads to a higher inflow of

HbO2 and less overall Hb (Fox, 2012). One of the most important validations for the use

of fMRI has been that increases in local bloodflow are directly related to cell firing in the

excited area, and are not due to down-stream cell activity (Logothetis et al., 2001).

To successfully perform statistical analysis of fMRI data, especially on the group level,

the raw images have to undergo several preprocessing steps. As described above, MRI’s

are recorded in slices, so that, depending on the scanner protocol, it is possible that there

are several seconds between the acquisition of the first and last scan of the 3D image.

17
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These delays can be removed by a procedure called slice-time correction. Because a

whole fMRI session can last for a long time, participants do not lie perfectly still in the

scanner. Thus, each of the images in a session has to be realigned. This is done by

linearly rotating and translating images so that they match an average image or the scan-

ning run’s first image. Another possible preprocessing step can include a correction of

magnetic fields inhomogeneities (Wang et al., 2017).

As brain anatomy varies a lot between individuals, MR scans are transformed to a

common coordinate space and the same voxel-size (MNI or Talairach). Furthermore,

these images are often non-linearly morphed to a template image, to ensure anatomical

proximity. Finally, to increase the fidelity of statistical analysis, spatial smoothing is often

applied as a last step (Soares et al., 2016).

Although fMRI is ubiquitous in cognitive neuroscience research, there is no consensus

on a single preprocessing pipeline. For classical fMRI analysis, however, a robust and

well maintained pipeline — fMRIPREP — has been developed recently (Esteban et al.,

2019), which has also been utilized in this thesis. Conveniently, it also creates a boilerplate

methods section, following best practices in reporting of analysis details (Nichols et al.,

2017), which can be found in each of my publication’s supplemental materials (Chapters

6 and 7).

3.1.1 fMRI analysis

The most common form of fMRI analysis uses statistical parametric mapping (SPM) a

mass-univariate analysis technique. For each voxel in the brain a general linear model

(GLM) is calculated and contrasts between factors in the GLM are displayed in brain

space. Typically this is done in two steps. First, for each participant a GLM is calcu-

lated using each voxel’s time series as the dependent variable and including independent

variables corresponding to task manipulation or physiological noise.

In principle the GLM for each voxel is described by the regression formula:

(3.1) Y = Xβ + ε

Where Y represents the measured data (for example the time course of one or more

voxel), X are the independent variable (or features), β the coefficients, and ε the mea-

surement error. Note here, that X is a n by m matrix, with n time points (i.e. volumes

measured using fMRI) and m features (see Figure 3.1). To represent the relationship be-

tween experimental manipulations in event related designs, the onsets of experimental

manipulation are described as delta functions which are then convolved with a hemody-

namic response function (HRF) function (Poline & Brett, 2012). While calculation of a

classical GLM can be achieved by using least squares optimization, software like SPM

(Friston, 2007), FSL, or AFNI (Poline & Brett, 2012) use different estimators for efficient

calculation or might use mixed-effects models. Note that one can account for physiolog-

ical noise and scanner drifts by including nuisance regressors as features (Friston et al.,

1996; Liu, 2017).

On the first level basic contrasts are often calculated, for example addressing whether

brain activity in one condition higher than in the other, or whether the BOLD amplitude

in the condition is higher than the implicit baseline, following the idea of substraction by

Donders (Raichle, 1998). In general this means that we get a contrast value for each voxel

and participant of the estimated regression weights, which can then be further analyzed

across participants.

GLMs can also be used on the group level, for example as a mixed-effects model with

participant as random factor, and including different between participant covariates (e.g.

sex or age). In my studies, however, this step has been conducted as one sample t-tests
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Figure 3.1: Event-related fMRI analysis. Upper left: A cut-out of the second project’s

SPM design matrix. Each column represents a regressor used in the GLM, where the

first six regressors correspond to conditions (invalid left, invalid right, valid left, valid right,

errors, outliers) and the others are nuisance parameters (like head movements). Each

row corresponds to an individual scan. Upper right: Truncated example of the design

matrix’s second column. The blue lines indicate a target stimulus’ onset. The orange

line is the convolution with a hemodynamic response function, which is used in later re-

gression analysis and included in the design matrix. Lower right: Example of the BOLD

signal recorded at a single voxel (in blue). The orange line displays the reconstructed

signal based on the GLM result. Lower left: β weights for the four regressors of interest,

estimated for the time series in the lower right panel. This figure exemplifies the analysis

performed for each voxel in the brain.

against zero or paired t-tests (Poline & Brett, 2012; Soares et al., 2016).

However, rather than using standard t-statistics to estimate the significance of single

voxels, I applied permutation testing, which can lead to more stable and reliable statistical

inference (Nichols & Holmes, 2002). In permutation testing an empirical null distribution is

created for each voxel, by calculating the t-statistics for (in my case) 10 000 permutations.

In each permutation the sign of a participant’s voxel value is randomly assigned. The per-

mutation p-value is then given by the proportion of random t-values that are greater than

the observed t-value (Ojala & Garriga, 2010). Further steps are then taken to transform

the permutation statistics back to t-statistics and to allow the family-wise-error-correction

procedures implemented in SPM (Nichols & Holmes, 2002).
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3.2 Machine Learning

Next to mass-univariate analyses, there are also multivariate approaches to investigate

differences between conditions in fMRI analysis. The small number of samples (partici-

pants) and the large number of features (voxels), i.e., the curse of dimensionality, how-

ever, can become a problem for multivariate inference, as almost all possible separations

between two conditions can be estimated. In classical statistics this can become a issue.

Although machine learning, trying to maximize a model’s generalizability, is also affected,

the approach also provides tools to alleviate the problem (Domingos, 2012; Misaki et al.,

2010). First, one has to distinguish between encoding and decoding models in neuro-

science. Encoding models (or forward modeling), much like the classical GLM, described

above, often act on a single voxel basis, investigating how certain experimental inputs

change brain activity (Miyawaki et al., 2008; Poline & Brett, 2012). Decoding models, on

the other hand, allow us to classify which state the brain is in at a given time (Misaki et al.,

2010; K. A. Norman et al., 2006). I used this approach to decode brain states from the

averaged signal of multiple volumes of interest (VOIs) or from parameters of computa-

tional models. Other approaches like search-light decoders, or more general multi-voxel

pattern analysis, can provide whole-brain maps of classifier weights (i.e., a measure of im-

portance), or maps of classification accuracies, of how well individual voxels can separate

different brain states (Grosenick et al., 2013; Misaki et al., 2010).

While machine learning can lead to clinical applications, like informing hearing aids

with electroencephalography (EEG) (O’Sullivan et al., 2014), or using age prediction mod-

els to search for neural abnormalities (Cole et al., 2019), the different mindset of machine

learning can also be useful for statistical inference. Statistics is used to draw inference

about a population using a (often small) sample, whereas the goal of machine-learning is

to find predictive patterns in data, that generalize to unseen cases (Bzdok et al., 2018).

This means, that the same methods can be used for different purposes. For example one

can use logistic regression to infer the factors that separate two groups (statistics) or use

logistic regression to classify a new instance into one of the two groups. Interestingly,

while significant parameters in the first approach might be relevant for the second, these

might not be the most important features for the machine learning model (Bzdok et al.,

2020).

3.2.1 Prediction and generalization

As alluded to, in machine learning we do not necessarily care about significant parameter

estimates, but are interested in a model’s predictive performance. Typical performance

metrics are accuracy ( TP+TN
TP+TN+FP+FN , where TN are the true negatives, TP the true pos-

itives, FP the false positives, FN the false negatives) for classification tasks and mean

absolute error for regression tasks ( 1n
∑n

i |yi − ŷi|). Importantly, predictive performance

estimates how well the algorithm performs on unseen data, which is usually different from

the model fit of statistical methods (Domingos, 2012; Efron, 2020).

To access a given model’s predictive performance, we therefore have to test it on un-

seen data. As data collection is often difficult and expensive, especially in neuroscience,

collecting a separate data set just for testing purposes is often unfeasible. Typically, data

is therefore split into different parts, a training set (about 60 % of the data), a validation

set ( 20% of the data) and a test set ( 20% of the data). The split into different sets is

necessary, as training a machine learning model often requires some tweaking of hyper-

paramters (like regularization in logistic regression). Thus, the model is only trained on

the training set and the best set of hyperparameters is selected based on the model’s per-

formance on the validation set. The end result is the performance on the test set, which

has not been used up-to that point.
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Figure 3.2: Estimating the BF for a one sample t-test. Starting from left to right. We

begin with specifying our hypothesis about the expected effect size (i.e., prior distribution).

Upper panel, half-cauchy displaying the probability of H1 : d > 0. Lower panel the prior
distribution for observing H0 : d = 0. Our prediction for the observed t-value will be the
t-distribution with nsamples − 1 degrees of freedom. We can now estimate the observed t-

value’s probability by looking at the posterior distributions. Note in the lower panel, that the

shaded area indicates the frequentist p-value. Finally, we can compare the probabilities

of the observed t-value under H0 and H1, and calculated the Bayes Factor.

Again, as data is expensive and researchers want to have an unbiased estimate of

predictive performance, cross-validation is often used. Here, the training and validation

procedure is repeated for different splits of the data (Varoquaux, 2017). In the first and

the second study such procedures came into play using linear models to either show that

we can differentiate valid and invalid trials across the horizontal and vertical run, as well

as that we can separate the vertical and horizontal run from each other using parameters

derived from computational models.

3.3 Bayesian Analysis

Because I reported null-results in my first study, I could not readily apply frequentist statis-

tics, as they can only reject the absence of an effect (but see Lakens, 2017), i.e., the null

hypothesis (H0). Using Bayesian statistics, however, we can estimate the absence or

presence of a statistical effect (Keysers et al., 2020). The general concepts (i.e., Bayes

rule, and Bayesian belief updating) also play a large role in the estimation of generative

models like DCM and my implementation of the Rescorla-Wagner model, described in

Chapters 4 and 5 (Friston et al., 2003; Mathys, 2011; B. M. Turner & Van Zandt, 2012).

In recent years, criticisms of null-hypothesis significance testing and the over-reliance

on p-values and their cut-offs for statistical significance has grown (Benjamin et al., 2018).

One issue, for example is, that p-values are uniformly distributed, thus obtaining p = 0.01
is equally likely as getting p = 0.95, which means that p-value do not provide information
about an effect’s strength. Furthermore, p-values can change dramatically as a function

of sample size (Keysers et al., 2020).

An alternative consideration to quantify evidence or the absence of evidence is the

BF (Jarosz & Wiley, 2014). Bayes factors describe the (odds-)ratio of two models or

hypotheses, often by dividing the posterior likelihood. The Bayes Factor, therefore is an

assessment of how likely a given observation (H1) is compared to another (H0) (Jarosz

& Wiley, 2014). This likelihood can be derived from Bayes’ rule, following the notation in
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Morey et al. (2016):

(3.2) π(Hi|y) =
p(y|Hi)

p(y)
π(Hi)

Where π is the prior and the posterior probability and p the probability given the ob-

served data. To compare two hypotheses we divide their posterior probabilities to obtain

the Bayes Factor:

(3.3)
πy(Hi)

πy(Hj)
=

p(y|Hi)

p(y|Hj)
× π(Hi)

π(Hj)

Other formulations of the Bayes Factor and Bayesian updating rules commonly use

θi instead of Hi, depending on whether one compares hypotheses or model parameters

(Keysers et al., 2020)

Using Bayes Factors for null-hypothesis tests, like the t-test is relatively straight for-

ward. The hypotheses are defined in terms of a standardized effect size like Cohen’s

δ.

(3.4) δ =
(µa − µb)

σ

We then define the null hypothesis asH0 : δ = 0, meaning that no effect is present and
the alternative hypothesis as H1 : δ > 0, meaning that we expect to observe any nonzero
effect size. Using a prior distribution like the Cauchy distribution, we also specify what

effect sizes we expect to observe for H1 (for medium effect sizes the shape parameter

r = 0.707 is used) (Rouder et al., 2009). ForH0 a delta function is used with a single entry

at 0. The likelihood distribution is then given by Student’s t-distribution with n−1 degrees
of freedom (see also Figure 3.2). Following Bayes’ rule, combining prior and likelihood

results in the posterior probability distribution.

Finally, we can calculate the t-value:

(3.5) t =
x̂− µ

s√
n

and look up the t-value’s probability in the posterior distribution of H0 and H1. The Bayes

Factor in favor of H1 would then be defined as:

(3.6) B10 =
p(t|H1)

p(t|H0)

While the idea behind Bayes Factors is in part to remove arbitrary cut-offs and to

consciously evaluate evidence – c.f. the discussion about p-values (Benjamin et al., 2018)

– some general rules are followed. ABF10 > 3 is often seen as positive evidence for H1,

a 1
3 < BF10 < 3 as inconclusive evidence and a BF10 < 1

3 as positive evidence for H0

(Jarosz & Wiley, 2014).

For other statistical models like analyses of variance (ANOVA), we can also use

Bayes Factors to calculate which model is more likely and therefore which factors could

be deemed as more “significant”. First, all models here are tested against a null-model,

only including an intercept term or random-intercepts (i.e., offsets for individual partici-

pants). At this stage we only know how much more likely certain models are against the

null-model. Next, we can also include a test of the models against each other, to see

for example whether a model including factor “A” is more likely than a model including

factors “A” and “B” (Keysers et al., 2020).
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Box 3.1: Bayesian updating

Note, that in Bayesian updating, one can step-by step refine the posterior distri-

bution of estimated parameters with new data. This means, if for example in an

experiment new data is collected, one can update the Bayes factor (BF) for the

effect of interest, not by re-calculating everything from the beginning, but by using

the old posterior as the new prior distribution for the observed effect size (Keysers

et al., 2020).
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4 | Computational Modeling

No substantial part of the universe is so simple that it can be

grasped and controlled without abstraction. Abstraction consists

in replacing the part of the universe under consideration by a

model of similar but simpler structure.

Rosenblueth and Wiener, 1945

Although my first and second project use the same data, they are conceptually

very different. This second introduction will thus include a conceptual discussion of

computational modeling and a more mathematical introduction to the dynamic causal

modeling (DCM) framework.

4.1 Introduction to Computational Modeling

Box 4.1: Computational modeling

The computational modeling community in neursocience might appear to be very

homogeneous, but researcher’s goals vary. Somemight want to have realistic mod-

els on the macroscopic, microscopic or behavioral scale, some want their models

to be used in a clinical context. Most, however, want to have a “useful” model (Ko-

rding et al., 2018). Keeping the diversity in modeling approaches in mind, I think it

is useful to introduce two different viewpoints on computational models.

David Marr (2010, p. 24ff) famously formulated his three levels at which a com-

putational model can be understood, these levels are not hierarchical and do not

depend on each other.

Computational theory Describing the physical properties of retinal cells, and their

respective receptive fields, will not provide us with an understanding of their

purpose. Asking questions of what the purpose of different receptive fields

is and why they are arranged in such a way, will require understanding of

computational properties like filters and differential operators (Marr, 2010, p.

25). In short: What is the system’s goal, and why is it its goal?

Representation and algorithm Marr (2010, p. 26ff) provides an example from

psychophysics, of how participants perceive surface orienting and how dif-

ferent representations can be tested. In short: This level is about the “how”

does the system solve computations, and how is information represented in

the system.

Hardware implementation Picking up the first example again, this is now about

the neuroanatomy. What is the structure of the cells? How are different Gan-

glion cells connected, to perform necessary computations. In short: What are

the physical properties the system has to fulfill in order to solve problems on

the other levels.

25
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While it is sometimes impossible to describe a system at all three levels, a full

description is necessary, to gain a deep understanding of the underlying system.

Thus, Marr stresses the need of computational theory to advance our knowledge

in neuroscience (Marr, 2010, p. 27).

As I am using the DCM framework heavily in my thesis, and causal analysis is

becoming more and more popular across the sciences, it is interesting to look at the

three rungs of Judea Pear’s 2018 causal ladder. Which will help us in understanding

what approaches like behavioral dynamic causal modeling (bDCM) can and cannot

do.

1. Association Pearl puts most of today’s machine learning and statistical models

here, which describe an association between multiple observations. His ex-

ample: at a store, one might ask, how likely are customers to purchase floss

when purchasing tooth-paste (Pearl & Mackenzie, 2018, p. 29 ff.).

2. Intervention Intervention means becoming active in the environment: What

happens if we double the price of tooth-paste? To answer this question fully,

one would need to conduct a randomized controlled trial. However, also a

few specifically designed computational models can provide an answer to

this question (Pearl & Mackenzie, 2018, p. 32).

3. Counterfactuals Would a customer (at time x) have bought toothpaste, if we

had doubled the price. Counterfactuals are tricky in the sense that they make

statements about other worlds or other timelines. Pearl puts many theories

in physics here, as they can come to such statements after many rung two

experiments (Pearl & Mackenzie, 2018, p. 34).

An interesting note here is that in other formulations of causal inference, there is no

distinction between rung two and three, which makes the distinction between the

two levels complicated (Pearl, 2018).

The term “model” is nowadays ubiquitous. Conceptual and approximate models help

us to make sense of daily life (e.g. how a thermostat works). For everyday life, it of-

ten does not matter that these models are incorrect or oversimplifications (D. A. Norman,

2013, chapter 3). Models have an almost similar role in science, as indicated by Rosen-

blueth and Wiener (1945). Because we are dealing with very large and complex systems,

we need to create abstractions and simplifications to make sense of our observations.

Furthermore, these models are used to guide research and theory crafting (Guest & Mar-

tin, 2020).

For example, a very simple theory for participant’s behavior during Posner’s cuing

task might be: If the cue is valid, participants know where to look, so they react faster

than when they do not know where to look (neutral cue). But if they were expecting

the target in the wrong location they respond very slowly (invalid cue). Before we run

an experiment of our simple theory, i.e., collecting experimental data, we could create

a very simple computational model beforehand. In fact, I already described how a basic

mathematical model can be formulated in Chapter 3: Instead of saying reactions are faster

or slower in the valid or invalid condition, we could define the minimal effect size we would

see as proof for our theory, exactly as one would do in a Bayesian t-test with subjective

priors (i.e., prior distributions specifically chosen by the researcher). Calculating summary

statistics and for example performing a t-tests or a regression analysis is in a narrow sense

already a formulation of a computational model (Haines et al., 2020). The same is true

for the general linear model (GLM) used in functional magnetic resonance imaging (fMRI)
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analyses (Poline & Brett, 2012).

Simple mathematical models, however, will not lead to a real understanding of the

system in question. Referring to Box 4.1, classical statistical models neither allow for

intervention nor counterfactual questions (Pearl & Mackenzie, 2018) and are restricted

to David Marr’s second level (Marr, 2010). To move a step further towards understand-

ing, we need to derive assumptions about the data generation process (Haines et al.,

2020). To transcend into even more understanding, we need to formulate the compu-

tational theory (Marr’s first level), describing why the system acts in a way and test the

model against real observation. To get there, we can translate our verbal hypothesis and

theories (see example above) into mathematical formulas or programs (Guest & Martin,

2020; Smaldino, 2020). By repeated testing, falsification, and refinements of the model,

we can derive and adjust our theories of behavior and the brain, constantly advancing our

knowledge (Navarro, 2020).

4.2 Bundesen’s Theory of Visual Attention

One example for a computational modeling framework, encompassing a large range of

visual spatial attention tasks, is Bundesen’s Theory of visual attention (TVA) (Bundesen,

1990). Although, the theory is quite complex in its mathematical reasoning (Kyllingsbæk,

2006), TVA’s application to Posner’s spatial cuing task is considerably simpler (equations

4.2 - 4.4). As we are already familiar with the task, I think it is a good example for the

additional insights we get into the underling cognitive processes using a computational

model, over t-tests (Bundesen, 1998). According to TVA performance in visual attention

tasks is governed by the time a participant needs to accumulate evidence to perform an

action. In the application to Posner’s cuing task, there are two parameters. The param-

eter c, which is the processing capacity or processing rate of how fast sensory evidence

is accumulated and b is an intercept term. The attentional weight w for one of the two

locations in the original experiment is fully described by the cue-validity p.

(4.1)
w

(1− w)
=

√
p

(1− p)

With a cue-validity of p = 0.8, the attentional weight is w = 0.67 for valid targets and

w = 0.33 for invalid trials. Finally, we can calculate the minimal reaction times to expect
in the task (Bundesen, 1990):

E(RT|valid) = 1

0.67 ∗ c
+ b(4.2)

E(RT|invalid) = 1

0.33 ∗ c
+ b(4.3)

E(RT)min = 0.8E(RT|valid) + 0.2E(RT|invalid)(4.4)

The huge strength of formulating a process (like attentional (re)orienting) in such

terms, is that it provides us with ideas of how to describe behavior in mathematical terms.

And to draw new hypothesis. For example, if we estimate the above model for a group of

participants, we might now ask ourselves whether the decision bias c is constant across
different task conditions or mainly driven by the stimulus. To test this, we could now run

the experiment with the same participants again, but vary the cue-validity.

Furthermore, we can extend these formulas to allow for new settings. For example

to model hemispatial neglect using TVA, Bundesen introduced a new bias parameter,

showing that the attentional weighting of the contralesional side was significantly reduced

in patients (Bundesen, 1998). The different parameters of the TVAalso have been related
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to information processing in specific brain regions (Bundesen et al., 2005), so that the TVA

presumably includes all three of Marr’s levels.

4.3 Rescorla-Wagner Model

React

Cue

Initial
Estimate 

 - Initial state

Guess

 - bias
 - bias

 - scaling

The instructions state that 20 % of
the cues are incorrect. But I think it is

50% likely that the next cue is
correct.

The next cue will be valid ( )
and I am 50 % sure about it ( ).

 - Learning rate

 - Input
 - Hidden state

 - Prediction
 - Prediction error

Repeat for every trial

Update

Observe 
&

Evaluate

Figure 4.1: Visual display of the Rescorla-Wagner model. Starting from an initial proba-

bility of the upcoming stimulus’ identity, the agent makes a prediction and updates their

expectations accordingly. The agent’s prediction can also be translated to reaction times.

This process is repeated for each trial in the experiment. The meaning of the variables in

the formulas are in the white and black boxes above and below.

TVA is not the only computational model of Posner’s cuing task. Other models have

shown that the main driver of the validity effect is not related to visual acuity but rather

the participant’s surprise of not observing the target at the cued position (Eckstein et

al., 2002). If surprise is an important factor, we might wonder whether previous trials

shape our expectation of the future (Vossel, Mathys, et al., 2014). If we want to introduce

such information into our model, we need to include temporal dynamics. Luckily, there

are previously established models doing so. In 1972, Rescorla and Wagner, published

a reinforcement learning model for classical condition in rats. Incidentally, the learning

process described in this model, fits well to behavioral observations in Posner’s cuing

task. Here the cue can be seen as the conditioned stimulus, indicating where the target

(or reward) is going to appear. Internally, we build a model of the cue’s trustworthiness.

If the cue is correct, we will trust it more and use it to predict the next target’s location. If

it is incorrect, however, trust in the cue will be reduced. Depending on the person, these

adjustments of the internal model might be large or small.

As the algorithm of the Rescorla-Wagner describes aspects of DCM very well, I will

describe it in more detail (see Figure 4.1 for a visualization). Assume we ask a naive

participant to perform Posner’s cuing task. The participant received the task instructions

and assumes at the start that the cue-probability is v0 = 0.8, i.e., 80 %. After the first

cue (u1 = 0, an invalid cue), the participant updates their internal cue-probability by first
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assessing how large the prediction error was (0 − 0.8 = −0.8, Equation 4.6) and then

updating their internal cue-validity (v1 = 0.8 + α ∗ −0.8, Equation 4.5). As we want to

model reaction times, not binary decision, the participant’s internal cue validity needs to be

transformed (Equation 4.7). The hidden state vt evolves given the parameters over time.
Unfortunately, we still need to estimate a number of parameters (α, v0, ζ1i, ζ1v, ζ2). In a very
first step we would try to plug in appropriate values to simulate some data for the task, but

we could also test our model against real data and use a solver for ordinary differential

equations to derive the parameters. Or we rely on more elaborate Bayesian optimization

techniques like Variational Bayesian inference, which we will be shortly introduced in the

next chapter.

vt = vt−1 + αδ(4.5)

δ = ut − vt−1(4.6)

gt = ut ∗ (ζ1v + ζ2vt−1) + (1− ut)[ζ1i + ζ2(1− vt−1)](4.7)

4.4 Simultaneous Modeling of Brain and Behavior

So far, I have described psychological models in more detail, but of course there are

numerousmodels to describe neural activity and at the level of neurons to large scale brain

networks (Kriegeskorte & Douglas, 2018), ranging from oscillator models of cell-firing to

complex deep learning models investigating how physical and neuronal properties shape

an organism’s ethology (Merel et al., 2019).

Computational modeling has a long history and is well established in both (mathemat-

ical) psychology (Navarro, 2020) and neuroscience (Kriegeskorte & Douglas, 2018), but

the two disciplines have not interacted that much in the past (B. M. Turner et al., 2017).

Still, there have been approaches to bridge the gap between brain and behavior. For

example, parameters of the TVA have been associated with functions of certain brain re-

gions (Bundesen et al., 2005). And complex computational models have been derived

to explain the exact nature of the computations in a given brain region (Parr & Friston,

2018).

Such claims — while substantiated by the current literature — are often difficult to

test with current technology, as they might require invasive imaging methods. A different

approach is to inform the analysis of neural or behavioral observations using outputs of

computational models. Model based fMRI is such an example: Trial by trial estimates of

the internal cue validity are derived using a Bayesian model which are then used as a

parametric modulator in a GLM based analysis of fMRI data. This approach can reveal

patterns of brain activity that are more informative than using raw measures like reaction

times (Dombert et al., 2016; B. M. Turner et al., 2017). But, one could also relate esti-

mates of computational models of both modalities to learn about specific computations

in the brain. An example for this is relating effective connectivity parameters of DCM to

parameters of the TVA (Vossel et al., 2016).

The challenge — providing us with the most insights — is the simultaneous computa-

tional modeling of brain and behavioral responses. This requires us to formulate a com-

putational model, that can represent observed responses of both behavioral and neural

measures. Finding such a model is very difficult, both on a conceptual and a computa-

tional level (B. M. Turner et al., 2017). One example for such a modeling approach is

an extension of the DCM framework to allow a mapping of its hidden-states to observed

behavioral responses, called bDCM (Rigoux & Daunizeau, 2015).
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4.5 Applying bDCM

Applying bDCM to Posner’s cuing paradigm, was the initial goal of my dissertation, for

which I took certain design choices in the paradigm. I used methods to maximize the

efficiency of the experimental design, described in Daunizeau et al., 2014 and tried to

use very long inter-trial intervals. The separation into horizontal and vertical orienting

was meant to create an independent test-set of the model. One strength of simultaneous

modeling approaches is the use of interventions on the model (see Box 4.1). In bDCM,

for example, one can introduce artificial lesions into the network model and simulate their

effect on behavior. Because Posner’s cuing task has a good lesion model, which can

be used to evaluate the validity of simulated responses, we wanted to investigate it with

bDCM.

The reaction time difference between reorienting and orienting — the validity effect —

is usually the main effect of interest in Posner’s cuing task. BDCM, however, has so far

only been applied to binary responses (Rigoux & Daunizeau, 2015; Shaw et al., 2019),

so that I had to apply some adjustments to the original modeling approach. To evaluate,

whether modeling of reaction time and blood oxygen level-dependent (BOLD) data was

successful a baseline model was needed for either modality. Because bDCM models

BOLD dynamics in the same way DCM does, a standard DCM model served as baseline.

For behavioral modeling I decided to use the Rescorla-Wagner model, as it can provide

reaction time estimates for each trial in the experiment.
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Dynamic causal modeling (DCM) has been introduced in the previous chapters, but what

is it all about? This chapter will introduce DCM and the kinds of analyses it is typically

used for, and how it can be extended to behavioral responses.

5.1 Conceptual Overview

IPSVIStarget
stimulus

cued location

modulation by:
cued location

VIS

VIS

IPS

IPS

VIS

IPS

VIS IPS

VIS

IPS

intrinsic connectivity Driving input

Target
Stimulus

Figure 5.1: Example of a minimal DCM, that might be used to describe neural dynamics

in IPS and visual cortex (VIS) during a spatial cuing task. IPS and visual cortex share a

bidirectional connection, i.e., dynamics in both regions influence each other (A matrix).

The connection from IPS to visual cortex is modulated by the cued location, for example

enhancing the influence of IPS on VIS for cued locations in the contralateral visual field

(B matrix). The green triangle on the right indicate the direct increase or decrease of

dynamics in visual cortex by a target stimulus (C matrix). On the right the same model is

displayed in matrix form. Blue squares indicate the presence of a connection, white the

absence, red is indicating the self-inhibition of the A matrix.

The applications of DCM are manifold. Next to other neuroimaging data, it has even

been applied to model the population spread of COVID-19 (Friston et al., 2020). The most

common application, however, is to functional magnetic resonance imaging (fMRI) data

(Friston et al., 2003). In the case of fMRI, DCM is used to describe how neural dynamics

between brain regions evolve over time, by modeling interactions between brain regions

and external influences (e.g. experimental manipulations).

To do this, one has to define the model first, by deciding which brain regions to include

and by defining how these regions are connected to each other and how regions and con-

nections are influenced by external inputs (see Figure 5.1). Because it is often unclear

which connections exist (for example in Figure 5.1, “target simulus” might modulate IPS

and not VIS), different candidate models (or architectures) have to be defined. One then

extracts the blood oxygen level-dependent (BOLD) time series from each volume of in-
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terest (VOI)’s voxels for each participant’s fMRI data. The DCM architectures are then fit

to the data (inverted), and a winning model might be selected.

5.2 Dynamic Causal Modeling

One way to describe DCM is to see it as a generalization of the general linear model

(GLM) model implemented in SPM (Friston et al., 2003). In Chapter 3, I described the

GLM as a static regression model, however, the same procedure can also be described

dynamically, which is similar to the Rescorla-Wagner model.

If we assume, that variations in neural activity are driven by experimental manipula-

tions, we can describe the evolution function at a single voxel or VOI as:

(5.1) xt = xt−1 +Axt−1 + Cut

Here, A describes the influence of the neural dynamics in region x on itself, i.e., the

auto-correlation. The experimental manipulation (or rather the onset of a specific trial) is

described by ut, which is also shown by the blue impulse function in the upper right panel
of Figure 3.1, where C describes how much the experimental manipulation influences the

neural state xt. Because the repetition time (TR) in a fMRI experiment typically has a very
low sampling rate in the order of seconds (e.g., in our study TR = 2.2 s), SPM oversamples

the onset of experimental manipulations. Thus, instead of rounding the onset of experi-

mental manipulations to the next TR, they are usually sampled every 0.1 s. If one takes

slice-timing into account, as I did, the temporal resolution might be higher. There were

36 slices per BOLD image in my study, thus the sampling rate was 2.2
36 = 0.061). Over-

sampling is applied to obtain a smoother representation of the hemodynamic response

function (HRF). The smooth HRF is then downsampled again, so that it can be used as a

regressor in the design matrix (upper right panel in Figure 3.1).

The dynamics of the hidden state xt described in Equation 5.1 are not enough to model
the BOLD signal. While in practice for the GLM a canonical HRF model is convolved

with the input vector ut, we could recreate this process using a dynamical formulation.

For this we apply an observation function mimicking the HRF on basis of the Balloon-

Windkessel model (g(x)) (which in practice has own hidden states, which are dropped

here for simplicity):

(5.2) zt = zt−1 + g(xt, θ)

Having now a function f and g to describe hidden dynamics (for example cell firing) and
how these relate to measurable BOLD data, we can now model the interactions between

multiple brain regions, which is done in DCM. In fact, DCM is described by a set of ordinary

differential equations (like Equations 5.1 and 5.2), implemented as a (non-)linear steady

state model. Conceptually, however, it is good to keep in mind, that DCM and the Rescorla

Wagner model are very similar in their set-up.

DCM in its classic formulation is a bi-linear model (Friston et al., 2003), but has been

extended to include non-linear interactions of brain regions and nowadays can also in-

clude multiple states for each region or stochastic dynamics (Stephan et al., 2008).

Each brain region has its own hidden state, describing its neural dynamics, which are

later translated to the BOLD signal. Depending on the given model architecture, dynamics

of the hidden states interact with each other, changing their evolution through time. These

temporal dynamics are defined by the evolution function below.
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(5.3) zt = zt−1 +Azt−1 +

nu∑
i=1

uiB
izt−1 +

nr∑
j=1

zjt−1D
jzt−1 + Cut

Here z is a vector of length nr (the number of brain regions), that represents the hidden

states for each brain region included in the model (I am using the vectorized formulation

here). A is a nr × nr matrix, describing how the brain regions are connected, which is

called an adjacency matrix. As you can see in the formulation A is only dependent on

the previous brain states zt−1, therefore describing brain connectivity in the absence of

experimental modulations. Note that the diagonal of the A matrix is typically negative, so

that themodel will reach an equilibrium at 0 over time. The simplest way how experimental

modulations can enter the system is via the matrix C (nr×nu), which describes how much

each of the brain states increase given each of the nu inputs. Another possibility is to

modulate connections in A via the matrix B (dimension nu × nr × nr), which describes

how connections between two brain regions (described in A) are altered in the presence
of input ui. In the non-linear formulation of DCM each brain state can alter connectivity

between other brain states, coded inD (dimension nr×nr×nr) For example, the activity

in region a1 might influence the connectivity between regions a2 and a3. In the model,

however, there are next to the nr neural states, an additional four states for each region,

which are part of the Balloon-Windkessel model (Friston et al., 2003), where i signifies a
single brain region:

si describing how the neural state zi influences the vasodilatory signal

fi the inflow corresponding to si

vi the change in blood volume

qi the change in deoxyhemoglobin content

As these states will play aminor role in the analyses, I refer to Stephan et al. (2007) and

Friston et al. (2003) for an in depth treatment of the hemodynamic response function in

DCM. Finally, these hidden states are gated through an observation function, that models

the measured BOLD signal. I will drop the i index here, but introduce the subscript t to
indicate the time.

(5.4) yt = g(qt, vt)

Again, the general functions are not important here. But I want to stress, that while

the function f describes changes in the hidden states, i.e. dynamics over time, the obser-
vation function g maps the hidden states back to the observed signal at that time point.

5.3 Model Inversion

Because we often do not know the values for many of the parameters, we have to es-

timate them from empirical data. In principle, this could be done using a solver for or-

dinary differential equations, which iteratively minimizes a cost-function (for example the

mean-squared error (MSE = 1
n

∑n
i (yi − ŷi)

2)). DCM, however, relies on a Bayesian in-
ference scheme. This means, that the results of the so-called model inversion are not

point estimates for each parameter, but the full posterior-distribution for the parameter

(often defined as a Gaussian distribution). Relying on Bayesian inference leads to an
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automatic shrinkage in parameter estimates (towards the prior distribution, here a nor-

mal distribution), supposedly leading to more stable parameter estimates (Stephan et al.,

2008). Furthermore, after model inversion, we could sample from the parameter space to

create newmodels or iteratively update our models — which is done in newer approaches

to DCM (Friston et al., 2018).

To do this model inversion, DCM uses Variational Bayesian inference, which iteratively

approximates the model evidence and the posterior and is discussed in more detail in

Daunizeau et al. (2014). Such an approach is needed, as the exact posterior of generative

models (p(θ|y,m) often cannot be estimated analytical, due to the model’s complexities

and nonlinearities.

A lower-bound of the model evidence in Variational Bayes is approximated by maxi-

mizing the free-energy (F ), provided in Equation 4 in Daunizeau et al. (2014):

(5.5) F (q) =< lnp(θ|m) + lnp(y|θ,m)− lnq(θ) >q,= p(y|m)−DKL(q(θ); p(θ|y,m))

This equation describes, that the model evidence F can be maximized with respect

to q, by minimizing the Kullback-Leibler divergence (KL) between an approximation of

the posterior (q(θ) and the exact posterior (p(θ|y,m). If q(θ) = p(θ|y,m), then F (q) =
ln(p(y|m) (Daunizeau et al., 2014).

I do not want to discuss more of the details here, but it is important to note that the

last equation signifies that F (q) is an approximation to the log-model evidence ln(p(y|m),
which can be used for Bayesian model selection or to calculate the Bayes Factor of two

competing models.

5.4 Bayesian Model Selection

The DCM’s parameters are often not the only unknown factor in DCManalyses. For exam-

ple, one wants to test different model architectures, representing competing hypotheses

about how brain areas interact. Thus, one has to invert multiple models for each partici-

pant and select the winning architecture.

There are various ways to compare models in the DCM framework, which have been

discussed in multiple outlets (e.g., Friston et al., 2018; Friston and Penny, 2011; Penny,

2012; Stephan et al., 2008).

The approaches most commonly used, are fixed-effects model selection, in which

the model evidence for each model is summed over participants, or mixed-effects model

selection which also incorporates model frequencies.

As the number of possible model architectures grows rapidly the more brain regions

are included (Lohmann et al., 2012), the above mentioned model selection procedures

can become unreliable. To solve this issue it is possible to summarize model evidence’s

of similar model architectures into families and compare model families instead (Penny

et al., 2010). This approach can also be applied to select families hierarchically, which has

been done in Steinkamp, Vossel, et al. (2020). Parameter estimates for the winning family

are then achieved using Bayesian model averaging, which creates parameter averages,

weighted by the model evidence.

Finally, newer approaches proposed in Friston et al., 2018 can be used to estimate the

Free-energy of models nested within a full-model, where only the full model needs to be

inverted. This approach decreases computational demands dramatically and allows the

use of much lager model spaces. Furthermore, by using empirical Bayesian approaches,

parameter estimates are further regularized to be closer to the group estimates, leading

to a more stable inference.
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5.5 Behavioral DCM

An extension to DCM was proposed by Rigoux and Daunizeau (2015), which allows for

the additional modeling of behavioral responses. In simple terms, behavioral dynamic

causal modeling (bDCM) adds another mapping for the hidden brain states z (described

above), but instead of modeling brain dynamics, they are used to form a new hidden state

r, describing “behavioral dynamics”. Usually, a single dynamic is used, but multiple (i.e.,

nr) are possible. These states change according to the following evolution function:

(5.6) rt = rt−1 +Arzt−1 +

nu∑
i=1

uiB
i
rzt−1 +

nr∑
j=1

zjt−1D
j
rzt−1 + Crut − αrt−1

This formulation is similar to the evolution function for the neural states, where Ar (di-

mension nb × nr) describes the static influences of the neural states z on the behavioral

state, which is comparable to the weight vector in a regression model (Rigoux & Dau-

nizeau, 2015), Cr (nb × nu) and Br (nu × nb × nr) are direct and modulatory influences,

and Dr the quadratic influences. Note that there is also a dampening factor α in the for-

mulation, which serves as self inhibition of the behavioral states, similarly to the diagonal

of the A matrix in equation 5.3. In Chapter 8 and in Steinkamp, Fink, et al. (2020), I use

a different notation. The matrix Ar for example is then referred to as hA.

Next to the evolution function, we also need to include an observation function, to

map behavioral dynamics to observed behavior. In the original paper this is done using a

sigmoidal function for binary behavioral responses.

(5.7) yrt =
1

1 + eρ−rt

I slightly adapted this formulation in my second publication, as a sigmoidal function

also describes reaction times in the paradigm very well. The function cannot provide

values less than 0, and the experimental design does not allow for reaction times longer

than 3 s. Therefore, I used the very slightly modified formulation:

(5.8) yrt =
3

1 + eρ−rt

Here ρ is just another scaling parameter. My formulation for continuous data also as-
sumes a Gaussian likelihood function, as opposed to the Bernoulli distribution used in the

original implementation (Rigoux & Daunizeau, 2015), modeling choices that were already

implemented in the Variational Bayesian Analysis Toolbox (Daunizeau et al., 2014).

5.5.1 Artifical lesions

One approach I investigated, which was proposed in Rigoux and Daunizeau (2015), is

the implementation of artificial lesions in the network. This is achieved by removing the

incoming connections to the to-be-lesioned brain region.

(5.9) lesion at node i ⇐⇒


Ai,i′ = 0

Bj
i,i′ = 0 ∀i′, i′′, j

Ci,j′ = 0

Di′′
i,i′ = 0
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By removing the incoming connections, the region effectively does not have any dy-

namics anymore and therefore cannot influence other connected brain areas. I slightly

adjusted this approach by successively dampening the incoming signal by a factor κ,
which simulates impaired, or strongly reduced activity in the given node. Together with

another approach— susceptibility analysis— discussed in Rigoux and Daunizeau (2015),

applying such models, could be used in counterfactual (i.e., causal) analysis of a brain

region’s contribution to behavior.

(5.10) dampening at node i ⇐⇒


Ai,i′ = κAi,i′

Bj
i,i′ = κBj

i,i′ ∀i′, i′′, j;κ ∈ [0, 1]

Ci,j′ = κCi,j′

Di′′
i,i′ = κDi′′

i,i′
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Abstract

Hemispatial neglect, after unilateral lesions to parietal brain areas, is characterized by

an inability to respond to unexpected stimuli in contralesional space. As the visual

field's horizontal meridian is most severely affected, the brain networks controlling

visuospatial processes might be tuned explicitly to this axis. We investigated such a

potential directional tuning in the dorsal and ventral frontoparietal attention net-

works, with a particular focus on attentional reorientation. We used an orientation-

discrimination task where a spatial precue indicated the target position with 80%

validity. Healthy participants (n = 29) performed this task in two runs and were

required to (re-)orient attention either only along the horizontal or the vertical merid-

ian, while fMRI and behavioral measures were recorded. By using a general linear

model for behavioral and fMRI data, dynamic causal modeling for effective connec-

tivity, and other predictive approaches, we found strong statistical evidence for a

reorientation effect for horizontal and vertical runs. However, neither neural nor

behavioral measures differed between vertical and horizontal reorienting. Moreover,

models from one run successfully predicted the cueing condition in the respective

other run. Our results suggest that activations in the dorsal and ventral attention net-

works represent higher-order cognitive processes related to spatial attentional (re-)

orientating that are independent of directional tuning and that unilateral attention

deficits after brain damage are based on disrupted interactions between higher-level

attention networks and sensory areas.

K E YWORD S

dynamic causal modeling, effective connectivity, fMRI, horizontal vertical reorienting, spatial

attention

1 | INTRODUCTION

We are constantly exposed to an almost infinite amount of incoming

sensory information. However, our brain's capacities to process new

data are limited. An effective selection of important over

unimportant information is therefore critical to ensure efficient

information processing. This selection process, in which salient

features of the sensory environment, as well as our internal goals

and preferences, are considered, is commonly referred to as selec-

tive attention.

The allocation of attentional resources is controlled by neural

structures that are thought to be organized in two distinct but inter-

acting frontoparietal networks (Corbetta, Patel, & Shulman, 2008;

Corbetta & Shulman, 2011; Vossel, Geng, & Fink, 2014).
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The top-down guided (i.e., voluntary) orienting of attention involves

a bilaterally organized dorsal frontoparietal network, encompassing the

intraparietal sulcus (IPS) and the frontal eye-fields (FEF). Converging evi-

dence from functional imaging and transcranial magnetic stimulation

(TMS) suggests that these regions may modulate the activity in sensory

(e.g., visual) cortices to prioritize the processing of stimuli at specific loca-

tions in space (e.g., Bressler, Tang, Sylvester, Shulman, & Corbetta, 2008;

Hung, Driver, & Walsh, 2011; Ruff et al., 2008; Vossel, Weidner, Driver,

Friston, & Fink, 2012).

Unexpected or very salient stimuli may interrupt our current top-

down guided focus of attention (Simons, 2000), initiating a redistribu-

tion of processing resources. In this case, the allocation of attention is

guided in a bottom-up fashion, meaning that it is primarily based on

external stimulus features. The ventral frontoparietal attention net-

work supposedly regulates this bottom-up control of attention. A cen-

tral node within this network is the temporoparietal junction (TPJ),

which has been suggested to be the driving force for attentional

reorienting (Corbetta et al., 2008). The ventral network further con-

sists of the inferior and the middle frontal gyrus (IFG, MFG) and is typ-

ically described as being strongly lateralized to the right hemisphere

(Corbetta & Shulman, 2011). Recent studies, however, show that left

TPJ is also involved in controlling spatial attention (Beume

et al., 2017; Silvetti et al., 2016).

Unilateral lesions following a stroke can lead to an inability to

allocate attention to the visual field contralateral to the lesion

(Halligan, Fink, Marshall, & Vallar, 2003)—a phenomenon often

referred to as hemispatial neglect. Neglect is more frequent and

severe following right-hemispheric lesions and causes symptoms pre-

dominantly in contralesional space (Karnath, Rennig, Johannsen, &

Rorden, 2011). This lateralization suggests a unique role for orienting

and reorienting attention along the horizontal meridian and hence

motivated research with a focus on that particular spatial dimension.

Attentional orienting along the vertical meridian on the other hand

seems understudied, despite the fact that there is also evidence for a

vertical component in hemispatial neglect (Cappelletti, Freeman, &

Cipolotti, 2007) and that cases of vertical neglect of the upper visual

field after bilateral lesions to the inferior temporal lobes have been

reported (Shelton, Bowers, & Heilman, 1990). Vertical neglect com-

monly affects the lower left visual field after right hemispheric lesions

(Cazzoli, Nyffeler, Hess, & Müri, 2011; Müri, Cazzoli, Nyffeler, &

Pflugshaupt, 2009; Pitzalis, Spinelli, & Zoccolotti, 1997). The extent of

horizontal and vertical neglect along the meridians seems to be addi-

tive, becoming more pronounced at oblique positions (i.e., lower left

visual field), which has also been observed for pseudoneglect in

healthy participants (Nicholls, Mattingley, Berberovic, Smith, &

Bradshaw, 2004). Thus, the allocation of attention along the two

meridians may rely on distinct neural mechanisms.

However, it remains unclear if the brain regions controlling shifts

of spatial attention are tuned to specific spatial directions or if they

constitute a uniform system with no particular spatial preference

(i.e., directional tuning). Several attempts have already been made to

disentangle the neural mechanisms underlying vertical as compared to

horizontal attentional orienting. The evidence coming from different

neuroimaging studies, however, is inconclusive about the brain

regions involved. On the one hand, orienting attention along a hori-

zontal relative to a vertical axis activated the lingual and right

precentral gyrus, whereas orienting attention in a vertical dimension

involved more pronounced activation in the precuneus, medial frontal

cortex, anterior cingulate, and cerebellum (Mao, Zhou, Zhou, &

Han, 2007). Furthermore, ventral medial prefrontal cortex, cuneus,

and lingual gyrus have been reported to be more involved in horizon-

tal as compared to vertical antisaccades (Lemos et al., 2017), and left

FEF and left superior temporal gyrus are more related to vertical rela-

tive to horizontal prosaccades (Lemos et al., 2016). Several other stud-

ies could not find any evidence for differences between horizontal

and vertical attentional processes (Fink, Marshall, Weiss, & Zilles,

2001; Macaluso & Patria, 2007).

Therefore, the goal of the present fMRI study was to clarify the

involvement of attentional control areas in reorienting attention along

the vertical and horizontal meridian. To this end, both blood oxygena-

tion level dependent (BOLD) amplitudes and measures of effective

connectivity were employed. We used a variant of Posner's spatial

cueing paradigm (Posner, 1980) in which participants had to indicate

the orientation of a Gabor patch via button presses while ignoring dis-

tractor stimuli at other locations. A precue (arrow) indicated the most

likely target location. Spatial reorienting of attention was induced by

presenting invalid cues in 20% of the trials. The experiment involved

two runs that differed about the spatial direction of attentional

orienting and reorienting. In these two different runs, cues and targets

were presented either along the vertical or the horizontal meridian of

the visual field. Potential differences in attentional processing along

the vertical or horizontal meridian concerning the BOLD-amplitudes

were expected to induce a main effect of direction (horizontal, verti-

cal), or an interaction between direction and cueing (valid, invalid cue-

ing) in the standard general linear model (GLM) analysis of the fMRI

data. Furthermore, vertical and horizontal reorienting of attention

were expected to generate differential effective connectivity patterns

in the activated brain areas in an analysis using dynamic causal model-

ing (DCM, Friston, Harrison, & Penny, 2003).

2 | METHODS

2.1 | Participants

We recruited 29 right-handed participants (Edinburgh handedness

inventory [Oldfield, 1971], M = 0.86, SD = 0.14) with normal or

corrected to normal vision, who gave written informed consent. One

participant had to be excluded from both behavioral and fMRI analysis

due to noncompliance with the task. Another participant was

excluded only from further fMRI analysis due to excessive head move-

ments (translation >3 mm); however, the participant's behavioral data

were included in further analysis. The remaining 28 participants

(15 female) were between 21 to 39 years (M = 25, SD = 3) old. The

ethics board of the German Psychological Association had approved

the study. Participants were compensated with 15€ per hour.
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2.2 | Experiment

Participants performed a spatial cueing paradigm inside a 3 Tesla TRIO

MRI scanner (Siemens, Erlangen). Stimuli were displayed on a screen

that was mounted at the end of the scanner's bore and could be seen

by the participant via a mirror (245 cm distance). The mirror was

mounted on top of a 32 channel head coil. Participants' task through-

out the experiment was to report the orientation (horizontal 90� or

vertical 0� rotation) of a target stimulus (Gabor patch, diameter 1�

visual angle) using button presses of their left and right index fingers.

Participants were instructed to continually fixate a diamond in the

screen's center (0.5� wide). Next to the central diamond, empty boxes

(1� wide) were presented in all four cardinalities throughout the

experiment with their centers at 4� eccentricity. Each trial began with

an alerting signal, a 500 ms brightening of the diamond's center,

followed by a spatial cue (duration: 200 ms) after 1,000 ms. Brighten-

ing and widening of one of the central diamond's corners served as a

symbolic cue (arrowhead), indicating the most likely upcoming target

location with 80% probability. We informed the participants about

the cue validity during the task instructions. After a variable interval

of 400 or 600 ms, the target stimulus appeared (duration: 250 ms) in

the cued box (valid trial) or in the box opposite to the cue (invalid

trial). Distractor stimuli were presented in the remaining three boxes

for the same duration as the stimulus. Distractors were created by

superimposing two Gabor patches, which were rotated by 45� and

135�. The resulting pattern matched the target stimulus in intensity

and contrast (see Figure 1). The inter-trial interval separating subse-

quent trials was either 2.0 s, 2.7 s, 3.2 s, 3.9 s, or 4.5 s with equal

probability. Trials were presented in two subsequent runs, with a

short break in between. In one run, cues pointed only to the left or

right, and target stimuli were only presented along the horizontal

meridian. In the other run, cues pointed only upwards or downwards,

and the target only appeared in the upper or lower box (i.e., on the

vertical meridian). Before each run, participants completed 20 practice

trials with immediate feedback regarding accuracy. Each run consisted

of 5 blocks, each comprising 32 valid and 8 invalid trials. The 8 possible

target properties (position left/right or up/down, left/right response

finger, 400/600 ms SOA) were presented with equal probability in

each block. Trial order in each block, however, was fully randomized.

The order of horizontal and vertical runs and the response map-

ping (left or right finger for horizontally oriented stimuli) were

counterbalanced across participants. Between the different blocks,

a 10 to 13 s break period was included. Before the actual spatial

cueing paradigm, participants also completed a separate short train-

ing to get used to the response mapping between stimulus orienta-

tion and response fingers. Here, 60 target stimuli appeared rapidly

in the screen's center, and participants had 500 ms time to respond.

Immediate feedback was given, and the percentage of correct

responses was continuously presented. Recording of responses and

stimulus presentation were controlled with PsychoPy (version

1.85.3, Peirce, 2007, 2008; Peirce et al., 2019). Additionally, we

recorded eye-movement data during the experiment using an

EyeLink® 1000 eye tracker (SR Research). Set-up, analyses, and fur-

ther descriptions of the methods can be found in the supplementary

material (S2).

2.3 | Behavioral analyses

We used a two-step procedure to test for differences in reaction times

and error rates between the vertical and horizontal runs and the

effects of valid and invalid cueing. The resulting 2 (cueing: valid/invalid

F IGURE 1 One trial for each run of the cued attention task. In the upper row, a valid trial in the horizontal session is displayed, in the lower
row, an invalid trial of the vertical session. Displays for the alerting signal, cue, and stimulus presentation were enlarged for better presentation.
The smaller displays show the stimulus presentation in the correct proportions. Participants were told to always fixate the center of the screen.
Their task was to press a button corresponding to the orientation of the target stimulus (vertical or horizontal Gabor patches)
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cues) x 2 (direction: horizontal/vertical) design was subjected to a

Bayesian implementation of an analysis of variance (BF_ANOVA),

treating participants as random factors (Rouder, Morey, Speckman, &

Province, 2012). The Bayes factors (BF) for different models rep-

resenting the possible combinations of factors were calculated using

the BayesFactor package (version 0.9.12–4.2, Morey & Rouder, 2018)

implemented in R (version 3.5.1, R Core Team, 2018), using default

settings (“medium” scaling factor on the JSZ-prior and 10,000 itera-

tions of the MCMC algorithm). The BF10 in favor of the model (H1)

was calculated by dividing the model's posterior probability by the pos-

terior probability of a null model (grand mean plus random factors, H0).

Additionally, we compared the model with the highest BF10 against all

the other models (main effects and interaction). Following standard

conventions, a BF10 > 3 is regarded as positive evidence and a

BF10 > 10 as strong evidence in favor of H1. A BF10 < 0.33 is then seen

as positive evidence and a BF10 < 0.1 as strong evidence in favor of

the null hypothesis (Jarosz & Wiley, 2014). The error rates were calcu-

lated for each participant by taking the mean of incorrect and missed

responses for each direction (horizontal/vertical) and cueing condition

(valid/invalid). Reaction times were defined as the median response

times for each direction and cueing condition. Before the calculation

of the median, we removed the error and post-error trials (to account

for post-error slowing), missed responses, trials with response times

faster than 200 ms, and response times exceeding the 75% quartile

+1.5 * interquartile range (IQR) criterion (number of excluded trials,

invalid left M = 2.79, SD = 2.33; invalid right M = 2.43, SD = 2.25, valid

left M = 8.14, SD = 5.41; valid right M = 7.64, SD = 5.40; invalid down

M = 3.61, SD = 2.25; invalid up M = 3.57, SD = 2.23; valid down

M = 8.21, SD = 4.12; valid up M = 7.43, SD = 4.30).

2.4 | FMRI

We obtained 557 T2* weighted images per run using an echo planar

imaging (EPI) sequence (time of repetition (TR) 2.2 s; echo time

(TE) 30 ms; flip angle 90�). Each image consisted of 36 transverse

slices (recorded in an interleaved and ascending manner), with a voxel

size of 3.1 mm x 3.1 mm x 3.3 mm and 3 mm slice thickness (field of

view 200 mm). We manually discarded the first 5 images of each run

to account for T1 equilibrium artifacts. In addition to the BOLD

images, we obtained a structural T1 anatomical image for each

participant.

The functional and anatomical data were preprocessed using

fMRIPrep (version 1.1.1), a standardized and robust preprocessing

pipeline (Esteban, Markiewicz, et al., 2019) based on Nipype

(Gorgolewski, Burns, et al., 2011) and run as a docker-image. We

followed mostly the standard preprocessing steps (details can be found

in the supplementary material under MRI-preprocessing, S1). The ana-

tomical images (T1) were corrected for intensity and nonuniformity,

skull-stripped, and spatially normalized to the ICBM 152 Nonlinear

Asymmetrical template 2009c (Fonov, Evans, McKinstry, Almli, &

Collins, 2009). Furthermore, brain-tissue segmentation of cerebrospinal

fluid, white-matter, and gray-matter was performed.

The functional data were slice-time and motion-corrected, and

an additional “fieldmap-less” distortion correction was applied (Wang

et al., 2017). The preprocessed functional images were then co-

registered to their anatomical (T1) images and finally warped onto

the MNI template. Frame-wise displacement (Power et al., 2014) was

calculated for each functional run using the implementation of

Nipype.

Additional spatial smoothing of the functional images was per-

formed in SPM12 (version 7,219, Friston, 2007) implemented in

MATLAB 2016b (The MathWorks, Inc., Natick, Massachusetts), using

an 8 mm FWHM Gaussian kernel.

2.5 | Analyses of imaging data

The first level statistical analysis of the data was performed using

SPM12. For group-level analysis, we used the statistical nonparamet-

ric mapping (SnPM) toolbox (version 13.1.07, Nichols & Holmes,

2002). At the single-subject level, we modeled both runs in the same

design matrix using an event-related design (i.e., a stimulus duration

of 0 s), with run-specific intercepts and confounds. As regressors of

interest, we used the target onsets of the two cueing-conditions and

the four possible target positions. This resulted in eight different

regressors for invalid left (iL), invalid right (iR), valid left (vL), valid right

(vR), as well as invalid down (iD), invalid up (iU), valid down (vD), and

valid up (vU) trials. For each run, up to two additional regressors were

added. One regressor was used to account for error and post-error tri-

als and another to account for outlier trials (please, see the behavioral

analysis for the definition of outliers). The regressors' onsets were

convolved with a canonical hemodynamic response function (HRF).

The six movement parameters calculated during realignment and the

frame-wise displacement were included in the model as confounds. A

cosine set accounting for drifts and high-pass filtering was applied fol-

lowing the SPM12 defaults.

We investigated five planned contrasts: (a) The main effect of all

invalid versus valid trials ((iL + iR + iD + iU) – (vL + vR + vD + vU)),

(b and c) two contrasts for direction-specific cueing effects: horizontal

reorientation (iL + iR) – (vL + vR) and vertical reorientation (iD + iU) –

(vD + vU), (d) a contrast for the main effect of direction ((iL + iR + vL +

vR) – (iD + iU + vD + vU)), and (e) a contrast for the interaction of cue-

ing and direction ((iL + iR – vL – vR) – (iD + iU – vD – vU)). Additional

four tests were performed to show the effects of attentional and per-

ceptual modulation in the visual areas by valid targets. These tests

were performed separately for each visual field (vL > vR; vR > vL;

vD > vU; vU > vD).

Group level t-maps were then calculated for each contrast using

one-sample permutation t-tests (25,000 permutations, no variance

smoothing) with a predefined cluster forming threshold of p < .001

uncorrected (SnPM: fast option). We report the results of thresholded

t-maps, using a significance cut-off of p < .05 (FWE corrected at the

predefined cluster level). An overview of global and local maxima was

created using the function “get_clusters_table” implemented in the

Python package Nistats (version 0.0.1b, Abraham et al., 2014).
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2.6 | VOI analyses

As we did not find any significant differences in BOLD amplitudes

between horizontal and vertical directions, and no significant activa-

tions for the interaction of direction and cueing (valid/invalid), we

conducted a more sensitive post hoc VOI based analyses. Here, we

probed bilateral TPJ, FEF, and IPS, which are key regions of the ven-

tral and dorsal attention networks. While these regions do not include

the whole network (see, for example, MFG/IFG), they are the ones we

considered to be most likely influenced by the direction of attention

reorienting due to their proximity to the visual areas. Furthermore, we

limited the regions included in the network, also with regards to the

computational complexity that would arise in the following DCM

analyses.

The global or local maxima corresponding to the six regions of the

condition main effect (Table 1) defined the seed coordinates. These

were passed to Nilearn's (version 0.4.2) “NiftiSpheresMasker” function

(without standardization and detrending)—implemented in Python

3.7—to extract the mean beta values of the eight regressors of interest

using an 8 mm sphere, masked by the thresholded t-map of the main

cueing effect (a).

The mean beta values were averaged over visual fields to obtain

values for the horizontal and vertical directions. For example, the beta

value used for left IPS during invalid horizontal trials consisted of the

average extracted beta values from iL and iR. For each VOI, we ana-

lyzed whether direction or interaction effects were present using

BF_ANOVAs, with the participant as the random factor. We followed

the rationale described for the analysis of the behavioral data.

In addition to the BF_ANOVAs, we used logistic regression to test

whether brain activity differences between cueing-conditions of one

direction were predictive for the cueing effect in the respective other

direction. We again used the mean betas of each participant in the six

VOIs for each of the eight regressors (iL, iR, iD, iU, vL, vR, vD, vU), this

time not collapsing along meridians. Then, we tested whether BOLD

amplitude patterns in the six VOIs of the horizontal run (iL, iR, vL, vR)

were similar enough to differentiate valid and invalid trials of the ver-

tical run (iD, iU, vD, vU), and vice versa. This was done using logistic

regression implemented in scikit-learn (version 0.20.0, Pedregosa

et al., 2011). The logistic regression's performance was first esti-

mated on a per run basis using nested cross-validation. Each run's

data was split into fives, so that every split served as test-data once.

For each round, the remaining splits served as training data and were

again subjected to five-fold cross-validation to find the best regulari-

zation parameter C in the range [10−4, 10−3 …, 103, 104]. The regu-

larization parameter that achieved the highest average accuracy in

the inner cross-validation loop was used to refit the logistic regres-

sion on all of the training data. The run-based model performance

was then defined as the average accuracy over the splits. A similar

approach was used to estimate generalized performance, where

five-fold cross-validation was used on one run to find the best

parameter C, and the accuracy was calculated for the predictions

made on the other run.

As a performance measure, we used permutation tests by shuf-

fling the class-labels (valid or invalid trials), refitting the logistic regres-

sion and then recalculating the accuracies (1,000 permutations). The

permutation p-value then represents the proportion of accuracy

scores that were higher in the random condition than in the original

(Ojala & Garriga, 2010).

2.7 | DCM analyses

In addition to differences in BOLD amplitudes, we were interested in

the cueing-dependent effective connectivity patterns in the horizontal

and vertical runs. To estimate effective connectivity, we used bilinear

DCM (DCM 12, revision 6,755, in MATLAB 2016b). DCM is a state-

space model used to infer the cortical dynamics in time between brain

regions. The approach leads to a generative model that, once inverted,

can be used to simulate neural activity in the network. The state-

change equation of neural states in DCM is described by Equation (1)

(Friston et al., 2003).

˙z= A+
X
j

u j �B j

 !
� z+C �u ð1Þ

The change in the hidden neural states ˙z is described by the fixed

connectivity matrix A, which represents the coupling between brain

regions in the absence of exogenous modulations (u). The coupling

can be modulated by the j exogenous inputs (u), which are represen-

ted by the parameters in the matrix B (the connections in B are a sub-

set of A). Lastly, the driving input regions, which represent the direct

changes of hidden states, is defined by the matrix C. As we were inter-

ested in how connection strength differs between invalid trials in the

horizontal (u1) as compared to the vertical run (u3), we restricted our

analysis to the parameters in the matrices B1 and B3. Matrices B2 and

B4 were left empty, which means that connections were not modu-

lated by valid trials (neither in the horizontal nor the vertical run).

Since we were interested in investigating potential differences in

reorienting of attention (invalid trials), we assumed that connectivity

between brain regions in valid trials was the same for both runs

(i.e., that all dynamics of valid trials were captured in the baseline con-

nectivity described by the matrix A).

We limited the network analysis to the most representative

regions of the classic models of visual spatial attention and extracted

the time series in the regions of the VOI analyses. The time series of

both runs were concatenated (spm_concat). For the estimation of our

DCMs, we defined a new design matrix for each participant. The tar-

get onsets of all trials served as driving inputs to the DCM. As in the

GLM analysis above, we included the seven motion parameters as nui-

sance regressors and added run specific intercepts (to center the time

series of each run). The VOI coordinates (see Table 1) served as the

center of 12 mm spheres in which the participant's nearest local maxi-

mum was selected. The new coordinates were then used as the center
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of an 8 mm sphere from which the first principle component of the

BOLD signal was extracted. The spheres included only task activated

voxels (threshold p < .05 uncorrected), and the time series were

adjusted for the nuisance regressors and mean activity. We used the

contrast of valid trials against baseline to select the VOIs for bilateral

FEF and IPS, and the contrast invalid trials against baseline for the

TPJ VOIs.

The underlying network structure describing the intrinsic coupling

during the task (A) was defined by fully connected intra-hemispheric

regions and inter-hemispheric connections of homologous regions. All

nodes received all driving-inputs because visual input was carefully

matched across conditions and visual areas were comparably activated.

Hierarchical family-wise Bayesian model selection (BMS)

implemented in the MATLAB VBA-toolbox (version: master/

7ac4470b987796cf4ec9bfb275ab049d5aa97931, Daunizeau, Adam, &

Rigoux, 2014) and subsequent Bayesian Model Averaging (BMA,

implemented in SPM12) were used to find theconnections and parame-

ters in B1 and B3 that best describe our data. In the first step, three

model families were used to investigate whether modulations by inva-

lid trials occurred only in the left, right, or in both hemispheres. The

second class of families was used to decide upon the direction of inter-

hemispheric modulations between left and right IPS. The remaining

modulations, which can be seen in Figure 2, then describe whether TPJ

affects the dorsal attention network or vice versa. The model space

was restricted so that at least one modulation between the dorsal and

ventral attention network had to be present and that there were no

bidirectional modulations. In total, we inverted 72 models per partici-

pant. The modulations by invalid trials in horizontal and vertical runs

(i.e., in B1 and B3) were the same. Hence, while the connectivity param-

eters could differ, the overall modulation structure by invalid trials

stayed the same. Finally, we used BMA on the winning model-family

on a participant level, to get more reliable point estimates for the dif-

ferent connections.

The DCMs were created using mostly default settings for bilinear

DCM. However, we used 36 instead of the 22 time steps in the dis-

cretization of the inversion function to account for slice time correc-

tion. Confounds, which were included in the DCM estimation, were

manually added, so that temporal drifts, represented by a discrete

cosine set, and confounds calculated during the participant's SPM

design matrix were included for each run separately.

We tested whether the modulation by invalid trials differed

between the vertical and horizontal session by calculating the BF10 in

favor of any difference between runs using Bayesian paired t-tests for

each parameter pair in B1 and B3. Testing for differences in effective

connectivity strength between runs, however, does not provide us

with the full picture. For example, it remains unknown how the

parameters interact as a whole within the network. Therefore, using

the generative properties of DCM (and the BMA parameter esti-

mates), we simulated the BOLD signal by swapping the inputs (u)

between the horizontal and the vertical runs (i.e., iH (u1) $ iV (u3), vH

(u2) $ vV (u4)). This approach allowed us to evaluate the specificity/

generality of the parameters for horizontal and vertical reorienting of

attention. If the model performance with the parameters of the

respective other run is comparable to the original data, we can con-

clude that, regardless of specific parameter values, the neural pro-

cesses of invalid trials are similar across runs.

The performance of the swapped model was compared against

random models in which the onset timings of the impulses in u were

kept, but the input streams (u1, u2, u3, u4) were assigned randomly.

We report the proportion of participants with permutation P-values

lower than p < 0.05 in the original and swapped conditions. The

permutation P-values were calculated as the proportion of models

where the root mean squared error (RMSE, Equation 2) was larger in

the original or swapped data than in 1,000 sets of randomly generated

data.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i=1
yi− �yið Þ2

r
ð2Þ

3 | RESULTS

3.1 | Behavioral data

Participants' reaction times in invalid trials were higher than reaction

times in valid trials, both in the horizontal (invalid M = 718.32 ms,

SD = 113.58 ms; valid: M = 674.50 ms, SD = 98.48 ms) and in the ver-

tical run (invalid M = 723.68 ms, SD = 138.74 ms; valid: M =

667.04 ms, SD = 116.52 ms). A similar pattern was observed for error

rates (Figure 3). In the horizontal run, error rates were higher for inva-

lid compared to valid trials (invalid M = 4.46%, SD = 5.37; valid:

M = 3.44%, SD = 3.41), similarly so in the vertical run (invalid

M = 5.54%, SD = 3.56; valid: M = 3.21%, SD = 2.27). The BF_ANOVA

for reaction times yielded strong evidence only for the main effect of

cueing-condition with a BF10 of 17,275.39 against the baseline model.

This model was also superior to the other possible combinations of

the 2x2 design (evidence in favor of the cueing only model against:

direction only BF10 = 87,028.43; both main effects BF10 = 5.05; main

effects plus interaction BF10 = 15.7). The analyses of the error rates

yielded similar results. The model including only a cueing main effect

had the highest BF10 against the intercept model (BF10 = 16.8), and also

stood out against all other possible combinations of factors (evidence in

favor of cueing only against: direction only BF10 = 64.8; both main

effects BF10 = 4.13; against main effects plus interaction BF10 = 8.32). In

sum, these analyses show that the main manipulation of the

experiment—the reorientation of attention in invalid trials—induced the

expected reaction time costs and increased difficulty, as seen in the error

rates. Moreover, they provided positive to strong evidence that neither

the overall level of reaction times nor the reorienting costs after invalid

cueing differed between the horizontal and vertical runs.

3.2 | GLM

Figure 4 depicts the main effect of cueing (invalid > valid cueing, con-

trast (a)) for vertical and horizontal runs combined. The automatic

3770 STEINKAMP ET AL.

6.2. HUMAN BRAIN MAPPING 2020 43



calculation of the cluster-forming threshold at p < .001 (cluster

corrected FWE p < .05) yielded a cluster forming threshold of k ≥ 58

voxels. Cluster size in cubic millimeter, global maxima, up to four local

maxima, and their respective t-statistics are provided in Table 1.

Reorienting across both runs activated areas of the dorsal and ventral

frontoparietal attention networks. The largest cluster stretched along

the parietal cortex, with the local maxima located in bilateral IPS and

bilateral precuneus. The next cluster included the right FEF and

extended into the right insular cortex, as well as into the medial and

inferior frontal gyrus. In the right hemisphere, we found a single cluster

in the TPJ. Similar activation patterns were observed in the left hemi-

sphere, with separate clusters in the insular cortex, FEF, IFG, and TPJ.

The run-specific activation maps of reorienting-related activity

are depicted in Figure 5. In the vertical run, clusters surviving the sta-

tistical threshold (k ≥ 57 voxels) were found in bilateral IPS and right

TPJ. Additionally, significant activations were observed in the right

inferior frontal and middle frontal areas, as well as in the insular cor-

tex. The main effect of cueing in the horizontal run revealed clusters

(k ≥ 47) in bilateral FEF and IPS. Cluster size in cubic millimeter, their

global maxima, and the respective t-statistics are provided in Table 2.

Tests for main effects of direction (k ≥ 57) and the interaction of

direction and cueing (k ≥ 47) did not yield any significant voxels sur-

viving the cluster-based FWE correction.

Our analysis of the attentional modulation in valid trials in relation

to the visual fields (Figure 6) revealed activations (k ≥ 52) in left dorsal

and ventral higher-order visual areas (including V4 and V5) for the

contrast of right versus left valid targets. The reverse contrast (left

versus right valid targets), yielded a cluster (k ≥ 53) of significant acti-

vation in ventral parts of right higher-order visual areas. Contrasting

trials with lower visual field targets versus upper visual field valid tar-

gets resulted in a significant cluster (k ≥ 46) in right and dorsal parts

of higher-order visual areas. The reverse contrast did not reveal any

significant results.

The statistical t-maps of the GLM analysis can be found on Neu-

rovault in a thresholded and un-thresholded form (https://identifiers.

org/neurovault.collection:5622).

TABLE 1 Cluster coordinates for reorienting across horizontal and vertical runs

Global maximum Local maxima Side

MNI coordinates

Peak statistic (T) Cluster size (mm3)X Y Z

Precuneus L −8 −70 47 7.06 56,750

Precuneus R 10 −66 57 6.45

Precuneus L −8 −60 51 6.44

IPS† R 38 −51 51 6.18

IPS† L −34 −57 51 6.07

FEF† R 29 2 54 6.72 32,967

Precentral gyrus R 45 9 31 5.51

Precentral gyrus R 54 12 37 5.36

MFG R 51 24 28 5.35

SMA R 10 21 54 6.36 5,994

SMA L −5 24 51 4.83

Insula L −37 21 1 5.72 3,834

FEF† L −37 2 57 5.22 16,822

FEF L −27 −1 54 5.12

Precentral gyrus L −40 2 37 4.87

Precentral gyrus L −46 6 44 4.82

STPJ† L −58 −60 18 4.92 3,029

TPJ L −65 −63 −2 4.59

TG L −74 −32 −2 4.81 2,126

MTG L −58 −29 −5 4.08

TPJ† R 60 −41 1 4.53 2,674

SMG L −62 −63 31 3.58 96

Temporal pole L −37 21 −22 3.53 96

Note: Global and up to four local maxima's coordinates and peak t-statistics of the thresholded statistical maps. Coordinates annotated with a dagger (†)
were included in the further VOI-based and DCM analyses. Rounded MNI coordinates and cluster sizes were estimated using Nistats' get_cluster_table.

Abbreviations: FEF, frontal eye fields; IPS, intraparietal sulcus; MFG, middle frontal gyrus; SMA, supplementary motor area; TPJ, temporoparietal junction;

TG, temporal gyrus; MTG, middle temporal gyrus; SMG, supramarginal gyrus.

STEINKAMP ET AL. 3771

44 CHAPTER 6. PUBLICATION 1



F IGURE 3 Results for the behavioral data. In the upper part of the figure, boxplots show the distribution of the data (the median,
25th, and 75th percentile, whiskers indicate minimum and maximum, outliers are determined using the 1.5 * IQR criterion). Swarm plots
were used to indicate individual data points in the sample. The bar graphs in the lower part indicate the Bayes factor (in logarithmic scale)
against an intercept model. Model1—cueing only; Model 2—direction only; Model 3—cueing + direction; Model 4—cueing + direction +
cueing × direction

F IGURE 2 A schematic of the model space used in the fMRI analysis. The first model family comparison revealed that modulations between
IPS and TPJ and FEF and TPJ were present in both hemispheres (models not shown). Hence, only the models of the bilateral family are shown.
Dotted lines are used for unilateral and solid lines for bilateral connections. The second model family comparison favored models with a
unidirectional connection from right IPS to left IPS (see left upper panel). The remaining model combinations based on connections between IPS-

TPJ and FEF-TPJ were summarized using BMA. The model basis is shown in the lower part of the figure, indicating the fixed connections. BMA,
Bayesian model average; FEF, frontal eye-fields; IPS, intraparietal sulcus; TPJ, temporoparietal junction
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3.3 | VOI analyses

As a potentially more sensitive approach, we extracted the regression

(beta) weights of the main GLM analysis in six regions that showed

significant reorienting related activity (see Table 1). The BF_ANOVA

(following the same rationale as in the behavioral analysis, see

Figure 7) yielded the highest evidence for the model including only

the main effect of cueing in all six regions (BF10 for left IPS = 33.13;

right IPS BF10 = 45.93; left FEF BF10 = 10.91; right FEF BF10 = 31.44;

left TPJ BF10 = 5.92; right TPJ BF10 = 9.04). Comparing the cueing-

only effect against the main effect of direction, both main effects, and

main effects plus interaction (Table 3), showed that there was only

positive evidence in favor of the cueing main effect (BF10 > 3) in most

of the VOIs. In the right IPS VOI, however, there was only anecdotal

evidence (BF10 = 1.07) favoring the cueing-only model against the

model including both main effects, meaning that we cannot convinc-

ingly exclude an additional effect of direction for this region.

Using logistic regression, we tested whether the average beta

weights of the eight regressors (valid and invalid trials for all target

locations) could predict the cueing-condition (valid/invalid trails) in

the respective other run. The prediction was significant for each

run with an accuracy of 62.2% (p = .021) for the horizontal and

with an accuracy of 62.3% (p = .021) for the vertical run. More

importantly, the model trained on the horizontal run generalized to

the vertical run with an accuracy of 59.3% (p = .016), and the

model trained on the vertical run generalized to the horizontal run

with an accuracy of 62.0% (p = .006). These results support the

observation that the activation patterns in the six VOIs were highly

similar, so that those predictive models generalized well across the

two runs.

3.4 | DCM analyses

The DCM analysis was carried out using data from 26 of the

remaining 27 participants, as for one participant, the coordinates for

the left TPJ VOI could not be established. To select the DCM with the

highest evidence of generating the network activity in our data, we

F IGURE 5 Statistical maps of the
reorienting (invalid > valid) in each run.
The thresholded maps for the two runs
were projected onto the freesurfer
inflated surface template (fsavg5) using
nilearn

F IGURE 4 Statistical map for the
reorienting (invalid > valid) across
horizontal and vertical runs. The
thresholded map was projected onto
the freesurfer inflated surface
templates (fsavg5) using nilearn
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applied a hierarchical familywise model selection. The family with

modulations in both hemispheres was slightly superior (exceedance

probability [ep] = .54) when compared to the other two families (left

lateralization ep = .46, right lateralization ep = .00). This family was

then further subdivided into three families consisting of models

describing the direction of the interhemispheric IPS connections. The

model family with a modulation from right IPS to left IPS had the

highest evidence with an ep of .76 (ep IPS right to IPS left = .00; ep

bidirectional modulation = .24). Finally, the models in this winning

family were subjected to BMA. The participant-specific DCM models

with averaged parameter estimates had a good to moderate fit to the

data, with a mean coefficient of determination (R2) of 33.74

(SD = 10.39, range 16.65 to 63.33).

The parameters for invalid horizontal (B1) and invalid vertical (B3)

trials were compared using Bayesian paired t-tests. Most modulations

provided positive evidence for an absence of differences between

both runs (Table 4). For the connections from left TPJ to left FEF, left

FEF to left TPJ, and right FEF to right TPJ, there was only anecdotal

F IGURE 6 Attentional modulation by the direction of attention in valid trials (i.e., targets appearing in the left, right, upper, and lower visual
fields)

TABLE 2 Cluster coordinates for reorienting-related activity in horizontal and vertical runs

Global maximum Side

MNI coordinates

Peak statistic (T) Cluster size (mm)X Y Z

Invalid > valid horizontal

Angular gyrus R 10 −60 51 5.23 2,578

Parietal cortex L −43 −51 47 5.12 4,737

FEF L −24 9 57 4.94 6,413

FEF R 29 6 51 4.89 2,835

SMA L −5 21 51 4.55 2,964

Precuneus L −12 −60 51 4.53 2062

Invalid > valid vertical

Precentral R 45 6 31 5.7 4,382

TPJ R 60 −51 21 5.36 1,869

Insula R 29 27 −12 5.03 2,352

Temporal R 63 −35 −9 4.89 2,159

Parietal cortex L −49 −51 41 4.65 8,153

Parietal cortex R 20 −73 54 4.56 9,700

Precuneus L −8 −73 47 4.22 1,353

Lingual gyrus L −2 −76 54 3.48 32

Note: Only the coordinates of the global maxima in the main clusters are reported.

Abbreviations: FEF, frontal eye fields; SMA, supplementary motor area; TPJ, temporoparietal junction.
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evidence against a difference in parameters (M = 0.12, SD = 0.49,

BF10 = 0.44; M = 0.13, SD = 0.47, BF10 = 0.48; M = −0.3, SD = 0.84,

BF10 = 0.90).

Further interrogating the DCMs for each participant revealed that

DCMs based on the BMA (RMSE: M = 0.35, SD = 0.08) performed in

general better than the random models (RMSE: M = 0.41, SD = 4.00,

all p < .001, except for one with p = .006). Swapping the vertical and

horizontal inputs (iH (u1) $ iV (u3), vH (u2) $ vV (u4)) led to slightly

worse performance in each model (R2: M = 33.09, SD = 10.42), when

compared to the original data. Still, the swapped model was superior

to a random input model for most participants (RMSE: M = 0.37,

SD = 0.09). Using a cutoff of p < .05 (i.e., 5% of random models had a

F IGURE 7 Results of the VOI based analysis. For each of the six VOIs, boxplots show the distribution of the data (the median, 25th, and 75th
percentile, whiskers indicate minimum and maximum, outliers are determined using the 1.5 * IQR criterion). Swarm plots were used to show individual
data points in the sample. The bar graphs below the box plots indicate the Bayes factor (in logarithmic scale) against an intercept model. VOIs are
displayed separately for left- and right-hemispheric regions and in the order IPS, FEF, TPJ. Model1—cueing only; Model 2—direction only; Model 3—
cueing + direction; Model 4—cueing + direction + cueing × direction. FEF, frontal eye-fields; IPS, intraparietal sulcus; TPJ, temporoparietal junction

STEINKAMP ET AL. 3775

48 CHAPTER 6. PUBLICATION 1



lower RMSE than the swapped model), the model with swapped

inputs performed better than the random input model in 18 out of

26 participants (69%).

4 | DISCUSSION

This fMRI study used two versions of a spatial cueing paradigm to

compare the behavioral and neural mechanisms underlying attentional

reorienting along the horizontal and vertical meridians. Regardless of

cueing direction, our experimental procedures induced the well-

established reaction time costs in responses following invalid cues

when compared to valid cues (Hedge, Powell, & Sumner, 2017).

Attentional reorienting behavior was comparable within participants

for the vertical and the horizontal direction, suggesting that the costs

of reorienting spatial attention are unaffected by directionality. Along

the same lines, the analysis of the fMRI data using a GLM, a VOI-

based approach, and DCM analyses revealed no evidence for

direction-sensitive effects in the higher-level regions of the atten-

tional networks.

To tackle the difficult task of quantifying the absence of an effect

of direction or interaction of direction and cueing, we applied, wher-

ever possible, Bayesian inference methods like Bayes factor ANOVAs

and Bayesian t-tests to get an estimate of the likelihood of the pres-

ence (or absence) of the effects of interest. In the case of Bayes factor

ANOVAs, this provided us with the possibility to compare the main

effect of cueing against other possible interactions and main effects.

For the behavioral measures, this analysis revealed evidence in favor

of a model including an effect of attentional reorienting only, without

additional interactions. Similar results were observed in the fMRI ana-

lyses suggesting a similar neural mechanism of attentional reorienting

in different spatial directions.

In addition to statistical analysis, we were also able to show

that predictive models trained on BOLD data related to attentional

reorienting along one meridian generalized well to the other. In other

words, the effect of direction was not only statistically insignificant but

also had no impact on the generalizability of statistical models—so that

the cueing condition in one run could be successfully predicted by the

model from the respective other run. This novel analysis approach,

which does not rely on classical inferential statistics based on p-values,

strongly suggests that the higher-order neural mechanisms underlying

attentional reorienting are insensitive to different spatial directions.

Along the same lines, we also demonstrate that the network

dynamics of a DCM between runs were so similar that they could be

used to reproduce the BOLD activity patterns induced by attentional

reorienting in the respective other spatial direction.

Our results replicate the findings of Macaluso and Patria (2007),

who also did not find any significant differences between vertical and

horizontal reorienting in a similar experimental set-up using classical

inferential statistics. However, our study extends these findings in

multiple ways since we considerably increased statistical power by

including more than twice the number of participants in our study and

employed the Bayesian and predictive approaches described above.

Still, other studies contrasting vertical and horizontal stimulus lay-

outs have shown direction-sensitive effects for behavioral and neuro-

imaging data. For example, differential activity in superior parietal and

frontal areas was found in fMRI studies using an attentional cueing

paradigm (Mao et al., 2007), or vertical and horizontal saccades and

anti-saccades (Lemos et al., 2016, 2017).

One reason for these discrepancies might be that horizontal and

vertical asymmetries critically depend on the basic perceptual proper-

ties of the visual system. For example, it has been argued that hori-

zontal and vertical asymmetries (Rizzolatti, Riggio, Dascola, &

Umiltá, 1987) are particularly evident at high visual eccentricities

(Abrams, Nizam, & Carrasco, 2012; Carrasco & Chang, 1995), where

the different physiological properties of different parts of the retina

become perceptually and behaviorally relevant (Carrasco, Talgar, &

Cameron, 2001; Jóhannesson, Tagu, & Kristjánsson, 2018). In our cur-

rent study, the stimuli were presented at relatively small eccentricities

so that the stimulus configurations may have minimized the impact of

early retinal asymmetries. At the same time, stimuli were located dis-

tant enough to allow for a specific attentional modulation in cortical

visual areas, as indicated by selective functional modulations in

response to valid target stimuli. Our experimental design controlled

TABLE 3 Summary statistics VOI-based BF_ANOVA on the regression (beta) weights

VOI

Invalid Valid BF_ANOVA

Horizontal Vertical Horizontal Vertical
Model 1 versus

M ± SD M ± SD M ± SD M ± SD Model 2 Model 3 Model 4

IPS L 4.97 ± 3.60 5.19 ± 2.64 4.24 ± 2.93 4.22 ± 2.44 150.60 4.54 15.73

IPS R 3.27 ± 2.13 3.80 ± 1.96 2.69 ± 1.79 2.91 ± 1.63 61.47 1.07 3.24

FEF L 3.64 ± 2.10 3.53 ± 2.11 2.80 ± 1.77 2.90 ± 2.02 48.62 4.98 15.78

FEF R 3.07 ± 1.71 2.92 ± 1.67 2.47 ± 1.41 2.43 ± 1.51 135.10 4.42 15.35

TPJ L 1.60 ± 1.61 1.56 ± 1.66 1.02 ± 1.49 0.85 ± 1.54 26.72 4.51 15.31

TPJ R 2.10 ± 2.33 1.93 ± 1.86 1.35 ± 1.95 1.31 ± 1.74 39.99 4.36 16.10

Note: Each row displays the mean (M) and standard deviation (SD) for each of the six VOIs. The BFs for the comparison of Model 1 versus the three other

models are shown. These BF10s indicate how much more likely Model 1 is, compared to the other models. Model1—cueing only; Model 2—direction only;

Model 3—cueing + direction; Model 4—cueing + direction + cueing × direction.
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for early bottom-up influences and hence allowed determining corti-

cal effects related to top-down control.

However, despite carefully controlling for bottom-up influences

and using an attentional cueing task, Mao et al. (2007) reported a

horizontal-vertical asymmetry in brain activity and behavior. A criti-

cal difference between this and our study concerns the informational

value of the cues. In Mao et al.'s study, the cues were always valid.

Hence, attentional reorienting could not be investigated. The cues in

the present study were probabilistic (i.e., not always valid). This

aspect is relevant for the level of uncertainty involved in attentional

control since a higher level of uncertainty induces a preparedness

for reallocation of visual attention. Eckstein, Shimozaki, and Abbey

(2002) showed that perceptual properties of the target stimulus

and its attentional enhancement do not modulate reorientation

costs. Instead, reorientation costs were rather driven by expecta-

tions. This view is in line with other studies manipulating the per-

centage of cue validity in similar location-cueing paradigms and

reporting effects on response times and brain activity in dorsal

and ventral attentional networks. For instance, increased uncer-

tainty during invalid trials increases activity in the ventral atten-

tion network (Vossel et al., 2012; Vossel, Mathys, Stephan, &

Friston, 2015) and decreases activity in the dorsal network

(Weissman & Prado, 2012).

Similarly, higher activity in the ventral network correlates with

worse behavioral performance in valid trials (Wen, Yao, Liu, &

Ding, 2012). It has been suggested that the ventral network, and

particularly the right TPJ, seems to be more generally involved in

tracking and updating of expectations. Moreover, there are stroke

patients with lesions to the right TPJ who display impaired rule

changing and belief updating behavior in nonspatial tasks (Danckert,

Stottinger, Quehl, & Anderson, 2012; Stöttinger et al., 2014; for a

review on different TPJ involvements see Geng & Vossel, 2013).

Hence, the processes critically related to attentional reorienting in

the current study might not necessarily be location-specific but

might represent higher-order functions such as the processing of

expectancy violations.

While the previous studies focused on the right TPJ, we

observed that invalid cueing heightens TPJ activation in both hemi-

spheres. Similar bilateral involvement of the TPJ has been described

previously (Beume et al., 2017; Macaluso & Patria, 2007; Silvetti

et al., 2016). However, the exact functional role of left- and right-

hemispheric areas in the ventral network might differ (Dugué,

Merriam, Heeger, & Carrasco, 2018).

The spatial independence of attention networks observed in the

present study seems to contradict clinical data: Patients with ventral

parietal lesions to one hemisphere are not able to reorient attention

to an invalidly or neutrally cued target in the visual field contralateral

to the lesion (Posner, Walker, Friedrich, & Rafal, 1984). Since the

ventral network is generally assumed to respond to invalid trials

irrespective of the target hemifield, such behavior may reflect func-

tional impairment of the dorsal system or dorsal-ventral interactions

(Corbetta, Kincade, Lewis, Snyder, & Sapir, 2005). TMS studies pro-

vide strong evidence for spatially selective effects in the dorsalT
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network. For example, a concurrent TMS-fMRI study, where partici-

pants attended to stimuli in the left or right visual field, showed that

TMS over posterior parietal cortices could modulate activations in the

contralateral extrastriate cortex (Blankenburg et al., 2010). Similarly,

TMS over left or right FEF led to top-down modulation of ipsilateral

extrastriate areas (Duecker, Formisano, & Sack, 2013; Silvanto,

Lavie, & Walsh, 2006). Still, these effects may not be purely symmet-

ric, as right IPS and FEF have been shown to modulate not only the

contralateral, but also the ipsilateral visual areas in some studies

(Sheremata & Silver, 2015; Silvanto et al., 2006). Please note that we

did not explicitly test for hemispheric asymmetries following left or

right target displays in the present study. We used bilateral stimulus

layouts, which have been shown to yield higher activation in superior

parietal areas due to attention competition between the stimuli

(Molenberghs, Gillebert, Peeters, & Vandenberghe, 2008). While we

can show in this paradigm with a contrast of leftward versus right-

ward validly cued attention that the stimulus display evoked

direction-specific activation in extrastriate areas, there were no signs

of asymmetry in superior-parietal areas. Our DCM analysis, however,

provides subtle evidence for a more dominant role of right IPS, by

favoring a modulation from right to left IPS, over modulations from

left to right IPS.

Unilateral lesions to the ventral system may, therefore, lead to

dysfunction and imbalance in the reallocation of attention in the dor-

sal system, resulting in attentional deficits in the horizontal spatial

dimension in patients with neglect (Corbetta & Shulman, 2011;

Macaluso & Patria, 2007). The allocation and reorientation of atten-

tion along the vertical meridian, on the other hand, may be more

robust to unilateral lesions, as a central stimulus display would be

represented in both hemispheres. Following this line of thought,

bilateral lesions should be necessary to cause altitudinal neglect,

and this has indeed been observed in a few patients with bilateral

lesions to temporal areas (Shelton et al., 1990) and parietal areas

(Rapcsak, Cimino, & Heilman, 1988).

Further experiments will be necessary to investigate whether the

dorsal and ventral attention network interact in the hypothesized

way. Despite extensive work using fMRI, for example on the direction

coding in IPS (Molenberghs et al., 2008; Vandenberghe et al., 2005),

as well as attention-modulated receptive fields in the dorsal attention

network (Sheremata & Silver, 2015), to date it remains to be deter-

mined whether directional coding can also be found in ventral parietal

areas.

In conclusion, we observed that reorienting visuospatial attention

along the horizontal and vertical meridians relies on very similar neural

processes in frontoparietal areas of the dorsal and ventral attention

network. The absence of direction-specific effects in the ventral

attention network, together with the bilateral involvement of the TPJ,

corroborates the notion that this network is involved in higher-order

cognitive processes such as violations of prior expectations, rather

than being dependent on stimulus properties, such as its spatial loca-

tion (Geng & Vossel, 2013).These findings also have important impli-

cations for our understanding of the neurobiology underlying

impairments of spatial processing after brain damage. In particular,

they suggest that deficits in orienting and reorienting attention along

the horizontal meridian as commonly observed in stroke patients with

spatial neglect are caused by disrupted interactions between higher-

level attention networks and sensory areas, rather than by cir-

cumscribed damage of directionally tuned brain regions.
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MRI – Preprocessing 
The following description of the preprocessing was automatically generated (see 
http://fmriprep.readthedocs.io/en/1.1.1/workflows.html) and minimally adapted. 

The preprocessing of functional and anatomical data was performed using FMRIPREP version 
1.1.1 (Esteban et al., 2018, 2019, RRID:SCR_016216), a Nipype (RRID:SCR_002502, 
Gorgolewski et al., 2011, 2017) based tool, run as a docker-image. Each T1-weighted volume 
(T1w) was corrected for intensity non-uniformity using N4BiasFieldCorrection v2.1.0 (Tustison 
et al. 2010) and skull-stripped using antsBrainExtraction.sh v2.1.0 (using the OASIS template). 
Spatial normalization to the ICBM 152 Nonlinear Asymmetrical template version 2009c (Fonov 
et al. 2009, RRID:SCR_008796) was performed through nonlinear registration with the 
antsRegistration tool of ANTs v2.1.0 (Avants et al. 2008, RRID:SCR_004757), using brain-
extracted versions of both T1w volume and template. Brain tissue segmentation of 
cerebrospinal fluid (CSF), white-matter (WM), and gray-matter (GM) was performed on the 
brain-extracted T1w using fast (Zhang, Brady, and Smith 2001, FSL v5.0.9, 
RRID:SCR_002823). 

Functional data were slice-time corrected using 3dTshift from AFNI v16.2.07 (Cox 1996, 
RRID:SCR_005927) and motion-corrected using mcflirt (FSL v5.0.9, Jenkinson et al. 2002). 
"Fieldmap-less" distortion correction was performed by co-registering the functional image to 
the same-subject T1w image with intensity inverted (Wang et al. 2017), constrained with an 
average fieldmap template (Treiber et al. 2016), implemented with antsRegistration (ANTs). 
This procedure was followed by co-registration to the corresponding T1w using boundary-
based registration (Greve and Fischl 2009) with 9 degrees of freedom, using flirt (FSL). Motion 
correcting transformations, field distortion correcting warp, BOLD-to-T1w transformation, and 
T1w-to-template (MNI) warp were concatenated and applied in a single step using 
antsApplyTransforms (ANTs v2.1.0) using Lanczos interpolation. 

Frame-wise displacement (Power et al. 2014) was calculated for each functional run using the 
implementation of Nipype. 

Many internal operations of FMRIPREP use Nilearn (Abraham et al. 2014, 
RRID:SCR_001362), principally within the BOLD-processing workflow. For more details of the 
pipeline, see http://fmriprep.readthedocs.io/en/1.1.1/workflows.html. 

 

Eye Tracking Analysis 
When performing the online recording of eye movements during the experiment, we suffered 
from several technical issues and difficulties, so that only a subset of the data could be 
analyzed.  

Methods 
We used an EyeLink® 1000 (SR Research) system to record the eye movements of our 
participants while they performed the spatial cueing task in the MR-scanner. The infrared 
camera was placed behind the participants, and their eye-movements were monitored via an 
infrared capable mirror and recorded at a sampling rate of 500 Hz. Because of the difficult 
recording environment (for example, large shadows close to the participant’s eyes due to the 
head-coil and the use of lenses to correct for the participant’s vison), we could not follow a 
uniform protocol for data collection and calibration.  

The collected raw eye-movement data was converted from the EyeLink® data format (.edf) 
to asci (.asc) files. During the conversion, raw eye-movements were transformed to gaze-
coordinates in pixels. The python package cili (Acland and Wallis 2016) was used to extract 
and load the data for further processing in Python 3.7, utilizing the scipy-stack (Jones et al. 
2001).  
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First, we epoched the eye-tracking data into single trials (250 ms before cue-onset until 400 
ms after target onset). Each trial was further subdivided into three phases. The “pre-trial” 
phase, which lasted from 250 ms before cue onset until cue onset, served as baseline 
fixation period. The second (“cue”) phase comprised the time from cue onset until target 
onset (600 ms to 800 ms duration). The “target” phase was defined from target onset until 
400 ms after. 

The eye-data were cleaned by removing not-recorded values (i.e., NaN) and gaze 
coordinates exceeding the screen coordinates (0 > x > 1279, 0 > y > 799). If more than 10% 
of data for any of the three phases (assuming 600 ms duration for the “Cue” period) were 
removed, the whole trial was discarded.  

We assumed that the participants were focusing on the screen’s center in the “Pre-trial” 
phase. Thus, we used data from this period to re-align the gaze coordinate. The latter was 
achieved by subtracting the difference between the screen’s center coordinates (x = 640, y = 
400) and the robust mean of the pre-stimulus phase (mean of the data points between the 
10th and 90th percentile). 

 

Before statistical analyses, we discarded all datasets that had less than 100 valid or less 
than ten invalid trials. Furthermore, the data of a participant was only included if data of both 
sessions were present.  

The final sample included eye-movement data of 17 out of the 27 participants. 

Table 1: Number of trials retained in the eye-tracking analyses.  

Run TrialType Number of trials (included) 
M SD 

Horizontal invalid 37.24 2.68 
valid 150.35 8.94 

Vertical invalid 35.29 2.97 
valid 144.35 12.17 

 

 

Analyzing Saccades 
We used two different estimates to analyze saccades. As a first estimate, we defined that the 
cue- or the target-phase contained a saccade towards the target position if eye movements 
along the x-axis for horizontal runs (y-axis for vertical runs) exceeded 50% of the distance 
between the central fixation cross and the middle of the left (lower) or right (upper) target box 
(“Eye-50”). Additionally, we also used the automatic saccade classification by the EyeLink® 
software (“EyeLink”). Saccades were determined using three different thresholds for motion 
(0.1 °), velocity (30 °/s), and acceleration (8000 °/s2), based on the cognitive preset 
described in the EyeLink® manual (http://sr-research.jp/support/EyeLink 1000 User Manual 
1.5.0.pdf). Here we used the “SSACC” (start-saccade) and “ESACC” (end-saccade) 
messages in the EyeLink® as time-intervals. If any data point of the cue- or target-phase was 
contained in any of the saccade intervals, we assumed that a saccade was made in the 
corresponding phase. 

 We then calculated the proportion of trials containing a saccade for each participant, cueing-
condition, and run. The proportion of trials containing saccades was then submitted to a 2 
(cueing-condition) x 2 (run) Bayes Factor ANOVA (Morey and Rouder 2018) to test for 
possible differences between the factors of interest; participant was included as a random 
factor. We also calculated linear mixed effects models in R (R Core Team 2018) using 
lmertest (Kuznetsova, Brockhoff, and Christensen 2017) with participant as random intercept, 
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using the same 2 x 2 design. Both analyses were done separately for the cue- and target-
phase. 

Pearson’s correlation coefficient between proportions of saccades between “EyeLink” and 
“Eye-50” in the cue-phase equaled 0.791 (p < 0.001), and 0.826 (p < 0.001) in the target-
phase. 

Results 
The results (see Table 3) provided no evidence for a significantly different distribution of 
saccades between the two runs, nor between the different cueing-conditions, nor their 
interactions. While none of the coefficients of the linear mixed effects model was statistically 
significant, the BF_ANOVAs often did not provide solid evidence against an effect. Still we 
are confident that participant’s eye-movements are not driving the effects (or the absence 
thereof) in the main analyses.  

  

Table 2: Descriptive statistics (mean and standard deviation) for the proportion of 

trials containing a saccade.  

Phase Run Condition Eye-50 

M ± SD 

EyeLinkSaccade 

M  ± SD 

Cue 

 

Horizontal 
invalid 0.080 ± 0.197 0.310 ± 0.220 

valid 0.077 ± 0.216 0.296 ± 0.219 

Vertical 
invalid 0.099 ± 0.206 0.322 ± 0.182 

valid 0.095 ± 0.212 0.308 ± 0.219 

Stimulus 

 

Horizontal 
invalid 0.098 ± 0.231 0.162 ± 0.210 

valid 0.083 ± 0.228 0.101 ± 0.100 

Vertical 
invalid 0.110 ± 0.238 0.163 ± 0.202 

valid 0.098 ± 0.228 0.121 ± 0.107 

 

 

Table 3: Results of BF_ANOVAs and linear mixed effects models. The values in the first 

position are the BF0 1 in favor of the baseline model (based on the random intercept). 

The BF-ANOVA models all included the participant as random factor. P -values are the 

results for the different coefficients in the linear mixed effects model, where the p -

values in the last column only describe the interaction of condition * run.  

Phase Definition Condition Run Condition + Run 
Condition + Run + 

Condition * Run 

Cue 
Eye-50 3.77 (p = 0.792) 3.25 (p = 0.135) 2.13 0.44 (p = 0.975) 

EyeLink 0.61 (p = 0.626) 3.41 (p = 0.642) 2.16 3.72 (p = 0.988) 

Stimulus 
Eye-50 2.34 (p = 0.342) 10.82 (p = 0.450) 4.81 1.66 (p = 0.909) 

EyeLink 7.14 (p = 0.059) 32.79 (p = 0.986) 2.32 4.54 (p = 0.663) 
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Figure 1: Visualization of the percentage of saccades during the experiment.  Classical 

boxplots displaying the mean and the interquartile range (IQR) are used. Outlier were 

defined using the 1.5 * IQR criterion.  
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Figure 2: Visualization of the absolute deviations from the m idpoint across the 

experiment. For each participant we calculated the average absolute eye -movement in 

pixels along the x – and y – axis. Data was split between valid and invalid trials and in 

each condition split between trials containing a saccade ( “_sacc”) or not containing a 

saccade (“_nosacc”). For this purpose of visualization, we used the “EyeLink”  saccade 

classification.  
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Figure 3: Visualization of the absolute deviations from the midpoint across the 

experiment. For each participant we calculated the standard deviation of absolute eye -

movement in pixels along the x – and y – axis. Data was split between valid and invalid 

trials and in each condition split between trials containing a saccade ( “_sacc”) or not 

containing a saccade (“_nosacc”). For this purpose of visualization, we used the 

“EyeLink” saccade classification.  
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Abstract 

Understanding how brain activity translates into behavior is a grand challenge in neuroscientific 

research. Simultaneous computational modeling of both measures offers to address this 

question. The extension of the dynamic causal modeling (DCM) framework for BOLD 

responses to behavior (bDCM) constitutes such a modeling approach. However, only very few 

studies have employed and evaluated bDCM, and its application has been restricted to binary 

behavioral responses, limiting more general statements about its validity.  

.CC-BY 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted November 17, 2020. ; https://doi.org/10.1101/2020.11.16.384198doi: bioRxiv preprint 

64 CHAPTER 7. PUBLICATION 2



Simultaneous modeling of a Spatial Cuing Task 

2 

This study used bDCM to model reaction times in a spatial attention task, which involved two 

separate runs with either horizontal or vertical stimulus configurations. We recorded fMRI data 

and reaction times (n=29) and compared bDCM to classical DCM and a behavioral Rescorla-

Wagner model using goodness of fit-statistics and machine learning methods.  

Data showed that bDCM performed equally well as classical DCM when modeling BOLD 

responses and better than the Rescorla Wagner model when modeling reaction times. Notably, 

only using bDCM’s parameters enabled classification of the horizontal and vertical runs 

suggesting that bDCM seems to be more sensitive than the other models. Although our data 

also revealed practical limitations of the current bDCM approach that warrant further 

investigation, we conclude that bDCM constitutes a promising method for investigating the link 

between brain activity and behavior.  

Keywords: spatial attention, fMRI, simultaneous modeling, effective connectivity, dynamic 

causal modeling, behavioral dynamic causal modeling 
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Introduction 

Computational modeling can deepen our understanding of how the brain processes 

information and produces overt behavior. In the field of psychology, computational modeling 

.CC-BY 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted November 17, 2020. ; https://doi.org/10.1101/2020.11.16.384198doi: bioRxiv preprint 

7.2. BIORXIV 2020 65



Simultaneous modeling of a Spatial Cuing Task 

3 

has a long history in describing and explaining behavioral concepts. For example, 

reinforcement learning algorithms have been used to explain classical conditioning (Rescorla 

et al., 1972), drift-diffusion models have been used to model reaction times in decision-making 

tasks (Ratcliff, 1978), and race models have been used as theoretical formulations of visual-

spatial attention (Bundesen, 1990). Similarly, different computational modeling approaches 

have been employed in the fields of neuroscience and neuroimaging. For example, generative 

graphical models of brain connectivity describing blood oxygenation level-dependent (BOLD) 

amplitudes in response to experimental inputs can be estimated using dynamic causal 

modeling (Friston et al., 2003, 2017), and multivariate temporal response functions have been 

used to model ongoing sensory stimulation, like speech, in electrophysiological recordings 

(Crosse et al., 2016). 

Although computational models are very prominent in the two fields, behavioral and neural 

responses are mostly treated separately (Turner et al., 2017). However, a combined modeling 

approach could provide us with deeper insights into the neural processes and the emergence 

of behavior. Here, different approaches have been proposed: One possibility is to correlate the 

parameters of neural and behavioral models to describe how the different measures are related 

across different participants (Vossel et al., 2016). Alternatively, in model-based fMRI, the 

behavioral computational model’s outputs (or hidden states) are used as a factor in a classical 

GLM analysis. One such factor could be a participant’s perceived cue validity in a probabilistic 

spatial cueing task, which can be recovered from reaction times (e.g., Dombert et al., 2016). 

Leveraging the theory-driven performance of cognitive models allowed to determine more 

specific brain activation patterns of cognitive processes than by using non-specific measures 

such as reaction times (Turner et al., 2017). A third option is a joint modeling approach (Turner 

et al. 2017). Here, an overarching set of parameters is used to describe both brain activity and 

behavior. An example is a study by Nunez et al. (2015), where the drift-diffusion model 

parameters were constrained with task-based brain activity, incorporating the covariation 

between reaction times and neural-activity on a trial-by-trial basis. 
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Although these approaches are tremendously useful, none of them employs an integrative 

model describing the generation of brain activity and behavior, allowing us to investigate the 

hidden processes behind the two measurements directly. Rigoux and Daunizeau (2015) have 

provided such a framework, where DCM is extended by an additional output function to 

describe behavioral responses (behavioral DCM, bDCM). This simultaneous modeling does 

have not only high descriptive power but also allows thorough diagnostics of the model. For 

example, by disabling specific nodes in the network (i.e., artificial lesions), conclusions can be 

drawn about the contribution or necessity of different brain regions to the emergence of 

behavioral patterns. So far – to our knowledge – bDCM has been applied to a larger datasets 

in one study, which modeled binary choices in an economic decision making task (Shaw et al., 

2019). 

In the current study, we show that bDCM can be extended to continuous measures (i.e., 

reaction times). Furthermore, we provide a direct comparison between bDCM and classical 

DCM and between bDCM and an adjusted version of the Rescorla-Wagner model (Rescorla 

et al., 1972; Vossel, Mathys, et al., 2014). 

As a testing ground, we modeled the effects of attentional reorientation along the horizontal 

and vertical meridians in a spatial cueing-paradigm, where participants had to report the 

orientation of a pre-cued Gabor patch. In trials in which invalid cues indicated an incorrect 

location of the target Gabor patch (20 % of the trials), participants had to reorient their attention 

to the opposite location (Posner, 1980). This paradigm has been found to elicit reliable reaction 

time differences between invalid and valid trials, both on the individual and the group level 

(Hedge et al., 2017). Additionally, it has been shown that the internal representation of cue-

validity can be modeled using the Rescorla-Wagner model as a generative model of reaction 

times (Mengotti et al., 2017; Rescorla et al., 1972; Vossel, Mathys, et al., 2014). 

Besides the reliable behavioral effects, the cortical networks involved in this task have been 

characterized by multiple studies. We have previously analyzed the present dataset using 

classical DCM (Steinkamp et al., 2020), which has also been used in similar cueing paradigms 
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(c.f., Vossel et al., 2012). Moreover, studies in patients with stroke-induced lesions have 

revealed brain regions that are critically involved in spatial cueing-tasks (Corbetta & Shulman, 

2011; Malherbe et al., 2018; Posner et al., 1984). It is well established that the orientation of 

visual-spatial attention is mediated by a dorsal fronto-parietal attention network consisting of 

the intraparietal sulci (IPS) and the frontal eye fields (FEF). This network interacts with a ventral 

fronto-parietal attention network of ventral frontal cortex, and the temporoparietal junction 

(TPJ) when a sudden reorientation of attention is necessary (Corbetta et al., 2005; Corbetta & 

Shulman, 2011). 

In addition to comparing bDCM, which simultaneously models behavior and brain activity, to 

classical DCM and a purely behavioral model, we also investigated whether bDCM parameters 

encode additional information about the task that is not comprised in DCM or the Rescorla-

Wagner model. For this, we followed the idea of generative embedding (Brodersen, Haiss, et 

al., 2011; Brodersen, Schofield, et al., 2011) and tested whether we could separate the 

horizontal and vertical runs of our experiments based on the parameter estimates of our 

models, which was not possible in previous analyses (Steinkamp et al., 2020). 

Methods 

Participants 

Data were collected from 29 participants (15 female, 21-39 years old, M=25, SD=3) with normal 

or corrected-to-normal vision (all right-handed, Edinburgh handedness Inventory (Oldfield, 

1971), M=0.86, SD=0.14), who provided written informed consent to participate in the study. 

One participant had to be excluded subsequently because of noncompliance. Another 

participant was excluded due to excessive head-movement (predefined criteria translation > 

3mm, rotation > 3°). Furthermore, we could not extract the time-series for the left-TPJ VOI in 

one participant. Therefore, the final sample included 26 participants. The ethics board of the 

German Psychological Association had approved the study. Volunteers were paid 15€ per hour 

for their participation. The dataset has been used in a previous study (see Steinkamp et al., 

2020). 
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Task 

 

Figure 1 Il lustration of the spatial cueing paradigm. In the upper row, a valid tr ial of the 
horizontal run is shown. The lower row depicts an example of an invalid trial in the vertical 
run. Reproduced from Steinkamp et al. (2020). 

Participants performed a spatial cueing task while lying in a 3T Trio (Siemens, Erlangen) MRI 

scanner. Stimuli were displayed on a screen behind the scanner bore, which could be seen 

via a mirror (mirror to display distance: 245 cm) that was mounted on a 32-channel head coil. 

The participants’ task was to report the orientation (horizontal/vertical) of a target Gabor patch 

(size 1° visual angle) by button presses of either the left or the right index finger while 

continuously fixating a diamond in the center of the screen (0.5° visual angle). A brightening 

of the central diamond (500 ms) indicated the beginning of a trial and was followed by a spatial 

cue after 1000 ms (brightening of one of the diamond’s edges for 200 ms) that indicated the 

location of the next target stimulus with 80 % probability. Participants were explicitly informed 

about the percentage of cue validity. The possible target locations were indicated by empty 

boxes (1° width) located to the left, right, top, and bottom of the fixation diamond (4° visual 

angle). After 400 ms or 600 ms, the target stimulus appeared for 250 ms at the cued location 

or in the box opposite to it. Distractor stimuli (constructed from two overlapping Gabor patches 

that were rotated by -45° and 45°, respectively) appeared simultaneously in the remaining 

three locations.  Participants performed two runs of the spatial cueing-paradigm. In one run, 
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targets and cues occurred along the vertical axis, in another along the horizontal axis (see 

Figure 1). 

Each run consisted of five blocks of 40 trials (32 valid, 8 invalid). All possible combinations of 

target location, target orientation, and inter stimulus interval were presented in random order 

within each block. The time between the trials was drawn from the set of 2.0 s, 2.7 s, 3.2 s, 

3.9s, or 4.5 s with equal probability. Between the blocks, there was a break of 10 to 13 s. 

Run order (vertical or horizontal first) and the response mapping (left index finger for vertical 

orientations/right index finger for horizontal orientations or vice versa) were counterbalanced 

across participants. Before the experiment, participants performed a rapid detection task to 

train the mapping of stimulus-response associations. Here, targets appeared rapidly in the 

middle of the screen, and participants had to press the corresponding button as fast as 

possible. Immediate feedback and a running score of their accuracy were given. Additionally, 

there were 20 practice trials with feedback before each run of the main experiment. 

Stimulus presentation and response collection were controlled using PsychoPy (version 

1.85.3, Peirce, 2007, 2008; Peirce et al., 2019). 

Behavioral analysis 

The mean reaction time was calculated for each participant and cueing condition and for each 

target location. Before calculating the mean reaction times, we preprocessed the data for each 

participant separately. First incorrect, missed, and outlier trials were removed. Outliers were 

defined as trials with reaction times below 0.2 s and reaction times greater than the 75th 

percentile + 3 * Inter Quartile Range (IQR). The higher threshold for outlier exclusion was 

chosen to retain as many trials as possible in the analysis (removed trials, including errors, in 

the horizontal run: invalid M = 2.54, SD = 2.63; valid M = 6.62, SD = 5.91; in the vertical run: 

invalid M = 3.12, SD = 1.8; valid M = 6.0 SD = 3.94). 

For the analysis of the “validity effect” (i.e., the slowing of reaction times in invalid as compared 

to valid trials), the data were pooled across the two runs (horizontal/vertical). The mean 
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reaction times of the 2 x 4 (cueing x target location) factorial design were then analyzed in a 

repeated-measures ANOVA. The analysis was conducted in Python 3.7 using pingouin 

(version 0.3.3, Vallat, 2018).  

fMRI analyses 

For each participant and each run, we collected 557 T2*-weighted images using an echo planar 

imaging (EPI) sequence (time of repetition (TR) 2.2 s; echo time (TE) 30 ms; flip angle 90°). 

Each recorded volume consisted of 36 transverse slices with a slice thickness of 3mm and a 

field of view of 200mm. The voxel size was 3.1 x 3.1 x 3.3 mm. The first 5 images were 

discarded to account for T1 equilibrium artifacts. Next to functional images, we also obtained 

an anatomical T1-weighted image for each participant, which was used in the preprocessing. 

We preprocessed the fMRI data using fmriprep (version 1.1.1, Esteban et al., 2019), a robust 

and standardized pipeline, which applies slice-time correction, realignment, and normalization 

to MNI space. A detailed preprocessing report can be created automatically (see 

http://fmriprep.readthedocs.io/en/1.1.1/workflows.html), and has been included in the 

supplement. 

Data was further spatially smoothed using an 8 x 8 x 8 mm FWHM Gaussian kernel. This step 

was done in Matlab 2018b (The MathWorks, Inc., Natick, Massachusetts, United States), using 

SPM12 (version 7771, Friston, 2007).  

fMRI - GLM 

A classical GLM analysis was performed to identify activation peaks during attentional 

orientation and reorientation, which were later used to extract BOLD time-series data for the 

DCM analysis. The GLM analysis was conducted using SPM12. First-level models were 

created with four regressors of interest for each run, representing invalidly cued targets on the 

left (iL) and on the right (iR), as well as validly cued targets on the left (vL) and the right (vR) 

for the horizontal run, and invalidly and validly cued targets in the lower (iD, vD) and the upper 

(iU, vU) part of the screen in the vertical run. 
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To account for other physiological noise in the BOLD signal, we added the three rotation and 

three translation estimates of the rigid body transform, the average white matter signal, and 

the average cerebral spinal fluid (CSF) signal as nuisance regressors. We further included the 

squared time-series of the 8 regressors, the time-shifted time-series (t-1), as well as the square 

of the shifted time-series, resulting in a total of 32 nuisance regressors (Friston et al., 1996). 

We also applied a high pass filter at 128 s. For each run, four first-level contrasts were 

calculated: T-contrasts of valid and invalid trials versus baseline, an F-contrast of target onset 

versus baseline, which were used in the VOI analysis, and a differential contrast of invalid trials 

greater than valid trials. The latter contrast isolates brain regions involved in the attentional 

reorientation of attention. 

At the group (second)- level, we investigated the differential contrast of invalid > valid trials 

using two planned one sample permutation t-tests against 0 using SnPM 13 (Nichols & 

Holmes, 2002), with default settings, 10000 permutations, and no additional variance 

smoothing. The cluster forming threshold was estimated during the processes with a 

predefined voxel-level cutoff of p < 0.001. 

Modeling Analysis 

In the following, we will describe the modeling approaches used in our analysis, followed by a 

description of our model assessments and further analyses. 

Rescorla-Wagner Model 

We employed a variant of the Rescorla-Wagner model that we already used previously 

(Mengotti et al., 2017). While these studies were interested in the α parameter (the learning 

rate that describes how quickly participants adjust their internal assessment of the cue-

validity), we applied this modeling approach to simulate reaction times in a trial-by-trial fashion. 

For parameter estimation, we defined new functions for the VBA (Variational Bayesian 

Analysis) toolbox (clone from master, in Jan. 2020, Daunizeau et al., 2014). 

We used the following reinforcement learning formula as the evolution function, describing the 

hidden process governing the generation of reaction times. 
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𝑣𝑡 =  𝑣(𝑡−1) + α ∗  δ 

Where δ = 𝑢𝑡 − 𝑣(𝑡−1) describes the prediction error at trial t. The external input 𝑢𝑡 ∈ [0,  1] 

describes whether the cue at time t was either valid (1) or invalid (0), α is the learning rate and 

𝑣𝑡 is the participant’s perceived cue validity after observation of trial t. 

The observation function (i.e., the mapping from perceived cue validity to reaction times) was 

defined as: 

𝑔𝑡 = 𝑢𝑡 ∗ (ζ𝑣 +  ζ2 ∗ 𝑣𝑡−1) + (1 − 𝑢𝑡 ) ∗ [ζ𝑖 + ζ2 ∗ (1 − 𝑣𝑡−1)]  

According to this formulation, the perceived cue-validity of the previous trial governs the 

responses, with different bias parameters for valid and invalid trials and a general scaling 

parameter of the predictions. 

Table 1 depicts the Gaussian priors used in our estimation: 

Table 1: Overview of parameters and prior values of the Rescorla-Wagner Model.  

Parameters μ σ 
 

 

α 0.5 0.5 To ensure 0 < α ≤ 1, α was logit and 
inverse logit transformed during parameter 
updating 

ζ𝑣 0 1  

ζ𝑖 0 1  

ζ2 0 1  

𝑣0 0.5 1 Initial state of v 

 

Behavioral DCM 

In the following, we will provide a short overview of key-concepts of dynamic causal modeling 

(DCM). For a full derivation and detailed description of DCM, see (Friston et al., 2003; Rigoux 

& Daunizeau, 2015; Stephan et al., 2008). DCM is a fully-Bayesian approach to create a 

generative model of brain dynamics and infer effective connectivity between selected brain 

regions. In principle, DCM describes how experimental variations (described by the input u) 

drive the neural activity (x, the hidden states) in brain regions of interest in a dynamical system. 

The evolution function (�̇� = f(𝑥,  𝑢)) describes the temporal dynamics of the hidden states (�̇�) 
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and how they are influenced by external inputs (u). In DCM for fMRI, the evolution function f is 

typically described as: 

f(𝑥, 𝑢, θ) =̂ Ax + ∑ 𝑢𝑗𝐵𝑗𝑥 + 𝐶𝑢

𝑗

 

Where j corresponds to the number of inputs and i to the number of brain regions. The neural 

evolution parameters in θ correspond to the entries in A (fixed connectivity between brain 

regions), 𝐵𝑗 (modulation of connection strength by input j), C (direct effects of inputs). 

Hemodynamic states z (dependent on the neural states x) are then gated through an 

observation function: 

y = g(𝑧,  ϕ) + 𝜖 

This function captures BOLD signal variations based on the hemodynamic states (z) and the 

hidden neural activity (x), with hemodynamic parameters ϕ. This mapping allows to observe 

and infer the hidden neural dynamics via the BOLD signal. 

BDCM augments the described formulation of DCM by an additional evolution (h(𝑥, 𝑢, ψ)) and 

observation functions (𝑔𝑟(𝑟) + ϵ𝑟) to map the hidden neural dynamics to behavioral responses. 

The evolution function h of the new “behavioral” state follows the same rationale as the function 

f in the DCM formulation: 

h(𝑥,  𝑢,  ψ) =̂  𝐴𝑟x + ∑ 𝑢𝑗𝐵𝑟
𝑗
𝑥 +  𝐶𝑟𝑢

𝑗

  

Here the parameter vector ψ describes the linear (𝐴𝑟) components of the behavioral state, as 

well as the direct (𝐶𝑟) and modulatory (𝐵𝑟
𝑗
) influences of experimental manipulations. 𝐴𝑟 is an 

analogy of the weight vector in a regression model. In the original paper, the neural states were 

mapped to binary behavioral observations (button press absent or present) via a sigmoidal 

function: 

s(𝑟) =
1

1 + 𝑒−100∗(ρ+𝑟)
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Here, ρ is an unknown bias term and r is the response or decision state. In our study, we 

slightly adjusted the sigmoid mapping, by changing the scale on which it operates. As we are 

not expecting reaction times slower than 3 s, we used this as an upper bound: 

s(𝑟) =
3

1 + 𝑒−100∗(ρ+𝑟)
 

Regions 

As in our previous study (Steinkamp et al., 2020), we included bilateral IPS and FEF in our 

DCM model, which correspond to the central nodes of the dorsal fronto-parietal attention 

network (Vossel, Geng, et al., 2014). Additionally, as part of the ventral attention network, we 

included the TPJ bilaterally. As additional inclusions (e.g., the inferior/middle frontal gyrus) 

would have led to increasing model complexity and computational resources (and time), we 

did not include other brain regions, which may also play a role in attentional reorienting. 

Based on our assumptions about the dorsal and ventral attention network’s interplay, we 

created three automatic meta-analysis using Neurosynth (https://www.neurosynth.org/, 

Yarkoni et al., 2011), to define the seed coordinates for the subsequent VOI analysis (see 

Table 2). Our regions of interest were bilateral IPS (search term: “intraparietal sulcus”), bilateral 

FEF (search term: “frontal eye”), and bilateral TPJ (search term: “tpj”). We downloaded the 

corresponding association maps (associations, p<0.01 FDR corrected) and identified the seed 

location as the peak voxel in the cluster of interest, using the Anatomy toolbox (v2, Eickhoff et 

al., 2005). In all three maps, the two largest clusters encompassed our regions of interest in 

either the left or right hemispheres. 

Table 2: Regions and search-terms for automated Neurosynth meta-analyses. 

Region NeuroSynth 
(accessed 
10.10.19) 

Z-
Statistic 

X Y Z 

IPS – left “intraparietal 
sulcus” 

14.6 -30 -50 42 

IPS – right “intraparietal 
sulcus” 

13.5 40 -38 44 

FEF – left “frontal eye” 13.9 -30 -4 52 
FEF – right “frontal eye” 14.6 32 -6 52 
TPJ – left “tpj” 8.56 -60 -54 20 
TPJ – right “tpj” 11.4 58 -50 14 
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In each run, we used the participant level t-maps (thresholded at p < 0.1 uncorrected) to search 

for individual local maxima in a 12 mm sphere around the seed coordinates. The first principle 

component of BOLD time-courses in a 9 mm VOI around the participant’s maximum was 

extracted and adjusted based on the F-contrast defined in the first-level analysis. Task-related 

activity for the IPS and FEF VOIs was defined by the contrast of valid trials against baseline 

and for TPJ by the contrast of invalid trials against the baseline. 

Preprocessing 

We preprocessed the BOLD signal by detrending the signal in each VOI (spm_detrend) and 

scaling the BOLD amplitude across VOIs to a maximum value of 4 (see spm_dcm_estimate). 

Behavioral data were extracted from the event data, and as in the previous analyses, error 

trials and trials with missed responses, as well as RTs fulfilling the outlier criterion (RT < 0.2s 

and RT > 3 * IQR + UQ), were excluded. 

BOLD data were resampled from a TR of 2.2 s to a sampling rate of 1.1 s (by interspersing 

“NaN” values). The behavioral observations were set to occur at the corresponding target 

onset, which was also downsampled to a resolution of 1.1 s. No resampling of BOLD data was 

performed for the classical DCM analysis. As the Rescorla-Wagner model represents trial-by-

trial dynamics, the corresponding preprocessed reaction times were used, excluding error and 

missed trials. 

For our modeling, we assumed homogenous HRF dynamics across the six regions, fixing the 

initial states of the model to 0 and estimating the shape of the observation noise hyper-prior 

distributions. For this, we assumed that we would be able to explain 10 – 90% of the variance 

in both the BOLD and the reaction time data. The prior distributions over the other parameters 

were set to the defaults of the VBA toolbox. We used the same hyperpriors for the explained 

variance of the BOLD signal in the classical DCM analysis and the Rescorla-Wagner model’s 

behavioral responses. 
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To define the inputs into the DCM models, we created separate SPM-design matrices that 

were only used to define the input streams. Stream one was defined as the driving input to all 

six regions, containing an impulse every time a target stimulus appeared (irrespective of the 

cueing condition or target location). The second stream was used purely for the modulatory 

effects, containing an impulse only in invalidly cued targets. The input streams were extracted 

from the SPM design matrix and were centered before entering the model inversion 

(spm_detrend). As mentioned above, the Rescorla-Wagner model is modeling trial-by-trial 

variations (rather than continuous time), so the input to this model was a vector consisting of 

ones and zeros, indicating whether the current trial is invalid or valid. 

Model definition 

We used the same general model structure for behavioral and classical DCM analysis. As in 

our previous publication, we used IPS, FEF, and TPJ as our brain regions of interest. For our 

analysis, we inverted a single model. The fixed connectivity structures of our model (i.e., the 

A-matrix) had full connections in each hemisphere and connections between homologous 

regions (Figure 2). As we did not include visual areas in our modeling approach, all six regions 

received driving input (C-matrix). For bidirectional intra- and interhemispheric modulatory 

connections (B-matrix), we considered the IPS and TPJ. Connections in both hemispheres to 

the FEF were unidirectional, assuming that there were no feedback modulations from FEF to 

the other brain regions. In the case of bDCM, we also considered all six nodes as output 

regions.  
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Figure 2: Basic structure of the DCM model . Regions were fully inter-connected in each 
hemisphere, and homologous regions were connected. All regions received driving input. 
We assumed that all connections between the regions were modulated by invalid trials, 
except for feedback and interhemispheric connections from FEF. 

Model evaluation of the Rescorla-Wagner model, classical DCM, and bDCM 

As all three models are based on different underlying data at different times scales (i.e., 

reaction times only, BOLD time-series only, or both), we only compared the models based on 

their outputs, applying classical goodness of fit-statistics. The R2-score,  

S𝑆𝑡𝑜𝑡 =   ∑(𝑦𝑡 − �̅�)2

n

𝑡

 

S𝑆𝑟𝑒𝑠 = ∑(𝑦𝑡 − �̂�𝑡)2

n

𝑡

  

𝑅2 = 1 − (
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
) 

where 𝑦𝑡 describes the datapoint at 𝑡, with 𝑛 timepoints in total. The average of y is defined as 

�̅�, and �̂� are predicted values. Similarly, we also calculated the mean absolute error (MAE) 

MAE =
1

𝑛
  ∑|𝑦𝑡 − �̂�𝑡|

𝑛

𝑡
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Here, we estimated for each subject whether the fit-statistics were different from random for 

each of the model outputs by permutation testing. The predicted values �̂� were shuffled 10000 

times (without replacement), and the two statistics were recalculated. The permutation p-value 

for the models is then reported as the proportion of fits greater than the model’s R2 –score 

(smaller in case of MAE) plus one divided by the number of permutations plus one (Ojala & 

Garriga, 2010). At the group level, we report the proportion of significant models, based on a 

permutation p-value < 0.05. 

To compare the model performance on reaction times, we used (Bayesian-) paired t-tests to 

test for differences between the fit-statistics (R2 -score and mean absolute error (MAE)), 

separately for the two runs. We then investigated how well bDCM and the Rescorla-Wagner 

model simulate the underlying reaction time distributions. This was achieved by calculating a 

two-sample Kolmogorov-Smirnov test between the model-derived reaction times of the 

Rescorla-Wagner model or bDCM and the measured reaction times. Finally, paired t-tests 

were used on the distance between the distributions (as determined by the KS-test) to test 

which simulation followed the measured data more closely (i.e., had a smaller distance at the 

group level). 

We applied a mixed-effects linear model for each error term to compare differences in 

performance to the BOLD data fit between classical DCM and bDCM. The mixed-effects model 

followed the following formula, where “Score” either depicts the mean absolute error or the R2-

score: 

Score~Model + Region + Run + Model ∗ Region + Model ∗ Run 

and Model has the two factors “DCM” and “bDCM”, “Run” describes either the horizontal or 

vertical run, and “Region” indicates the “Score” for either VOI. Each model also contained a 

random intercept for each participant. 
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Generative Embedding 

We also investigated whether bDCM parameters encode additional information, which is not 

contained in classical DCM or in the Rescorla-Wagner model. Therefore, we tested whether 

the parameters derived from our computational models could be used to separate the 

horizontal and vertical run. Note that our previous work using classical DCM did not provide 

any evidence for distinct behavioral or neural processes (Steinkamp et al., 2020). 

To test if a separation is possible and which sets of parameters encode the necessary 

information, we ran several experiments using different feature sets. Our feature sets for DCM 

and bDCM were: “AB”, the sum of the “A” and “B” matrices (19 parameters); “AB + C”, 

extending the feature set with the “C” matrix parameters (25 parameters); in case of bDCM we 

additionally tested the feature sets “AB + hA”, where the “hA” matrix was also included in the 

set (25 parameters); “AB + C + hA”, including all connectivity parameters of the bDCM (31 

parameters); “C + hA”, using only the input and outputs connections of bDCM. We then also 

tested whether we can find any information in the parameters of the Rescorla-Wagner model 

(see Table 2, “RW”, 4 parameters), and whether parameters of DCM and the Rescorla-Wagner 

model in combination have a beneficial effect (“AB + C + RW”, 29 parameters). To be sure that 

there was no additional information in the BOLD time-series, we also included a feature set 

based on the correlation of the time-series of the six VOIs in our experiments (“Correlation”, 

15 parameters) and of the time-lagged correlation with the time-series (“Correlation + 

Correlationt-1”, 51 parameters). Correlations were established using nilearn’s 

ConnectivityMeasure (Abraham et al., 2014), with no variance scaling. 

As we have a minimal sample size for classification approaches (26 participants, 52 instances), 

we applied an elaborate cross-validation procedure for our results. We applied 5-fold cross-

validation to obtain an estimate of the accuracy of each feature set, whose significance was 

further evaluated by permutation testing (1000 iterations, scikit-learn’s, 

permutation_test_score; Pedregosa et al. (2011)). To keep more independence between the 

train and test-sets, we ensured that a given participant’s instances were not distributed across 
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training and test-sets. Due to the small sample size and high variance between participants, 

we repeated the cross-validation procedure 20 times, shuffling the participants order, and 

creating different train-test splits for each iteration. 

To account for a certain amount of algorithmic variance, we performed the procedure above 

using two classifiers, a logistic regression, and a linear support vector machine (scikit-learn, 

using default parameters). Input data were normalized using robust-scaling (scikit-learn’s 

RobustScaler). 

Lesion Analysis 

We also applied lesion analysis to the bDCM model, as described in Rigoux and Daunizeau 

(2015). Here, the afferent connections towards a single brain region were reduced to 0 to 

simulate the absence of this region (i.e., to create an artificial lesion). The simulated data from 

such a lesioned model can be used to better understand behavioral changes after damage to 

certain brain regions. 

To alleviate the problem of numerical instabilities, which resulted in values resulting in infinity 

or minus infinity for the hidden states, we changed the posterior self-inhibitory connection in 

the DCM model to log(1) (to ensure inhibition, i.e., negativity, self-connections in DCM are 

exponentiated before subtraction from the diagonal of the A matrix). While increasing the self-

inhibition solved the problem of instabilities, it significantly impacted the fit-statistics of the non-

lesioned model. Therefore, we only provide a qualitative description of the lesion analysis. In 

the end, we simulated data for all 26 participants for each lesion and several levels of lesion 

extent. This means, rather than switching off the afferent connections (i.e., the inputs to the 

region) altogether, we also simulated data for connections that had 95 %, 75 %, 50 %, 25 %, 

5%, and 0 % of the original incoming strength. 

Since a few models still were numerically unstable, we then cleaned the simulated data by 

removing datasets on a per lesion basis where the variance after the 20th trial was close to 0 

(i.e., the simulated reaction times flatlined at the maximum/minimum of the sigmoid function) 

and which returned non-values. In the qualitative analysis, we compared the group-mean 
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validity effects for different lesions, extents, and target sides, removing participants who had 

an absolute validity difference greater than 2 secs. 

Results 

Behavior 

To test for reaction time effects of cueing (valid or invalid) and target-side (left, right, down, 

up), as well as their interactions, we applied a 2 x 4 repeated measures ANOVA (see also 

Figure 3). There was no significant effect of target-side (F(1.965, 49.125) = 0.1, p = 0.902,  η𝑝
2 

= 0.004, ε = 0.655). However, a significant main effect of cueing (F(1, 25) = 26.647, p < 0.001, 

η𝑝
2 = 0.516, ε = 1.0) and a weak significant interaction between target-side and cueing (F(2.88, 

72) = 2.866, p = 0.045,  η𝑝
2 = 0.103, ε = 0.96) were observed. All reported p-values were 

Greenhouse-Geisser corrected to account for a lack of sphericity. 

 

Figure 3: Box- and swarm plots of mean-reaction time data for each participant in the 8 
conditions. The boxes indicate the inter-quarti le range (IQR),  the l ine in the middle the median 
reaction t ime, whiskers are extended to include the lower and upper quartiles plus 3 times the 
IQR. Loose points indicate outliers.  The ANOVA’s results are readily visible,  as there are longer 
reaction times in invalid trials but no apparent effects between the different target -positions.  
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FMRI GLM 

The contrasts of invalid versus valid trials isolating reorienting-related activity for the two runs 

are reported in Figure 4 (group t-maps are provided on neurovault:  

NV_LINK, (Gorgolewski et al., 2015), the corresponding tables reporting global and local 

maxima for the different clusters are in supplement S2). We performed a one-sample 

permutation t-test on the first-level contrast images (invalid > valid), with a predefined cluster-

forming threshold of p < 0.001, the results are reported family-wise error corrected at p < 0.05 

(cluster threshold horizontal k = 58 voxels, vertical k = 70 voxels). In both maps, we found 

areas classically associated with the dorsal and ventral attention networks. For example, in 

both runs, we observed significant activation in bilateral intraparietal sulci and frontal-eye 

fields. Activations of the ventral attention networks were less robust. For the horizontal run, for 

example, the invalid versus valid contrast revealed an involvement of the middle frontal gyrus 

predominantly in the right hemisphere and no significant activation close to the seed regions 

 

Figure 4: Non-parametric T-maps contrasting invalid > valid trials for the two runs (p < 0.05 
FWEc). The purple overlay indicates the regions where the 9mm VOIs for the bDCM analysis 
were extracted (sum of the participant’s masks).  
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for the temporoparietal junction at the given threshold. However, the temporoparietal junction 

was significantly activated in the vertical run. 

Model Fit 

Reaction Time Data 

We calculated the mean absolute error (MAE) and the R2 statistic for the Rescorla-Wagner 

and bDCM models and assessed their significance on a per-subject level by calculating 

permutation tests. In the horizontal run, the bDCM (mean absolute error, M = 0.091, SD = 

0.033, percent sig = 96.2 %; R2 score, M = 0.117, SD = 0.084, percent. sig = 100 %) performed 

well when compared to the Rescorla-Wagner model (mean absolute error, M = 0.094, SD = 

0.033, percent sig. = 53.8 %; R2 score, M = 0.066, SD = 0.08, percent. sig = 69.2 %). The 

results of the vertical run yielded a very similar picture, where the differences between the 

bDCM (mean absolute error, M = 0.093, SD = 0.034, percent sig. = 100 %; R2 score, M = 

 

Figure 5: Boxplots comparing the different fit -statistics across models in the horizontal run. 
Please note that for the R2-score a higher value is better, while the opposite is true for the 
mean absolute error. The dashed l ines between the boxplots indicate individual participants.  
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0.158, SD = 0.143, percent. sig = 100 %) and the Rescorla-Wagner model (mean absolute 

error, M = 0.096, SD = 0.038, percent sig. = 80.8 %; R2 score, M = 0.094, SD = 0.141, percent. 

sig = 88.5 %) were even more pronounced (see Figure 5). The paired t-tests (Table 3) 

confirmed this pattern and revealed a better fit for the vertical run. BDCM had a lower error 

and greater fit than the Rescorla-Wagner model. 

Table 3: Paired t-tests between the fit-statistics of bDCM and Rescorla-Wagner models. 
The differences between the fit-statistics favor the bDCM model.  

Run Error T (df 25) p-val CI95% cohen-d BF10 

Horizontal MAE -3.557 0.002 -0.0, -0.0 0.066 23.692 

Horizontal R2 5.803 < 0.001 0.03, 0.07 0.625 4.249.729 

Vertical MAE -2.644 0.014 -0.01, -0.0  0.098 3.571 

Vertical R2 5.204 < 0.001 0.04, 0.09 0.456 1.048.508 
 

Furthermore, we evaluated how well the reaction time distributions of the two models’ 

simulations matched the real reaction time distribution (Figure 6). We calculated the distance 

between the distributions of measured and simulated reaction times for each run, participant, 

and cueing-condition using the Kolmogorov-Smirnov test. We then performed paired t-tests in 

order to ascertain which simulation better matches the original distribution. In all cases, the 

bDCM simulation provided a better match (horizontal run, valid cueing, t(25) = -10.155, p < 

0.001, Cohen’s d = 2.432, BF10 = 4.39 * 1010; horizontal run, invalid cueing, t(25) = -8.121, p < 

0.001, Cohen’s d = 2.392, BF10 = 7.51 * 108; vertical run, valid cueing, t(25) = -7.619, p < 0.001, 

Cohen’s d = 2.049, BF10 = 2.56 * 108; vertical run, invalid cueing, t(25) = -9.931, p < 0.001, 

Cohen’s d = 2.475, BF10 = 2.87 * 1010 ). Based on visual inspection of the differences in reaction 

time distributions, deviations were especially pronounced at the extreme ends of the 

distribution. 

.CC-BY 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted November 17, 2020. ; https://doi.org/10.1101/2020.11.16.384198doi: bioRxiv preprint 

7.2. BIORXIV 2020 85



Simultaneous modeling of a Spatial Cuing Task 

23 

 

 

Figure 6: Left column, Kolmogorov -Smirnov distance between the s imulated responses between 
the measured reaction t imes and bDCM or the Rescorla -Wagner model.  The grey shading 
indicates non-significant differences. BDCM has, in general, a lower distance to the original 
distribution, and in many cases, the tests were non -significant. Both models also appeared to 
be better in the prediction of the invalid reaction t ime distribution. Middle Column: Cumulative 
reaction time distribution represented by the deciles of each model. The measured reaction 
times (green) have a more extensive spread than the reaction times from bDCM (blue) and the 
Rescorla-Wagner model (orange). Right column: The pair ed difference between the deciles of 
the Rescorla-Wagner model and bDCM. Differences are especially large in more extreme deciles.  
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BOLD Data 

In a further step, we investigated whether DCM and bDCM were comparable in their fit to the 

measured BOLD data. For this, we calculated the fit-statistics (mean absolute error and R2-

score) for the two modeling approaches and the two runs. Since this yields fit-statistics for each 

brain region, we calculated two linear mixed-effects models (MLM) with participant as a random 

factor to test for a main-effect or interaction effects of model and fit-statistic, as well as the 

main effect of run and interactions between model and run (Figure 7). The results of the mixed-

effects models are summarized in Table 4. Importantly, we did not find a significant main effect 

of model. However, there were significant main effects of brain region, these effects did not 

interact with the choice of model, indicating that the two models performed similarly. A similar 

conclusion can be drawn when looking at the different runs. Again, there were no significant 

main effects nor interactions of the factor model. 

Table 4: Results of the MLM analysis for BOLD fit-statistics. The table is split for mean 
absolute error and R2  score.  

 R2 Score  Mean Absolute Error 
 

Coef. Std.Err. z P>|z|  Coef. Std.Err. z P>|z| 

Intercept 
0.176 0.012 14.986 < 

0.001 
 

0.317 0.014 22.720 < 
0.001 

DCM 0 0.013 -0.017 0.986  0 0.016 -0.021 0.983 

FEF Right 
-0.048 0.012 -3.879 < 

0.001 
 

-0.033 0.015 -2.189 0.029 

IPS Left 
-0.053 0.012 -4.268 < 

0.001 
 

-0.054 0.015 -3.574 < 
0.001 

IPS Right 
-0.063 0.012 -5.109 < 

0.001 
 

-0.072 0.015 -4.764 < 
0.001 

TPJ Left 
-0.075 0.012 -6.074 < 

0.001 
 

0.03 0.015 1.946 0.052 

TPJ Right 
-0.083 0.012 -6.727 < 

0.001 
 

-0.007 0.015 -0.436 0.663 

Vertical Run 
-0.003 0.007 -0.411 0.681 

 
0.031 0.009 3.593 < 

0.001 

DCM * FEF Right 0.007 0.017 0.428 0.669  0 0.021 0.002 0.999 

DCM * IPS Left 0.008 0.017 0.483 0.629  -0.001 0.021 -0.033 0.973 

DCM * IPS Right 0.005 0.017 0.301 0.763  -0.001 0.021 -0.044 0.965 

DCM * TPJ Left 0.01 0.017 0.552 0.581  -0.002 0.021 -0.087 0.93 

DCM * TPJ Right 0.009 0.017 0.501 0.617  -0.001 0.021 -0.059 0.953 

Vertical Run * DCM 0.008 0.01 0.801 0.423  -0.002 0.012 -0.137 0.891 
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Figure 7: Box plots for the different fit -statistics. Left column shows the data for the horizontal 
run, the right data for the vertical run. The upper row indicates the R 2 scores and the lower row 
the mean absolute error.  
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Generative Embedding 

In this analysis, we tested how well the different models could separate the vertical and 

horizontal runs from each other using two different kinds of machine learning algorithms. Due 

to the high variability in our data (a very low number of training instances, difficult task), we 

decided to shuffle the assignment of train-test folds so that the cross-validation was performed 

multiple times. We assessed how often predictions of a classifier were significant (permutation 

P-Value < 0.05) and calculated the average predictive accuracy. The horizontal run could not 

be separated from the vertical run using combinations of features that were not derived from 

bDCM parameters (see Figure 8). This indicated that bDCM provided us with some very minute 

differences between the two runs, that were not included in other models or the BOLD signal. 

 

Figure 8: Classifier performance for the 20 shuffles of our dataset, sorted by average 
performance. In the upper row, the average performance and spread across iterations are 
shown, and transparent violin -plots indicate the distribution of permutation scor es. In the 
lower panel,  the distribution of permutation p -values is  indicated, with the black line indicating 
the p < 0.05 cut-off.  
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Lesion Analysis 

 

Figure 9: Validity effect for simulated reaction t imes for the horizontal run, after brain lesions 
of different extent.  An extent of 1 means that no lesion occurred. An extent of 0 indicates that 
the region was fully disabled. Boxplots in dicate the median of the data, the IQR, and the 
minimum and maximum values. Outliers exceed the 1.5 * IQR criterion.  
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Figure 9 depicts the results of the lesion analysis for the horizontal run (the vertical run can be 

found in the supplement). Constraining the self-connections in the model resulted in significant 

decreases in model fit of reaction time data in both the horizontal run (paired t-tests; MAE, 

t(25) = 5.054, p < 0.001, Cohen’s d = 0.197; R2-score, t(25) = -6.573, p < 0.001, Cohen’s d = 

1.260) and the vertical run (paired t-tests; MAE, t(25) = 4.159, p < 0.001, Cohen’s d = 0.175; 

R2-score, t(25) = -7.185, p < 0.001, Cohen’s d = 0.898). Despite this note of caution, there 

were some interesting trends in the data. The effect of lesion extent on the validity effect 

seemed highly specific for the different network nodes with some lesions increasing and other 

lesion decreasing the validity effect, depending on the extend of the artificial lesion.  

From a computational anatomy perspective, lesioning the TPJ yielded plausible effects, with a 

gradual increase in the contralesional validity effect following larger lesions.  

Discussion 

We applied bDCM (Rigoux & Daunizeau, 2015) to simultaneously model neural responses and 

reaction times in a spatial cueing task. We here demonstrated that bDCM could not only be 

applied to binary responses, but also to continuous read-outs (i.e., reaction times).  

After reproducing previously published effects of cue validity at the behavioral and neural level, 

we modeled behavioral and functional imaging data in three different ways. BDCM, as a novel 

approach, was compared to both classical DCM and the behavioral Rescorla-Wagner model. 

As all three models serve different purposes and rely on different data on different timescales, 

we restricted the model comparison to the models’ outputs and fit-statistics.  

Although the original paper on bDCM suggested that incorporating behavior also leads to an 

advantage in representing the BOLD response of bDCM over classical DCM, we did not find 

significant differences between both modeling approaches. The benefit of including behavioral 

measures might only be prevalent when BOLD recordings are noisier than behavioral 

recordings (Rigoux & Daunizeau, 2015). 
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Furthermore, we compared simulated reaction times of bDCM and our implementation of the 

Rescorla-Wagner model (Vossel, Mathys, et al., 2014). BDCM had in general a better fit to 

reaction time data (reflected in higher R2-score and lower error) and represented the 

distribution of reaction times more closely in both valid and invalid trials (reflected in 

significantly lower distances, which were calculated by the Kolmogorov-Smirnov test). Both the 

Rescorla-Wagner model and bDCM did not model the extreme ends of the reaction 

distributions well, however, bDCM deviated less from the measured data. 

Note that this comparison was not performed to favor one model over the other. Instead, it was 

conducted to evaluate bDCM against the performance of a highly specialized, validated, and 

less complex model in a cueing task. Despite the superior fit of bDCM, the Rescorla-Wagner 

model performed extremely well, given the small number of parameters. Hence, if we penalized 

for model complexity, the Rescorla-Wagner model would probably be identified as the 

preferred model for reaction times. BDCM also incorporates the dynamics of the BOLD 

response and operates on a timescale of seconds, rather than trials. Thus, having only 8 

parameters more than the classical DCM (69 parameters) seems to be an adequate increase 

in complexity. The resulting more detailed representation of reaction time distributions in bDCM 

might be useful to uncover relevant aspects for assessing cognitive functions as previously 

demonstrated for other modeling approaches. For example, parameters of drift-diffusion 

models of reaction times (Smith & Ratcliff, 2009) were found to be related to general 

intelligence (van Ravenzwaaij et al., 2011) and working memory (Schmiedek et al., 2007). 

Furthermore, distributional reaction time analysis may categorize healthy participants and 

patients suffering from psychiatric disorders (Kaiser et al., 2019; Karalunas et al., 2014; 

Vinogradov et al., 1998). The Rescorla-Wagner model could also be used for such 

differentiations, especially in the domain of belief-updating (Mengotti et al., 2017). By modeling 

a single cognitive process, however, the Rescorla-Wagner model is very dependent on the 

presence and size of a participant’s validity effects (see analysis in S3, showing that the 

correlation between model fit and cue-validity are higher for Rescorla-Wagner than bDCM).  
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BDCM, in contrast, simulated smoother reaction time distributions (larger number of non-

significant p-values in KS-test), possibly providing a richer representation of the underlying 

processes. Although bDCM may reflect a portion of variance in the reaction time data that is 

not task-related, this variance could reflect the processes of belief-updating in a more complex 

brain-dynamics-dependent matter. BDCM is a model of brain dynamics that can, in principle, 

be applied to any task, while the Rescorla-Wagner model represents a specialized model of a 

cognitive process. 

As bDCM can be applied to model different behavioral read-outs in various tasks, it can 

enhance our understanding of how DCM’s connectivity parameters relate to behavior. So far, 

this link could only be established using indirect methods, such as correlations between DCM 

parameters and behavioral measures across participants. For example, DCM’s task 

connectivity parameters have been related to symptoms of depression and schizophrenia 

(Desseilles et al., 2011; Schlösser et al., 2008; Wu et al., 2014), and have been correlated with 

behavioral measures before and after interventions using non-invasive neurostimulation 

(Grefkes et al., 2010). Although the investigation of such associations does not allow causal 

interpretations, bDCM enables more firm conclusions how brain dynamics in selected brain 

regions impact behavior. 

Furthermore, brain and behavioral dynamics both regularize bDCM, so that the model 

parameters encode the most reliable set of information from both sources (Rigoux & 

Daunizeau, 2015). This procedure could yield more robust and stable connectivity estimates 

but also encode more specific information. This may be particularly relevant for so-called 

“generative embedding” approaches, where a generative model and its estimated parameters 

are used as a form of dimensionality reduction (Brodersen, Haiss, et al., 2011; Brodersen, 

Schofield, et al., 2011). In fact, this was confirmed by our findings, where it was possible to 

differentiate the horizontal from the vertical run only when using the bDCM model’s connectivity 

parameters. This makes bDCM a unique approach for the identification of biomarkers that are 

relevant for certain behaviors – provided that they are stable across participants and sessions 

(Elliott et al., 2020).  
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Since bDCM is a generative model, it can also be used to simulate how alterations to the 

underlying brain network might change behavior (Rigoux & Daunizeau, 2015). This allows 

simulating the behavioral effects of neuromodulatory interventions and the generation of new 

hypotheses and experiments. The guidance and information of computational models will 

eventually lead to a better understanding of the neural mechanisms underlying behavioral 

outcomes (Kriegeskorte & Douglas, 2018; Turner et al., 2017). 

Unfortunately, applying artificial lesions to the network model in our study revealed technical 

problems of this approach. More specifically, the estimated models lacked numerical stability 

and required manual intervention, which substantially changed the model’s output. Even 

though some of the resulting patterns were consistent with the literature (e.g., an increase of 

the contralesional validity effect after a lesion to right TPJ and to a lesser extent in left TPJ 

(Malherbe et al., 2018; Posner et al., 1984)), other simulations were highly variable. Hence, 

the relatively novel bDCM approach’s potential problems, such as over-fitting and non-

generalizability, need to be considered in future studies. 

Conclusion 

bDCM was applied for the first time to reaction time data of a larger sample of participants. Our 

findings provided evidence for a considerable additional value of the method compared to a 

purely behavioral model and classical DCM and identified practical use issues. Data suggest 

that bDCM is indeed a promising tool to enhance our understanding of how brain dynamics 

generate specific behavioral patterns. 
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S1 Details for fMRIprep 
The preprocessing of functional and anatomical data was performed using FMRIPREP version 
1.1.1 (Esteban et al., 2018, 2019, RRID:SCR_016216), a Nipype (RRID:SCR_002502, 
Gorgolewski et al., 2011, 2017) based tool, run as a docker-image. Each T1-weighted volume 
(T1w) was corrected for intensity non-uniformity using N4BiasFieldCorrection v2.1.0 (Tustison et 
al., 2010) and skull-stripped using antsBrainExtraction.sh v2.1.0 (using the OASIS template). 
Spatial normalization to the ICBM 152 Nonlinear Asymmetrical template version 2009c (Fonov, 
Evans, McKinstry, Almli, & Collins, 2009, RRID:SCR_008796) was performed through nonlinear 
registration with the antsRegistration tool of ANTs v2.1.0 (Avants, Epstein, Grossman, & Gee, 
2008, RRID:SCR_004757), using brain-extracted versions of both T1w volume and template. 
Brain tissue segmentation of cerebrospinal fluid (CSF), white matter (WM) and gray matter (GM) 
was performed on the brain-extracted T1w using fast (Zhang, Brady, & Smith, 2001, FSL v5.0.9, 
RRID:SCR_002823). 

Functional data were slice-time corrected using 3dTshift from AFNI v16.2.07 (Cox, 1996, 
RRID:SCR_005927) and motion-corrected using mcflirt (FSL v5.0.9, Jenkinson, Bannister, Brady, 
& Smith, 2002). "Fieldmap-less" distortion correction was performed by co-registering the 
functional image to the same-subject T1w image with intensity inverted (Wang et al., 2017) 
constrained with an average fieldmap template (Treiber et al., 2016), implemented with 
antsRegistration (ANTs). This was followed by co-registration to the corresponding T1w using 
boundary-based registration (Greve & Fischl, 2009) with 9 degrees of freedom, using flirt (FSL). 
Motion correcting transformations, field distortion correcting warp, BOLD-to-T1w transformation, 
and T1w-to-template (MNI) warp were concatenated and applied in a single step using 
antsApplyTransforms (ANTs v2.1.0) using Lanczos interpolation. 

Frame-wise displacement (Power et al., 2014) was calculated for each functional run using the 
implementation of Nipype. 

Many internal operations of FMRIPREP use Nilearn (Abraham et al., 2014, RRID:SCR_001362), 
principally within the BOLD-processing workflow. For more details of the pipeline see 
http://fmriprep.readthedocs.io/en/1.1.1/workflows.html. 

S2 fMRI – GLM analysis coordinates 
Table 1 and Table 2 for the peak coordinates shown in Figure 4 of the main manuscript. The 
contrast invalid > valid is shown for each run of the fMRI experiment separately. To label the 
regions, we used the Harvard-Oxford atlas and reported the region with maximum probability.  

Table S1: Peak statistics and clusters sizes for the horizontal T-map. Labels were 
automatically extracted from the Harvard-Oxford atlas, reporting the region with the 
highest probability from the coordinates.  

Horizontal Run 

Cluster 
ID X Y Z 

Peak 
Stat 
(T) 

Cluster 
Size 
(mm3) Label 

1 -27.25 8.62 57.3 5.57 8056 Superior Frontal Gyrus 

1a -46 5.5 37.5 4.43  Inferior Frontal Gyrus, pars opercularis 

1b -24.12 2.38 73.8 3.85  Insular Cortex 

1c -39.75 -3.88 47.4 3.68  Inferior Frontal Gyrus, pars opercularis 

2 29 2.38 54 5.56 4350 Superior Frontal Gyrus 

2a 22.75 14.88 54 4.51  Insular Cortex 
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3 7.12 -69.5 57.3 5.4 15565 Cingulate Gyrus, posterior division 

3a -14.75 -75.75 57.3 4.77  Angular Gyrus 

3b -33.5 -75.75 34.2 4.57  Angular Gyrus 

3c -8.5 -60.12 47.4 4.41  Cingulate Gyrus, posterior division 

4 -49.12 21.12 27.6 5.11 1998 Inferior Frontal Gyrus, pars triangularis 

5 -33.5 -53.88 37.5 5.08 6123 
Postcentral Gyrus, Supramarginal 
Gyrus, posterior division 

5a -42.88 -50.75 47.4 5.07  

Supramarginal Gyrus, posterior 
division 

5b -30.38 -44.5 37.5 4.07  Supramarginal Gyrus, anterior division 

6 -5.38 14.88 54 4.73 3222 Subcallosal Cortex 

6a 7.12 24.25 54 4.11  Insular Cortex 

7 41.5 27.38 24.3 4.5 3609 Superior Frontal Gyrus 

7a 44.62 8.62 34.2 4.26  Inferior Frontal Gyrus, pars opercularis 

7b 50.88 24.25 40.8 3.93  Superior Frontal Gyrus 

 

Table S2: Peak statistics and clusters sizes for the vertical T -map. Labels were 
automatically extracted from the Harvard-Oxford atlas, reporting the region with the 
highest probability from the coordinates.  

Vertical Run 

Cluster 
ID X Y Z 

Peak 
Stat 
(T) 

Cluster 
Size 
(mm3) Label 

1 60.25 -53.88 17.7 7.18 7927 
Supramarginal Gyrus, posterior 
division 

1a 54 -41.38 -2.1 5.62  

Middle Temporal Gyrus, posterior 
division 

1b 63.38 -38.25 -8.7 5.5  

Middle Temporal Gyrus, posterior 
division 

2 41.5 27.38 14.4 6.29 21269 Middle Frontal Gyrus 

2a 44.62 5.5 30.9 5.81  

Inferior Frontal Gyrus, pars 
opercularis 

2b 41.5 33.62 24.3 5.01  Superior Frontal Gyrus 

2c 29 -0.75 54 5  Superior Frontal Gyrus 

3 7.12 21.12 54 6.09 4898 Insular Cortex 

3a -5.38 11.75 57.3 4.02  Insular Cortex 

4 -36.62 -0.75 40.8 6 11053 
Inferior Frontal Gyrus, pars 
opercularis 

4a -24.12 -13.25 54 5.02  

Inferior Frontal Gyrus, pars 
opercularis 

4b -33.5 -3.88 57.3 4.84  Superior Frontal Gyrus 

4c -49.12 24.25 30.9 4.75  Superior Frontal Gyrus 

5 38.38 -57 57.3 5.39 33612 Angular Gyrus 

5a -36.62 -53.88 47.4 5.23  Postcentral Gyrus 

5b 19.62 -72.62 57.3 5.19  Angular Gyrus 

5c 35.25 -60.12 44.1 5.19  Angular Gyrus 

6 -39.75 21.12 -5.4 5.18 4382 Frontal Pole 

6a -33.5 24.25 1.2 4.89  Frontal Pole 

6b -27.25 18 -15.3 4.57  Cuneal Cortex 
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6c -42.88 24.25 11.1 4.29  Middle Frontal Gyrus 

 

S3 Correlation between fit-statistic and validity differences 
To test whether the size of the validity effect influenced the resulting fit-statistic, we correlated 
(using Pearson’s correlation) each permutation of error (R2, mean absolute error), model 
(Rescorla-Wagner), and run with the validity difference (mean RT invalid – mean RT valid). The 
R2-score was highly correlated with the validity difference, where the effect appeared to be 
stronger for the Rescorla-Wagner model than for the behavioral DCM. There was, however, no 
correlation with the mean absolute error (MAE). 

Table S3: Pearson’s Correlations between the validity difference and the different 
fit-statistics. 

Model Score Run r adj_r2 p-value BF10 

Rescorla 
Wagner 
 

MAE 
 

Horizontal 0.214 -0.037 0.294 0.410 

Vertical 0.112 -0.073 0.586 0.28 

R2 
 

Horizontal 0.817 0.639 < 0.001 5.06 * 107 

Vertical 0.854 0.706 < 0.001 4.86 * 108 

BDCM 
 

MAE 
 

Horizontal 0.232 -0.028 0.253 0.452 

Vertical 0.108 -0.074 0.600 0.277 

R2 
 

Horizontal 0.719 0.475 < 0.001 795.149 

Vertical 0.789 0.589 < 0.001 1.22 * 107 
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S4 Lesion analysis additional reporting 
We used a similar approach as before to compare the fit-statistics between the data with an 
increased self-inhibition and the regular models. The dampened model performed significantly 
worse than the original models, with the R2-score being particularly affected, while the mean 
absolute error remained relatively stable. This analysis showed why we ought to be cautious in 
the analysis of the lesion data results. 

Figure S2 is the analog to Figure 9 in the main manuscript, for lesions simulated for up-wards and 
down-wards orienting.  

 

Figure S1: Pearson correlation between the validity difference (y -axis) and the fit-statistics (x-
axis) for the two models, the different metrics (rows), and the two runs (columns).  

7.3. SUPPLEMENT 105



 

 

Figure S2: Validity effect for simulated reaction times for the vertical run, after brain lesions of different 
extent. An extent of 1 means that no lesion occurred, an exten t of 0 indicates that the region was fully 
disabled. Boxplots indicate the median of the data,  the IQR, and the minimum and maximum values .  
Outliers exceeded the 1.5 * IQR criterion.  
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S5 Connectivity matrices 
Figures S3-S6 displays the average connectivity strength of the (behavioral) dynamic causal 
modeling analysis. Connectivity parameters were averaged across participants. Inhibitory 
connections (A matrix diagonal) were exponentiated before averaging.  

 

 

 

Figure S3: The average strength of the DCM connectivity parameters of the horizontal run.  

 

Figure S4: The average strength of the DCM connectivity parameters of the vertical run.  
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8 | Behavioral DCM Additional

Analysis

One of the interesting results in “Simultaneous Modeling of Reaction Times and Brain

Dynamics in a Spatial Cuing Task”, is that I could separate vertical and horizontal runs

using behavioral dynamic causal modeling (bDCM) parameters, which was not possible

in previous analyses (Steinkamp, Vossel, et al., 2020). In this chapter I will further explore

which of bDCM’s parameters are important for the classification and further interrogate

bDCM and Rescorla-models.

8.1 Features Differentiating Horizontal and Vertical Orienting

In Figure 7.8 of Steinkamp, Fink, et al. (2020), I found that the sum of intrinsic (A matrix)

and modulatory (B matrix) effective connectivity parameters of bDCM encode necessary

information to separate vertical and horizontal runs. The addition of parameters mapping

to the behavioral response (hA) further improved classification performance and a smaller

additional performance boost can be gained by including parameters representing input

encoding (C).
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Figure 8.1: T-values of paired t-tests between bDCM parameters in the vertical and hori-

zontal run. Where t(25) = 2.787 is the cut-off for p < 0.01 (two-tailed) uncorrected.

The first analyses should elucidate, how effective connectivity of brain regions differs

between bDCM and DCM. In Figure 8.1, we see a paired t-test between the bDCM param-

eters of horizontal and vertical runs. Interestingly, there is only one significant difference

in parameters of the C matrix, indicating that right intraparietal sulcus (IPS) receives a

larger input in the horizontal run when compared to the vertical run — please note, that

the sum of A and B matrices entered the classification analysis and not the separate

matrices investigated here.

In the DCM analysis alone, we find a significant difference in the C matrix, related to

input in the left frontal eye-fields (FEF) (Figure 8.2), indicating that in the horizontal run,

there is less direct modulation when targets are presented. Especially, the relatively low t-

values in theB-matrices seem to represent the results of Steinkamp, Vossel, et al. (2020),

where no differences in effective connectivity between the two runs could be found.
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Figure 8.2: T-values of paired t-tests between DCM parameters in the vertical and hori-

zontal run. Where t(25) = 2.787 is the cut-off for p < 0.01 (two-tailed) uncorrected.

Table 8.1: The top five important features. For the training set (left) and for the hold-out

set (right). Edge connections (like “IPS-R to TPJ-R”) indicate important features in the

A + B matrix, for other features the corresponding matrix name is used as a prefix (e.g.

“hA_TPJ-R).

Features Importance Std

TPJ-R to IPS-R 0.108 0.039

IPS-R to TPJ-R 0.100 0.043

hA_IPS-L 0.081 0.032

IPS-R to IPS-L 0.074 0.039

hA_TPJ-L 0.073 0.031

Features Importance Std

IPS-R to TPJ-R 0.020 0.080

hA_IPS-L 0.018 0.080

IPS-L to TPJ-L 0.012 0.066

IPS-R to IPS-L 0.010 0.068

hA_TPJ-R 0.010 0.052

Based on the previous inference approaches, namely the paired t-test and the clas-

sification analysis in Steinkamp, Fink, et al. (2020), we still cannot conclude, which con-

nections are important for the separation of the two runs (Bzdok et al., 2020).

One way to estimate the contribution of each feature to the classification result is called

permutation importance, which is implemented in scikit-learn (Pedregosa et al., 2011).

Each feature’s contribution is estimated by shuffling (permuting) the feature and calculat-

ing the performance difference between the unperturbed and shuffled inputs (Breiman,

2001). Model fitting and calculation of feature importance followed the same rational as

in Steinkamp, Fink, et al. (2020), where I aggregated results over twenty different five-fold

cross-validation sets. Note in Table 8.1 that performance differences between the training

and test sets differ by an order of magnitude and that the standard deviations are very

large in the test-sets. This is most likely due to a larger variance in the small test sets of

5 participants. Still, the generalization importance on the right side is more important for

our interpretation.

8.2 Generalization

In Chapter 4, I discussed some requirements for a good computational model. Similarly to

machine learning models, computational models should generalize to unseen data, and

in the best case should be applicable to new conditions (Bzdok et al., 2018; Kriegeskorte

& Douglas, 2018).

Testing how the computational performance in new situations, additionally provides

us with a great tool to derive new hypothesis and guide new experiments through in silico
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simulations (Navarro, 2020; Smaldino, 2020).

Although applying Bayesian methods as a form of regularization and being a gener-

ative model, the DCM framework is more of a scaffolding to allow for interindividual dif-

ferences of participants. Thus, even though the network architecture might be the same

for the modeled task, parameters can differ widely, leading to poor generalization. We

see this in Figure 8.3, where bDCM does not generalize well from the horizontal to the

vertical run and vice versa. The models’ fit of the blood oxygen level-dependent (BOLD)

response, appears to have a higher confidence than the behavioral run, which might be

another sign for a large trial-to-trial variance in reaction times, which were discussed in

the second publication.
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Figure 8.3: Out-of-sample predictions of bDCM, DCM, and the Rescorla-Wagner model.

Pearson’s squared correlation coefficient is provided as an estimate of how well each of

the models generalizes to the other run (Out-of-Sample), when compared to the model

fitted on the same data (In-Sample). The squared Pearson correlation coefficient was

used over the R2 score, as we care more about the general dynamics of the prediction,

rather than the prediction of actual values. Why the R2 is generally preferred is discussed

in Poldrack et al. (2019).
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8.3 New Situations

A more interesting question, is how bDCM can be used in new situations, which means

stepping on the intervention rung of Pearl’s causal ladder. A straightforward new situation

is to change the cue-validity. Based on studies performed by Dombert et al. (2016) and

Vossel et al. (2006), we would predict, that the validity effect increases with higher cue-

validity, as it induces larger prediction errors. Again, the Rescorla-Wagner model can

be used in direct comparison, as it explicitly models how participants update their internal

state of the cue-validity through the learning rate (α) — which might be stable across runs.

Indeed, the Rescorla-Wagner performs as predicted, showing monotonic increase in the

validity difference with increasing cue-validity (Figure 8.4). bDCM, however, predicts a

clear improvement in average reaction times with higher cue-validity, but does not show

the predicted increase in the validity difference.
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Figure 8.4: Simulations for bDCM and the Rescorla-Wagner model when varying the

cue-validity of the inputs. In case of bDCM the input was again centered. Data is pooled

across the vertical and horizontal run. The upper row shows how the general reaction

times develop along the different cuing levels, the lower row shows the averaged reaction

time (across cuing levels) and the validity differences. Note, that each sub-plot has a

different y-axis!
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9.1 Attentional Orienting Along the Horizontal and Vertical

Meridian

In “Attentional reorientation along the meridians of the visual field: Are there different neu-

ral mechanisms at play?”, Steinkamp, Vossel, et al. (2020), I investigated how horizontal

and vertical orienting and reorienting is represented in the dorsal and ventral attention net-

works when participants perform Posner’s cuing task. For this, I designed an experiment

where participants oriented their attention in two runs either only along the vertical or hor-

izontal meridian. Distractor stimuli, however, always appeared in all non-target positions

at the four cardinalities, ensuring that perceptual qualities were the same between the two

runs. Initially, I expected differences in blood oxygen level-dependent (BOLD) amplitude

levels, as clinical conditions like neglect, which are more prevalent along the horizontal

meridian, indicate that there are differences between stimulus processing along the two

meridians. Not seeing these results, however, I used Bayesian inference and machine

learning methods on the volume of interest (VOI) level, to establish, whether there truly

is no effect. Additionally, I relied on dynamic causal modeling (DCM) for the analysis of

connectivity differences in reorienting during the vertical and horizontal run. Even based

on these more advanced analysis, I could not establish, differential activity between the

two tasks.

Based on these findings, I concluded that a horizontal-vertical anisotropy (HVA), often

observed in visual perception task, is probably due to intricacies of the visual system and

do not play a major role in spatial cuing tasks. Furthermore, I discussed the possibility that

attentional reorienting is not governed by spatial, but by higher order cognitive processes.

9.2 Simultaneous Modeling of Brain and Behavior

In “Simultaneous Modeling of Reaction Times and Brain Dynamics in a Spatial Cuing

Task”, I used the same data as in the study before, to create an integrative model (B. M.

Turner et al., 2017) of brain and behavioral responses (behavioral dynamic causal mod-

eling (bDCM)), which I compared to single modality models (DCM, Rescorla-Wagner

model). In a first step, I was able to show that bDCM could model responses at least

as well as the single modality models. Because DCM and bDCM have the same con-

ceptual basis, I did not further investigate the modeling of functional magnetic resonance

imaging (fMRI) data, but focused instead on the modeling of reaction time data, which

was the novel aspect of the study. I found that when compared to the Rescorla-Wagner

model, bDCM provides a better representation of the reaction time distribution. As bDCM

is a network model of brain dynamics and behavior, we can use the framework to see how

interference with the underlying brain network changes behavioral outputs. Unfortunately,

the insertion of artificial lesions proved more difficult than expected. On the other hand, I

could show that bDCM encodes more information than the other modalities, allowing the

differentiation of vertical from horizontal orienting.
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In my first study I used an adapted version of Posner’s cuing task to investigate whether

attentional processes differ along the visual field’s meridians. In the second study I used

the same data to explore a new computational modeling framework. Although both stud-

ies share the same underlying data, their approaches and goals are very different, so I

decided to split the discussion into a Visual Attention and a Computational Modeling part.

However, in the first study I also applied dynamic causal modeling (DCM) in a novel way,

whereas in the second study I investigated horizontal and vertical orienting further, so I

will try to discuss both studies in each part of the discussion.

10.1 Visual Attention

The first project’s main finding is a null-result: There are no significant differences be-

tween vertical and horizontal attentional orienting and reorienting regarding behavioral

and neural data, replicating results of previous studies investigating endogenous cuing

along the meridians (Macaluso & Patria, 2007; Rizzolatti et al., 1987).

10.1.1 Horizontal-vertical anisotropy

This null-finding can be surprising at a first glance, due to observations of pseudo-neglect

(Jewell & McCourt, 2000; Nicholls et al., 2004) and other studies reporting a strong

horizontal-vertical anisotropy (HVA) and visual field asymmetries (Carrasco et al., 2001;

Lemos et al., 2016; Mao et al., 2007). Furthermore, as altitudinal neglect appears to

be rare in comparison to hemispatial neglect (Beume et al., 2017; Heilman et al., 2000;

Karnath et al., 2011), I assumed there would be special components to horizontal versus

vertical reorienting of attention. While this is true, these differences are likely caused by

our visual system and are not due to attentional differences. This was elegantly shown

by Carrasco et al. (2001), who conducted multiple experiments using orientation discrim-

ination, detection, and localization tasks with Gabor stimuli (which were also used in my

experiment) at cardinal and oblique positions. They found that exogenous cuing leads

to a better performance overall, but did not interact with location, or other visual manip-

ulations. The HVA, however, could be manipulated by changing a stimulus’ perceptual

qualities (spatial frequency, eccentricity). As the HVA’s extend is correlated with the dis-

tribution of retinal Ganglion cells and photoreceptors, they concluded that asymmetrical

performance patterns along horizontal and vertical meridians is due to properties of our

visual system (Carrasco et al., 2001).

10.1.2 Perceptual asymmetries

Carrasco et al. (2001) also describe a vertical meridian asymmetry, where acuity is better

in the lower visual field when compared to the upper visual field. This non-uniform dis-

tribution of visual acuity, was referred to as visual performance fields (see left of Figure

10.1, after Barbot et al., 2020).

Next to upper-lower visual field asymmetries, left-right asymmetries have also been

reported. Mao et al. (2007) for example describe faster reaction times to targets in the left

visual field in a cued detection task. Since I pooled data across the meridians, it might
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Figure 10.1: Visual performance fields in Steinkamp, Fink, et al. (2020). On the left are

idealized visual performance fields for detection tasks, inspired by Barbot et al. (2020):

Performance is best along the horizontal meridian, and worst along the vertical meridian,

especially in the upper visual field. On the right data from my studies is shown. In the

upper row proportions of correct trials are provided, the lower row describes reaction times

in seconds. The left column displays valid and the right invalid trials. Diamonds describe

the averaged performance of individual participants to targets at the given cardinality.

Vertical lines describe the left-right asymmetries, whereas horizontal lines indicate the

upper-lower asymmetry. Black dashed lines are the group-average. Albeit large individual

differences and asymmetries, there appears to be no overall asymmetry on the group

level.

be possible that I averaged out within meridian asymmetries. To test for these effects, I

analyzed our data regarding location specific effect in my first and second project. Using

frequentist mixed effects models, I found a weak interaction between stimulus location

and attentional cuing in Steinkamp, Fink, et al. (2020), a main effect of cuing, but no main

effect of spatial location. In a previous analysis (not reported) in the first study, I however,

only found a main effect of cuing. As the latter analysis included two more participants

and used Bayesian methods, the observed interaction in the second study might not be as

reliable. See also Figure 10.1, which shows large individual differences in within meridian

asymmetries, but no group effect.

Although I have not found behavioral evidence for attentional asymmetries in the spa-

tial cuing task, it is useful for our further discussion to elucidate visual field asymmetries

along the vertical and horizontal meridians. As alluded to, Carrasco et al. (2001) attribute

lower and upper visual field asymmetries to physiological restrictions of the visual system.

The extent of these performance fields, can be probed by increasing a stimulus’ eccen-

tricity. Visual acuity decreases more slowly along the horizontal than along the vertical

meridian. While acuity decreases almost uniformly in the left and right peripheries, it de-

creases faster in the upper visual field, when compared to the lower visual field (Barbot
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et al., 2020; Kupers et al., 2019). Interestingly, HVA is most pronounced in the visual

field’s center (Abrams et al., 2012) and less pronounced at oblique positions (Abrams

et al., 2012; Barbot et al., 2020). Lower and upper visual field asymmetries, also exist

for stimulus properties. Participants are better in discriminating sets of stimuli regarding

color, hue, motion, contrast (Levine & McAnany, 2005), and spatial frequency (Carrasco

et al., 2001) when they are presented in the lower visual field. Depth and shape discrim-

ination, however, is better in the upper visual field (Levine & McAnany, 2005; Zito et al.,

2016). There appear to be no differences for orientation discrimination, which I have used

for my studies (Zito et al., 2016).

As there is neither behavioral evidence for a HVA, nor vertical asymmetries in my ex-

periments, this might be a sign that there were no perceptual differences between the

conditions. As stimuli were placed at relatively low eccentricities and an orientation dis-

crimination task was used, perceptual asymmetries were becoming even less likely (Car-

rasco et al., 1995; Zito et al., 2016). This means, that if I had found location specific effects

they would have been likely due to attentional (re)orienting and task processing, which I

was interested in, but not due to perceptual influences.

One has to note, however, that perceptual asymmetries can propagate to higher cog-

nitive domains. For example, vertical asymmetries can be found in short-term memory

tasks, that require the sampling of visual information (Montaser-Kouhsari & Carrasco,

2009). In contrast to Carrasco et al. (2001), it has also been shown that vertical asymme-

tries can be modulated by exogenous attention, for example in apparent contrasts (Fuller

et al., 2008).

These observations indicate that factors other than perceptual properties of the visual

system could also play a role in vertical meridian asymmetries and HVA. For example a

computational modeling study concluded that only about 10 % of the variance in vertical

acuity can be explained by retinal cell distributions (Kupers et al., 2019). The authors note,

however, that they did not model later processing stages in the visual system (Kupers et

al., 2019), which might further exacerbate perceptual asymmetries (Barbot et al., 2020).

Task asymmetries

Horizontal asymmetries, on the other hand, are highly unlikely due to asymmetries in

visual acuity (Kupers et al., 2019). In fact, some studies investigating visual performance

fields average behavioral responses to left and right stimuli, due to their high similarity

(Barbot et al., 2020). Thus, there has to be a different cause for horizontal asymmetries.

In a large replication study Brederoo et al. (2019) show horizontal asymmetries for a

multitude of tasks. For example, participants detect a face’s emotion quicker when the

stimulus is presented in the right as opposed to the left visual field. The opposite is true

when face similarity is judged. Other than vertical asymmetries, horizontal asymmetries

are often attributed to hemispheric lateralization of cognitive processes. We already

introduced, that spatial processing has a right hemispheric dominance (Mengotti et al.,

2020), so that we would expect faster processing of stimuli in the left visual field. We

can see this for example in line-bisection tasks and other examples of pseudo-neglect,

where the right visual field is less attended to (Jewell & McCourt, 2000; Klatt et al., 2020).

Faster reaction times to stimuli in the left visual field in the study by Mao et al. (2007),

might also be attributed to hemispheric lateralization.

Box 10.1: A future study

A very interesting observation has been made in hierarchical letter tasks. In such

a task stimuli consist of many small letters (for example “S”) which make up a
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larger letter (for example an “H”). These stimuli are also known as Navon figures

(Navon, 1977). Participants respond faster to the small letters (local processing)

when they are presented in the right visual field, compared to the left visual field.

When responding to large letters (global processing), however, they now respond

faster to stimuli in the left visual field (Brederoo et al., 2019). But there also appears

to be vertical asymmetry, so that local processing is better in the lower, and global

processing is better in the upper visual field (Christman, 1993).

While vertical asymmetries are explained with functional specialization of the upper

and lower visual fields (Christman, 1993), it is also possible that the asymmetry is

due to perceptual factors: small letters might interfere less with global processing

due to the lower visual acuity in the upper visual field.

In a further study, one might want to investigate the effect of exogenous and en-

dogenous cuing in combination with probabilistic cues, to investigate which factors

cause vertical and horizontal asymmetries. Here the focus would be on investi-

gating how within meridian asymmetries change when using trials without a cue,

with 100 % valid cues, predictive cues (70 %) and non-predictive cues (50 %). If

asymmetries disappear with predictive cues, it might be possible, that prediction

and control processes are becoming more dominant than perceptual processes,

speaking for a non-spatially restricted allocation of attention.

10.1.3 Reorienting

Furthermore, there is also no sign of horizontal asymmetries in my behavioral data. Which

indicates, that attention is deployed globally and not influenced by spatial constraints. But

it is possible, that, although there is no behavioral evidence, cortical representations could

still code for spatial location differently (Brederoo et al., 2019). I tested for visual field

effects in the first study’s functional magnetic resonance imaging (fMRI) data (Figure 6.6,

Steinkamp, Vossel, et al., 2020), where I only found evidence for location effects in valid

trials, which was restricted to extrastriate visual areas. Notably, I did not find significant

activations for upper visual field stimuli, which could be explained by a generally weaker

representation of the upper visual field in early visual areas, when compared to the lower

visual field (Hagler, 2014; Pitzalis et al., 1997)

While these results investigated visual field asymmetries, my main question in the first

project was about horizontal and vertical asymmetries in Posner’s cuing task. Neither

whole brain analysis nor a closer inspection on the volume of interest (VOI) level yielded

evidence of a between meridian effect for attentional orienting or reorienting (Steinkamp,

Vossel, et al., 2020). As non-significant results in statistical analysis can also be due to a

lack of statistical power, I further strengthened my conclusions by using machine learning

and computational modeling. Thus, I could show that activation patterns of intraparietal

sulcus (IPS), frontal eye-fields (FEF), and temporoparietal junction (TPJ) are so similar,

that a classifier of valid and invalid trials trained on one run can be applied to the other.

In a not further expanded side analysis, I also applied the classifier to an openly avail-

able data (see https://openneuro.org/datasets/ds000102/) provided by Kelly et al. (2008),

who recorded fMRI and behavioral data of participants who performed an Eriksen Flanker

task (Eriksen & Eriksen, 1974). The logistic regression model trained to separate valid

and invalid trials in my spatial-cuing data, could also be used to differentiate incongruent

from congruent trials in the Flanker task. This finding suggest that Eriksen and Posner

tasks tap into similar aspects of visual spatial attention (Chajut et al., 2009) and that neural

responses in invalid and valid trials possibly also code for conflict monitoring.

Conflict monitoring in Posner’s cuing task has been related to the right TPJ before

https://openneuro.org/datasets/ds000102/
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(Corbetta et al., 2008). My analysis, however, shows that also nodes of the dorsal atten-

tion network, as well as left TPJ might play a role. Next to my classification results, my

DCM analysis also shows that if swapped, modulations by invalid trials of either vertical

and horizontal runs, do not alter neural dynamics dramatically (Steinkamp, Vossel, et al.,

2020).

My conclusion, that attentional reorienting is likely not affected by perceptual influ-

ences, has been shared by another fMRI study (Macaluso & Patria, 2007). As fMRI has a

few limitations (see Box 10.2), it is important that other studies reach similar conclusions.

Eckstein et al. (2002) provided evidence using computational modeling, that the validity

effect in a Posner task is not influenced by the target’s perceptual properties. To under-

line this point: The Rescorla-Wagner model and similar models can describe reaction

time dynamics in a spatial cuing task very well, without including any spatial information

(Steinkamp, Fink, et al., 2020; Vossel, Mathys, et al., 2014). These models, however,

track the participants’ expectation of valid and invalid trials, indicating that higher level

cognitive processes are at play in attentional reorienting. Furthermore, the cuing or valid-

ity effect is not restricted to the visual domain. As mentioned in Chapter 2, several studies

have shown that expectations of cue validity can interact between modalities (Chambers

et al., 2007; Mengotti et al., 2018), so that this form of attention might not be restricted to

the visual domain (Treisman & Gelade, 1980).

As previously described, expectation monitoring is associated with the ventral atten-

tion network, especially right TPJ. A recent transcranial magnetic stimulation (TMS) study

also showed that right TPJ further plays a crucial role in updating and adjusting these

expectations with new information (Mengotti et al., 2017). This believe updating is not

limited to spatial attention, as lesions to right TPJ have also been shown to impair rule

updating behavior in other tasks (Danckert et al., 2012; Stöttinger et al., 2014).

Put together, my results support the notion that the ventral attention network’s role,

be it believe updating or expectation monitoring, is non-spatial, as I do not find difference

between vertical and horizontal reorienting and are able to show that activity patterns

coding for valid and invalid trials, as well as blood oxygen level-dependent (BOLD)

dynamics of attentional reorienting are very similar between the two runs. My studies

further soften the view of a strictly right hemispheric dominant ventral attention network,

as I have found that left TPJ is consistently activated by attentional reorienting and

appears to be an important node in the network models (Corbetta et al., 2008; Corbetta &

Shulman, 2011). Although, left hemispheric lesions to the ventral attention network lead

to less severe neglect symptoms, they are still present (Beume et al., 2017; Malherbe

et al., 2018). However, left TPJ might not only be involved in the monitoring of expectancy

violations, but could also track the occurrence of expected events (Mengotti et al., 2020;

Silvetti et al., 2016).

Box 10.2: Limitations: fMRI

Although, fMRI is ubiquitous in human neuroscience, the field is still maturing.

There are three major problem groups identified for fMRI studies.

Statistics: The majority of fMRI studies uses mass-univariate analyses, that is

calculating statistical tests for each voxel. As there are several thousands of vox-

els in a fMRI-volume, controlling for false-positives is paramount (recall the dead

salmon, Lyon, 2017) but also very difficult. For example, many fMRI studies might

have reported false positive results, because the default settings of a commonly

used software package were overly liberal (Eklund et al., 2016). Additionally, cer-

tain preprocessing decisions might inflate the false-positive rate in mass-univariate

analyses (Mueller et al., 2017). To alleviate these issues I used a standardized
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preprocessing pipeline (Esteban et al., 2019) and used permutation tests, which

appear to be more robust against false positives (Nichols & Holmes, 2002).

Sample Size: Small sample sizes are a common issue in psychology and neuro-

science research (c.f., B. O. Turner et al., 2018; Yarkoni, 2019). Although, warnings

against underpowered studies are widespread, sample sizes have only been slowly

increasing over the years, so that the sample size in my projects, is still above the

median (Szucs & Ioannidis, 2020). Still, the sample size is not ideal, so that I might

have missed differences between vertical and horizontal orienting due to low sta-

tistical power.

Researchers’ degrees of freedom: The final issue with fMRI as a method is the

large amount of degrees of freedom a researcher faces. Using different software

packages, software versions or even operating systems can have large effects on

a study’s results (Bowring et al., 2019). Although, some evidence indicates that the

software’s influence is not too large, interpretation of results also varies dramatically

between researchers. This was shown in a large study, in which seventy teams (in-

cluding myself) analyzed the same dataset, but could not agree on whether certain

brain areas were activated or not. More strikingly, the participating teams had no

stakes in the outcomes and were answering a priori hypotheses (Botvinik-Nezer

et al., 2020).

Orienting

As attentional reorienting has previously been discussed as a non-spatial process, the

previous results are not too surprising. Due to the functional specialization of the right

hemisphere in spatial attention tasks (Mengotti et al., 2020), I would have expected visual

field effects in the nodes of the dorsal attention network, even though I did not specifi-

cally investigate hemispheric asymmetries. But, there were also no signs of such effects

for attentional orienting (left versus right contrast, Figure 6.6, Steinkamp, Vossel, et al.,

2020).

Such results, however, are not necessarily at odds with current theories of neglect

(Macaluso & Patria, 2007). Next to Corbetta et al. (2008)’s ventral attention network

model, other theories describe neglect in terms of imbalanced functions of the dorsal at-

tention network. Heilman’s hemispatial theory (1979) proposes that the right hemisphere

does not only process the contralateral (left) but also the ipsilateral (right) visual field,

where the left hemisphere is constricted to the contralateral field. Thus, right hemispheric

lesions would lead to larger impairments (Duecker & Sack, 2015). Kinsbourne’s oppo-

nent process model (1977), however, puts left and right hemispheres in competition of

directing attention. Lesions on either side would therefore lead to imbalances (Duecker

& Sack, 2015). In a hybrid model, FEF might follow the hemispatial theory and IPS the

opponent process model (Duecker & Sack, 2015).

Although a hybrid model seems to be likely, the attribution of functions to IPS and

FEF, is debatable. For example, right IPS appears to extend attentional modulation to

the left visual field, whereas left IPS is restricted to the right visual field (Sheremata &

Silver, 2015). Results of my DCM analysis in the first study appear to corroborate this

idea (Figure 6.2), as I found that the connection between right and left IPS is more likely

to be modulated by invalid cuing, when compared to modulations in the opposite or both

directions, hinting at a dominant role of right IPS in attentional (re)orienting.
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10.1.4 Picking horizontal and vertical apart

The study by Sheremata and Silver (2015) also indicates, that we likely would need more

specialized methods to investigate modulations by visual fields in dorsal, or even ventral

attention networks (Dugué et al., 2018). On the other hand, my results also show that

the larger dynamics in the two networks are not affected by spatial locations. Except for

a rather unsuspected finding in Steinkamp, Fink, et al. (2020): Using features derived

from behavioral dynamic causal modeling (bDCM), I was able to differentiate whether a

participant’s model was used to model the vertical or horizontal run (Figure 7.8). As this

was not possible using features derived from other sources, these findings are not directly

at odds with the first project, but show that incorporating behavioral responses in DCM

appears to increase sensitivity to subtle task manipulations. In my additional analysis see

Table 8.1, page 112, I further found that connections between IPS and TPJ appear to be

most important to separate the two runs, as well as their output connections relating the

model’s dynamics to behavioral observations.

Unfortunately, this further analysis only tells us which features are important for clas-

sification, but does not provide more detail. However, I already found that right IPS in

the first study has been more strongly activated in vertical when compared to horizontal

trials. According to Fink et al. (2001), it is possible that the vertical direction of attention is

more difficult, thus leading to higher parietal activation in general. Furthermore, the bDCM

used in my study had twice the sampling rate than DCM, possibly being more sensitive to

small temporal variations in the BOLD response that differentiate horizontal and vertical

orienting runs. Variations, that might not become visible in more conventional analyses

like general linear model (GLM) contrasts of the BOLD response.

As can be seen in Chapter 8, Figure 8.3, bDCM is very prone to overfit to the training

data, so that also variations between the visual fields are included in the dynamics, without

being explicitly modeled. We can see this qualitatively in the artificial lesion analysis in

Steinkamp, Fink, et al. (2020). Changes to the validity effect in the horizontal run appear

to more closely follow the hemispheric asymmetries expected, whereas lesions in the

vertical run appear to lead to less visual field dependent asymmetries (see Figures 7.9

and 7.S2).

10.1.5 Horizontal and vertical neglect

The latter observation appears to be in line with the idea, that upper and lower visual

fields are more distributed across hemispheres, so that bilateral lesions are necessary

to inflict vertical neglect (Rapcsak et al., 1988; Shelton et al., 1990). However, there are

also interactions between the vertical meridian and hemispatial neglect. For example, the

lower left visual field is often more affected by neglect than the upper left visual field after

right hemispheric lesions (Pitzalis et al., 1997). A combination of left hemispatial neglect

and upper visual field neglect has also been reported after a lesion to the right temporal

cortex (Morris et al., 2020).

The unclear extent and locations of vertical neglect underline how diverse and dis-

tributed hemispatial neglect can be, typically affecting a wide range of cognitive processes

(Halligan et al., 2003; Heilman et al., 2000) and different aspects of spatial attention (Kar-

nath, 2015). To complicate things, lesions might not only affect attention systems, but also

visual pathways. Although, damage to the visual pathways comes with distinct symptoms

(Milner, 2017; Sheth & Young, 2016), it is possible that there are some interactions. For

example, damage to the visual pathways could explain why vertical asymmetries can di-

minish over time, if patients are given more time for exploration (Cazzoli et al., 2011; Müri

et al., 2009), horizontal asymmetries, however, persist. Because the disconnection of

brain areas through damage to white-matter tracts can explain a lot of different behavioral
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observations (Thiebaut de Schotten et al., 2020), it might be necessary for our under-

standing of neglect, to incorporate white matter connections more into the description of

cortical functional networks in future studies. For example, by combining functional and

anatomical data, it was possible to show that object and egocentric processing recruits

dorsal frontal areas differently, as distinct white matter tracts are involved (Szczepanski

et al., 2013). Paying attention to the anatomical networks as well might thus be able to

answer some of the many open questions regarding vertical neglect.

10.1.6 Attention conclusion

In my thesis I have worked out, that endogenous attention in a variant of Posner’s spatial

cuing task is likely uniformly distributed across the visual field. I found neither behavioral

nor neural evidence for differences between vertical and horizontal (re)orientation and

only very specialized analysis could tell the two runs apart. Thus, it is very likely that

neglect symptoms as observed by Posner et al. (1984) are caused by a hemispheric

imbalance of the left and right dorsal and ventral attention networks. Although there are

still many open questions regarding the origins of vertical neglect, I would assume that

interactions of vertical and horizontal neglect, as in free-viewing, would not extend to

our form of Posner’s spatial cuing task. I am furthermore confident in this assumption,

as my computational modeling analyses show that behavioral and neural dynamics of

attentional (re)orienting can be modeled without including stimulus locations, which is

further evidence that attentional reorienting is not a spatial process.

Still, it would be interesting to investigate vertical and horizontal extent in endoge-

nous, predictive cuing tasks in neglect patients. See Boxes 10.1 and 10.3 for further

considerations in future studies.

Box 10.3: Future directions

Larger networks: In my thesis I only included TPJ as part of the ventral attention

network (see more in Box 10.6), however, also inferior frontal gyrus (IFG) and mid-

dle frontal gyrus (MFG) play important roles in attentional reorienting (Vossel et al.,

2012). While my whole brain analyses did not reveal any differences between ver-

tical and horizontal orienting, I might have missed important network dynamics in

DCM and especially bDCM networks. In case of bDCM, it is possible that larger

and more realistic network models might provide more realistic results in the artifi-

cial lesion analysis. Furthermore, it might be interesting to increase the biological

validity of these network models by incorporating anatomical information, for ex-

ample by using tractography based priors for network connections (Stephan et al.,

2009). Paying closer attention to the white-matter connections between brain re-

gions and in the study of functional data, might also help us to better understand

what impact brain lesions have (Thiebaut de Schotten et al., 2020). On the other

hand, all brain regions included in my analyses are distributed along the superior

longitudinal fasciculus (SLF), the white matter tract commonly associated in neglect

(Thiebaut de Schotten et al., 2014), see Figure 2.4.

A question of time? A limiting factor in my work has been the low temporal reso-

lution of fMRI. Especially, as there is more and more evidence of a rhythmic sam-

pling of spatial attention (Fiebelkorn & Kastner, 2019). Methods like magnetoen-

cephalography, have been shown to have a relatively high spatial and very precise

temporal resolution. Applying such methods, could tell us about recurrenct and hi-

erachical interaction between the attentional networks, which are further important

to understand the role and function of specific brain areas. An inspiration might be



10.2. COMPUTATIONAL MODELING 125

found in studies by Gwilliams and King (2020) on visual processing and by Gordon

et al. (2019) on predictive coding in early visual areas.

Ecological validity: Since many laboratory experiments are stark abstractions of

real life situations, we cannot necessarily extend experimental conclusions to daily

life (Yarkoni, 2019). For example, we seldom orient attention covertly as it feels

more natural to move our eyes or heads, if we want to focus on something. Fur-

thermore, studies have shown that head position affects spatial reference frames,

which might be problematic for fMRI studies (Nicholls et al., 2006). Examples of

experiments with higher ecological validity come from sport-psychology, for exam-

ple investigating pseudo-neglect with large screens and tasks which are close to

soccer situations (Klatt et al., 2020). Furthermore, virtual reality can be used for

more ecologically valid situations, while having full control over the environment.

Which has for example been shown for a variant of Posner’s cuing task (Soret et

al., 2019). Finally, new computational techniques could help us to make sense of

large scale data-sets of neural and behavioral data in naturalistic settings (Musall

et al., 2019).

10.2 Computational Modeling

In my investigation of horizontal and vertical orienting, I often relied on creative applica-

tions of new methods and later investigated the unique insights bDCM can provide. In

this section, I will discuss how my work contributes to the advancement of neuroscientific

methods. To begin with a major motivation for this chapter, let me reiterate some key

concepts of computational modeling.

Ideally, computational modeling can help formulate our implicit theories in testable and

falsifiable mathematical frameworks (Guest & Martin, 2020). In turn, writing down and de-

veloping research using frameworks will also help us to come up with clearly formulated

theories of how we understand the world (Navarro, 2020). But in the last decades, a lack

of theory has been complained about in psychology and cognitive neuroscience (Fried,

2020; Lykken, 1991; Muthukrishna & Henrich, 2019). Psychophysics and visual attention

in psychology might be one exception, as multiple computational models have been pro-

posed for describing sensory decision processes (Ratcliff, 1978; Ratcliff &McKoon, 2008),

visual search (Wolfe, 2007), and even visual attention in general (Bundesen, 1990). As

our understanding of the brain is ever increasing, it might now be time to also integrate

neural observation into these behavioral theories (Buzsáki, 2020).

Although such an overarching theory for attentional orienting and reorienting in spatial

cuing paradigms is out of my work’s scope, I show that currently available analysis tools

can be used to develop and test theories of brain and behavior (see also Palminteri et al.,

2017). But let us start in more general terms with the DCM framework.

10.2.1 DCM framework

Most of my work is centered around the DCM framework and its extension bDCM. As

described in Chapter 5, the framework is commonly used to select a “winning” model

(architecture) from a set of candidate models and to infer effective connectivity parameters

about how brain areas are connected (Friston et al., 2017).

The conventional DCM analysis, however, has not been without its criticisms. For

example, model spaces in DCM are vast — growing exponentially with each additional

node — and results of Bayesian model selection can easily change depending on the
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number of models included in the selection procedure (Lohmann et al., 2012). Further-

more, Bayesian model selection can become overconfident if very diverse sets of models

are used (Oelrich et al., 2020). Although some criticism has been heavily refuted (Friston

et al., 2013), recent developments in the DCM framework try to alleviate these problems,

for example by very efficiently estimating large model spaces (Frässle et al., 2017; Friston

et al., 2016; Friston et al., 2018; Friston & Penny, 2011).

Still in my analysis, I experienced some problems with the conventional approach. I

found that Bayesian model selection was not very robust to changes in the input data and

did not converge on a single model (or model families). This might be caused by very

similar model architectures possibly causing an underconfidence, which is in contrast to

the aforementioned overconfidence (Oelrich et al., 2020). In the first project I solved this

issue by hierarchically selecting model families in multiple stages and finally averaging

the parameters in the winning family (Penny et al., 2010). While this approach can lead

to zero estimates in individual connectivity estimates, thus making group analysis more

difficult, it resulted in a stable and robust model selection, which I used to draw conclusions

about hemispheric asymmetry in attentional reorienting, discussed previously (Steinkamp,

Vossel, et al., 2020).
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Figure 10.2: Left the DCM architecture used in the first project, right the one used for DCM

and bDCM in the second project. The architecture on the left has been determined through

Bayesian model selection. Note the important difference between the two projects. In the

first project, both runs were included in one model, whereas in the second project, each

run got its own. The arrows in the lower part of the figure stress, what this means in terms

of my generalization analysis. The dotted arrows on the left indicate that the input was

present without any entries.

10.2.2 DCM as a computational model

Bayesian averaging of connectivity parameters possibly improved DCM’s generalizability,

by introducing another level of regularization. We see this in the fact, that I could swap

parameters coding for invalid trials of horizontal and vertical runs, without a significant

increase in prediction error (Steinkamp, Vossel, et al., 2020). Let us dwell on this analysis

for a bit.
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Here I incorporated two things often overlooked in DCM analysis. The first thing is to

test whether the DCM model is actually modeling the underlying data (Lohmann et al.,

2012). This is crucial, as we need to know whether the model does capture the BOLD

dynamics it was fitted to, otherwise the model would not be of much use (Palminteri et al.,

2017). A rule of thumb is that DCM should capture around 10 % of the variability in the

data (R2 > 0.1 criterion, Friston et al., 2013), which almost all models did in both of my

projects.

The second part of this analysis taps into a strength of DCM that tends to be over-

looked. As DCM is a generativemodeling framework, it does not only learn an input-output

mapping, as many machine learning and statistical models do, but it also contains knowl-

edge about the underlying distributions of the input data, which in part explains DCM’s

computational costs (Bishop, 2006, p. 43). Having a generative model, also means that

we can generate data for situations not previously observed.

In Steinkamp, Vossel, et al. (2020), I did this by swapping input-streams, so that

BOLD dynamics in invalid trials are generated by parameters originally fitted to the

respective other run (see Figure 10.2). Because the data simulated in the swapped

condition provided results better than random, I concluded, that attentional reorienting in

horizontal and vertical runs are very similar.

Box 10.4: Limitations: machine learning

Albeit careful considerations in the use of machine learning models, in the first and

especially in the second study, there are a number of caveats. The most glaring

one being sample size. Even with well devised cross-validation schemes, it is pos-

sible that scores like a model’s accuracy are overestimated (Varoquaux, 2017). In

general it is advised to use a sample of more than 200 participants in prediction

studies (Poldrack et al., 2019). Moreover, a separate test dataset would have been

useful to substantiate our claims, especially as the test-retest reliability of predictive

neuroimaging models (in a clinical context) has been very low (Elliott et al., 2020).

But as stated in the first part of the discussion, in an analysis which was not further

developed, I was able to show that the prediction of valid and invalid trials in the

Posner cuing task, could also be applied to classify congruent from incongruent

trials of an Eriksen Flanker paradigm (Eriksen & Eriksen, 1974; Kelly et al., 2008).

10.2.3 Interventions

This analysis was originally inspired by the predictive framework of machine learning,

where generalization across different conditions is the primary objective (Bzdok et al.,

2018; Efron, 2020). But it is important to stress a small difference between the general-

ization of the DCM model and the generalization of the logistic regression model used in

the first publication.

I used machine learning to strengthen statistical claims in the VOI analysis. In addition

to Bayesian inference, which only provided convincing evidence for an effect of cuing

condition, I further showed that the patterns of BOLD amplitudes in the six VOIs of one run

can not only predict the trial type (valid/invalid) with above chance performance for data in

the same run, but also that the model could be applied to the other run’s data. Indicating

that also multivariate patterns are equivalent between the two conditions (see Box 10.4

for a word of caution). Using machine learning inspired analysis to provide evidence for

equivalence between two conditions, is an interesting approach, when one deals with null

results, that could be used to support other Bayesian or frequentist analysis, aiming to

show an effect’s absence (c.f., Keysers et al., 2020; Lakens, 2017).
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The generalizability of regression models between runs, however, is different from the

generalizability shown by DCM. The regression models tests whether the underlying data

of the two conditions is similar, but DCM tests whether the same data generation process

is applicable to the two conditions. Referring to Box 4.1, this means that we stepped up

one rung of Pearl’s causal ladder (Pearl & Mackenzie, 2018), moving from inference to

intervention. I conducted an intervention onto our model, asking: What happens, if par-

ticipants did the horizontal and vertical run in a different order? And found that changing

the run’s order caused only a small decrease in model fit, indicating that neural dynamics

in both runs are very similar!

10.2.4 Counterfactuals

In my first study, evaluating the effect of our intervention was only possible, as we had

data for both runs. But if we have a general idea, about how observations change after

an intervention, we can simulate data for unseen conditions. Because changes in BOLD

dynamics can be difficult to interpret on their own, bDCM is a powerful tool, as it relates

interventions on the brain network level directly to behavior (Rigoux & Daunizeau, 2015).

Using interventions and knowing how behavior could change helps us to understand

the scope and limitations of a computational model (Palminteri et al., 2017). As the second

publication (Steinkamp, Fink, et al., 2020) was already very complex, I provided further

analysis for this in Chapter 8.

One intervention I was interested in, was about whether bDCM incorporates cue-

validity in a similar manner as the Rescorla-Wagner model. To do this, I simulated data

for both bDCM and the Rescorla-Wagner, with different proportions of invalid and valid

cues (from 50 % to 90 % cue-validity). Dombert et al. (2016) have shown, that the validity

effect increases with more predictable cues. If bDCM does model some form of internal

cue-validity and creates predictions of surprise, we should see a similar pattern in the

simulated reaction time data. The results of this analysis can be seen in Figure 8.4 on

page 114. While the Rescorla-Wagner model is showing the expected pattern, that the

validity effect increases, but the average reaction time remains stable (Dombert et al.,

2016), average reaction times In bDCM appear to decrease with higher cue-validity, while

the validity differences remain constant.

Although bDCM describes reaction time distributions generally better than the

Rescorla-Wagner model, it does not appear to be modeling participants’ probabilistic as-

sumptions. This analysis reveals a possible weakness of the DCM and bDCM framework

in terms of theoretical underpinning, when comparing the DCM framework to classical

computational models like the Rescorla-Wagner model. The latter has a strong back-

ground in behavioral observations and studies (Niv, 2020; Rescorla & Wagner, 1972),

explicitly describing the relationship between basic stimulus(cue)-response(target) map-

pings. In terms of Marr’s levels (Box 4.1), the Rescorla-Wagner model thus comprises

both the first and second levels. It is a clear description of why and what the process of

classical conditioning contains (which is applicable to Posner’s cuing task as well) and

describes how the learning process could be implemented algorithmically (Marr, 2010).

DCM and bDCM, on the other hand, is a modeling approach of the second and third level,

as it describes the algorithm of how hidden states can be related to measurable responses

and is a model of how the algorithm might be implemented in terms of connectivity be-

tween brain regions. It is a generalistic framework which can be applied easily to a wide

variety of situations, but does not necessarily describe the “why” of a cognitive process.

In the ideal case, one would be able to implement the computational theory behind be-

havioral models into DCM as well. For example, by incorporating another hidden state

which tracks the participants’ believes about cue-validity.
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10.2.5 Lesion analysis

What sets bDCM apart from pure cognitive models is the possibility to introduce artificial

lesions into the network dynamics (Rigoux & Daunizeau, 2015). Another second to third

order intervention according Pearl’s causal ladder, allowing us to ask: How would the

participant perform, if a brain region was damaged? In their original publication Rigoux

and Daunizeau (2015) presented convincing results that introducing artificial lesions into

the network model, leads to behavioral patterns that are congruent with the literature.

In our analysis, however, a few practical issues had to be overcome. While Rigoux

and Daunizeau (2015) and also Shaw et al. (2019) used binary behavioral responses,

the goal for my analysis was to apply bDCM to continuous data (i.e., reaction times).

Modeling continuous data, however, requires changes to the output function and the noise

model. After some experimentation, I decided to adapt the sigmoid function used for

binary classification. The sigmoid has exponential components and is non-negative, but

also restricts the output, thus being a good approximation of how we expect DCM’s hidden

states are related to reaction times. This also means that simulated reaction times are

limited to 0 s (unrealistically fast) and 3 s (a trial’s maximal duration). As artificial lesions in

our study introduced very large fluctuations in hidden states, several simulations oscillated

between these extreme values.

Reaching extreme values is not as problematic for binary responses, as it indicates

extremely confident decisions in either direction (as in Rigoux & Daunizeau, 2015). In

continuous predictions, however, it becomes increasingly difficult to interpret such values.

Thus, I applied a few strategies to introduce more numerical stability into the bDCM

model, which was necessary, as artificial lesions lead to large oscillations in hidden states,

sometimes approaching positive and negative infinity. To enforce higher numerical sta-

bility, I therefore increased the self-inhibitory connections, after the model was already

estimated. This step, however, lead to a significant reduction in model fit: Although lesion

analysis is now possible, the more stable model might have changed dramatically from

the model we wanted to interrogate.

A second step was to introduce gradual lesions instead of using absolute lesions

to investigate how decreases in a brain region’s function are related to behavior (see

Equation 5.10). Together these interventions enabled me to draw a few qualitative

conclusions about how horizontal and vertical runs differ in terms of how the validity

difference changes in response to lesion location and lesion extent.

Box 10.5: Limitations: DCM

It is necessary, to discuss additional limitations of my modeling approaches, possi-

bly affecting the claims’ validity, which have not been mentioned in the discussion.

(Under-)Complexity: By making an effort to keep dynamics in the model as stable

as possible (especially for bDCM), I refrained from incorporating non-linear dynam-

ics (Rigoux & Daunizeau, 2015; Stephan et al., 2008), although they were found to

have high model evidences during previous experimentation. On the other hand,

I used almost the full bilinear model (i.e. including all possible connections) in the

second project to investigate how invalid trials were modulating connections be-

tween brain regions. So it is possible, that the model space investigated here was

either too complex or not complex enough (c.f. Lohmann et al., 2012).

Stability: A second problem I observed, was that connectivity parameters and

Bayesian model selection were not robust to minimal changes to the model’s ar-

chitecture, different sets of nuisance regressors, voxel inclusion criterion, or VOI

size. One reason might be related to the software I used. In one study investi-
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gating the test-retest reliability of (resting-state) DCM, newer versions of the DCM

software implemented in SPM (Friston, 2007) lead to less reliable parameter esti-

mates and model selection (Frässle et al., 2015). It was further made clear, that

the prior distribution over the parameters can have dramatic effects on reliability

(Frässle et al., 2015). This newer version of DCM has been used in the first study,

with default settings. In the second study, however, I relied on a different software

package (VBA-Toolbox Daunizeau et al., 2014). As the VBA-toolbox closely fol-

lows SPM’s implementation, it is possible that the prior distributions are similarly

leading to models prone to over-fitting (i.e., less reliable models). Additionally, the

VBA-toolbox exposes many more options for the modeling and model inversion,

that SPM hides, posing another threat for overfitting (Cawley & Talbot, 2010).

Experimental design: One final issues is my experimental design, more specif-

ically the time between individual trials. As the hemodynamic response function

(HRF) of the BOLD signal is up to 12 s long, responses to different conditions

might be overlapping. In block designs the overlapping signals are less of a prob-

lem, which is why blocked designs are preferred for the use of DCM (Daunizeau

et al., 2011). Unfortunately, blocked designs are sub-optimal for Posner’s cuing

task. Although I tried to make the interval between trials as long as possible, we

had to find a balance, as participants grew tired when long intervals were used,

leading to a deterioration in performance. Thus, I had to use not ideally separable

conditions in our model, which possibly had a negative effect on our DCM analysis

(see Figure 3.1, page 19).

10.2.6 DCM and overfitting

In Chapter 8, I swapped — similarly to the first project — the horizontal and vertical run’s

input streams to simulated how DCM, bDCM, and Rescorla-Wagner models generalize

across runs. As one can see in Figure 8.3, generalization performance is very low. In

general, low generalization across runs would be a clear sign of overfitting, i.e. the model

is very good at representing the training data, but is not applicable to new settings (Bishop,

2006, p. 6ff).

Overfitting might indeed be an issue for bDCM and DCM due to their large amounts

of parameters. Even though DCM applies a Bayesian framework, which is claimed to be

more robust against overfitting than other optimization approaches (Bishop, 2006, chapter

1), in practice, no modeling approach is immune to it (Cawley & Talbot, 2010).

One factor, driving the overfitting in the second study, when compared to my first

project, might, be the underlying data. In Figure 8.3 it also becomes clear that BOLD

responses generalize slightly better to the opposite run than behavioral data. We might

thus conclude that the BOLD modeling was in general more robust between the two runs.

For behavioral responses, however, the Rescorla-Wagner model — which only has 4 as

opposed to 82 parameter — also does not generalize well.

A possible explanation is that reaction time data is highly variable. Arguably, the Pos-

ner cuing task is creating reliable effects on the group and individual level (Haines et al.,

2020; Hedge et al., 2017), however, trial by trial variability is high. I stress this observa-

tion in Steinkamp, Fink, et al. (2020)’s supplement. Figure 7.S1 shows that the size of the

validity effect is highly correlated with the R2 score, the error on the other hand is not. In

a sense, this means, if the participant is showing the expected dynamics, i.e., larger reac-

tion times in invalid trials, my models do represent these dynamics. This figure, however,

also shows that bDCM with its higher complexity possibly models other dynamics not in-

cluded in the Rescorla-Wagner model, as the correlation with the validity effect is not as
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strong. During the modeling I experimented with different strategies to normalize reaction

times, to no avail. For future studies, this also means that one has to pay attention to

reduce noise in the behavioral signal or try to incorporate noise sources in the model.

10.2.7 Generative embedding

Although the strong variations in reaction times might have a negative influence on the

computational modeling and bDCM’s generalizability, it could also provide unique oppor-

tunities. Because bDCM can be used to simulate artificial lesions, it was proposed to

be used to better understand and predict individual clinical outcomes (Price et al., 2017).

In the previous section, however, I have shown that there are a few practical hurdles,

especially, if one wants to use bDCM in combination with reaction times.

But, modeling subtle variations might put bDCM into a unique role for personalized

psychiatry (Stephan et al., 2017). Deriving a single model from a large group study

might allow us to create predictive models based on connectivity parameter to differentiate

healthy from patient groups. This approach is in contrast to the more common analysis of

using Bayesian model selection to identify differential model structures between patient

and control groups (Wu et al., 2014). Inverting the single model is therefore another form

of dimensionality reduction, which is particularly needed in neuroimaging research due to

the large amount of features and often small sample sizes (Mwangi et al., 2014). Genera-

tive modeling as a form of feature reduction has been termed generative embedding and

has been used to classify stroke patients and healthy controls (Brodersen, Haiss, et al.,

2011; Brodersen, Schofield, et al., 2011).

I used generative embedding in the second project as a proof of principle to differ-

entiate between vertical and horizontal runs. Interestingly, only parameters derived from

bDCM contained enough information to do so. Classification based on parameters of

DCM, the Rescorla-Wagner model, and cross-correlations of the BOLD timeseries did

not achieve above chance performance. Althoughmachine learning approaches are often

seen as “black-box”, especially, as in many cases prediction and generalizability are the

main goal (Efron, 2020), there are approaches to investigate which features are contribut-

ing the most to a prediction (Breiman, 2001). Interestingly, this is a different statement

than one of statistical significance, where the “most” significant parameters in a regres-

sion model are not necessarily the parameters contributing most to a prediction (Bzdok

et al., 2020). Using such models, I could then not only show that bDCM is allowing us to

differentiate between horizontal and vertical runs, but also that parameters related to IPS

and TPJ contribute the most.

10.2.8 Modeling: differences between the first and second project

The DCM approaches differed between the two projects. I here want to shortly discuss

the reasons for this.

In Steinkamp, Vossel, et al. (2020), the goal was to investigate horizontal and ver-

tical orienting, also in terms of a more conventional DCM analysis. Thus, I performed

model selection and classical inference on connectivity parameters. As I was especially

interested how modulations by invalid trials differed in this study, I decided to combine

horizontal and vertical runs (see Figure 10.2, left). In DCM terms this means, that the

same A matrix was used, and I could directly compare modulations by invalid trials in

each run’s B matrix. Setting up the model this way, also increases the generalizability of

the model, as only B matrices differed between runs and all dynamics shared the same

A matrix.

In my second project the goal was mainly to test bDCM on a spatial cuing task. To be

able to compare dynamics and parameters of DCM and bDCM, I decided to use a single
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“full” model of brain connectivity, leaving the pruning of non-necessary connections to

Bayesian self-regularization. This also circumvented the issue that each run and modality

had different winning models in Bayesian model selection. The test for generalizability

here is thus more difficult, as each run has its own (“full”) set of parameters (see Figure

10.2, right). This way, however, I could also apply generative embedding, to investigate

differences in parameter estimates.

Another notable difference between my projects is the software used. In the first

project, I used DCM implemented in SPM — the standard implementation — , whereas I

used the VBA-toolbox for my second project. Due to difference in the prior and hyperprior

distributions in the two studies, results are not necessarily comparable (see Box 10.5 for a

discussion on the effects of priors on model estimations). The biggest difference between

the two toolboxes, however, is the amount of control the user has on the model estimation.

10.2.9 Modeling conclusion

All models are wrong but some are more wrong than others.

(pastiche based on: Box, 1976; Orwell, 1945)

Guest and Martin, 2020

In conclusion, I extended and validated bDCM to the modeling of reaction time data

and provided an overview over the possible limitations and issues one faces when in-

corporating continuous data. Although I show that bDCM and DCM frameworks have

certain limitations in modeling details of cognitive processes, it is also good to remember

that instead of finding the most correct model, it is sometimes enough to have a work-

ing abstraction (Guest & Martin, 2020; Kriegeskorte & Douglas, 2018), as we see in the

application for generative embedding.

More importantly, I wanted to show, that the DCM framework has larger potentials

than using Bayesian model selection or parameter inference. Instead, I show that in-

verted DCM models can be used, tested, and falsified like regular computational models

(Palminteri et al., 2017). Taking this extra step in the analysis of neuroimaging data could

be a first solution to solve theoretical problems that have been identified in cognitive neu-

roscience research (Buzsáki, 2020; Muthukrishna & Henrich, 2019). By treating DCM

models as a computational theory could also entail that DCMs are shared for functional

and resting state data, so that other researchers could use them to simulate data and

interventions for their experiments, but also to falsify and adjust these models.

BDCM might play a special role here, as it can provide a bridge between com-

putational modeling in neuroscience and psychology, thus helping to understand the

interactions between brain and behavior. As bDCM is based on a commonly known

framework, it might facilitate the more widespread us of computational modeling in

cognitive neuroscience.

Box 10.6: Future directions for (b)DCM

As concluded, bDCM could be a great tool for the development of computational

theories of cognitive processes. But, I identified a few issues that might need to be

resolved first.

Numerical Stability: Both the VBA-Toolbox and SPM-DCM (in recent versions,

Frässle et al., 2015), appear to have issues with numerical stability and are prone

to overfit. One possible solution could be an empirical study to find a common

set of default priors over the connectivity parameters, that prevent models from

overfitting. For this I could imagine having a large, atlas based, connectivity matrix
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of anatomical (c.f. Stephan et al., 2009) and resting state data (Frässle et al., 2017),

where researchers could look up prior distributions for a variety of edges. This

approach could also lead to standardized VOIs and thus a higher comparability of

results.

Larger Model Spaces or Single Models: An interesting study could also be to

investigate, whether DCM should be used to empirically select a winning model

architecture, or whether researchers should rely on a few handcrafted hypothe-

sis driven models. In recent years there has been a development towards model

reduction and Parametric Bayesian approaches which can be used to efficiently

estimate large model spaces, but also lead to more stable inference, as prior dis-

tributions are moved towards group estimates (Friston et al., 2018). Other applica-

tions also aim at larger model spaces. For example, regression DCM reduces the

model inversion process to a linear regression, so that a model’s A and C matri-

ces can be quickly evaluated (Frässle et al., 2017). Other implementations try to

use specialized hardware and massive parallelization (Aponte et al., 2016). Hand

crafted and thoroughly interrogated model’s on the other hand might provide better

insights into the brain.

Testing and Validation: In the machine learning community and in computational

neuroscience more and more effort is put into the validation and testing of estab-

lished methods (Elliott et al., 2020). Possibly due to the small community, such

work is sparse for DCM, but is in my opinion very necessary. As mentioned, small

changes in the prior distributions can have huge impacts, so that researchers might

not be able to replicate previous results (Frässle et al., 2015). An effort striving for a

high validation and testing, is important, as DCM is a straightforward tool to create

computational models of brain dynamics and in bDCM also of behavior (Friston et

al., 2017; Rigoux & Daunizeau, 2015). Validation is especially important, as such

models might play a role in personalized medicine in the future (Price et al., 2017;

Stephan et al., 2017).
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11 | Conclusion

In my thesis, I used an adapted version of Posner’s cuing task to investigate (re)orienting

along the vertical and horizontal meridians and used it to create a simultaneous model of

brain and behavior.

There was little evidence for neuronal differences between vertical and horizontal

(re)orienting, replicating previous work (Fink et al., 2001; Macaluso & Patria, 2007). To be

more concrete neither on the behavioral nor on the level of blood oxygen level-dependent

(BOLD) amplitudes a differences could be shown. More importantly, by using dynamic

causal modeling (DCM) as a computational model, I could also show that dynamics be-

tween the two conditions are largely similar.

Thus, my work provides further evidence that endogenous attention can be deployed

uniformly across the visual field and that attentional processes are not influenced by per-

ceptual asymmetries, like the horizontal-vertical anisotropy (HVA) (Carrasco et al., 2001).

For our understanding of neglect, this also means that impairments observed in Posner’s

cuing task are due to hemispheric imbalances, that most likely do not interact with the

vertical meridian (Macaluso & Patria, 2007).

My results provide the starting points for new investigations. For attention research

it might thus be important to investigate whether endogenous cuing reveals visual per-

formance fields just like exogenous cuing (Barbot et al., 2020). For vertical neglect, my

work indicates that it might not be due to voluntary attentional processes, but driven by

interactions with perceptual processing, opening ventures for new research.

My second study provides a starting point for such research: Connections between

intraparietal sulcus (IPS) and temporoparietal junction (TPJ) appear to be predictive of the

orienting run. This result, however, is a proof of concept. More importantly, my second

project shows that behavioral dynamic causal modeling (bDCM) can be used for reaction

time data, extending its application to a wider audience.

I show in my thesis, that bDCM as a generalist framework does not necessarily model

the cognitive processes, we expect to be underlying Posner’s cuing task — whereas the

Rescorla-Wagner does —, I also show using generative embedding that it can be useful

for many other applications. For example in computational psychiatry, where incorporating

behavioral responses into a model of brain connectivity might further our understanding of

psychiatric disorders and might even be used in individual diagnoses (Price et al., 2017;

Stephan et al., 2017).

With my work on DCM in both projects I further hope to inspire a more conscious use

of the method. Treating DCM as a computational model and theory that generates new

data, can be refined, but also be falsified, could be an important step for more theory driven

work in cognitive neuroscience and therefore a countermeasure against generalizability

and reproducibility crises (Botvinik-Nezer et al., 2020; Buzsáki, 2020; Fried, 2020; Guest

& Martin, 2020; Muthukrishna & Henrich, 2019; Yarkoni & Braver, 2010).
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