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ABSTRACT

Two things about change are valid in any scenario; it will happen
and seldomly comes without challenges. That is also the case for or-
ganizations that must continuously change to tackle the increasing
complexity of systems and market pressure. Model-based Systems
Engineering (MBSE) is often suggested as a coping mechanism for
the challenges of engineering contemporary complex systems. It advo-
cates the integrated use of models throughout all phases of the system
development life-cycle. Although many practitioners agree with the
techniques’ potential benefits, companies struggle to achieve MBSE
adoption in a timely and effective way, diminishing investment re-
turns. Additionally, MBSE comprehensive coverage is a double-edged
sword, meaning teams struggle with selecting methods best aligned
with their adoption goal, i.e., not all MBSE methods are fit to deliver
the pursued benefits.

In this thesis, our contribution is four-fold. First, we perform a
study to investigate the forces that prevent or impede the adoption
of MBSE in embedded systems companies. We contrast the hindering
forces with issues and challenges driving these companies towards
introducing MBSE. Our results are based on 20 interviews with ex-
perts from 10 companies. Our findings show that forces preventing
MBSE adoption relate to immature tooling, uncertainty about the
return-on-investment, and fears on migrating existing data and pro-
cesses. On the other hand, MBSE adoption also has strong drivers,
and participants have high expectations mainly concerning managing
complexity, easily adhering to new regulations, and reducing costs.

Second, we aim to discover the best practices and strategies to
implement MBSE methods in embedded systems companies. Using
an inductive-deductive research approach, we conducted 14 semi-
structured interviews with experts from 10 companies. Moreover, we
analyzed the data and drew conclusions validated by practitioners
through an online questionnaire in a triangulation fashion. Our find-
ings are summarized in an empirically validated list of 18 best prac-
tices for MBSE adoption and a prioritized list of the six most important
best practices.

Third, we propose a method value ascription model to describe
elements and relations that play a significant role when a develop-
ment team considers which methods to adopt. The model comprises
the classic cost-benefit appraisal and relevant aspects such as context,
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adoption goal, and method characteristics. All other thesis contribu-
tions have relations to the model elements, thus, unifying the whole
work.

Last, we aim to relate goals driving MBSE method adoption and
candidate solutions, thus providing suggestions that highest yield the
expected benefits. For this means, we propose a goal-benefit model
and respective operationalization method. The model relates benefits
generated by MBSE methods with adoption goals and organization
context. Our approach delivers a prioritized list of MBSE methods
which can be transformed into an improvement roadmap. The ap-
proach was applied in six case studies in systems development teams
located in Germany and Brazil. It was assessed positively by the case
study participants, who confirmed that the approach indeed supports
goal-oriented MBSE method selection and improvement process. We
also provide a sensitivity analysis to validate the goal-benefit model.

We expect that our work brings new perspectives and venues for
the MBSE and process improvement research community and helps
practitioners in their never-ending quest to keep up with change.



ZUSAMMENFASSUNG

Zwei Dinge in Bezug auf Verdnderungen sind in jedem Szenario giil-
tig: Sie werden stattfinden und bringen zwangslaufig Herausforde-
rungen mit sich. Dies gilt auch fiir Unternehmen und Organisationen,
die zum einen die stindig steigende Komplexitidt von Softwaresyste-
men beherrschen miissen und zugleich dem Druck des Absatzmark-
tes unterliegen. Eine Methodik um die ingenieurtechnischen Heraus-
forderungen die im Rahmen der Entwicklung moderner komplexer
Softwaresysteme auftreten zu bewiltigen, ist das Modellbasierte Sys-
tems Engineering (MBSE). MBSE zielt darauf ab formale Modelle
durchgingig in alle Phasen des Softwareentwicklungsprozesses zu
integrieren. Obwohl die potenziellen Vorteile der MBSE Techniken in
der Praxis bekannt sind, haben Unternehmen Schwierigkeiten, MBSE
zeitnah und effektiv einzufiihren, was sich negativ auf das Kosten-
Nutzen-Verhdltnis auswirkt. Dartiber hinaus ist der flichendeckende
FEinsatz von MBSE ein zweischneidiges Schwert, da die Teams zum
einen mit der Auswahl der richtigen Methoden, die am besten zu
ihrem Adoptionsziel passen, kimpfen, zum anderen aber nicht alle
MBSE-Methoden geeignet sind, den angestrebten Nutzen zu liefern.

Der Beitrag dieser Arbeit ldsst sich in vier Schritte aufteilen. Im
ersten Schritt haben wir eine Studie durchgefiihrt um zu untersuchen
welche tibergeordneten Einfliisse die Einfithrung von MBSE in Unter-
nehmen verhindern oder erschweren. Die erschwerenden Einfliisse
stehen den Problemen und Herausforderungen in der Entwicklung
gegeniiber, die die Unternehmen motivieren MBSE zu adoptieren.
Unsere Ergebnisse basieren auf 20 Interviews mit Expert:innen aus
10 verschiedenen Unternehmen die eingebettete Systeme entwickeln.
Die Ergebnisse zeigen, dass unausgereifte Werkzeuge, Unsicherheiten
in Bezug auf das Kosten-Nutzen-Verhiltnis der MBSE Einfiihrung
und Angst vor der Migration bestehender Daten die Hauptgriinde
sind, MBSE Techniken nicht einzufiithren. Andererseits konnten auch
stark treibende Faktoren fiir die Einfithrung von MBSE identifiziert
werden und die Teilnehmer formulieren hohe Erwartungen, vor allem
in Bezug auf das Komplexitdtsmanagement, das einfachere Einhalten
neuer Regularien und die Reduzierung von Kosten.

Im zweiten Schritt extrahieren und beschreiben wir Strategien und
Best Practices um Methoden des MBSE in Unternehmen, die sich auf
eingebettete Systeme spezialisiert haben, zu implementieren. Unter
Verwendung eines induktiv-deduktiven Forschungsansatzes fiihrten
wir 14 semistrukturierte Interviews mit Expert:innen aus 10 Unterneh-
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men durch, analysierten die Daten und zogen Schlussfolgerungen, die
wiederum mittels einer Triangulationsmethode von Praktiker:innen
in Form eines Online-Fragebogens validiert wurden. Die Ergebnisse
sind in einer empirisch validierten Liste von 18 Best Practices fiir die
MBSE-Einfiihrung und einer priorisierten Liste der sex wichtigsten
Best Practices zusammengefasst.

Im dritten Schritt schlagen wir ein Modell fiir die Zuschreibung von
Methodenwerten vor, um Elemente und Beziehungen zu beschreiben,
die eine wichtige Rolle spielen, wenn ein Entwicklungsteam iiber-
legt, welche Methoden es tibernehmen soll. Das Modell umfasst die
klassische Kosten-Nutzen-Abwiagung und relevante Aspekte wie den
Kontext, das Ziel der Einfithrung und die Eigenschaften der Methode.
Alle anderen Beitrdge der Dissertation haben Beziehungen zu den
Modellelementen und vereinheitlichen so die gesamte Arbeit.

Schlussendlich setzen wir die Ziele, die die Einfithrung von MBSE-
Methoden vorantreiben, mit den Losungsvorschldgen in Beziehung,
um die Vorschldge mit dem hochsten erwartbaren Nutzen zu extrahie-
ren. Um dies zu erreichen présentieren wir ein Ziel-Nutzen-Modell
und eine entsprechende Operationalisierungsmethode. Das Modell
setzt den durch MBSE-Methoden generierten Nutzen mit den Adopti-
onszielen und dem Organisationskontext in Beziehung. Unser Ansatz
liefert eine priorisierte Liste von MBSE-Methoden, die in eine Road-
map zur Verbesserung der Entwicklungsprozess umgewandelt wer-
den kann. Um den Ansatz zu evaluieren wurde er im Rahmen von
sechs Fallstudien in verschiedenen Entwicklungsteams in Deutsch-
land sowie in Brasilien angewendet. Der Ansatz wurde von allen
Teilnehmer:innen durchweg positiv bewertet. Dies bestétigt, dass der
entwickelte Ansatz einen gewinnbringenden Beitrag zur zielgerich-
teten MBSE-Methodenauswahl- und Verbesserung liefert. Zuséatzlich
wurde der Ansatz in Form einer Sensitivitdtsanalyse validiert.

Wir erwarten, dass unsere Arbeit neue Perspektiven fiir die Wis-
senschaftscommunity im MBSE- und Prozessverbesserungs-Bereich
bringt und Praktiker:innen unterstiitzt die stindig wandelnden Her-
ausforderungen im dynamischen Umfeld der Softwareentwicklung
Zu meistern.
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INTRODUCTION

The topic of this thesis is Model-based Systems Engineering (MBSE)
maturity improvement in industry. In this chapter, we present the
reasons why teams are impelled to adopt MBSE methods (Section 1.1),
why adopting MBSE is not so trivial, and the value of its investiga-
tion (Section 1.2). In Section 1.3, we present the contributions of this
thesis towards solving the presented problems. In Section 1.4, we
present a summary of the research methods applied when investi-
gating the aforementioned problems. Finally, this thesis outline is
described in Section 1.5, and the material published during this thesis
work is presented in Section 1.6.

1.1 CONTEXT

Many development teams face problems with the increasing complex-
ity of software-intensive systems, their interdisciplinary development,
and the vast amount of mainly text-based specifications. Addition-
ally, as new functionalities are replicated by market competitors and
soon become a commodity, teams are pushed to deliver in less time to
gain competitive advantage, and nevertheless with top quality. These
systems are usually safety-critical, and a small misshapen can compro-
mise the whole organization’s image. All this needs to be addressed
at a global-dictated market-compatible cost which shrinks at every
new development cycle. For instance, an European car manufacturer
builds products having over 200 control units, delivering 400 func-
tionalities (e. g., breaking, accelerating, pedestrian collision mitigation,
audio, GPS), built-in 2.000 software components working with 10.000
signals. These are added 30.000 mechanical parts allowing a combina-
tion of 1.000.000 different types of vehicles (i. e., customization) which
can be selected on their website (Batejat, 2019).

A solution to cope with the problems mentioned above is Model-
based Systems Engineering (MBSE), whose methods are applied in the
conceptual design, continues throughout development and later life
cycle phases (INCOSE, 2007). MBSE is the formalized application of
modeling to support system requirements, design, analysis, verifica-
tion, and validation activities. In this approach, models (as opposed to
documents) serve as blueprints for developers to write code, provide
formalization, tackle complexity, and enhance the system’s under-
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standing. Specialized tools automate much of the non-creative work
(which translates to gains in productivity and quality) and generate
artifacts (e. g., code) based on the models. MBSE foster artifact reuse,
improves product quality, and shortens time to market (Carroll and
Malins, 2016).

However, MBSE is complex (as the problem types it proposes
to solve), making teams struggle to sow the benefits of the newly
adopted methods. Additionally, teams are resistant to change, and
managers are not sure which methods to adopt.

1.1.1  Model-based Systems Engineering

Model-based Systems Engineering (MBSE) is a term that predicates the
use of modeling to analyze and document critical aspects of systems
engineering. It is broad in scope, spanning the whole development
life-cycle, and covers levels from system-of-systems to individual com-
ponents. MBSE is a model-centric approach providing a single point
of truth reflected in a set of living artifacts.

Compared to document-centric development, MBSE supports engi-
neers with automation capabilities (e. ., code generation, document
derivation) and enhanced analysis capabilities (e. g., behavioral anal-
ysis, performance analysis, simulation). The use of models (and as-
sociated tools) brings benefits for product quality and process qual-
ity (Chaudron, Heijstek, and Nugroho, 2012).

UML and SysML are standardized graphical modeling languages
for MBSE to define different models, processes, procedures, and oper-
ations. While UML is predominantly used for software development,
SysML also encompasses the physical aspects of a system. Prominent
tool vendors, such as IBM, Oracle, Microsoft, or the Eclipse Founda-
tion offer tooling solutions for MBSE. More information on MBSE is
provided in Section 2.2.

1.2 PROBLEM STATEMENT

An increasing number of software-intensive cyber-physical systems
development teams recognize the complexity of integrating compo-
nents of heterogeneous domains, disciplines, and vendors (Vogelsang
et al., 2017). Additionally, fierce market competition pushes teams to
reinvent their processes to, at least, keep up with the never-ending
increasing demands.

MBSE has been proposed as a solution for aligning the engineering
process of these systems by using well-defined and agreed-on models
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consistently through all development phases and domains. Although
many practitioners agree with the arguments on MBSE methods’ poten-
tial benefits, companies struggle with their adoption. Process changes
are required in all system life-cycle phases, including a shift in the
development paradigm (i.e., abstract thinking (Hutchinson, Whittle,
and Rouncefield, 2014)) and new tools application. Projects are not
likely to meet their cost and delivery targets when adoption is carried
out poorly.

In any case, introducing process change in an already running and
established development team is not friction-less (Conner, 1993; Ham-
mer, 2007). Micromanagement is required to tackle hurdles and psy-
chological barriers, and this becomes more critical when it comes to
such a complex change as MBSE adoption (Vogelsang et al., 2017).
However, other methodologies, such as agile practices, have been
adopted much faster. So, what are the reasons and factors that pre-
vent or impede companies from adopting MBSE?

PROBLEM STATEMENT 1: We need to understand how to efficiently
introduce new MBSE methods in development teams.

Development teams adopt MBSE methods for many reasons. Some-
times their goal is to enhance the product’s properties (e.g., quality,
desirable functionalities). Perhaps they seek to increase the develop-
ment process efficiency (e.g., cost, lead time). Others might need to
tackle problems related to systems’ complexity (e.g., interdisciplinary
development, the vast amount of text-based specifications) (Vogelsang
et al., 2017).

MBSE offers methods for the whole system development life-cycle.
Specific MBSE methods and techniques may not be suitable in all situ-
ations, and with so many possibilities, it is hard to know which meth-
ods to adopt. Managers might be tempted to go for a low-hanging fruit
strategy, which is cheap, easy, and has high implementation success
rate. However, considering the adoption goal, will the team harvest
the expected benefits? If the answer is no, the initiative might feel like
a waste of time (i.e., new processes but same issues). Thus, there is
a need to assess which MBSE methods should be implemented ac-
cording to the team’s context, and considering associated costs and
benefits (Chaudron, Heijstek, and Nugroho, 2012).

The alignment importance with the team’s adoption goal is empha-
sized in a report released by the Project Management Institute (PMI)",
projects and programs that are aligned with a team’s strategy are
completed successfully more often than projects that are misaligned
(77% vs. 56%). At the same time, only 60% of strategic initiatives meet

1 https://www.pmi.org/
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their original goals and business intent. The report states that most
executives admit a disconnection between strategy formulation and
implementation (PMI, 2017).

The Model-based Systems Engineering Maturity Model (MBSE MM)
is a possible solution for the aforementioned issue. The MBSE MM
is a descriptive and prescriptive (Poppelbufs and Roglinger, 2011)
focus area maturity model (van Steenbergen et al., 2010, 2013). It is
descriptive because it can assess and describe the team’s current MBSE
capabilities. It is prescriptive because it provides a maturity path with
requirements; thus, one can see the possible next possible capabilities
to be adopted. Additionally, the complexity and pervasiveness of
MBSE are reflected in the six engineering functions and fifteen focus
areas of the MBSE MM. However, the MBSE MM does not provide any
systematic method to select improvement measures 1. e., it lacks built-
in contingency to guide tailoring (Conboy and Fitzgerald, 2010) such
as a decision calculus (Little, 1970; Peterson, 2017; Poppelbufs and
Roglinger, 2011) After assessing the maturity profile of a team, there
are still many possibilities to progress; therefore, the problem is only
partially addressed.

PROBLEM STATEMENT 2: We need a method to provide decision
support when selecting the MBSE methods that are most ap-
propriate for each team considering respective contextual char-
acteristics and adoption goal.

1.3 CONTRIBUTIONS OF THIS THESIS

This thesis goal can be summarized into investigating MBSE adoption
by development teams. We combined the specific study goals from
each chapter with the following three goals, which we address in this
thesis.

g1: Understanding the forces that drive MBSE adoption.

g2: Identifying strategies and best practices to increase the success
rate of MBSE adoption.

g3: Designing and evaluating an approach for selecting MBSE meth-
ods that yield the maximum benefit for a team according to
adoption goals and contextual characteristics.

In the following two subsections, we describe the contributions of
this thesis in detail. We differentiate between two types of contribu-
tions, namely Major contributions and Minor contributions. The former
is strictly related to the main goals driving the research, whilst the
latter are contributions required to achieve the former, but they do
not have enough substance to be categorized as the major contribu-
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tions. In this thesis, we provide the following solutions for the stated
problems:

1.3.1  Major contributions
In this subsection, we describe the major contributions of this thesis.

M1: FORCES THAT DRIVE OR PREVENT MODEL-BASED SYSTEMS
ENGINEERING ADOPTION IN THE EMBEDDED SYSTEMS INDUSTRY.
We investigate the forces that prevent or impede the adoption of MBSE
in companies that develop embedded software systems. We contrast
these hindering forces with issues and challenges that drive these
companies towards introducing MBSE. Our results are based on 20
interviews with experts from 10 organizations in Germany. We ana-
lyze the results utilizing thematic coding and categorize the identified
forces into inertia and anxiety forces, which prevent MBSE adoption,
as well as push and pull forces, which drive the companies towards
MBSE adoption. We frame the results with the coding of what the
interviewees considered as MBSE. Forces that prevent MBSE adoption
relate mainly to immature tooling, uncertainty about the return-on-
investment, and fears on migrating existing data and processes. On
the other hand, MBSE adoption also has strong drivers, and partici-
pants have high expectations mainly concerning managing complexity,
adhering to new regulations, and detecting bugs earlier. We observed
that the hindering forces are much more concrete and MBSE-specific
compared with the fostering forces, which are very generic (e.g., in-
crease in product quality, managing complexity, supporting reuse).
From this, we conclude that bad experiences and frustration about
MBSE adoption originate from misleading or too optimistic expecta-
tions. Nevertheless, companies should not underestimate the neces-
sary efforts for convincing employees and addressing their anxiety.
This major contribution is presented in Chapter 3.

M2: STRATEGIES AND BEST PRACTICES FOR MODEL-BASED SYS-
TEMS ENGINEERING ADOPTION IN EMBEDDED SYSTEMS INDUS-
TRY. Our goal was to find out what was tried, what worked, what
did not work, how the problems were solved, what can be recom-
mended, and what should be avoided when adopting MBSE in or-
ganizations that develop embedded systems. For this purpose, we
conducted 14 semi-structured interviews with experts from embed-
ded systems organizations. From these interviews, we extracted 18
best practices fitted for tackling MBSE adoption challenges. Sequen-
tially, we validated and prioritized the best practices with an online
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questionnaire answered by MBSE practitioners. Our findings provide
input for planning MBSE adoption based on the knowledge of prac-
titioners that went through the experience of implementing MBSE in
already established embedded systems development organizations.
This contribution is presented in Chapter 4.

M3: A METHOD VALUE ASCRIPTION MODEL. We propose a model
for method value ascription. MBSE encompasses many methods, and
deciding which ones are the most interesting for a team requires
proper value appraisal. Thus, understanding the mechanics of method
value ascription helps to deliver better decision-making for an effec-
tive MBSE adoption. Additionally, we relate the other contributions of
this thesis to the model elements. This contribution is presented in
Chapter 5.

M4: A GOAL-BENEFIT DECISION CALCULUS APPROACH TO SUP-
PORT MBSE METHODS SELECTION. We propose a decision calcu-
lus approach to prioritize candidate capabilities from the MBSE MM
according to the development team adoption goal and context. The
approach is composed of a model and an instantiation method. The
model breaks down the adoption goal into so-called competitive pri-
orities related to benefits afforded by capabilities upon their imple-
mentation. The instantiation method guides the weight assignment
of the model relations according to the relevance of the elements
towards their neighbors. According to the assigned weights, points
are distributed along the resulting graph, from the adoption goal to
the competitive priorities, benefits, and candidate capabilities. As a
result, candidate capabilities are prioritized according to the overall
points they collect, reflecting their relevance towards the adoption
goal and the team’s context. The approach was applied in six devel-
opment teams in Brazil and Germany, whose members evaluated the
approach helpful. This contribution can be broken down into:

e A goal-benefit decision calculus approach to support MBSE
methods selection. The approach is composed of:

- A goal-benefit meta-model that relates MBSE methods with
benefits, competitive priorities, and finally with the adop-
tion goal.

— A method for instantiating the meta-model and assign-
ing quantitative impact measures to the model’s relations,
which is used to derive a prioritized list of MBSE process
improvement candidates.
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¢ Qualitative and quantitative evaluations of the approach based
on six case studies and an analysis of the model.

We want to support teams when choosing which MBSE techniques
to adopt with this approach. This contribution is described in detail
in Chapter 6.

1.3.2 Minor contributions

This subsection describes contributions that support the main contri-
butions but could be considered less relevant or novel.

M1: ADAPTATION OF THE FORCES MODEL TO MBSE METHOD
ADOPTION. The forces model (Klement, 2018) was initially devised
to describe the forces that affect buyer decision towards new prod-
ucts. These are forces to have in mind when devising and promoting
products. We extended it and use it to describe the forces towards
method adoption, in special MBSE adoption. The re-purposing of this
framework in Chapter 3 is a minor contribution of this thesis.

M2: ELICITATION OF MODEL-BASED SYSTEMS ENGINEERING BEN-
EFITS. As part of the design of the MBSE goal-benefit meta-model
mentioned in the previous subsection, we needed to investigate in
the literature the tangible benefits that a team would enjoy upon the
MBSE method adoption. As a result, we elicited ten benefits which are
thoroughly described in Chapter 2.2.2.

M3: EXPERT ASSESSMENT OF MBSE MM CAPABILITIES AFFOR-
DANCES. As part of the approach creation from Chapter 6, we
asked five MBSE experts to assess the relationship between the capabil-
ities from the MBSE MM and the elicited MBSE benefits. The results can
be seen in Table 6.3 This assessment enriches the MBSE MM, which
can be bundle up with more information. Also, it sheds light on the
capabilities that can yield the highest benefits in general.

1.4 RESEARCH METHODOLOGY

The presented work was performed with the industry’s stark collab-
oration since our research questions explored gaps relevant to practi-
tioners. During our research, we employed some methods for acquir-
ing empirical evidence. These methods are briefly described in the
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following and are described in depth in the respective chapters. A
summary of methods and subjects can be seen in Table 1.1.

1.4.1 Interviews

Interviews were used as the primary source of empirical evidence in
major contributions Mz1: Forces that drive and prevent MBSE adoption
in the embedded systems industry (cf. Chapter 3) and M2: Strategies and
best practices for model-based systems engineering adoption in embedded
systems industry. (cf. Chapter 4). The method provides insights into
the examined topic and gives essential information to understand the
phenomenon in its real context (Dresch, Lacerda, and Antunes, 2015;
Runeson and Host, 2008). In both cases, we had an inductive and
exploratory goal (Shields and Rangarjan, 2013). The interviews were
conducted in a semi-structured fashion using a guide structured along
a funnel model (Bryman, 2015; Runeson and Host, 2008). They started
with general questions about the participant’s context, understanding
of MBSE concepts, and afterward going into detail about specific
topics such as employee training, MBSE integration, or experiences in
the past.

The interviews were analyzed using qualitative coding (Neuman,
2010) and managed using the qualitative data analysis tool ATLAS.ti*.
The analysis started with the involved researchers working on the
same small set of interviews. The results were discussed and merged
in a meeting to homogenize the codes understanding (Weston et al.,
2001) (i.e., what/how to look for). The remaining interviews were
tackled in a cross-analysis fashion.

1.4.2 Surveys

We used surveys in major contributions M2: Strategies and best practices
for Model-based systems engineering adoption in embedded systems industry.
(cf. Chapter 4) and My: A goal-benefit decision calculus approach to support
MBSE methods selection (cf. Chapter 6). They are shortly described in
the following paragraphs.

For contribution M2: Strategies and best practices for Model-based sys-
tems engineering adoption in embedded systems industry., we surveyed
MBSE practitioners to validate the elicited best practices in a deduc-
tive triangulation fashion. In the survey, we asked subjects to evaluate
their agreement towards the best practices. The survey was conducted

2 http://atlasti.com
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using Google Forms® and the respondents were screened from two
research projects mailing list, CrESt* and SPEDiT>, and two MBSE dis-
cussion groups from a business and employment-oriented social net-
work®. Our anonymous questionnaire had three parts. In the first part,
we asked for demographic data (team size, industry sector) and added
a yes/no question whether the respondent has ever participated or
observed some endeavor to introduce Model-based Engineering in a
team. We used this question to exclude respondents without proper
experience. In the second part, we asked the respondents to express
their agreement with each best practice using a Likert scale (Likert,
1932) with four levels: Strongly Disagree, Disagree, Agree, Strongly Agree.
Lastly, we asked the respondents to select up to five best practices
they considered most important. More details about this survey is
disclosed in Chapter 4.

For contribution My: A goal-benefit decision calculus approach to sup-
port MBSE methods selection, we performed a survey with MBSE spe-
cialists to assess which benefits adopted MBSE capabilities could af-
ford. In a single-round survey (Pan et al., 1996) fashion, five MBSE
experts were sent through e-mail a spreadsheet file containing a ca-
pability for each row and benefits for columns. They were asked to
state whether the capability could produce the benefit and to which
intensity. We collected their answers and aggregated the values using
the median. More details about this survey can be seen in Chapter 6.

1.4.3 Case studies

We conduct six case studies as part of contribution My: A goal-benefit
decision calculus approach to support MBSE methods selection (cf. Chap-
ter 6) to corroborate the fulfillment of the proposed approach design
requirements. In these case studies, we applied the approach in de-
velopment teams and collected their feedback about the delivered
results and the approach itself. The case studies were carried out in
Brazil and Germany and were selected from the author’s research
colleagues’ contacts. The participants were debriefed over the model
and the method in a pitch meeting to present the approach. Once all
tasks were performed, we held a meeting to present the results and
collect the participants” impressions of the approach.

3 https://www.google.com/forms/about/
4 https://crest.in.tum.de/
5 https://spedit.in.tum.de/
6 https://www.linkedin.com/
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Table 1.1: Data collection methods used in this thesis

Chapter ~ Methods Data Sources

Chapter 3 Stakeholder Interviews 20 participants
Chapter 4 Stakeholder Interviews 14 participants

Survey 40 participants
Chapter 6 Case study 6 development teams
Survey 5 participants

1.4.4 Categorization of research methods

We classify our studies according to dimensions proposed by (Rune-
son and Host, 2008) and (Stol and Fitzgerald, 2015), which aim to
classify research methods in software engineering and are explained
in the following:

e Obtrusiveness (O)
This dimension describes the researchers control level within a
study setting (e. g., variables, confounding factors).

¢ Generalization (G)
This dimension describes the results” applicability, either “uni-
versal” or “particular”.

e Research setting (RS)
This dimension classifies the study environment regarding its
realness. There are four categories to choose from, “natural” for
field studies, “contrived” for a more artificial, somewhat a re-
search lab environment, “no empirical setting” (e. g., derivation of
a conceptual framework from literature), and “setting indepen-
dent” which is fit for surveys with large sample size.

e Focus (F)
This dimension put emphasis on the most generalizable feature
of the study and it is divided in three categories, ‘actor’ (e. g., sur-
veys), “context” (e.g., field studies), and “behavior” (e. g., experi-
mental studies).

e Purpose (P)
The study purpose can be classified in four types, “exploratory”,

/i

“descriptive”, “explanatory”, and “improving”.
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The studies performed in this thesis can be classified in the presented
framework as described in Table 1.2.

Table 1.2: Categorization of the studies included in this thesis

(O) (G) (RS) (3] (P)
Chapter 3
Interviews unobtrusive particular natural behavior exploratory
Chapter 4
Interviews unobtrusive wuniversal natural behavior improving
Survey unobtrusive universal natural behavior descriptive
Chapter 6

Case study unobtrusive particular natural context explanatory

Survey unobtrusive particular natural context  descriptive

1.5 OUTLINE

This thesis is organized as explained in the following:

Chapter 2 (Foundational theory) presents the knowledge needed to
understand concepts and terminologies used throughout this thesis.
We explain the required concepts of MBSE, give an introduction on
Focus Area Maturity Models, and explain the MBSE MM.

Chapter 3 (Forces that drive or prevent Model-based Systems
Engineering adoption in the embedded systems industry) presents
an empirical study on the societal forces that hinder or foster
MBSE adoption. The study was based on 20 interviews made with
practitioners and seasoned researchers.

Chapter 4 (Strategies and best practices for Model-based Systems
Engineering adoption in embedded systems industry) presents 18
best practices that practitioners should adhere when adopting MBSE
for increased efficiency and efficacy.

Chapter 5 (Method value ascription) introduces a model to described
how teams ascribe value to adoption candidate methods according
to adoption goal, methods intrinsic characteristics, context and
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associated costs.

Chapter 6 (Goal-benefit decision calculus for MBSE method selection)
introduces a goal-benefit decision calculus method for selecting MBSE
methods based on the development team adoption goal and context.

Chapter 7 (State of the art) describes the current state of the art
structured along with the contributions of this thesis considering
empirical work on MBSE adoption, context modeling, goal modeling,
method selection, and Benefits Management.

Chapter 8 (Conclusions and outlook) summarizes this thesis by pre-
senting its contributions, limitations and directions for future work.

1.6 PUBLICATIONS

The work presented in this dissertation was developed between May
2017 and July 2020 at the Technical University of Berlin (Daimler
Center for Automotive Information Technology Innovations) and be-
tween August 2020 and May 2021 at the University of Cologne. In this
section, we present the work published during this time.

1.6.1  Core publications

Some ideas and representations have appeared in the publications
listed below:

e T. Amorim et al. (2019). “Strategies and Best Practices for
Model-based Systems Engineering Adoption in Embedded
Systems Industry.” In: Proceedings of the 41st ACM/IEEE Interna-
tional Conference on Software Engineering: Software Engineering in
Practice (ICSE-SEIP’19)

My contributions: As the first author, I wrote the whole
paper text, performed the interviews thematic coding together
with two other authors, elicited the best practices from the
codes and verbatim, and designed, conducted, and analyzed
the survey data. This paper was republished later in another
conference: T. Amorim et al. (2020). “Strategies and Best
Practices for MBSE Adoption in Embedded Systems Industry.”
In: Proceedings of the Software Engineering 2020, Fachtagung des
GI-Fachbereichs Softwaretechnik
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e A. Vogelsang et al. (2017). “Should I Stay or Should I Go? On
Forces that Drive and Prevent MBSE Adoption in the Embedded
Systems Industry.” In: Proceedings of the 18th International Confer-
ence of Product-Focused Software Process Improvement (PROFES’17)

My contributions: As the second author, I performed the
interviews thematic coding with two other authors and wrote
a significant part of the text, contributing with ideas for the
research methodology (e.g., cross-analysis of the interviews)
and data representation, such as diagrams and tables.

1.6.2 Additional publications

Following publications were developed during the aforementioned
period, but their topic differs from this thesis topic.

e A. Boll et al. (2021). “Characteristics, Potentials, and Limitations
of Open Source Simulink Projects for Empirical Research.” In:
Software and Systems Modeling

e H. Martin et al. (2020). “Combined automotive safety and se-
curity pattern engineering approach.” In: Reliability Engineering
and System Safety 198

e T. Amorim et al. (2017). “Systematic Pattern Approach for Safety
and Security Co-engineering in the Automotive Domain.” In:
Proceedings of the 36th International Conference on Computer Safety,
Reliability, and Security (SAFECOMP’17)

1.6.3 Supervised works

As part of this work, the following master theses were supervised by
the author and successfully completed:

e D. Biich, Unternehmensorientierte Optimierung des Entwick-
lungsprozesses anhand eines Reifegradmodells fur Modell-basiertes
Systems Engineering (Company-oriented optimization of the de-
velopment process using a maturity model for model-based sys-
tems engineering), Technische Universitit Berlin, 2018

e K. Miroshnichenko, Erweiterung eines MBSE Reifegradmodells um
Methoden zur Modellierung von Produktlinien (Extension of an
MBSE maturity model to include methods for modeling of prod-
uct lines), Technische Universitit Berlin, 2018
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This chapter presents the knowledge required to understand the work
presented in this thesis. In Section 2.1 we clarify terms that can have
many interpretations. In Section 2.2, we define MBSE, its characteris-
tics, and shed light on important aspects. In Section 2.3 we explain
what a maturity model is, discourse about different types and their
characteristics. In Section 2.4 we introduce the MBSE MM, which is part
of the approach presented in Chapter 6.

2.1 TERMINOLOGY
In this section, we clarify some terms used throughout this thesis.

ORGANIZATION companies, governments, non-governmental orga-
nizations, or development teams.

DEVELOPMENT TEAM any systems or software development team.
This term can also be referred to as only team.

PROCESS is a series of actions undertaken to achieve a result (Cam-
bridge University Press, 2020). In the context of this thesis, we use
the term process as in the development process, which is the set of
steps required to develop software or systems. A process encompasses
methods that are applied in tasks. A process can contain sub-processes.
For example Verification and Validation process is contained in the
System development process.

PROCESS IMPROVEMENT is the modification of the development
team’s current process to achieve more efficiency and effectiveness.
Improvement can be sometimes hard to measure locally, some pro-
cesses are labor-intensive, and at first, one could think that there was
no improvement, but this extra effort pays off in other phases of de-
velopment (i.e., extra analysis on early phases represents more effort
which compensates for less effort with design issues further on).

15
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MATURITY indicates the degree of development from an initial state
to a more skillful and capable state (Mettler and Winter, 2010). It
defines how complex a process is in process maturity, described on a
maturity model, in an ordinal capability scale.

MATURITY IMPROVEMENT is the adoption of methods that afford
a development team with more sophisticated capabilities.

METHOD are techniques and procedures applied in the execution
of processes. An approach performing a software/systems develop-
ment project, based on a specific way of thinking, consisting of guide-
lines, rules, and heuristics, structured systematically in terms of de-
velopment activities, with related development work products and
developer roles (played by humans or automated tools) (Brinkkemper,
Saeki, and Harmsen, 2001).

Method adoption is the adoption of a method by a development
team to improve its processes. Legacy methods with similar objectives
are dropped.

CAPABILITY is the ability to achieve a specific goal, making use of
the available resources (Bharadwaj, 2000).

MODEL is the description or specification of a system and its respec-
tive environment. A model is created to represent a specific category
of information (Miller and Mukerji, 2003) and is a simplification of
reality (Booch, Rumbaugh, and Jacobson, 2005). A model can be tex-
tual (e. g., programming language), purely graphical (e. g., electronic
diagram) or have both elements (e.g., UML diagram). The models
considered in this thesis are composed of drawings and text, which
can be in natural language or use a modeling language.

BENEFIT is a value created as a result of the successful completion
of a project (PMI, 2017) (e.g., process adoption). A benefit is: (1) al-
ways positive, (2) the goal of method adoption, and (3) contributes to
meeting at least one competitive priority. The benefits of MBSE adop-
tion are described further (cf. Section 2.2.2) and plays a pivotal role in
our approach (cf. Chapter 6).

ADOPTION GOAL is an envisioned development team’s future state
achieved through method adoption. It can be about changing (e.g., de-
veloping new lines of business, exploring new markets) or maintain-
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ing its current position relative to its market and competition (OMG,
2010).

2.2 MODEL-BASED SYSTEMS ENGINEERING

Model-based Systems Engineering (MBSE) is the formalized applica-
tion of modeling to support system requirements, design, analysis,
verification, and validation activities beginning in the conceptual de-
sign phase and continuing throughout development and later life cy-
cle phases (INCOSE, 2007). MBSE is a term that predicates modeling
to analyze and document critical aspects of the systems engineering
lifecycle. It is broad in scope, spanning the SE lifecycle, and covers
levels from system-of-systems to individual components. MBSE is a
model-centric approach providing a single point of truth reflected in
a set of living artifacts.

In traditional document-centric development, systems engineers
focus on the development of textual specifications and design docu-
mentation. MBSE fosters a coherent system model development con-
taining requirements, design, analysis, and verification information.
The model serves as a single-source-of-truth and is the primary artifact
produced by systems engineering tasks. Using the same model ele-
ments, the system model holds discipline-specific views of the system
(e. g., system behavior, software, hardware, safety, security) and creates
a common standards-based approach to design that can be program-
matically validated to remove inconsistencies. This feature improves
system analysis reducing the number of defect types commonly in-
jected in a traditional document-based approach. Additionally, the
system model provides consistent propagation of corrections and in-
corporation of new information and design decisions. Documenta-
tion, when needed, is generated from the system model (Kaslow et al.,
2017).

The use of models to support systems engineering started with the
Model Driven Architecture, which encompasses a set of Object Manage-
ment Group (OMG) standards. Later, the term Moldel-driven Devel-
opment (MDD) was coined for describing an approach for software
development that includes standards and methods to make the devel-
opment process faster, less prone to errors, and easier to understand.
Further, the Model-driven Engineering (MIDE) was created to include
engineering steps into the MDD. Finally, the Model-based Engineering
(MBE) was created to define any engineering performed using mod-
els.

The difference between model-based and model-driven is that arti-
facts are generated from models (i. e., like an automated step, implies

17
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MBE
MDE
MDD

MDA

Figure 2.1: Representation of modeling initiatives (Ameller, 2009).

automation) in the latter. In the former, models can also be used as
blueprints for developing the system. For instance, in model-driven
testing, the tests are generated from models. Thus, Model-based Engi-
neering (MBE) subsumes all other terms (cf. Figure 2.1).

Additionally, MBSE supports engineers with automation capabilities
(e.g., code generation, document derivation) and enhanced analysis ca-
pabilities (e.g., behavioral analysis, performance analysis, simulation).
MBSE is widely used in some application domains as an integral part
of development (Bone and Cloutier, 2010). Prominent tool vendors,
such as Matlab, IBM, Oracle, Microsoft, or the Eclipse Foundation,
offer tooling solutions for MBSE.

2.2.1  MBSE modeling languages

MBSE encompasses many modeling languages, being UML, SysML,
and Simulink the most popular ones. In the following paragraphs, we
describe their most significant characteristics.
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Figure 2.2: Hierarchy of UML 2.2 diagrams.

THE UNIFIED MODELING LANGUAGE is a graphical modeling
language for designing software. It may be used to visualize, spec-
ify, construct, and document the artifacts of software-intensive sys-
tems (Booch, Rumbaugh, and Jacobson, 2005). Unified Modeling Lan-
guage (UML) is appropriate for modeling different types of systems,
ranging from enterprise information systems to distributed Web-
based applications and even to hard real-time embedded systems.
It addresses the views needed to develop and then deploy systems.
The UML diagrams are divided into two types, namely structural and
behavioral. They are depicted in Figure 2.2

sysML (short for “Systems Modeling Language”) is a general-
purpose graphical modeling language for specifying, analyzing, de-
signing, and verifying complex systems that may include hardware,
software, information, personnel, procedures, and facilities (Fosse and
Bayer, 2016). It is a profile of UML 2 (i.e., a generic extension mecha-
nism for customizing UML models for particular domains and plat-
forms). It was developed by the SysML Partners” SysML Open Source
Specification Project in 2003 and was adapted and adopted by the
OMG in 2006. While UML is predominantly used for software devel-
opment, SysML also encompasses physical aspects of a system and
allows the integration of heterogeneous domains in a unified model
at a high abstraction level. The languages” graphical models are in-
tended to cover all development phases of a system. At the writing of
this thesis, the SysML version is 1.6.
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Figure 2.3: SysML diagram types, shown as a class diagram (MBSE and
SysML).

SIMULINK is a Matlab-based graphical programming environment
for modeling, simulating, and analyzing multi-domain dynamical sys-
tems. Its primary interface is a graphical block diagramming tool and
a customizable set of block libraries. Different kinds of blocks can be
connected via ports to transmit outputs and receive inputs, yielding a
data flow-oriented model. Subsystems are special blocks that contain
another Simulink diagram, thus enabling hierarchical modeling. Fig-
ure 2.4 shows an example of a Simulink diagram (taken from Minh,
Moustafa, and Tamre, 2017). The model shows a dual-clutch control
of an automatic transmission system of a vehicle with two separate
clutches. Blocks of various types are connected via signal lines. The
four smaller blocks on the left side are inport blocks, transporting
input values from the model’s context. One of them is the car’s cur-
rent speed (VehSpd), which is further processed to compute the next
gear shift. Also, three outport blocks (same symbol as inports but
with incoming signal lines) transport output values of the model to its
context. The four rectangular blocks shaded in gray are subsystems.
The subsystems are part of the model, and the contained behavior
can be displayed on request. The other shapes represent basic blocks
(i.e., non-composite blocks). The pentagon at the top (trq_dem) is a
goto block that transports its signal to some other part of the model
(to a point deeper in one of the subsystems). The triangle (Tmax) is a
gain block, which multiplies a signal with a constant. The black bar
is a multiplexer block, which combines inputs with the same data
type and complexity into a vector output. The rectangle with the label
“[o,1]” is a saturation block, which produces an output signal with the
input signal’s value bounded to some upper and lower values.
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Figure 2.4: Example of a Simulink block diagram modeling the dual-clutch
control of an automatic transmission system of a vehicle with two
separate clutches (Minh, Moustafa, and Tamre, 2017).

2.2.2  MBSE benefits

MBSE is vast; thus, one can speak of many benefits that can be har-
vested upon the adoption of its methods. Nevertheless, at the same
time, not all methods deliver the same benefits. Thus we see as a
fundamental part of understanding MBSE also understanding the per-
ceived associated benefits, and in a second moment, associate methods
to these benefits. For instance, Easier handling of complexity (Asan, Al-
brecht, and Bilgen, 2014) is a benefit generated by MBSE models and
tools that support impact, coverage, and consistency analysis. The
benefits associated with MBSE adoption considered in this thesis were
gathered through an extensive MBSE literature survey. The collection
and presentation of this information is a minor contribution of this
thesis and are listed below:

o Easier reuse of existing artifacts (Salimi and Salimi, 2017): Models
are known to improve reuse. Within the MBSE paradigm, func-
tions are encapsulated, have well-defined interfaces, and are
traced to diagrams that explain their usage. Reusing good qual-
ity artifacts improves the system’s quality by diminishing the
code subject to failure.

e Better communication (Hutchinson et al., 2011): Models enhance
stakeholders understanding. The many types of diagrams used
in MBSE represent different views of the systems and are less
ambiguous than the natural language used in document-based
artifacts. The models from different engineering areas are linked,
providing a better overview of the whole system. These charac-
teristics improve communication among stakeholders.
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o Better understanding of problem domain (Boehm, Gray, and Seewaldt,

1984): Using models, engineers can better grasp the problem at
hand, which leads to less “gold plating”, fewer missing features,
fewer validation issues, and requirements change.

Better understanding of solution space (Harvey and Liddy, 2014):
Models can represent more information to the eyes at once com-
pared to document-based specification, which requires thorough
skimming. Thus domains that developed reliable modeling op-
tions did not go back to document-based (e.g., circuit boards).
Product functions can be better selected, become market com-
petitive, and are eventually copied by competitors.

Better estimates (cost, the impact of req. changes) (Dabkowski et al.,
2013): Compared to the document-centric approach, MBSE shifts
part of the effort from development to design tasks; thus, engi-
neers get a good grasp of systems at early stages of the lifecycle.
This benefit allows more precise estimates (i.e., effort estima-
tion deviation gets lower while the deadline meeting rate gets
higher). Additionally, MBSE eases integration which contributes
to adherence to the estimates.

Less defects (McConnell, 2004): Employing MBSE can diminish de-
fects in various ways: test cases can be automatically generated,
defects due to inconsistency and test coverage are tackled by
traceability of elements, and reuse guarantees defect-free code.

Easier handling of complexity (Asan, Albrecht, and Bilgen, 2014): Cur-
rent systems are built with more control units than the previous
generation. Additionally, aggressive competition requires engi-
neers to combine functionalities to create new features, which
adds to the complexity (Vogelsang, 2019). MBSE addresses this
issue through traceability which allows automated checks, saves
information-seek effort, and decreases inconsistencies between
artifacts.

Improved verification & validation (McConnell, 2004): MBSE mod-
els can represent different views of a system, thus helping to
communicate better what is understood from stakeholders and
the environment. The traceability between the models enables
automatic verification. Validation is enhanced with better ways
to represent the requirements as well as simulations.



2.3 MATURITY MODELS

o Improved quality of specification (Fosse and Bayer, 2016): This bene-
tit is achieved through specialized tools that can perform many
types of analysis in models, i. e., incomplete and inconsistent re-
quirements can be automatically detected. Additionally, the myr-
iad of views provided by MBSE supports and amplifies human
thinking, reasoning, and cooperation (Bubenko and Kirikova,

1999).

e Efficient certification (Helle, 2012): Models ease the process of
generating (e.g., simulations), gathering (i.e., traceability) and
reusing evidence. The generation of documents for this means
can be automated.

2.3 MATURITY MODELS

Maturity models are used to assess the process maturity of a devel-
opment team and to guide further improvement. Two approaches for
implementing maturity models exist.

With a top-down approach, a fixed number of maturity stages or
levels is specified first and further corroborated with characteristics
(typically in the form of specific assessment items) that support the
initial assumptions about how maturity evolves. Prominent examples
of are CMMI (Kneuper, 2008) or SPICE (ISO/IEC, 2003).

When using a bottom-up approach, distinct characteristics or assess-
ment items are determined first and clustered in a second step into
maturity levels to induce a more general view of the different steps
of maturity evolution. They are distinguished from fixed-level matu-
rity models, such as CMM]I, in that they are suited to the incremental
improvement of functional domains. One class of these bottom-up
maturity models is the Focus Area type (van Steenbergen et al., 2010,
2013), where capabilities are defined for different focus areas and ar-
ranged in a progressing order that can be mapped to maturity levels
(cf. Figure 2.5). This type of maturity model effectively defines a do-
main and provides development teams with implementable practices
and processes. Maturity models from several application areas such
as Software Product Management or Enterprise Architecture employ
focus area design (see (Sanchez-Puchol and Pastor-Collado, 2017) for
a comprehensive survey).
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Figure 2.5: Focus area maturity model meta-model.

2.4 MODEL-BASED SYSTEMS ENGINEERING MATURITY MODEL

The MBSE MM was created during the project SPES2020". It is a focus
area maturity model which uses the SPES methodology (Broy et al.,
2012; Pohl et al.,, 2016) as a reference framework. In the MBSE MM,
functional domains are named engineering function to emphasize the
relation to engineering phases in the development process (cf. Fig-
ure 2.6). The MBSE MM consists of 6 engineering functions that group
a total of 15 focus areas addressing the different activities that models
can support.

Each focus area has a set of capabilities, indexed by A — G, which
describes a piece of an artifact or a capacity to perform methods (e.g.,
automatic analysis, simulate) onto these artifacts at different stages of
modeling support. The capabilities are positioned against each other
in a maturity matrix (cf. Figure 2.7). For example, the less mature ca-
pability (i.e., A) in the focus area Goal Modeling is “Stakeholder goals
regarding the function and quality of the system under consideration
have been identified and documented”. The following capabilities
of the focus area characterize increasing use and analysis of models
up to F: “The goal models are analyzed automatically in terms of
consistency, satisfiability, and completeness”.

1 http://spes2020.informatik.tu-muenchen.de/spes_xt-home.html
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Figure 2.6: MBSE MM engineering functions represented in the V-model.

Capabilities located in higher levels of maturity may depend on
capabilities on lower levels of maturity. Capabilities at the same level
have no dependencies among each other. The maturity level describes
how well MBSE practices are implemented. Improvement actions are
associated with the capabilities to guide the development team in the
incremental development of the engineering function. An overview
of the MBSE MM can be seen in Figure 2.7.

Regarding its possible use, maturity models can be descriptive, pre-
scriptive, or comparative (de Bruin et al., 2005). A maturity model is
said to be descriptive when used for assessing the development team’s
current state. If it suggests improvements, the model is prescriptive,
and when it can be used to compare the processes of different organi-
zations, it is also comparative. The MBSE MM is entirely descriptive
and partially prescriptive. Partially prescriptive because the model
lacks guidance on selecting the subsequent capabilities to implement.
It is not comparative because the MBSE MM was created to fit many
development contexts, and there is no need to achieve maturity levels.
Thus, some organizations might lack maturity in some focus areas
because of business goal misalignment.

2.4.1 Engineering functions and focus areas

The MBSE MM comprises six engineering functions with 15 focus areas.
The focus areas have different capabilities amount, as modeling is not
equally distributed over different engineering functions. For instance,
Requirements modeling has many practices while System Testing
and Integration has only a tiny amount. The engineering functions
and focus areas are depicted in Figure 2.7 and are described in the
following paragraphs:
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Figure 2.7: Overview of the Model-based Systems Engineering Maturity Model.
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CONTEXT ANALYSIS This engineering function groups capabili-
ties related to modeling and context analysis of the system-under-
development. The model differentiates two types of context:

o Operational Context encompasses actors and external systems
that interact with the system at runtime.

o Knowledge Context describes relevant sources of information for
the development of the system (e.g., stakeholders, standards,
laws).

REQUIREMENTS This engineering function encompasses capabili-
ties related to modeling and requirement analysis of the system-under-
development from different perspectives.

e Scoping contains capabilities related to understanding the re-
sponsibilities and features of the system.

e Goal Modeling refers to stakeholder goals and their interdepen-
dencies.

e Scenario Modeling addresses desired interaction patterns between
the system and its context entities.

e Requirements Specification contains capabilities related to specific
desired properties of the system at its interface.

SYSTEM FUNCTIONS Capabilities of this engineering function are
related to modeling and analyzing the system-under-development’s
user-observable functions (or features).

e System Function Modeling contains capabilities to provide an
overview of all functions and their interplay.

e System Function Specification refers to the maturity of a single
function specification.

e Event Chain Modeling addresses the necessary flow of informa-
tion within the system to implement a function.

e Mode Modeling contains capabilities related to describing opera-
tional states of the system and their transitions.

ARCHITECTURE Capabilities related to modeling and analyzing
the internal architecture of the system-under-development in terms of
interacting (logical) components.

o Logical Architecture Modeling contains capabilities providing an
overview over all components and their interplay.

e Logical Component Modeling refers to the specification maturity
of components.
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TECHNICAL IMPLEMENTATION Capabilities related to model-
ing and analyzing the technical architecture of the system-under-
development in terms of physical devices and their communication.

o Technical Architecture Modeling contains capabilities to provide an
overview of all technical components and their communication
(e.g., electronic computing units (ECUs), bus systems, sensors,
actuators).

o Technical Component Modeling refers to the specification maturity
of technical components.

INTEGRATION AND TESTING Capabilities related to modeling and
analyzing testing and integration activities.

e System Behavior Testing contains capabilities to test desired be-
havior of the system-under-development.

o System Quality Testing refers to testing desired qualities (a.k.a.
non-function properties) of the system-under-development.

The capabilities of the MBSE MM are listed in Table A.2 and the
positioning of the capabilities according to maturity levels is depicted
in Table A.1.

2.4.2 Capabilities

The engineering functions have one or more focus areas, which are
sliced into several capability levels. The capability levels are described
using letters (e.g,. ‘A’, ‘B’, ‘C’), and the alphabetic order defines the
maturity of the capability, being the ones that appear earlier of lower
maturity (i.e., refinement, formalism, automation) compared to ones
that appear later. The granularity of the capabilities was defined to
consider small development steps towards the most mature focus area
capability (the longest being eight maturity levels). The description
of the capabilities defines either (1) how the information is stored
(documents or models) or (2) how the information can be manipu-
lated (static or dynamic analysis). The following capability types are
described in the model.

o identified and documented: this capability type is usually per-
formed using natural language and non-MBSE oriented tools.
Such tasks encompass eliciting information from external
sources as well as refinement and further development of ex-
isting artifacts. Although these capabilities do not employ mod-
els or specialized tools, the information acquired is needed for
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more mature ones. For instance: “The vision of the system under
consideration is identified and documented” - Scoping SCO A.

e modeled: information is modeled using computer-aided design
tools and formal languages. For instance: “Objectives, sub-goals
and their interrelationships are modeled” - Goal Modeling GOM E.

e is executable: this activity allows the design tool to execute the
models. For instance: “The behavior of the logical components is
described so that it is executable” - Logical Component Modeling
LCM E.

o analyzed automatically: properties of the system (e.g., inconsis-
tency, incompleteness) are analyzed automatically using tool
support. For instance: “The behavior of individual groups of log-
ical components is analyzed automatically” - Logical Architecture
Modeling LAM F.

e generated automatically: based on models; artifacts are automati-
cally generated using tool support (e.g., code, documents, other
models). For instance: “The mapping of SW elements (resource-
consuming elements) to the given execution platform (resource-
providing elements) is generated automatically (deployment model)”
- Deployment DEP C.

e can be simulated: capabilities of this type enable model simula-
tion, allowing engineers to identify design errors. For instance:
“The model of the system functions can be simulated together with a
description of the context” - System Function Modeling SFM D.

All capabilities, when adopted, add new procedures to the set of
existing ones, except for capabilities of the modeled type, which some
will replace existing tasks. A description of all MBSE MM capabilities
can be seen in Table A.2.






FORCES THAT DRIVE OR PREVENT MODEL-BASED
SYSTEMS ENGINEERING ADOPTION IN EMBEDDED
SYSTEMS INDUSTRY

MBSE comprises a set of models and techniques that is often suggested
as a solution to cope with the challenges of engineering complex sys-
tems. Although many practitioners agree on the techniques” potential
benefits, companies struggle with the adoption of MBSE. In this chap-
ter, we investigate the forces that prevent or impede the adoption of
MBSE in companies that develop embedded software systems. We
contrast the hindering forces with issues and challenges that drive
these companies towards introducing MBSE. Our results are based
on 20 interviews with experts from 10 organizations. Through ex-
ploratory research, we analyze the results employing thematic coding.
Forces that prevent MBSE adoption relate mainly to immature tooling,
uncertainty about the return-on-investment, and fears on migrating
existing data and processes. On the other hand, MBSE adoption also
has strong drivers, and participants have high expectations mainly
concerning managing complexity, adhering to new regulations, and
reducing costs. We conclude that bad experiences and frustration
about MBSE adoption originate from false or too high expectations.
Nevertheless, companies should not underestimate the necessary ef-
forts for convincing employees and addressing their anxiety.

This chapter is based on previous publication (Vogelsang et al.,
2017).

3.1 INTRODUCTION

Model-based Systems Engineering (MBSE) describes models and
model-based techniques to develop complex systems, which are
mainly driven by software (Broy et al., 2012). MBSE tackles those
systems’ complexity through an interrelated set of models, which con-
nects all development activities and provides comprehensive analyses.
Many companies face problems with the increasing complexity of
software-intensive systems, their interdisciplinary development, and
the massive amount of mainly text-based specifications. Such hur-
dles are especially true for embedded software systems (Broy, 2006).
Model-based techniques offer a solution to managing these problems,
and companies are attracted to its benefits.
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Despite the envisioned MBSE benefits, companies are struggling
with implementing their methods within development teams. Of
course, organizational change is never easy (Conner, 1993; Hammer,
2007); however other methodologies, such as agile practices, have been
adopted much faster. So, what are the reasons and factors that prevent
or impede companies from adopting MBSE?

In this chapter, we investigate the forces that prevent or impede
the adoption of MBSE in companies that develop embedded systems.
We contrast forces that hinder its adoption with forces that drive
companies towards introducing MBSE.

Our results are based on 20 interviews with experts from 10 organi-
zations in Germany. We analyze the results through thematic coding
and categorize the identified forces into inertia and anxiety forces,
which prevent MBSE adoption, and push and pull forces, which drive
the companies towards MBSE adoption. We frame the results with the
coding of what the interviewees considered as MBSE. Our scientific
contributions are the following:

e We present a set of hindering and fostering forces on MBSE
adoption in the industry. These results were extracted from in-
terviews with 20 experts from 10 organizations located in Ger-
many.

e We analyze these forces to differentiate between MBSE specific
forces and forces inherent to any kind of methodological change.

Forces that prevent MBSE adoption relate mainly to immature
tooling, uncertainty about the return-on-investment, and fears on
migrating existing data and processes. On the other hand, MBSE
adoption also has strong drivers, and participants have high ex-
pectations mainly concerning managing complexity, adhering to
new regulations, and detecting bugs earlier. We observed that the
hindering forces are much more concrete and MBSE-specific than
the fostering forces, which are often very generic (e. g., increase in
product quality, managing complexity, supporting reuse). Frequently,
the interviewees could not even tell why or which part of MBSE
contributes to the expected benefits.

From this, we conclude that bad experiences and frustration about
MBSE adoption originate from false or too high expectations. Never-
theless, companies should not underestimate the necessary efforts for
convincing employees and addressing their anxiety.
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3.2 FORCES ON MBSE ADOPTION

In studies of customer demand and motivation, there is a model called
Forces of Progress (Klement, 2018), which is used to define the emo-
tional forces that generate and shape customers” high-level demand
for a product. In this model, there are two groups of opposing forces.
One group, which works to generate demand, is composed of two
forces, namely push and pull. The other group is responsible for reduc-
ing and blocking demand and is also composed of two forces, namely
inertin and anxiety. These forces are felt by customers differently while
searching, choosing, and using a new product.

Likewise, when development teams face process change, their as-
sociates experience similar forces towards the endeavor, which is no
different for MBSE adoption. In the following, we explain how these
forces play when considering organizational change and their relation
to the topic of this chapter.

3.2.1  Push force

Change does not take place while the current solution works fine.
When this is not the case, the push force comes into play. The push
force is generated by feeling that things currently are not sufficient
anymore, either because the environment changed or the shortcom-
ings of the current methods are not satisfactory. Then development
teams feel impelled to change, to seek something else that might work
better. Push can be internal or external:

o Internal Push this force emanates from frustration with the cur-
rent way of doing things. Rather, they experienced a combina-
tion of circumstances that made them think, “I don't like how
things are; I want to make a change”. In a systems engineering
development team, bottlenecks in the current process are phe-
nomena delivering push force.

o External Push the outside world is forcing development teams to
change. Something in the environment changed, and the old way
of solving their problems needs to change. New requirements
from stakeholders are examples of how this force is triggered
(e.g., compliance with regulations).
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3.2.2  Pull force

While push force starts the change movement, the pull force steers
and directs it. There are two kinds of pull forces:

o An idea of better life Development teams do not change for the
sake of changing; they do to help make their lives better. When
they have the right methods for their problem, they can do
things they could not before. The idea of this better life is what
pulls them to take action. For instance, managers hear about the
benefits of MBSE thus seeking to adopt it to keep competitive
within its market.

o Preference for a particular solution Self-improvement motivates
development teams to begin searching for and using a new so-
lution; however, many factors play a role while choosing one.
The context of the pull force shapes the desire to change, thus
affecting the choosing criteria. Considering MBSE context, this
force will steer an organization to select some specific method
or tool.

3.2.3 Anxiety force

The anxiety force is associated with how or if a novel solution can
deliver the expected benefits. It can happen in two situations, first,
before deciding which solution should the selected, and later while
familiarity with the product requires time. These two types are de-
scribed in the following:

o Anuxiety-in-choice, which boils up to feelings of uncertainty about
whether a particular novel solution will deliver the expected
benefits and help us achieve our goals. After the choice is made,
the anxiety-in-choice largely vanishes, and the second type of
anxiety might kick in. Managers feel this force due to unsureness
of the efficacy of the new methods and if the methods are truly
delivering the expected benefits.

o Anxiety-in-use. This form of anxiety takes place, as the name
says, during the use of the solution and is generated by some
properties of the new solution that we are not completely com-
fortable with it. Engineers used to the old way of doing things
are prone to feel this force with the new methods when they get
frustrated in some activity.
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3.2.4 Inertia force

Inertia, as the name says, is the tendency to do nothing or to remain
unchanged. Inertia is experienced in two different ways:

e Habits-in-choice are the forces that prevent development teams
from switching the current way of doing things to a novel way.
This force is experienced at the decision time for the new so-
lution. The possible cumbersome needed translation of file for-
mats between new and old tools is an example of a situation
that triggers habits-in-choice.

e Habits-in-use is a force that takes place after the solution is im-
plemented. Individuals start to use the solutions as planned,
but sometimes they start to go slowly back to the old ways of
doing things. These phenomena happen because keeping their
old habits is easier. For instance, engineers might still use doc-
uments in parallel to the models to store information. In order
to overcome this force, engineers should be helped to drop old
habits and develop new ones (e. g., training).

We created a quadrant diagram that groups the forces according
to triggers and forces type (cf. Figure 3.2). On the vertical axis, we
categorize the forces in two types, either hindering or fostering MBSE
adoption. On the horizontal axis, we describe the triggers of these
forces, either due to events in the present (i.e., Current Situation) or
due to events in the future (i. e., Envisioned Solution). Additionally, we
placed the forces in a timeline that displays the event of organizational
change to depict when each force kicks in (cf. 3.1). Two events are
depicted in this timeline, namely Decision to change and New solution
in place.

3.3 STUDY APPROACH

In this section, we describe how the study was designed and con-
ducted.

3.3.1 Research questions

We structure our research by two research questions that focus on
hindering and fostering forces of MBSE adoption.

e RQo: What means model-based engineering for practitioners?
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Figure 3.2: MBSE adoption forces diagram.

e RQ1: What are perceived forces that prevent MBSE adoption in
the industry?

— RQz1.1: What are habits and inertia that prevent MBSE adop-
tion?

- RQ1.2: What are anxiety factors that prevent MBSE adop-
tion?

e RQ2: What are the perceived forces that foster MBSE adoption
in the industry?

— RQ2.1: What are the perceived issues that push the industry
towards MBSE?

— RQ2.2: What MBSE benefits are perceived as most attrac-
tive?

3.3.2 Research design

This work is an exploratory research (Shields and Rangarjan, 2013) based
on semi-structured interviews. The method provides insights into the
examined topic and gives essential information to understand the
phenomenon in its real context (Dresch, Lacerda, and Antunes, 2015;
Runeson and Host, 2008). For performing the interviews, we devel-
oped an interview guide (Bryman, 2015). The interview guide was
structured along a funnel model (Runeson and Host, 2008) starting
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with general questions about the participant’s context, understanding
of MBSE concepts, and afterward going into detail about specific top-
ics such as employee training, MBSE integration, or experiences in the
past.

3.3.3 Study participants

The interview participants were selected from personal contacts of the
authors and industrial partners that participate in a German research
project’ that has a focus on MBSE adoption in practice. The intervie-
wee selection was based on two criteria: First, the interviewee should
have several years of work experience. Second, the interviewee should
work in an environment where MBSE adoption is a realistic option.
In our case, we, therefore, restricted the group of interviewees to peo-
ple working on embedded systems or in the context of embedded
systems. Interviewees did not need to have adopted MBSE in their
context; however, 13 of the 20 interviewees stated that they already
have experiences in adopting MBSE. Table 3.1 provides an overview
of the participants and their context. The interviews were conducted
by two of the authors from May to December 2016.

3.3.4 Interviews

There were 20 face-to-face interviews. Every interview took around
one hour. In consent with the interviewee, the interviewer took notes
for detailed analysis. All interview notes were managed using the
qualitative data analysis tool ATLAS.ti*. The interview guideline can
be seen in Appendix B.

3.3.5 Analysis

Three researchers analyzed the interviews using qualitative cod-
ing (Neuman, 2010). Neither of them participated in the interview
phase. The study was framed using the framework of Forces on MBSE
Adoption (see Section 3.2) with the following codes: {Push, Pull, Inertia,
Anxiety}. The analysis started with all three researchers working on
the same five interviews. The results were later discussed and merged
in a meeting. The discussions helped to homogenize the codes among
the researchers (Weston et al., 2001) (i.e., what/how to look for on
each force). The remaining 15 interviews were tackled in a cross-

1 https://spedit.in.tum.de/
2 http://atlasti.com
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Table 3.1: Study participants

ID Industry Type of Role of MBSE
Sector Company Participant Attitude
P1  Tool vendor OEM Technical Sales neutral
P2  Tool vendor Academic Professor neutral
P3 R&D ser- SME Manager neutral
vices
P4  Automotive = OEM Head of Development positive
P5s  Automotive = OEM Systems Engineer neutral
P6  Medical SME Head of SW Development positive
P7  Medical SME Head of QA positive
P8  Automotive  Supplier Function Architect negative
Pg  Automotive = OEM SW Architect neutral
P10 Automotive = OEM Function Architect positive
P11 Research Academic  Professor negative
P12 Avionics Supplier = Technical Project Man- neutral
ager
P13 Automotive Supplier = Developer positive
P14 Avionics OEM SW Developer neutral
P15 Avionics Supplier SW Developer negative
P16 Avionics OEM Team Lead neutral
P17 Electronics OEM Head of SW Development neutral
P18 Avionics SME Head of System Engineer- negative
ing
P19 Robotics OEM Team Lead positive
P20 Automotive OEM Research and Develop- negative

ment
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analysis fashion (cf. Figure 3.3). The interviews were divided equally
into three groups (A, B, C), and each researcher coded the interview
transcripts of two groups (i.e., AB, BC, or AC) individually the same
way as before. Then, each researcher merged the results and judged
existing conflicts of the group he did not work on (a researcher coding
interviews of groups AB merged the results of interviews in group C).
In a round with all three researchers, the unresolved conflicts were
ironed out. Finally, the codes were divided into three groups {Pull, In-
ertia, (Anxiety, Push)} and each researcher worked on the quotations
of codes of a group individually, performing open coding to create
second-level codes (cf. Figure 3.4). We present the results in Section 3.4
by reporting the codes with the number of related quotations and the
number of interviews in which the code appeared. The quotations’
number indicates the code’s significance overall interviews, and the
number of interviews indicates the pervasiveness of the code within
the interviews. The codebook can be seen in Appendix D.

3.3.6 Threats to validity

The validity of our results are subject to the following threats:

Subject selection bias. Since this is an exploratory study, we selected
a convenience sample of project partners and friends as study subjects.
Although we selected study participants from a broad spectrum of
companies and industrial domains, the results may be influenced by
the fact that all study participants work in Germany. Additionally,
the interviewees were selected from an environment where MBSE
adoption is a realistic option.

Researcher bias. Our study was carried out in the context of a project
on transferring MBSE into practice, which means that the authors
have a positive attitude towards MBSE in general. Additionally, some
interviewees are also partners in this project; however, we interviewed
people from companies not involved in the project. In order to reduce
researcher bias, the interviews were conducted by two researchers
who took notes independently.

Reactivity refers to how much of the observations are caused because
the interviewers are present. Investigators can impact both the en-
vironment and the people being observed. Getting rid of reactivity
threats is impossible; however, the investigator should be aware of it
and how it influences what is observed. Thus, validity is threatened by
the possibility of misunderstandings between interviewees and the re-
searchers. In order to minimize this risk, the study goal was explained
to the participants before the interview. Steps taken to improve the
reliability of the interview guide included a review and a pilot test.
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Figure 3.4: Analysis process to retrieve the second level codes from the inter-
views.

We followed several strategies proposed by Maxwell (Maxwell, 2012)
to mitigate the threats. The interviews were conducted as part of a
larger project, where we established a long-term involvement of the
study subjects. As part of this, we presented our study in the project
context, where the project partners reviewed the results. We substan-
tiate our assertions by providing quasi-statistics on the frequency of
code occurrences in the interview data. To further validate our results,
we compared them with existing studies on development methodology
adoption.

External validity. We expect that our results represent the German
embedded systems industry; however, we cannot generalize the re-
sults to other countries or other types of systems engineering.

3.4 RESULTS

In this section, we present the results of our study. In the following
subsection, we present an overview of the results and the definition
of MBSE according to the study’s participants. Further, we describe
how each force influences the adoption of MBSE supported by the
verbatim of the interviews.
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Figure 3.5: Number of quotations related to MBSE adoption forces.

3.4.1  Overview

In total, we coded 242 quotations. Their distribution between the
forces can be seen in Figure 3.5. The fostering (131 times) and hin-
dering (111) forces were mentioned to a similar amount. Quotations
categorized as pull (94) are almost triple of push (37). These num-
bers can be compared to the quotations on inertia (51) and anxiety
(58). Overall, pull forces were coded most, representing 39% of all
quotations.

To analyze the general attitude of a participant towards MBSE adop-
tion, we divided the number of coded quotations related to fostering
forces (push and pull) by the total number of quotations coded for
that participant. We considered a participant to have a positive atti-
tude when fostering forces was higher than 60%, a neutral attitude
for ratios between 60% and 40%, and a negative attitude for a ratio
smaller than 40%. As depicted in Table 3.1, we had a relatively bal-
anced set of participants concerning MBSE attitude. For 9 out of the
20 interviews, we coded a similar number of fostering and hinder-
ing forces (i.e., neutral attitude). In 6 interviews, the fostering forces
dominated (i. e., positive attitude), and in 5 interviews, the hindering
forces dominated (i. e., negative attitude).

The results of the last step of the coding process generated similar
codes in different categories (e. g., Tooling Shortcomings from Anxiety
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category and Immature tooling or Incompatibility with existing tools,
both from Inertia category). Although similar names, these codes
encompass disjoint characteristics, and their coexistence serves a pur-
pose. All codes created during the analysis can be seen in Figure 3.6.

3.4.2 Definition of MBSE

In this section, we try to answer RQo: What means model-based engineer-
ing for practitioners?. In the interviews, we did not refer to any specific
MBSE approach. We did this on purpose to identify forces indepen-
dent from any concrete technique or tooling. Additionally, comparing
the results would have been much harder due to the large variety of
MBSE approaches and flavors. Nevertheless, we asked the intervie-
wees to define MBSE. The result can be seen in Figure 3.7, where a
word cloud representation of terms mentioned more than two times
is depicted.

The word cloud shows the close association of MBSE with graphi-
cal models. Especially graphic descriptions of architectures and pro-
cesses were mentioned several times. However, some interviewees
mentioned that “graphical representation is only a part of MBSE, not
everything” (P12) and others pointed out that MBSE should not be
deformed to graphical programming. The only reference to a specific
instance of MBSE in the word cloud is given by Simulink. Simulink3
is a widely used tool in the embedded systems domain for model-
ing, simulating, and analyzing dynamic systems. Interestingly, the
interviewees mentioned that using Simulink is not considered as do-
ing MBSE (e. §., P4:"Pure implementation with Simulink is graphical pro-
gramming, not MBSE.”, P16:“Simulink is model-based engineering but not
model-based systems engineering”). UML/SysML, which we expected
to appear more often in the characterization of MBSE, was only men-
tioned rarely; however, notation was mentioned several times. The
term information model was used a few times as an essential part of
an MBSE approach. Py: “A core topic of MBSE is the information model
that specifies and relates all development artifacts.” Apart from that, the
interviewees frequently mentioned several well-known properties re-
lated to MBSE, such as abstraction, formalization, and comprehension. In
summary, the results show that our interviewees were not biased by
a specific MBSE flavor or approach that they previously had in mind
when answering our questions. However, the variety of answers also
shows that MBSE is still far away from common understanding.

3 https://de.mathworks.com/products/simulink.html


https://de.mathworks.com/products/simulink.html
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Figure 3.7: Word cloud of MBSE descriptions.

In the following, the forces found in the study are subsequently
described and explained using the information from the interview
transcripts and the interpretations from coding and analysis.

3.4.3 Hindering Force: Inertia

With 51 distinct quotations, inertia forces were mentioned fewer times
than forces related to anxiety (60 quotations). We structured the
inertia-related quotations concerning four inertia topics.

TOOLING INERTIA (21 CODED QUOTATIONS FROM 15 INTER-
vIEWS) With 21 quotations, tooling inertia was the most frequently
mentioned inertia force. Tooling inertia describes phenomena of the
current in-house tooling environment that made our participants re-
frain from adopting MBSE. Tooling inertia includes resistance against
learning new tools and potential incompatibilities of MBSE tools with
current tools.

“People preferred using Excel instead of the new MBSE tool” (P8§)

“Especially elderly employees who are used to textual specifications have
difficulties with drawing tools” (P15)



3.4 RESULTS

“It is not possible to connect/trace the models with artifacts in other tools.”
(Ps)

Apart from learning and integrating new tools, our participants
also reported on employees’ resistance if MBSE tools are immature.
Especially tools with poor user experience, low stability, and missing
essential features are significant factors in why employees resist MBSE
adoption.

“Tool is not user friendly. Things are distributed over several menus; you
have to look for everything.” (P5)

“We are working in teams. That is why we need a tool with fine-grained
access rights and control.” (P10)

We classified immature tooling as inertia force because the expecta-
tion of missing essential features makes the current situation look not
so bad. We will see that tooling issues were also mentioned in the
context of anxiety. In these cases, interviewees mentioned fears that
the currently available tools cannot fulfill the promises of MBSE.

CONTEXT INERTIA (18 CODED QUOTATIONS FROM 13 INTER-
VIEWS) A second inertia force mentioned quite often was context
inertia, which describes people refraining from MBSE adoption be-
cause they believe it does not fit their current business situation. The
most mentioned in this category was doubts about whether MBSE
would improve the current situation.

“It needs a huge emergency to justify the costs of introducing an MBSE
tool.” (P7)

“Currently, problems are not so urgent yet. Therefore, there is not much
willingness to act.” (P20)

Another aspect that makes people refrain from MBSE adoption is
the potential need to migrate old data or legacy systems or when
it seems that the current development process does not fit MBSE
techniques.

“Legacy problems are a huge hurdle because, in general, the old way of
working must further be maintained and supported.” (P20)

“MBSE adoption would have caused changes in our development process.
Therefore, we did not do it.” (P2)

PERSONAL INERTIA (16 CODED QUOTATIONS FROM Q INTER-
VIEWS) Personal inertia captures forces related to an individual’s
personality and experiences that hold him/her back from adopting
MBSE. In our study, these forces were lead by the resistance against
learning a new way of thinking.
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“MBSE is not just about changing the notation; it is about changing the
way of how I think about systems” (P2)

“Abstractions in MBSE are not easy to comprehend.” (P12)

Similarly, if people had negative experiences with MBSE or related
techniques, they have a personal reluctance against adopting MBSE
in their current situation.

MATURITY INERTIA (12 CODED QUOTATIONS FROM 8 INTER-
VIEWS) Maturity inertia was the least mentioned in our interviews.
Participants were critical about a potential MBSE adoption if they had
the impression that: The MBSE methodology is not mature enough.
There has not been sufficient training before. There is no support from
experts.

“We first need a common terminology between employees of different de-
partments” (P7)

“The support for debugging problems is very limited” (Pg)

3.4.4 Hindering Force: Anxiety

Anxiety is a force related to expectations and fears that make MBSE
adoption less appealing. These expectations originate from uncertain-
ties that are still to be clarified or a false perception of reality. We
structured the anxiety-related quotations into the following topics:

ROI UNCERTAINTY (19 CODED QUOTATIONS FROM 12 INTER-
VIEWS) Return on investment (ROI) is the benefit resulting from an
investment. Any development team introducing MBSE will incur cost
spread in several factors such as training, tooling, migration, or lower
productivity. Many interviewees were concerned that the investments
in introducing MBSE will not pay off.

“[1t will costs us] A large sum in the million range” (P7)

“Coaching on the job is very important, but it costs a lot” (P2)

SKILLS OF EMPLOYEES (19 CODED QUOTATIONS FROM 11 INTER-
VIEWS) Some interviewees fear that (some of) the employees in
their company may lack the necessary skills to adopt MBSE efficiently.
This shortcoming can negatively influence the introduction of MBSE
in two different ways: Either those employees do not adopt MBSE, or
they misapply them.

“Mechanical engineers know CAD modeling but do not know modeling of
behavior” (P1)
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“Modeling should not be an end in itself” (P16)

TOOLING SHORTCOMINGS (12 CODED QUOTATIONS FROM 8 IN-
TERVIEWS) The interviewees perceived problems with tooling as a
reason for not introducing MBSE. The interviewees fear that current
tool solutions do not address a significant part of the development
process and the envisioned benefits of MBSE. Thus, extra work would
be necessary to fill the gaps (e. g., migration of data between MBSE
tools and current tools).

“Everything in one tool? Nobody wants that” (P5)
“Performance of the tools [is a challenge for introducing MBSE]” (P7)

METHODOLOGY SHORTCOMINGS (11 CODED QUOTATIONS FROM 6
INTERVIEWS) Many interviewees emphasized the lack of maturity
on the current MBSE methodology. This category can be interpreted in
two ways. Either the methodology is incomplete, or the knowledge of
practitioners is immature. Besides, concerns about the lack of tailored
approaches for MBSE introduction were pointed out.

“A consistent methodology is lacking, resulting in uncertainties” (P1)

“There are no process models that integrate MBSE properly.” (P11)

LARGE TRAINING EFFORTS (10 CODED QUOTATIONS FROM 5 IN-
TERVIEWS) This category grouped perceived potential problems
related to training the team on using MBSE and its respective tools.
Some of the codes were related to training costs and had intersec-
tions with ROI uncertainty. Other codes were related to the fear of
unsuccessful training.

“Training is necessary: How do I bring my employees to the same level as
the experts?” (Py7)

“Employees will not accept MBSE if no training is provided before.” (P7)

Besides these categories, interviewees also mentioned potential
team competence loss (3 times coded from 3 interviews) and new
responsibilities in the team that could cause role misunderstandings (8
times coded from 5 interviews). The interviewees perceived migration
issues (6 times coded from 6 interviews) of projects that started with
traditional development method to MBSE.

3.4.5 Fostering Force: Push

With 37 distinct quotations, push was the force with the smallest num-
ber of quotations. We structured push forces within three categories:
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PRODUCT PUSH (20 CODED QUOTATIONS FROM 10 INTERVIEWS)
We grouped here codes related to product-oriented push forces. Grow-
ing complexity (11 coded / 8 interviews) of the software was the code
with most quotations within the push forces. As systems become more
software-intensive, tackling the growing complexity is currently a real
challenge; thus, development teams feel the need to shift to better
solutions.

“Increasing complexity of products [pushes us towards MBSE]” (P1)

“Complex software, especially with concurrency [pushes us towards
MBSE]" (P3)

Other codes were quality issues (6/3) within the product or its spec-
ification and the need for modularization (3/3) in order to make certifi-
cation and reuse more efficient.

STAKEHOLDER ENFORCEMENT (8 CODED QUOTATIONS FROM 4
INTERVIEWS) Some interviewees mentioned that they are forced or
pushed towards MBSE by recommendations or stakeholders’ requests.
Demands by internal actors (4/3) such as developers or management
push companies towards MBSE adoption as well as legal requirements
to comply with requlations (3/1). Market pressure (1) was mentioned
concerning issues with acquiring talented employees:

“We have to be modern; otherwise we will not get good people anymore”
(P2)

PROCESS PUSH (7 CODED QUOTATIONS FROM 4 INTERVIEWS)
Deficiencies of the current process were only mentioned a few times
as forces that push companies towards MBSE. The codes were time
pressure (4/3), inefficient testing (2/2), and lack of traceability (1).

“We have no idea what happens when something changes” (P5)
“[We have] Large amounts of requirements; how can the tester handle
this?” (Ps5)

In summary, interviewees provided more push forces related to
issues with the product instead of issues with the process.

3.4.6 Fostering Force: Pull

We identified several factors of envisioned benefits that drive com-
panies towards MBSE adoption. A majority of the interviewees’ re-
sponses are related to envisioned improvements of the development
process, which is interesting since process issues were only mentioned
a few times as push factors.
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EASIER HANDLING OF COMPLEXITY (19 CODED QUOTATIONS
FROM 12 INTERVIEWS) With each new function to integrate, the
complexity of software increases. Managing the different software
components gets more and more complicated. The interviewees see
great opportunities in MBSE to support this challenge. Due to many
possible variants of products, the complexity of software increases in
many companies.

“[MBSE will help us to] understand highly complex issues or illustrate
something” (P15)

“[MBSE will support the] management of product line and variability”
(P1)

EARLY FEEDBACK ON CORRECTNESS (15 CODED QUOTATIONS
FROM 10 INTERVIEWS) The desire for early feedback and front-
loading was also a stark pull factor. Early verification on higher levels
of development was specially mentioned to improve the development
process and, finally the product.

“Early verification and simulation saves time in the end” (P7)
“[MBSE will provide] better quality due to early fault detection” (P4)
“[MBSE will] Enable automatic verification” (P6)

DOCUMENTATION SUPPORT (10 CODED QUOTATIONS FROM 7 IN-
TERVIEWS) The interviewees expect support to create and man-
age documentation. The increasing complexity of software develop-
ment has complicated the management of System Requirements doc-
uments.

“[MBSE will provide] better documentation” (P13)
“[MBSE will] generate documentation and code” (P12)

INCREASE IN PRODUCT QUALITY (10 CODED QUOTATIONS FROM 5
INTERVIEWS) The interviewees expected to deliver better products
by introducing MBSE, which includes the final product and interme-
diate development artifacts.

“[MBSE will] improve the quality of requirement documents” (P10)

EFFICIENT CERTIFICATION (8 CODED QUOTATIONS FROM 5 IN-
TERVIEWS) Some interviewees envision that MBSE will make it eas-
ier to certify software-intensive products. Some interviewees specif-
ically mentioned that MBSE would enable a modular certification,
where only parts of the product are certified and not the entire prod-
uct.
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“[MBSE is] necessary to comply with regulatory requirements” (P6)
“[MBSE will enable] modular certification and parallel development” (P6)

Additional, less frequently mentioned, pull factors include cost re-
duction (6 coded quotations), positive experiences (4), code generation (4),
better overview through abstraction (4), and support of reuse (3).

3.5 DISCUSSION

The results show that people from the industry have high hopes and
expectations for MBSE. However, several hurdles need to be addressed
when adopting MBSE, some of which are very generic. These prob-
lems are sometimes even part of human nature and its natural resis-
tance to change in general.

3.5.1 Relation to existing evidence

When comparing our results to related studies on forces of adopting
development methodologies in the industry, we can identify some
general patterns. Hohl et al. (Hohl et al., 2016) report on forces pre-
venting the adoption of agile development in the automotive do-
main. They also report on inertia and anxiety forces resisting a neces-
sary change of mindset or limited organizational restructuring accep-
tance. Additionally, the current development process was perceived
as good enough. The same forces also appeared in our study. Riungu-
Kalliosaari et al. (Riungu-Kalliosaari et al., 2016) performed a case
study on the adoption of DevOps in industry, where they identified
five high-level adoption challenges. Three of these challenges were
also mentioned as inertia or anxiety factors in our study, namely deep-
seated company culture, industry constraints and feasibility, and unclear
methodology. Parallels can also be found in the work of Bauer and
Vetro (Bauer and Vetro, 2016) concerning the adoption of structured
reuse approaches in the industry.

Similarly, we also found common and generic goals (i. e., pull forces)
that focus on many process improvement activities. Schmitt and
Diebold (Schmitt and Diebold, 2016) have analyzed common improve-
ment goals that are usually considered when improving the develop-
ment process. The pull factors that we extracted in our study are part
of the main goals elicited by Schmitt and Diebold (especially quality
and time-to-market)

When focusing on the forces specific to MBSE that did not appear
(so strongly) in the related studies, some factors remain. The incom-
patibility of MBSE tools with existing tools is a specific inertia force
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that prevents MBSE adoption. The second force of inertia specifically
reported for MBSE adoption is adopting a new way of thinking, es-
pecially concerning abstractions. The anxiety forces that we identified
were rather generic such that we did not identify any MBSE specific
anxiety forces. Interestingly, loss of competencies or loss of power, a
typical anxiety factor, was not often mentioned.

3.5.2 Impact for industry

MBSE streamlines the activities in all phases of the software lifecy-
cle. It replaces document-based systems engineering and automates
several tasks (e. g., code generation). A development team transition-
ing from document-based to model-based will require changes in all
software development stages, including tools, processes, artifacts, and
developing paradigms.

Our interviewees focused more on push forces related to the prod-
uct and not so much on the process. One might infer that engineers
recognize their products” growing complexity, but they cannot link
it to the current processes’ shortcomings. Perhaps they believe the
processes are okay, since it has been functioning correctly until now,
and the problem is the product, which is getting more challenging to
develop.

The results support decision-making and are an initial step towards
efficiently introducing MBSE in companies. Implementing change is
always a hassle; therefore, companies should manage expectations
by setting concrete improvement goals, relating them to concrete
MBSE techniques, and making changes step-by-step. Many intervie-
wees mentioned that MBSE adoption should best be piloted in small
projects with a clear scope. For ordinary organizational hindering
forces, the state-of-the-art provides many methods. They are also rele-
vant and are also affected by the MBSE specific ones.

We placed the forces in a timeline of change depicting when they
are triggered (cf. 3.1). The goal is to help practitioners be attentive
when the forces are expected to kick in and mitigate the hindering
force towards adoption.

3.5.3 Impact for academia

MBSE complexity raises uncertainties towards the effort and success
of its introduction. These uncertainties can be mitigated by knowl-
edge building. Misunderstandings of MBSE, its tools, and processes
were quoted often, which means research is not correctly reaching
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practitioners. This problem is not limited to the MBSE domain but
to research in general. With a clear idea of the forces fostering and
hindering MBSE introduction, the next step is to understand how to
manage those factors, mitigate them when necessary, or strengthen
those that contribute to successful MBSE introduction. The results
provide promising research directions based on real industry needs.



STRATEGIES AND BEST PRACTICES FOR
MODEL-BASED SYSTEMS ENGINEERING
ADOPTION IN EMBEDDED SYSTEMS INDUSTRY

MBSE advocates the integrated use of models throughout all devel-
opment phases of a system development life-cycle. It is also often
suggested as a solution to cope with the challenges of engineering
complex systems. However, MBSE adoption is no trivial task, and com-
panies, especially large ones, struggle to achieve it in a timely and
effective way. We aim to discover the best practices and strategies to
implement MBSE in companies that develop embedded software sys-
tems. Using an inductive-deductive research approach, we conducted
14 semi-structured interviews with experts from1o companies. Fur-
ther, we analyzed the data and drew some conclusions validated by
an online questionnaire in a triangulation fashion. Our findings are
summarized in an empirically validated list of 18 best practices for
MBSE adoption and a prioritized list of the six most important best
practices. Raising engineers” awareness regarding MBSE advantages
and acquiring experience through small projects are considered the
most critical practices to increase MBSEadoption’s success.

This chapter is partly based on previous publication (Amorim et al.,
2019).

4.1 INTRODUCTION

Model-based Systems Engineering (MBSE) is the formalized applica-
tion of modeling to support system requirements, design, analysis,
verification, and validation activities. It begins in the conceptual de-
sign phase and continues throughout development and later life cycle
phases (INCOSE, 2007). MBSE is part of a long-term trend towards
model-centric approaches adopted by other engineering disciplines,
including mechanical, electrical, and software.

In this approach, models (as opposed to document-centric ap-
proaches) serve as blueprints for developers to write code, provide
formalization, tackle complexity, and enhance the system’s under-
standing. Specialized tools automate much of the non-creative work
(which translates to gains in productivity and quality) and generate
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code based on the models. MBSE fosters artifact reuse, improves prod-
uct quality, and shortens time to market (Carroll and Malins, 2016).

Despite the aforementioned benefits, adopting MBSE is a complex
task, especially for large and established companies (Vogelsang et al.,
2017). Process changes are required in all system life-cycle phases and
a shift in the development paradigm (i.e., abstract thinking (Hutchin-
son, Whittle, and Rouncefield, 2014)), and the application of new
tools. Projects are not likely to meet their cost and delivery target
when adoption is carried out poorly.

Our goal was to find out what was tried, what worked, what did
not work, how the problems were solved, what can be recommended,
and what should be avoided when adopting MBSE in organizations
that develop embedded systems. For this purpose, we conducted 14
semi-structured interviews with experts from embedded systems or-
ganizations. From these interviews, we extracted 18 best practices
fitted for tackling MBSE adoption challenges. Sequentially, we vali-
dated and prioritized the best practices with the help of an on-line
questionnaire, which MBSE practitioners answered.

Our findings provide input for planning MBSE adoption based on
practitioners” knowledge that went through the experience of imple-
menting MBSE in already established embedded systems develop-
ment organizations.

This chapter presents the following contributions:

e A granular set of MBSE adoption strategies and best practices
derived from real field experience validated by practitioners
through a questionnaire.

e A prioritized list of the six most important best practices.

e The findings shed light on MBSE adoption issues and how prac-
titioners overcame them.

We expect that this knowledge can help organizations to adopt MBSE
in a cost-effective and timely manner.

4.2 STUDY APPROACH

In this section we describe how the study was designed.

4.2.1 Research objective

The research objective is summarized in terms of the Goal-Question-
Metric (Basili, 1992) (a.k.a. GQM) template in Table 4.1.
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Table 4.1: Research objective.

Analyze MBSE adoption
for the purpose of increasing efficiency (i.e., cost and time)
with respect to adoption strategies and best practices

from the engineers that participated or observed some
viewpoint of endeavor to introduce Modelbased Engineering in a
organization

in the context of embedded systems industry.

4.2.2  Research design

For this study, we devised an inductive-deductive research approach
in a triangulation fashion (Denzin, 2006) composed of three main
activities as depicted in Figure 4.1. Inductive reasoning is used to
build hypotheses and theories. However, inductive reasoning allows
for the conclusion to be false (Copi, 2003), thus we applied deductive
reasoning to our findings. Such measure also addresses some threats
to validity (cf. Section 4.2.3). The activities are described in detail in
the following paragraphs.

4.2.2.1  Inductive reasoning

At the inductive phase, we followed an exploratory research ap-
proach (Shields and Rangarjan, 2013) to identify MBSE adoption
strategies and best practices from the experience of experts. The
method provides insights into the examined topic and gives es-
sential information to understand the phenomenon in its real con-
text (Dresch, Lacerda, and Antunes, 2015; Runeson and Host, 2008).
Semi-structured interviews were used to collect the data, qualitative
coding analysis (Neuman, 2010) was used to analyze the data.

INTERVIEW WITH PRACTITIONERS. We conducted 14 face-to-face
interviews, each taking around 6o minutes. We developed an in-
terview guide (Bryman, 2015) that was structured along a funnel
model (Runeson and Host, 2008). It started with general questions
about the participant’s context and the understanding of MBSE. After-
ward, detail about specific topics such as employee training, process
and tooling selection, and adoption experiences. The interviewee selec-
tion was based on two criteria: First, the interviewee should have work
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Figure 4.1: Research workflow.
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Table 4.2: Interview participants.

ID Industry Type of Role of
Sector Company Participant
P1  Tool vendor OEM Technical Sales
P2 Tool vendor Academic Professor
P3  R&D services SME Manager
P4 Automotive OEM Head of Development
P5s  Automotive OEM Systems Engineer
P6 Medical SME Head of SW Development
P7  Automotive Supplier ~ Function Architect
P8 Automotive OEM SW Architect
P9 Research Academic Professor
Pio Automotive Supplier Developer
P11 Avionics OEM Team Lead
P12 Electronics OEM Head of SW Development
P13 Avionics SME Head of System Engineering
P14 Robotics OEM Team Lead

experience of several years. Second, the interviewee should work in
an environment where MBSE adoption is a realistic option. Therefore,
we restricted the group of interviewees to people working on embed-
ded systems or within this context. The participants were screened
from work contacts of the authors and industrial partners that partici-
pated in a research project’ with a focus on MBSE adoption in practice.
Table 4.2 provides an overview of the participants and respective de-
mographic data. In consent with the interviewee, the interviewer took
notes for detailed analysis. The outcome of this activity is the Verbatim
of Interviews (cf. Figure 4.1), which is input for the next activity.

QUALITATIVE CODING ANALYSIS. Three researchers analyzed the
interviews using qualitative coding (Neuman, 2010) and managed
using the qualitative data analysis tool ATLAS.ti*. Neither of them
participated in the interview phase. The analysis started with all three

1 https://spedit.in.tum.de/
2 http://atlasti.com
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researchers working on the same five interviews. The results were later
discussed and merged in a meeting. We used the discussions to ho-
mogenize the understanding of the codes among the researchers (We-
ston et al., 2001) (i.e., what/how to look for). The remaining interviews
were tackled in a cross-analysis fashion. In a round with all three re-
searchers, the unresolved conflicts were ironed out. The outcome of
this activity was a list of Adoption Strategies and Best Practices for MBSE
adoption (cf. Figure 4.1).

4.2.2.2  Deductive reasoning

Rather than obtaining new information, our goal in this phase was
to validate our previous finding through triangulation (Denzin, 2006).
For this mean, a questionnaire was built based on the previous activity
findings and distributed among practitioners.

APPLICATION OF VALIDATION QUESTIONNAIRE. The question-
naire respondents were screened from two research projects mailing
list, CrESt> and SPEDiT#, and two MBSE discussion groups from a
business and employment-oriented social network>. Our anonymous
questionnaire had three parts. In the first part, we asked for demo-
graphic data (i.e., organization size (cf. Table 4.3), industry sector
(cf. Table 4.4)) and added a yes/no question whether the respondent
has ever participated or observed some endeavor to introduce Model-
based Engineering in an organization. We used this question to ex-
clude respondents without proper experience. We had 40 respondents
in total; three were excluded.

Table 4.3: Organization size of the questionnaire respondents (i.e., number
of employees).

Organization size Percentages

1-20 13,5%
21-100 13,5%
101-1000 10,8%
>1000 62,2%

3 https://crest.in.tum.de/
4 https://spedit.in.tum.de/
5 https://www.linkedin.com
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Table 4.4: Organization size of the questionnaire respondents (i.e., number
of employees).

Industry sector Percentages

Automotive 35,1%
Others 29,7%
Academia 21,6%
Energy 8,1%

Manufacturing  5,4%

In the second part, we asked the respondents to express their agree-
ment with each best practice (BP) using a Likert scale (Likert, 1932)
with four levels: Strongly Disagree, Disagree, Agree, Strongly Agree. In
the last part, we asked the respondents to select up to 5 BPs they
considered most important.

Section 4.3 contains the output of all activities and respective dis-
cussions.

4.2.3 Threats to validity

The validity of our results is subject to the following threats:

Sampling bias. All interview subjects work in Germany (omission
bias). They were selected from a convenience sample of project part-
ners and professional contacts (inclusion bias). To mitigate these is-
sues, we created the questionnaire and distributed it to a broader
audience (i.e., triangulation).

Researcher bias. To mitigate this threat, the interviews were con-
ducted by two researchers who took notes independently. Further,
the interpretation presented in this chapter was validated with MBSE
practitioners through a questionnaire.

Research method. To minimize misunderstandings between inter-
viewees and the researchers, the study goal was explained to the
participants before the interview. Steps taken to improve the relia-
bility of the interview guide included a review and a pilot test. We
followed several strategies as proposed by Maxwell (Maxwell, 2012)
to mitigate threats.
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External validity. We expect that our results represent the embed-
ded systems industry; thus, we cannot generalize the results to other
types of industry.

4.2.4 Availability of data

Due to the unreasonable effort necessary for anonymizing the inter-
view transcripts, we do not disclose them. However, we disclose the
interview guideline (cf. Appendix B), and the questionnaire (cf. Ap-
pendix C).

4.3 RESULTS AND DISCUSSION

In this section, we present and discuss our findings, which are shaped
in the form of Best Practices and are classified into four groups:

e Piloting - what to care about at the first attempts

e Tool and process - selection and adoption decisions

e Knowledge building - development of team competence

e Management - human resources motivation and support

This section is divided as follows. The next subsection presents all

best practices; the following four subsections describe the groups and
associated best practices. We present quotes as evidence and the result
of the questionnaire. We also discuss related existing work. In the last

subsection, we present the Best Practices list with the top six most
selected best practices.

4.3.1 Summary of Best Practices

The identified best practices and their respective groups are summa-
rized below:

Piloting
BPo1: The organization should start adopting MBSE with new projects.

BPo2: The pilot project should create real value for the organization
(i.e., no didactic project).

BPo3: The pilot project should have enough budget and time allocated
to bear the overhead of adoption.

BPo4: No translation of old artifacts except for reusable artifacts.
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BPos: Start small in terms of the project and team size in order to
acquire some experience.

Tools and Process

BPo6: Tools with open interfaces and homogeneous work-flow are
preferred.

BPo7: All engineers should have access to the tools.

BPo8: Tool acquisition is very costly therefore should be thoroughly
planned.

BPog: Have the new MBSE processes well documented so you better
understand what tool you will need.

Knowledge building
BP1o: All engineers should get, at least, basic training in MBSE.

BP11: Using examples that are familiar to the domain of the organiza-
tion eases the understanding. Model some existing artifacts for
use as examples.

BP12: Many strategies can be used to build knowledge of an organiza-
tion, the context should be taken into consideration.

BP13: There should be a planned form of later evaluation to fill even-
tual gaps.

Management
BP14: Make the advantages of MBSE clear.

BP15: Have technically prepared people to support your engineers (i.e.,
not sales personnel).

BP16: Bring everyone to adoption (i.e., avoid creating castes).

BP17: If you have good engineers, let them do the work for you, it is
cheaper, and they will engage more (i.e., empowering).

BP18: Management should unify all employees towards adoption.

4.3.2 Piloting

This subsection describes best practices related to the initial attempt
to implement MBSE and how to harvest benefits from it. The
questionnaire results for this group’s best practices are depicted
in Figure 4.2. The respondents agreed with most of the BPs. BPo3
got the most agreement rate (95%) among its peers. On the other
hand, 38% of the participants disagreed with BPo4. We hypothesize
that respondents that have no reuse culture in their organizations are
likely to disagree with this BP.
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Figure 4.2: Questionnaire results for Piloting group.°

BPo1: The organization should start adopting MBSE with new
projects.

“New projects with MBSE” (P14)

“Do not recycle the past” (P9)

“No migration of old projects” (P8)
“New start in new project preferred” (P1)

“Set up own project for method development instead of accompanying
from series development” (P3)

“Remove [team] from the existing organization, set up your project, the
rest continues as before. Within a few years, new product generation has
higher market share.” (P10)

Introducing MBSE through new projects was a good practice
pointed out by many interviewees. By doing so, the effort would
not be wasted with the re-work of existing artifacts that might just
be archived soon. Starting from scratch also prevents developers from
shortcutting the workflow with information already documented,
thus compromising learning the method (i.e., there is no document
version for referencing the possible incomplete information). Addi-
tionally, already running projects have fixed budgets and deadlines
that do not consider such overhead. Meeting those constraints gets
more challenging when the engineers need to concentrate on learning
MBSE.

“Legacy stay where they are” (P14)

6 BPo2 and BPog4 received 3% and 6% respectively of ‘Strongly Disagree’.
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“Existing projects remained in old surroundings and were gradually
archived” (P1)

“Backwards compatibility, so that only changes need to be redesigned
(includes not only code, but also specs, tests, test infrastructure)” (P10)

As MBSE became more pervasive in the organizations, the old
document-based projects were naturally phased out. Exceptions for
this are Product Line intensive organizations or organizations with
high reuse levels. In this case, translating the existing document-based
artifacts that are meant to be reused to model-based artifacts is a
recommended practice.

BPoz: The pilot project should create real value for the organization
(i.e., no didactic project).

“Start with a concrete project” (P9)

Learning MBSE through a real-life project with real deadlines
and milestones is reportedly better than learning through mock-up
projects and generic examples. The real-life setting boosts engineers’
motivation since their work is already producing something useful.
Additionally, real projects are related to the domain of the organiza-
tion.

BPo3: The pilot project should have enough budget and time allo-
cated to bear the overhead of adoption.

“The first projects must be able to bear the burden.” (P9)
“Business case because of investment hurdle in the beginning” (P12)

The effort needed by engineers to learn should be considered
when deciding for the pilot project, which must bear the burden,
i.e., managers should avoid using critical (time-wise, business-wise,
technology-wise) projects. By doing so, managers can mitigate the
risk of a project failing to meet its constraints or MBSE being not
adequately implemented.

BPo4: No translation of old artifacts except for reusable artifacts.
“Parts with reuse are taken over” (P14)

“It started with reverse engineering. The existing system was clustered
according to the information model” (P7)

Despite the support for using new projects, converting the existing
document-based artifacts prone to reuse was also a strategy presented
by some respondents. Such artifacts are well detailed, allowing the
developer to concentrate on the methodology rather than the content.
Moreover, the newly created models can be compared to the existing
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document-based version to verify and validate them. It is crucial to
choose artifacts reused in future MBSE projects; otherwise, the effort
will be used for learning purposes.

BPo5: Start small in terms of the project and team size in order to
acquire some experience.

“Only 1-2 people, then the rest of the team” (P14)

“Start in some areas that you can better oversee [...] Best to start in
individual areas according to company guidelines” (P6)

“Often pilot installation to gain experience, then expansion companies-
wide” (P1)

“It is advisable to start with a partial introduction first, later through a
consistent MBE. - needed breath” (P2)

“Introduction as ‘submarine project’ by a dedicated developer, then appli-
cation in own department, now overarching roll-out.” (P5)

“If necessary implementation strategy with 3-4 months observation of
what the developer does, and then decide how to improve the process with
MBE” (P2)

Starting with a small and highly motivated group of employees
in a grassroots strategy fashion is likely to increase success. Such
practice allows the implementation in an easily controlled setting
and identifies characteristics exclusive to the organization (current
processes and auxiliary tools) and its domain (development of DSL).
Thus, issues can be identified with more precision and addressed
promptly. Once the small group develops acquaintance with the new
tasks and tools, the implementation should be rolled out to the rest
of the team.

Related work. Investments in training, tools, and modeling envi-
ronments should be considered in the projects selected for initially
applying MBSE. Expectations should be handled, and proper time is
given for the effort to pay dividends (Fosse and Bayer, 2016). The ex-
perience of Fosse and Bayer (Fosse and Bayer, 2016) made the authors
support the “learning by doing” strategy in real-life projects by keep-
ing the focus on project deliverables and modeling as needed. Accord-
ing to the authors, the pressure to deliver real engineering products
forces discovery and resolution of problems not likely encountered in
a didactic-only project. The authors stated that it is possible to yield
communication and understanding improvement at an earlier stage
by focusing on the description first and then analyzing it. Hutchinson
et al. (Hutchinson, Whittle, and Rouncefield, 2014) state that “start-
ing small” when adopting MDE and then growing, thus committing
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more resources on a broader scale, is a helpful response towards MDE
adoption. Hammer (Hammer, 2007) states that one unit’s pioneering
positive experiences can energize an entire organization.

4.3.3 Tools and process

Tools are an essential cornerstone of MBSE. Traceability, simulation,
automatization of tasks are among the things that are only possible
with the use of specialized tools. However, tool licenses are expensive,
and new tools require learning investment. Rolling back tool acquisi-
tion is very costly; thus, wise decisions can save time and resources.
Proper tool selection requires identifying what capabilities the organi-
zation would like to develop by implementing MBSE and acquiring
the tools to help it fulfill its goal.

Figure 4.3 shows the survey results for Tools and process best
practices. We can see a reasonable agreement rate among the
respondents and very few disagreement responses.

BPo6: Tools with open interfaces and homogeneous work-flow are
preferred.

“Customers want homogeneous toolchain but open interfaces” (P1)
“Often the entire toolchain is replaced” (P1)

Because MBSE is complex and encompasses the complete system
development life-cycle, supporting toolchains are often equally
problematic. Several tools are currently required to do the job
because existing ones are not developed enough to cover the whole
life cycle. For this matter, import and export features must allow
the work to continue in further design phases without much ado;
thus, interoperability through open interfaces becomes desirable. By
seeking open interface tools, the organization protects itself from
many problems using exclusive proprietary tools.

BPo7: All engineers should have access to the tools.
“The worker level must also get the tools” (P9)
“Tool usage for all developers who use the tools” (P6)

MBSE tools should be widely available for all engineers. Failing to
do so can create two classes of engineers, and this could jeopardize
the adoption. However, some engineers are mainly producing models
while others are mostly consuming them for some activity. Therefore,
understanding how the tools and models are going to be used can
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lower acquisition costs.

BPo8: Tool acquisition is very costly therefore should be thoroughly
planned.

“Develop an adoption strategy” (P§)
“Development of a holistic approach/methodology” (P1)

Defining the new processes well and in advance is highly
recommended. Planning should be done considering the full imple-
mentation of the processes and tools. This measure avoids realizing at
a later point in time that the decisions taken when planning the MBSE
adoption (tools to be acquired, processes to adopt, training contents)
are not fit for further intended process maturity. This mishappen’s
consequences can be manifold: from extra effort to work out tool
inter-interoperability, until costs with redundant tool acquirement
and waste of time with training.

BPog:Have the new MBSE processes well documented so you better
understand what tool you will need.

“If the standard process is well documented, the MBE implementation will
work easier.” (P1)

Organizations that have their current development process de-
scribed and documented as it is performed have less trouble when
implementing MBSE. The tasks and artifacts to be replaced can be
straightforwardly identified, and the consequences of the change are
easily identified.

“First the process was set, then the tool decision” (P7)

In MBSE, tools and processes are highly intertwined. It is not un-
common that tool manufacturers also provide the process workflow
specially designed to be used with their tool. Thus, tool selection
is also a contributing factor when choosing which MBSE process to
adopt.

“Tool support for automation of work” (P12)

Automation of work is one of the best features provided by MBSE.
The formality of models allows tools to automatically verify many
properties that otherwise would require intensive human labor.
While some capabilities are indispensable, others might be just nice
to have. Understanding which features bring the best benefits to
the organization helps achieve a better cost-benefit relation when
deciding on tool adoption.
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Figure 4.3: Questionnaire results for Tools and process group.”

Related work. In the Jet Propulsion Laboratory of NASA (Fosse and
Bayer, 2016), MBSE teams were organized in a 3-tier fashion, with a
small set of core modelers, a large set of modeling-savvy SEs, within
a large set of project personnel. In this sort of team arrangement, ev-
eryone needs some training, but not to the same depth. The authors
of (Carroll and Malins, 2016) cite three points that must be taken
into account: (1) the existing process should be well documented and
should cover the whole life-cycle otherwise is quite complicated to
understand what needs to be adapted, (2) the MBSE model manage-
ment processes (i.e., creation, update, and maintenance of models)
should be defined thereto derive engineering artifacts, (3) investment
in full-scale MBSE tool (i.e., not RE management tools) that are acces-
sible to all team members is necessary. Whittle et al. (Whittle et al.,
2017) stress the importance of social and organizational factors for
the selection and development of tools. They found in their study
that it is better to “Match tools to people, not the other way around”
and to “more focus on processes, less on tools”. Our interviews’ pro-
vided answers reflect the opinion that the exchange of information
(i.e., models) between tools is a problem that must be addressed by
proper import/export mechanisms and open interfaces. In a previous
study, we have seen that tool incompatibility is one of the significant
forces that hinder companies from adopting MBSE solutions (Vogel-
sang et al., 2017). Research has developed alternatives that may fit the
MBSE paradigm better. Seamless MBSE may be supported by multi-
ple tools manipulating models in a common model repository instead
of importing/exporting models (cf. projectional editors (Voelter et al.,

2014)).

7 BPoy and BPog received 3% of ‘Strongly Disagree’ each.
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Figure 4.4: Questionnaire results for Knowledge building group.®

4.3.4 Knowledge building

Training can be carried out in many ways. In this subsection, we will
present different views and strategies, which sometimes can also be
contradictory. This phenomenon does not invalidate them, as the
reader should realize that the organization’s context influences the
best approach. The questionnaire answers had an excellent agreement
rate with the best practices, the minor being 78% rate of "Agree’.
The exception is BP12, which received 22% ‘Disagree’s. (cf. Figure 4.4).

BP1o: All engineers should get, at least, basic training in MBSE.
“Training, training, training!” (P1)
“Basic training for all users of MBSE” (P6)
“Everyone who uses MBSE should be trained in the methodology” (P§)

“Broad basic training of all employees - Everyone should have the same
understanding” (P9)

Basic training should be provided to all employees. Nevertheless,
the required knowledge will vary among team members (i.e., not
everyone will require the same type of knowledge or in the same
depth). For instance, developing complete models requires much
more in-depth knowledge than only understanding them.

8 BP13 received 3% of ‘Strongly Disagree’.
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BP11: Using examples that are familiar to the domain of the orga-
nization eases the understanding. Model some existing artifacts for
use as examples.

“Examples from similar industry help” (Pg)

“Catching up with experiences/feedback from the network (from the same
industry)” (P13)

“[Training team] has modeled examples of clients and then presented them
[sic] to the client (we will show you how we do it)” (P2)

The overall understanding can be enhanced by modeling some
requirements that are familiar to the developers. The effort required
to understand what is being modeled (i.e., domain) is diminished;
thus, trainees can concentrate solely on the modeling concepts. If an
organization has no prior knowledge in MBSE or modeling in general,
it helps when some experts model small parts of existing systems
from the organization as examples to transfer and demonstrate the
idea of MBSE.

BP12: Many strategies can be used to build knowledge of an orga-
nization, the context should be taken into consideration.

“F2F, except perhaps for basics” (P6)
“Face-to-Face Seminar with exercises” (P7)

“Deeper training of individual employee, who then pass on their knowledge
in the team” (Pg)

Depending on the team dynamics, it is possible to concentrate the
training on a small group of participants, and later those people will
be responsible for disseminating the knowledge to the bigger group.
This strategy fits very well when the piloting is also performed with a
small part of the team. Other interviewees said that training should be
done with face-to-face seminars followed by exercises. As we can see,
both approaches seem to work; therefore, the context should drive
such type of decision.

“Per tool training e.g. Doors®” (Py7)

“Model should be the reference. To do this, connect other tools (e.g., im-
porting Doors® for initial filling, then only update exports back to Doors,
generated code frames force interface fidelity)” (P5)

Tool and process are very intertwined in MBSE; thus, training
should mind the tools used. The training should emphasize the model,
showing there should not be co-existing two artifacts with the same
purpose, namely a document-based version and a model-based ver-

9 https://www.ibm.com/us-en/marketplace/rational-doors
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sion. The verbatim above gives the example of a requirements model-
ing tool (Doors).

“Strategic cooperation, introductory consulting [...] Coaching during the
introduction has proven very successful” (P1)

Training provided by external consultancy guarantees a minimal
homogeneous level of knowledge throughout all employees. Expe-
rienced consultants are very efficient and can transmit knowledge
very efficiently. However, one should have in mind that participant
P1 works with technical sales.

BP13: There should be a planned form of later evaluation to fill
eventual gaps.

“Continuous explanation of the methodology” (P1)

“Accompanying technical monitoring of work results; is not happening
systematically.” (P5)

Training is an ongoing process, which includes returning to
training concepts at a further point in time and assessing the
engineers” knowledge (e.g., through the quality of the artifacts being
produced). This procedure is necessary to be put into practice and is
not happening systematically.

Related work. The training activities should use real examples
since they are much more effective at conveying understanding and
building support (Fosse and Bayer, 2016). According to (Carroll and
Malins, 2016), the organization should nurture a cadre of trained
systems engineers with at least moderate skill in employing MBSE
tools and techniques and whose MBSE roles are delineated from
the more traditional roles. For the engineering staff a basic level of
training in the MBSE processes (so that they understand the value of
the models and what to expect from the systems engineers) and how
to read MBSE artifacts (so that they can interpret the information
provided from the MBSE processes). Although the awareness towards
training, 62% of “MBSE active users” surveyed by (Motamedian,
2013) never received official training from their organization, and just
2% had a complete technical course sponsored by their organization.
In line with the reported best practices, several works exist that report
on the efficient transfer of MBSE methodologies by remodeling parts
of existing systems from companies (e.g., (Bohm et al., 2014)). Tool
vendors usually provide training for the methodology and workflow
to be used with their products (Hoffmann, 2012).
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Figure 4.5: Questionnaire results for Management group.'’

4.3.5 Management

Although the current state of the practice has achieved some degree
of automatization in systems engineering, its tasks are still human-
intensive. Thus, introducing process change in an already running
and established organization is not frictionless (Conner, 1993; Ham-
mer, 2007). In an ideal world, everyone would jump in the adoption
boat without hesitating and be fully motivated; the reality says that
management should care for the team vibe towards the adoption.
Micromanagement is required to tackle hurdles and psychological
barriers, especially when it comes to such a complex change as MBSE
adoption (Vogelsang et al., 2017). This section is about strategies to
manage the overall mood and expectations of the ones affected by
MBSE adoption.

The questionnaire results showed that BP16, B17, and BP18 received
many disagreement votes. Although most of the respondents still
agreed with them (i.e., at least 68% of agreement rate). One hypothesis
is that they are context-dependent. On the other hand, BP14 and BP15
got almost no disagreeing votes. (cf. Figure 4.5)

BP14: Make the advantages of MBSE clear.
“Advantages of simulation were made visible” (P11)

“Good examples show: project for new methods tools, then show that it
works (utility and acceptance).” (P13)

10 BP17 and BP18 received 5% and 2% respectively of ‘Strongly Disagree” each.
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“Representation as a means of unique selling proposition. Works, but each
developer must be convinced individually.” (P10)

The way people perceive the MBSE introduction can become an
obstacle; thus, it is imperative to manage the mood of those involved,
especially in the very beginning, when everything is experimental.
The advantages of the approach should be made clear, also emphasiz-
ing benefits for the employees. By doing so, organizations can foster
engineers’ acceptance and collaboration towards MBSE adoption.

“Every few years new product generation, e.g., because of Platform changes
through technical advances (multicore ...) or new system approaches that
affect many functions. Then there is a break in the system concepts; many
have to be taken in hand because you can introduce new methods.” (P10)

As technology evolves, new paradigms need to be adopted to
keep up with the market. Pairing such changes with MBSE adoption
improves its acceptance by surfing on the already needed change
atmosphere. However, a paradigm shift may be time-consuming;
thus, this strategy is not fit for all situations.

BP15: Have technically prepared people to support your engineers
(i.e., not sales personnel).

“Tool sellers sometimes only send sales personnel, can not answer technical
questions, does not make a good impression.” (P13)

The engineers will have specific technical doubts about the model-
ing environment. Therefore, having prepared people to support them
is fundamental. Sales personnel are usually not prepared enough for
this task, and failing to do so might raise skepticism towards the
adoption.

BP16: Bring everyone to adoption (i.e., avoid creating castes).
“Avoid living apart, everyone has to go!!!” (Pg)

Other best practices enforced that all employees should receive
access to the tools (BPoy) and basic training (BP10). The problem of
not doing so is creating two classes of engineers (i.e., those working
with MBSE and those that are not), which can jeopardize their
motivation. Albeit, it is not uncommon for teams working in different
technologies in the same organization. Another exception is when the
strategy trains few engineers, which will pass the knowledge to the
others. This point should be considered with reservations.

BP17: If you have good engineers let them do the work for you, it
is cheaper, and they will engage more (i.e., empowering).
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“Information model developed itself” (P7)

“[The knowledge was created by the] developers available or self-built (i.e.,
only UML and the DSLs)” (P4)

Some organizations had their developers learning about models
autonomously (i.e., the knowledge was organically developed). That
is not so surprising since, in technological areas, engineers need to be
learning new technologies all the time.

BP18: Management should unify all employees towards adoption.

“Guidance from management important to bring everyone on the same
platform” (P6)

Implementing MBSE involves engineers from different phases of
software development and different fields of engineering. These
professionals are usually not working together on an everyday basis.
Filling this gap is the duty of management, thus uniting the whole
team towards MBSE adoption.

Related work. In a previous work (Vogelsang et al., 2017), we iden-
tified forces that work towards hindering or fostering the adoption of
MBSE and their origin. Hindering forces can be classified as either In-
ertia or Anxiety. The former is triggered by the feeling that the current
solution is “good enough” and habits that keep people from trying
out something new. The latter is triggered by fears that MBSE adop-
tion will not pay off, mainly caused by uncertainties and perception
flaws (Vogelsang et al., 2017). Motamedian (Motamedian, 2013) had
in his survey questioned subjects about barriers using MBSE. The sec-
ond and third reasons most voted were “the lack of perceived value of
MBSE” and “resistance to change”, the need to micromanage the en-
gineers’ expectations and motivation toward the process of adoption.
Some ideas are just standard process-changing measures with MBSE
flavor, which was something also found by Hutchinson et al. (Hutchin-
son, Whittle, and Rouncefield, 2014) Nevertheless, the emphasis and
alignment with other phenomena increase their relevance thus are
worth mentioning. The challenges that arise (Vogelsang et al., 2017)
are due to the nature of the current context, the shift to MBSE (e.g.,
compile development skills vs. abstraction skills), and the human-
in-the-loop. Hammer (Hammer, 2007) pointed out that the adoption
initiative has to have an owner (e. g., a senior executive) who has the
responsibility and authority to ensure that the process delivers results.
He also said that efforts that lack the backing of senior executives are
likely to fail.
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4.3.6  Most important Best Practices

Besides validating our interview findings, we used the questionnaire
to discover which best practices are considered the most important.
For this means, we asked the respondents to select among all BPs the
five most important when adopting MBSE. The results can be seen
in Figure 4.6. Of the six most selected, three were from the Piloting
group, one from the Knowledge building group, and two from the
Management group. The BPs are discussed in the following under
this light:

bp14 Make the advantages of MBSE clear. The most important BP
is related to increasing the engineers” motivation towards MBSE
adoption by making them understand its benefits. Engineers are
less likely to withstand the hurdles of adoption if they cannot
perceive its benefits (Vogelsang et al., 2017). Systems Engineer-
ing is a human-intensive activity; thus, the engineers’ collabora-
tion is crucial for adoption success.

bpos Start small in terms of the project and team size in order to ac-
quire some experience. This best practice is about using a small
setting to understand the best way to introduce MBSE consider-
ing the organization context. Through experimenting, managers
can understand which tools, languages, and styles are best fit-
ted for the organization and its respective domains and current
processes.

bpoz The pilot project should create real value for the organization
(i.e., no didactic project). This best practice is about making
the adoption efforts meaningful and relevant right from the
beginning. By working into something used in a production
setting, the employees have to learn and employ MBSE. If it
is just for learning, there are no consequences if the project is
incomplete or not well done, making the learning incomplete. It
also gives room for procrastination (i.e., learning later when it
is necessary).

bpo3 The pilot project should have enough budget and time allo-
cated to bear the overhead of adoption. This BP relates to the
effort required by the engineers to develop their MBSE skills.
The project selected to pilot the adoption should have its budget
planned to cover the learning curve costs, and the delivery of
its artifacts should be planned accordingly. Time-critical projects
should be avoided. If the project selected is not fit, the engineers
will drop the MBSE techniques in favor of already established



BPO1: The organization should start adopting
MBSE with new projects.

BPO2: The pilot project should create real value
for the organization (i.e., no didactic project).

BPO03: The pilot project should have enough

budget and time allocated to bear the overhead...

BPO4: No translation of old artifacts except for
resusable artifacts.

BPOS5: Start small in terms of the project and team
size in order to acquire some experience.

BPO6: Tools with open interfaces and
homogeneous work-flow are preferred.

BPO7: All engineers should have access to the
tools.

BPO08: Tool acquisition is very costly therefore
should be thoroughly planned.

BP09: Have the new MBSE processes well
documented so you better understand what

BP10: All engineers should get, at least, basic
training in MBSE.

BP11: Using examples that are familiar to the
domain of the organization eases the...

BP12: Many strategies can be used to build
knowledge of an organization, the context.

BP13: There should be a planned form of later
evaluation to fill eventual gaps.

BP14: Make the advantages of MBSE clear to the
users.

BP15: Have technically prepared people to
support your engineers (i.e., not sales personnel).

BP16: Bring everyone to adoption (i.e., avoid
creating castes).

BP17: If you have good engineers let them do the
work for you, it is cheaper and they will engage..

BP18: Management should unify all employees
towards adoption.

4.3 RESULTS AND DISCUSSION
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Figure 4.6: Percentage of respondents rating each best practice as one of the

“five most important.”
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development methods to achieve celerity gains and meet dead-
lines. The adoption is very likely to fail.

bp1o All engineers should get, at least, basic training in MBSE. In
a system development project, different skill sets are mastered
by different professionals who specialize in specific parts of
the life-cycle (e.g., development, testing, design). Despite their
skill focus, all professionals have an overall system development
knowledge, which helps them understand the big picture, and
the same should happen with MBSE. Although not all engineers
require excellent modeling skills, everyone should be able to, at
least, read and understand the models.

bp1s Have technically prepared people to support your engineers
(i.e., not sales personnel). Providing appropriate support to en-
gineers helps to speed up adoption. This practice also hinders
possible frustrations during learning, thus keeping their morale
high and transmits the message that they are not on their own.

As for the least important best practices, BPo4: No translation of old
artifacts except for reusable artifacts was not selected as “most important”
by any of the respondents. BP12: Many strategies can be used to build
knowledge of an organization, the context should be taken into consideration
was selected only once.

4.4 USING BEST PRACTICES TO MITIGATE MBSE ADOPTION HIN-
DERING FORCES

This section relates the strategies and best practices presented in this
chapter with the hindering forces towards MBSE adoption from Chap-
ter 3. Our goal is to propose mitigation strategies for the hindering
forces using the elicited best practices.

The interview participants from this chapter study are a subset of
the Chapter 3 study. We correlate the issues (i.e., hindering forces)
with the solutions (i.e., best practices) when the respective codes
emerge from the same participants during the interviews. We as-
sume that the person experiencing and relating the issues have better
knowledge to propose solutions. For instance, interview participant
P11 provided the following statement: “The first projects must be able
to bear the burden”, which was used as evidence for the Best Practice
BPo3: The pilot project should have enough budget and time allocated to bear
the overhead of adoption.. The same participant stated: “It is a mistake
to believe that an advantage will be felt in the first project”, which was
used to determine the anxiety hindering force ROI uncertainty. Thus,
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Figure 4.7: Relation between hindering force and mitigating best practice.

we claim that BPo3 can be applied to mitigate the anxiety hindering
force ROI uncertainty. The relation between hindering force, best prac-
tice, and interview participant is depicted in Figure 4.7. The relations
that could be drawn this way between best practices and hindering
forces are listed in Table 4.5. Not all best practices are present in the
aforementioned table because we could not find evidence in the inter-
views relating them to hindering forces. From the 18 identified best
practices we could only find evidence to relate 13. We also did not
find any evidence for a best practice addressing the No support and
Bad experiences inertia forces. Moreover, the relations presented in this
table are not comprehensive.

All interviews” verbatim used as evidence for the correlations
present in Table 4.5 can be seen in Appendix F. This contribution
extends the previously presented research workflow (cf. Figure 4.1)
merging it with the tasks from Chapter 3 and adding a new task,
namely Analysis between BP and Forces, as can be seen in Figure 4.8.
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METHOD VALUE ASCRIPTION

When the options are numerous, knowing how to ascribe value
properly is fundamental to achieve optimal decision-making results.
Projects failing to do so can incur undesirable consequences, ulti-
mately hindering goal achievement. An instance of this problem is
MBSE method selection. Lacking the needed domain knowledge to
choose methods and poorly defined adoption goals can lead to the se-
lection of quick-wins that are sure to achieve successful implementation
but without necessarily addressing the motivation for the adoption
itself. In order to avoid such pitfall, we need to model the relevant
elements related to the method value ascription process. Our goal
is to provide a model which makes explicit much of the knowledge
involved in the method value ascription process, i. e., value ascription
mechanisms, motivational and influencing factors.

5.1 INTRODUCTION

MBSE encompasses many methods used throughout the whole system
development life cycle. Deciding which ones are the most interesting
for a systems development team requires their proper value appraisal.
Thus, understanding the mechanics of method value ascription helps
to produce better decision-making for an effective MBSE adoption.

Value is a relational and emergent characteristic. It is relational be-
cause an object has value when ascribed by an agent and is emergent
because it emerges from how well something affordances match the
goals and needs of a given agent in a given context. Therefore, an
object may have different values to different agents, or even according
to different goals of the same agent (Sales et al., 2018).

Value is represented by the Valuation relationship element (cf. Fig-
ure 5.1) which connects the Team and Value method. The Valuation
relationship is made of Costs and Benefits. The latter is related to how
methods’ intrinsic characteristics help the teams achieve their adop-
tion goals within a specific context. The former are expenditures re-
quired to implement and execute the method. We consider value as in
utility value, to not mistake with other kinds of values (e. g., exchange
value).
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Figure 5.1: Method value ascription model.



5.2 CORE CONSTRUCTS

5.2 CORE CONSTRUCTS

In this section, we describe the core constructs of the method value
ascription model, which is depicted in Figure 5.1. In the following sub-
section we describe the elements of the model and next we describe
the characteristics of their relations.

5.2.1 Elements

TEAM. is a development team ascribing value to the Value method
which is characterized by the Valuation relationship element. It also
defines the Adoption goal and has a Team’s context.

VALUE METHOD. is the object of value ascription, i.e., the method
undergoing evaluation. It is related to the Team through the Valuation
relationship and it has Value method qualities.

VALUATION RELATIONSHIP. is a significance attached to a Value
method by the Team. It is composed of the Team perception of Costs
and Benefits related to the Value method adoption.

VALUE METHOD QUALITIES. are intrinsic properties of the Value
method which are independent of the Context. It has direct influence
on the perception of Benefits. For instance, the acquired benefit of
improved communication upon the adoption of a method is a method
quality.

ADOPTION GOAL. is the reason why a Team ascribes value to a Value
method. It is influenced by the Context and it composes the perception
of the Benefits by the Team.

CONTEXT. is the interrelated conditions in which something exists
or occurs (Merriam-Webster, 2021). It influences the value ascription
because they change the Benefits perception, the Adoption goal defini-
tion, and the Costs. Context is divided into two sub-types, namely
Environment Context and Team’s Context, which are described in detail
in the following:

¢ Environment context represents everything outside the bound-
aries of the Team and the Value method (e. ., stakeholders, com-
municating systems, regulations, market competitors).
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e Team’s context are Team characteristics (e.g., size, employed
methods, members experience, employee turnover).

In general, a team has little influence in the environment context while
having a high capacity to change its context.

BENEFITS. are relational properties from Value method qualities
within a Context that allows a Team to achieve an Adoption goal. To-
gether with the Costs, it composes the Valuation relationship.

cosTs. are the resources the Team must concede in order to adopt
and put into practice the Value method. Together with the Benefits, it
composes the Valuation relationship. Costs can be of three different

types:

e Price. is the monetary expenditure required to have the method
implemented in a team (e. g., tool acquisition, training, infras-
tructure, licenses).

o Effort. is the workload required to learn, put into use, or ac-
quire the value method. It has qualitative dependency on the
Value method qualities and can be of the following types (Kambil,
Ginsberg, and Bloch, 1996):

— Acquisition effort: the time and cost needed to search for,
evaluate and get the value object.

— Operations and maintenance efforts: the maintenance and
disposal costs, and the time to learn how to use the value
object, the wait for it to perform, and monitoring.

— Complementary effort: The time and cost needed to find
and acquire complementary products or services associated
with the method and its respective adoption goal.

¢ Risk. This cost is related to the probability of not fulfilling the
goal with the Value method or the sacrifices to be more strenu-
ous than predicted. It has qualitative dependency on the Value
method qualities and can be classified in the following dimen-
sions (Kambil, Ginsberg, and Bloch, 1996):

— Safety: physical risks related to the application of the value
method.
- Financial: the risk that the price paid is higher than usual.

— Selection: the risk of not choosing the best alternative for
tulfilling Adoption goal.
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— Delay: the risk that the Value method will take more time
than expected to be implemented or it will not perform
on-time, thus incurring opportunity costs.

— Functional: related to the risk that the Value method will not
perform as predicted, now or in the future.

5.2.2 Relations

Three labels are used in the model’s associations, namely q dep, +q
dep, and -q dep. The first characterizes relationships with a qualitative
influence on other elements, either positive or negative, the second
label represents positive qualitative influence, and the third is used
to represent negative influence relationships. For instance, Costs has a
-q dep relation to the Valuation relationship while Benefits has a +q dep
relationship. Context has a g dep relationship since it can have either
positive or negative influence.

5.3 RELATION TO STRATEGIES AND BEST PRACTICES FOR MODEL-
BASED SYSTEMS ENGINEERING ADOPTION

The benefits of employing empirically validated strategies and best
practices in order to address MBSE adoption challenges are thor-
oughly discussed in Chapter 4. Their relation to the method value
ascription model is represented through the inverse qualitative depen-
dency (i.e., -q dep) that the Costs element has with the MBSE Strategies
and Best Practices. When development teams follow those, the Effort
required to adopt a method is diminished since efficiency is increased,
the associated Risk are mitigated, and the Price for adoption is dimin-
ished (e. g., less expenditure in training). The aforementioned relation
can be seen in Figure 5.2.

5.4 RELATION TO FORCES THAT DRIVE OR PREVENT MODEL-
BASED SYSTEMS ENGINEERING ADOPTION

The MBSE adoption forces (cf. Chapter 3) are emergent motivations
originated from the method adoption endeavor, thus consequences of
its dynamics. The forces relations towards the method value ascription
model elements are described in the following:

e MBSE Internal Push Force originates from within the organiza-
tion, thus receiving positive qualitative dependency from the
Team's context.
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e MBSE External Push Force is directly influenced by the Environ-
ment Context since factors outside the organization boundaries
boost this force.

e MBSE Pull Force has direct qualitative dependency relation to
the perceived Benefits upon method adoption.

e MBSE Anxiety Force is related to the Risk element. Fears that the
new MBSE methods will not be able to fulfill the expectations
fuel this force.

e MBSE Inertia Force is related to the Effort element since the ef-
forts associated with the adoption of new MBSE methods boost
this force. The model depicts this through a positive qualitative
relation with Effort.

The aforementioned relations are depicted in Figure 5.2.
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GOAL-BENEFIT DECISION CALCULUS FOR
MODEL-BASED SYSTEMS ENGINEERING METHOD
SELECTION

Model-based systems engineering (MBSE) methods can address many
development challenges of modern systems. However, due to its com-
prehensive coverage, teams are struggling with selecting methods
best aligned with their adoption goal, i.e., not all methods are fit
to deliver the pursued benefits. This chapter aims to relate goals that
drive MBSE method adoption and candidate solutions, thus providing
suggestions that highest yield the expected benefits. For this means,
we propose a goal-benefit model and respective operationalization
method. The model relates MBSE methods with benefits generated
upon their adoption and finally with adoption goals. Our approach
results in a prioritized list of MBSE methods ready to be transformed
into an improvement roadmap. The approach was applied in six de-
velopment teams located in Germany and Brazil. We also provide a
sensitivity analysis to validate the model quantitatively. The approach
was assessed positively by the practitioners involved in our case study,
who stated that it supports the goal-oriented MBSE method adoption
and improvement process.

6.1 INTRODUCTION

Process change is challenging (Conner, 1993; Hammer, 2007), espe-
cially for complex changes such as adopting MBSE whose numerous
methods and processes encompass methods in all phases of the prod-
uct development life-cycle (Amorim et al., 2019; Vogelsang et al., 2017;
Whittle et al., 2017).

Teams adopt MBSE methods for many reasons. Sometimes their goal
is to enhance the developed system’s properties (e.g., quality, desir-
able functionalities). Perhaps they pursue to increase the development
process’ efficiency (e.g., cost, lead time). Others might need to tackle
problems related to the complexity of new systems (e.g., interdisci-
plinary development, the massive amount of text-based specifications)
(Vogelsang et al., 2017).

Managers are unsure which MBSE methods to adopt. They might
be tempted to go for a low-hanging fruit strategy, which is cheap, easy,

91



92

GOAL-BENEFIT DECISION CALCULUS FOR MBSE METHOD SELECTION

and has high implementation success. However, considering goal sat-
isfaction, will the expected benefits be harvested? As a result, many
teams make little progress in their attempts to transform business
processes (Hammer, 2007).

Understanding the team adoption goal towards MBSE adoption
helps identify which methods bring the most benefits and build a
strong business case for the initiative. According to a report released
by the Project Management Institute (PMI)', projects and programs
that are aligned with an organization’s strategy are completed suc-
cessfully more often than projects that are misaligned (77% vs. 56%).
At the same time, only 60% of strategic initiatives meet their original
goals and business intent. The report states that most executives ad-
mit that their organizations fall short and that there is a disconnection
between strategy formulation and implementation (PMI, 2017). Nev-
ertheless, linking adoption goals to methods is not straightforward.
Goals are usually formulated on a high level of abstraction, which
leads to myriads of ways to accomplish them.

The Model-based systems engineering maturity model (MBSE MM)
is a possible solution for this problem (cf. Section 2.4). It provides a
framework to assess the capabilities implemented in a development
team. From the non-implemented capabilities, managers can choose
which ones to adopt. However, how to choose the methods is not part
of the MBSE MM, i.e., it lacks built-in contingency to guide tailoring
(Conboy and Fitzgerald, 2010) such as a decision calculus (Little, 1970;
Poppelbufs and Roglinger, 2011). The absence of these mechanisms
diminishes the MBSE MM efficacy and can hinder its use.

Therefore, we propose a decision calculus approach to prioritize
candidate capabilities from the MBSE MM according to the develop-
ment team adoption goal and context. The approach is composed of a
model and an instantiation method. The model breaks down the adop-
tion goal into so-called competitive priorities (Krajewski and Ritzman,
2018), which are related to benefits afforded by capabilities upon their
implementation. The instantiation method guides the weight assign-
ment of the model relations according to the relevance of the elements
towards their neighbors. According to the assigned weights, points
are distributed along the resulting graph, from the adoption goal to
the competitive priorities, benefits, and candidate capabilities. As a
result, candidate capabilities are prioritized according to the overall
points they collect, reflecting their relevance towards the adoption
goal and the team’s context. With this approach, we want to support
teams choosing MBSE methods to adopt. The main contributions of
this chapter are:

1 https://www.pmi.org/
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6.2 STUDY APPROACH

e A goal-benefit decision calculus approach to support MBSE
methods selection. The approach is composed of:

- A goal-benefit meta-model that relates MBSE methods with
benefits, competitive priorities, and finally with the adop-
tion goal.

- A method for instantiating the meta-model through assign-
ing quantitative impact measures its relations, which is
used to derive a prioritized list of MBSE process improve-
ment candidates.

¢ Qualitative and quantitative evaluations of the approach based
on six case studies and an analysis of the model.

6.2 STUDY APPROACH
In this chapter, we pursue to answer the following research question:

How to select model-based systems engineering methods that
highest yield expected benefits?

We answer this question through the creation of artifacts, namely a
model and a method to operationalize the model. The approach must
represent the relations between what is intended to achieve through
MBSE adoption and the possible ways to do so. The next logical step is
to evaluate if the proposed solution is fit. For this means we will use
the Guidelines of Modeling (Becker, Rosemann, and Uthmann, 2000)
which prescribes guidelines to ameliorate the quality of information
models. The framework has three basic guidelines, namely economic
efficiency, relevance, and correctness, which will be used as design re-
quirements that the resulting approach of this study must fulfill. In
the following we derive requirements from the respective guidelines:

R1. The approach must be cost-effective.

— Verification: feedback from case study participants.

R2. The approach must react to different types of relationships be-
tween input and output variables.

— Verification: one-at-a-time sensitivity analysis (Saltelli, 2008).

R3. The approach must improve decision-making.

— Verification: feedback from case study participants.
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The research described in this chapter was conducted in an iterative
fashion, which was composed of the following tasks and the respective
sections describing their outcomes:

e Understanding the constructs (cf. Section 6.3.1)

e Creating a model for the relations between these constructs (cf.
Section 6.3.1)

e Developing a structured method for instantiating the model (cf.
Section 6.3.2)

e Running an instantiation of the model in six case study (cf. Sec-
tion 6.4.1)

e Performing a quantitative analysis of the model (cf. Section 6.4.2)

6.2.1 Threats to validity

Construct validity. If the constructs discussed during the case study
are not interpreted in the same way by the researcher and the partici-
pants, there is a threat to construct validity. Thus, the approach and
related concepts were explained through a workshop, and all steps
were taken with our supervision. We also performed a literature re-
view to understand the constructs and their relations properly. The
MBSE experts, which participated in the task Assess Benefits against
candidate capabilities, were directly involved in constructing the ma-
turity model, which rules out stark misunderstandings of concepts.
Additionally, their answers were aggregated using the median, thus
enhancing this validity.

Researcher bias. Confirmation bias was mitigated through multiple
sources of evidence, namely, feedback from the case study participants
and quantitative analysis of the approach’s execution. Additionally,
we asked case study participants questions written with different
wording to prove the same point.

Participant bias. Member checking was used to ask respondents to
give systematic feedback on the analysis proposed by researchers
when possible. It was systematic in the semi-structured interview
process. We avoided implying a right answer through open-ended
questions and asking people to rate their responses on a scale. The
panel description (cf. Table 6.1) shows diversity of data sources. We
asked the participants to write down their answers before saying
them aloud to avoid a cognitive bias known as anchoring (Simmons,
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Figure 6.1: The goal-benefit meta-model elements and respective relations.

LeBoeuf, and Nelson, 2010) in which the first answer gravitates to the
next ones.

63 THE GOAL-BENEFIT DECISION CALCULUS

Poppelbufs and Roglinger (Poppelbufs and Roglinger, 2011) proposed
a set of design principles for developing maturity models. One of
these was the inclusion of a decision calculus (Little, 1970) for prescrip-
tive maturity models. A decision calculus is a quantitative decision
support model that helps evaluate different alternatives concerning
given objectives to derive an optimal recommendation (Bennett and
Anderson, 1995; Peterson, 2017). In the context of the MBSE MM, this
mechanism would help decision-makers to select the capabilities that
are the most interesting to have their maturity further developed,
according to the goal of the adoption strategy.

Therefore, we propose a goal-benefit decision calculus to charac-
terize and break down relations between adoption goals and MBSE
methods into a hierarchical structure of attributes. Such structure al-
lows to systematically decompose and identify lower-level attributes
(benefits capabilities affordances) which contribute to the achievement
of higher-level attributes (competitive priorities), allowing a shift from
rather abstract concepts like managerial considerations to more con-
crete attributes (Vetschera, 2006). The proposed decision calculus is
composed of a goal-benefit model and an instantiation method.

In the following, we describe the model structure. Further, we pro-
pose a workflow to instantiate the model and generate recommenda-
tions.
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6.3.1 Model elements and relations

The model is composed of four types of elements, namely MBSE adop-
tion goal, Competitive priorities, Benefits, and Candidate capabilities. Their
relations are depicted in Figure 6.1. The model forms a hierarchical
tree structure of attributes, each level having specific considerations
(cf. Figure 6.2). In the following, we describe the elements in detail
and their relations.

6.3.1.1  MBSE adoption goal

The adoption goal is the reason why a team is undertaking the MBSE
adoption project. Not being able to fulfill the goal is deemed a failure.
The goal defines the “to-be” state after the method adoption benefits
are harvested and are created based on the “as-is” state. Goals are
defined on high levels of granularity using natural language; thus,
they can be interpreted and fulfilled in many ways (i.e., verification
and validation challenge). This element is placed on the top of the
tree structure (cf. Figure 6.2). Examples of adoption goals not limited
to MBSE can be found in (Xu and Ramesh, 2007).

6.3.1.2 Competitive priorities

Competitive priorities are defined as the dimensions that a produc-
tion system must possess to support the markets” demands in which
an organization wishes to compete (Krajewski and Ritzman, 2018).
Measures of competitive priorities fit in manufacturing strategy the-
ory and are used to audit an organization’s manufacturing strategy.
Choices on which competitive priorities to emphasize should guide
and constrain the design and operating decisions facing manufactur-
ing executives (Ward et al., 2007). Four competitive priorities can be
related to goals towards MBSE method adoption (Beck, 2000; Jitpai-
boon, 2014):

e Cost is the invested value to deliver the product to the customer;
thus, it influences profit. Lower costs are equivalent to higher
efficiency. Are dimensions of Cost (Foo and Friedman, 1992;
Hayes and Weelwright, 1984): manufacturing cost, value-added,
selling price, running cost, service cost, and profit. In MBSE, cost
reduction is achieved by optimizing the work (e. g., traceability,
automatization).

e Quality is described in terms of non-functional requirements.
Regulations dictate acceptance levels of quality for potentially
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hazardous products/services. Quality can increase the costs (i.e.,
more reviews and scrutiny), but better methods and tools can
increase quality without increasing running costs (through au-
tomated and dynamic analysis). More dimensions of this com-
petitive priority can be found in (ISO/IEC, 2010).

e Lead time defines the time it takes to develop a product (i.e.,
how fast a new product can be delivered). Additionally, better-
prepared competitors are likely to fulfill the needs of potential
customers in advance. Refinements of Lead time are manufac-
turing lead time, due date performance, rate of product intro-
duction, delivery lead time, frequency of delivery. Automation
plays a significant role in MBSE methods in diminishing the
Lead time.

e Scope is described in terms of the desirability of functional re-
quirements. The product/service needs to provide what the user
needs and what the customer wants, which should not be mis-
taken with project scope size. This dimension involves require-
ments elicitation, verification, and validation activities. Models
are better ways to verify the feasibility of new functionalities.

Competitive priorities relate to the MBSE adoption goal, and MBSE
benefits. This element populates the second level of the model tree
(cf. Figure 6.2).

6.3.1.3 Benefits

A benefit is a value that is created as a result of the successful comple-
tion of a project, e.g., method adoption (PMI, 2017). A benefit is a pos-
itive attribute that may support the adoption goal. For instance, Easier
handling of complexity (Asan, Albrecht, and Bilgen, 2014) is a benefit
generated by MBSE models and tools that support impact, coverage,
and consistency analysis. The benefits associated with MBSE adop-
tion used by this approach were collected from the literature and are
described in more detail in Section 2.2.2. In our model, benefits relate
to Competitive priorities, and Candidate capabilities (cf. Figure 6.1). In the
following, we list these benefits and discuss some of their competitive
priorities relations, which are not comprehensive and can change as
new tools, methods, and systems are created.

o Easier reuse of existing artifacts (Salimi and Salimi, 2017)

— Cost: reuse efforts are smaller than developing from
scratch (Northrop, 2006).
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— Quality: reusing good quality artifacts improves the sys-
tem’s quality by diminishing the area of the code subject to
failure.

— Lead Time: reused parts are less prone to unplanned defect
fixing and integration efforts are smaller than developing
from scratch, enhancing chances of achieving deadlines.

— Scope: is not directly related to this benefit because reuse
can make product owners too clingy to their already exist-
ing “free” functionalities and poorly grasp what the real
desire of the market is.

e Better communication (Hutchinson et al., 2011)

— Cost: communication issues can generate rework.

Quality: communication issues can lead to defect injec-
tion (Dowson, 1997).

Lead Time: rework due to miscommunication impacts the
time required to complete a system.

Scope: better requirements are likely to come up when
engineers can communicate better.

e Better understanding of problem domain (Boehm, Gray, and See-
waldt, 1984)

— Cost: poor understanding of the problem at hand usually
leads to rework. Less iterations are required to reach a
satisfactory level.

- Quality: since the team will focus on relevant problems,
more time is available to guarantee quality.

— Lead Time: clear problem domains are less likely to bring
new requirements during development, enhancing chances
of achieving deadlines.

- Scope: the better one understands the problem domain,
easier it is to propose more aligned solutions.

o Better understanding of solution space (Harvey and Liddy, 2014)

— Cost: new requirements are less likely to be discovered at
late stages of development.

— Quality: requirements are more likely to be well described,
thus providing less room for mistaken design decisions.

- Lead Time: good knowledge of what should be done
makes it easier to reach agreed deadlines.

- Scope: good understanding of the solution space increases
chances of having good ideas for new functionalities.
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o Better estimates (cost, impact of req. changes) (Dabkowski et al.,
2013)

— Cost: less risk to overrun budget.

— Quality: when estimates are short, quality assurance activ-
ities might suffer to make the project fit agreed delivery
dates .

— Lead Time: well estimated targets are more likely to be
reached.

— Scope: receives little contribution from this benefit.
o Less defects (McConnell, 2004)

— Cost: less effort fixing bugs, less defects found at later
stage of development process (Afzal et al., 2013), less defect
found by system users.

— Quality: better system quality.

- Lead Time: less time needed to fix bugs, thus more likely
to reach targets.

— Scope: less needed time for defect fixing is equal to more
project time available to develop better functionalities.

e Easier handling of complexity (Asan, Albrecht, and Bilgen, 2014)

Cost: less project navigation and tracing efforts.

Quality: less defects due to missing information.

Lead Time: less time consumed tackling complexity.

Scope: more project time available to develop better func-
tionalities.

e Improved verification & validation (McConnell, 2004)

Cost: less effort required to perform these tasks.

Quality: less risk of missing requirements implementation
or misunderstandings.

Lead Time: evidence of the requirements implementation
can be easily collected.

Scope: better ways to describe requirements fosters new
interesting functionalities.

o Improved quality of specification (Fosse and Bayer, 2016)
— Cost: rework due to poor specification is mitigated.

— Quality: better specification requires less ad hoc decision-
making for filling gaps, thus fewer opportunities to inject
defects.
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— Lead Time: less effort is required to make sense of good
specification.

— Scope: better specification encompasses more information
which is the input for creating better functionalities.

o Efficient certification (Helle, 2012)

- Cost: reuse of previous certification artifacts and automa-
tion has implications on cost

— Quality: tools to generate evidence also uncover quality
issues.

— Lead Time: certification takes time but evidence can be gen-
erated at early stages of development (through simulation
or automated checks).

— Scope: more project time available to develop better func-
tionalities.

6.3.1.4 Candidate capabilities

Candidate capabilities are the units of MBSE methods and the solution
space of the adoption initiative (i.e., MBSE methods not employed by
the team). They generate benefits that can (or not) help the team to
reach its method adoption goal. The capabilities used in this approach
are from the MBSE MM (cf. Section 2.4).

6.3.1.5 Hierarchical levels

The elements and their relationships form a three-level hierarchical
tree (cf. Figure 6.2). Each level is documented in an artifact which
is the output of a task of the instantiation method (cf. Section 6.3.2).
The relations between elements are defined using either Analytic hi-
erarchy process (AHP) (Saaty, 1980) or the no-low-high scale, which are
described in the following:

e Analytic Hierarchy Process (Saaty, 1980) is a method to sup-
port multiple-criteria decision analysis. It works by building a
hierarchical model of properties to reason a decision. The main
decision is placed at the graph’s root, while possible solutions
are placed at the leaves. Connecting them are the properties
of the solutions. Then, the properties” importance is compared
in a pairwise fashion (i.e., is property A more important than
property B) and to which magnitude, expressed in an ordinal
scale from 1 to 9. The comparisons are translated to weights that
are assigned to the properties through the connecting edges.
The parent importance is propagated to the children nodes pro-
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Figure 6.2: The hierarchical structure of attributes of the goal-benefit meta-
model.

portionally to the assigned weights until all edges have been
considered when reaching the leaves (i.e., solution). In the end,
the leaf’s values should sum up to the root’s importance.

e No-low-high scale is a three-level scale for defining relation-
ships, and it describes if there is no relation, if the relationship
strength is low, or if it is high. This scale has little room for mis-
takes and provides the granularity required for this model. The
scale can be translated to numbers for quantitative use, assign-
ing zero for no relation, one for low, and two for high. This scale
is used to define the Team’s context and the Capability affordances.
Other established frameworks use a similar scale (Horkoff et al.,
2014), such as in the Business Intelligence Model, which uses a
two-grade scale to describe influence relationships among goals
(i.e., weak positive and strong positive).

The hierarchical levels of the model (cf. Figure 6.2) are described in
the following:

GoAaL LEVEL. This level represents the refinement of the goal
in competitive priorities. By refinement, we mean: when trying to
achieve the goal, how each competitive priority should be considered.
Every goal delivers a specific set of relations between those entities.
The Goal level encompasses the MBSE adoption goal, the four com-
petitive priorities, and the valuation of the relation between both. This
level is developed during the task Define MBSE adoption goal, and Re-
fine MBBSE adoption goal. There are two artifacts related to this level,
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namely the MBSE adoption goal, and the Refined MBSE adoption goal
(cf. Section 6.3.2). The relations value is defined in percentages, and
there are four relationships of this kind in the model, one for each
competitive priority.

TEAM LEVEL. The relations between competitive priorities and ben-
efits represent how the latter contribute to the former based on the
team’s contextual and intrinsic characteristics. The model considers
these factors in the assessment of the Team context relations (i.e., a cost-
efficient team will most likely benefit less from cost-related benefits).
This relation is described using the no-low-high scale. There are forty
relationships of this kind in the model (i.e., four competitive priorities
times ten benefits). These values are defined in the task Characterize
team context and belong to the Team's context artifact (cf. Section 6.3.2).

CAPABILITY AFFORDANCES LEVEL. The relations of this level ex-
ists between benefits and capabilities and represent the benefits gener-
ated by adopting the respective capability. The value of the relations
is context-independent; thus, reuse is possible, but the candidate ca-
pabilities selected are team-specific (i. e., must be composed of non-
implemented capabilities). It is defined using the same scale as the
Team level relations (i.e., no-low-high scale). The number of these rela-
tions in the model is 10*(the number of candidate capabilities). This
level is defined during the task Assess candidate capabilities affordances
and the values are store in the Candidate capabilities affordances, and
Capabilities affordances repository artifacts (cf. Section 6.3.2).

6.3.2 The instantiation method

In this subsection, we describe a method to guide the instantiating
of the model. When the model is instantiated, values are assigned to
the relations quantifying those regarding refinement/contribution/-
generation. The method’s outcome is a list of candidate capabilities
prioritized according to their contribution towards the adoption goal.
In the following, we describe the actors involved and the workflow
tasks (cf. Figure 6.3). Later, we describe each task in detail. A running
example of the method is provided in case study 1 (cf. Section 6.4.1.2).

6.3.2.1 Actors

Three groups of actors participate in the method execution:
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e Team members. are the actors belonging to the team adopting
the MBSE methods. Participants of this group are system en-
gineers, developers, team leaders, and managers. Having more
than one participant from this group when performing the tasks
enhances the approach’s results, and their answers should be
discussed to reach a consensus.

e Researchers. encompasses the individuals applying the ap-
proach. This group participates in all tasks, either actively or
supporting the other actors.

o MBSE Experts. are professionals with deep knowledge of MBSE
methods, their application in teams, and the benefits these meth-
ods can deliver. They are consultants, researchers, instructors,
among others.

6.3.2.2 Tasks

In this subsection, we describe the tasks required to instantiate the
meta-model. Dependencies between tasks can be seen in Figure 6.3.

ASSESS TEAM PROCESS MATURITY. In this task, the process ma-
turity of the team is assessed using the MBSE MM. Researchers ask
team members through interviews whether they produce or manip-
ulate specific artifacts described by the MBSE MM capabilities. If
they answer yes, the capability is considered implemented. In case of
doubt or lacking understanding, the researchers should ask the team
members for artifacts related to the capabilities (e.g., documents or
models with the required information is documented). The outcome
of this task is the current maturity profile of the team processes. Team
members fit for this task are engineers performing the processes.

Output: Maturity profile — This artifact describes all the implemented
capabilities in a team.

SELECT CANDIDATE CAPABILITIES. The candidate capabilities are
selected from the MBSE MM based on the Maturtity profile. Any non-
implemented capability can be a candidate. The number of candidate
capabilities to be selected is not fixed and depends on the allocated
effort for MBSE adoption. We suggest selecting at least two candidate
capabilities per focus area for each adoption iteration (i.e., a team hav-
ing Operational context focus area until OPC C implemented would
select as candidate capabilities OPC D and OPC E). Other capabili-
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Figure 6.3: Workflow of the instantiation method.
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ties can be added to the pool in a new run of the approach in the
subsequent iterations.

Input: Maturity profile.

Output: Candidate capabilites — This artifact is a subset of unimple-
mented capabilities in the team.

ASSESS CANDIDATE CAPABILITIES AFFORDANCES. At this task,
MBSE experts assess the magnitude of the benefits each candidate
capabilities can generate when implemented in a team. For each pair
(candidate capability, benefit), experts characterize the generation of
benefits using the no-low-high scale (cf. Section 6.3.1.5). Moreover, their
answers are aggregated using the median. The benefits generated by
the candidate capabilities are not team-specific; thus, this task can
be performed without considering the team context. Therefore, the
outcome of this task can be reused in multiple case studies.

Input: Candidate capabilities.
Output: Candidate capabilities affordances.

DEFINE MBSE ADOPTION GOAL. The team members should de-
scribe, using natural language, the team’s main goal for adopting
MBSE methods. If many goals are elicited, the most important goal
should be selected (there are many techniques to prioritize goals,
which is out of this approach’s scope). Participants with managerial
roles are the best fit for this task.

Output: MBSE adoption goal.

REFINE GOAL. This task outcome is the refinement of the adoption
goal into competitive priorities (cf. Section 6.3.1.2). The goal described
in natural language can be interpreted in many ways; thus, a crispier
understanding is sine qua non. Hereby Analytical Hierarchy Process
(AHP) (Saaty, 1980) is used, a method designed to compare the im-
portance of properties in a pairwise fashion. Team members compare
competitive priorities with each other regarding their importance to-
wards achieving the goal. After the calculation, the relevance of each
competitive priority is delivered in percentages. Team members hav-
ing managerial roles should perform this task, and their answers must
achieve a consensus. The researchers assist this task.

Input: MBSE adoption goal.
Output: Refined MBSE adoption goal.
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CHARACTERIZE TEAM CONTEXT. In this task, team members
should assess how benefits contribute to the competitive priorities
according to the team context using the no-low-high scale (cf. Sec-
tion 6.3.1.5). Benefits can have little influence if the team is already
strong in specific dimensions, or the opposite can happen, and an
addressed benefit can effectively diminish a performance gap. Thus,
the outcome of this task is team-specific.

Output: Team’s benefit potential — This artifact represents the improve-
ment potential of each MBSE benefit towards the competitive priori-
ties within a team.

PRIORITIZE CANDIDATE CAPABILITIES. The last task compares
each candidate capability relevance towards the goal by prioritiz-
ing them according to points distributed based on the instantiated
weighted relations. Starting at the MBSE adoption goal (cf. Figure 6.2),
the Refined MBSE adoption goal artifact defines how many goal-points
each competitive priority will be assigned, which are calculated by
multiplying 1000 points to the relations percentages. Next, these
points are distributed to the benefits according to the weights de-
fined in the Team’s context artifact. Each benefit receives points from
each competitive priority according to the Benefit-points calculation
formula:

(relation’s weight)*(goal-points value)/(sum of all weights of
respective competitive priority).

Then, the values are summed up to form the total benefit-points for
each benefit. Further, we must distribute these benefit-points to the
capabilities. The same process is performed at Capability affordances
level using the information from the Candidate capability affordances
artifact and the Candidate-points calculation formula:

(relation’s weight)*(benefit-points value)/(sum of all weights of
respective benefit).

This calculation is performed for each pair (benefit, candidate capa-
bility) and is summed in the candidate capability. The final step is
ordering the candidate capabilities according to the sum of the total
points they received. The candidate capabilities with the most points
are more relevant towards meeting the adoption goal considering the
team’s context. Figure 6.4 depicts this process.

Input: Candidate capabilities affordances, Team'’s benefit potential, Refined
MBSE adoption goal.
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Figure 6.4: Workflow of the task Prioritize candidate capabilities.

Output: Prioritized list of candidate capabilities — The list is prioritized
according to the importance of fulfilling the adoption goal.

The tasks Define MBSE adoption goal and Refine goal are goal-specific.
Characterize team context, Assess team process maturity, and Select can-
didate capabilities are team specific. The outcome of Assess candidate
capabilities affordances can be reused with different teams.

6.3.2.3 Other elements of the workflow

Two elements represented in the workflow provide support to the
development of the activities. The MBSE MM is required for running
the approach and is described in detail in Section 2.4. The Capability af-
fordance repository is the repository where the output of the task Assess
candidate capabilities affordances is stored for future use. The Candidate
capability affordances artifact is not context-specific, meaning that an-
other run of the approach (with the same team or with another team)
can re-use the assessment of the same previously assessed candidate
capability. This work collected 53 capability affordances that can be
reused and enhanced in the approach further execution (cf. Table 6.3).
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Table 6.1: Case study participants - demographic data.

ID Industry Team size Role of participants

CS1  Automotive 5 Process manager, architect

CS2  Government 8 Process analyst, project manager

CS3  Education 9 Project manager, architect, devel-
oper

CS4 Defense 6 Project and product manager

CS5  Defense 4 Systems manager

CS6 Defense 12 Project manager

6.4 VALIDATION

In this section, we aim to prove that the approach fits its purpose. Thus
it needs to adhere to the requirements defined in Section 6.2. This
section is divided in two subsections, namely Qualitative evaluation
and Quantitative evaluation. In the former, we report applying the
approach in real development teams in six case studies where we
collected the participants” impression regarding the approach itself
and delivered results. Our intention was to verify requirements R1
and R3. In the latter, we provide an analysis of the model based on
metrics regarding its use. The intention was to verify requirement Rz.

6.4.1  Qualitative evaluation

In this section, we provide evidence that the approach fulfills the re-
quirements R1: The approach must be cost-effective and R3: The approach
must improve decision-making. We seek to achieve this through six case
studies in which we applied the approach in real-life development
teams and collected their feedback about the delivered results and the
experience of applying the approach. The case studies were carried
out in teams located in Brazil and Germany. A demographic sum-
mary of the teams that participated in the case studies can be seen in
Table 6.1.

The case study participants were debriefed over the model and
method in a pitch meeting to present the approach. For the task Refine
goal, the participants performed the AHP method using an online
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tool® to generate the values. We put together this task’s results for
each goal in Table 6.6 for comparing how each team refined their
goals towards competitive priorities. The Team’s benefit potential for
each case study can be seen in Appendix E.

Once all tasks were performed (cf. Section 6.2) we held a meeting
to present the results and collect the impressions of the participants
towards the approach. These findings and how they corroborate to the
fulfillment of the aforementioned design requirements are described
at the end of each case study in a paragraph named Reflections on the
model.

We provide a running example in case study 1 described in more
detail than the other case studies (cf. Section 6.4.1.2). In the following
subsections, we describe the task Assess candidate capabilities affordances,
and how the case studies were performed.

6.4.1.1  Expert assessment

For the case studies, we selected 53 candidate capabilities (cf. Fig-
ure 6.5) to be evaluated by MBSE experts at the task Assess candidate
capabilities affordances. We canvass the opinion of five MBSE experts
in a single-round survey (Pan et al., 1996). They were sent through
e-mail a spreadsheet file containing a capability for each row and
benefits for columns which they should grade their relation using the
no-low-high scale (cf. Section 6.3.1.5). We collected their answers and
aggregated the values using the median. The experts selected for this
assessment were directly involved in developing the MBSE MM and
had a deep knowledge of the capabilities. However, any MBSE expert
with solid methods knowledge and experience would be fit for the
assessment and eventual discrepancies would be ironed out through
the responses median.

The sum of points assigned to each of the 53 capabilities can be seen
in Table 6.3. The distribution of the values per capability followed a
normal distribution (i.e., bell-shaped curve) as shown in Figure 6.6.
Therefore, the MBSE experts were neither optimistic nor pessimistic
about the capabilities affordances. The criteria for selecting these can-
didate capabilities were based on the case studies teams’ current matu-
rity profile and the next two unimplemented respective capabilities of
each focus area. The candidate capabilities for each case study can be
seen in Figures 6.8-(b), 6.9-(b), 6.10-(b), 6.11-(b), 6.12-(b), and 6.13-(b).

2 https://bpmsg.com/academic/ahp_calc.php

109


https://bpmsg.com/academic/ahp_calc.php

110 GOAL-BENEFIT DECISION CALCULUS FOR MBSE METHOD SELECTION

A ) EEEE @)

IR ( ~ )( 8 )(cJ(oJ(e])C )L ICICIC]
B A ) EGE@mEE )
IS (eI ) (F)L e )
I ) A ) @EEEI e e
R 0 )& )& I )e)
I (- @& @& @)
I ()& )@&E ) I
. (@& & )& @)
R () s )(c)(o) CE)CECe) L]
I )0 )G @
ISR SE———— ) ) ()@ ) e )
D@ (o)==
) () (@8 )]

Figure 6.5: Capabilities assessed by MBSE experts on the task Assess candidate
capabilities affordances.
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6.4 VALIDATION

Table 6.3: Weight-points sum of Candidate capability affordances artifact from

the task Assess candidate capabilities affordances.

Cap. weight-sum | Cap. weight-sum | Cap. weight-sum
LAM G 19 LAME 11 SCM C 9
SBT C 17 RM B 11 TAM C 9
RMC 16 OPC D 11 MM C 9
LCME 16 OPCE 11 GOM D 8
OPCF 15 SES B 11 LCM A 8
TAM C 14 SCM D 11 LCM B 8
RM D 14 LCM C 11 SCM G 8
LAMD 14 SCM B 10 GOM F 8
SES C 14 ECM C 10 GOM E 7
SES D 14 RM A 10 TAM A 7
SEM C 13 SFM B 10 MM A 7
SCM A 13 ECM B 10 KNC C 7
SBT B 13 TAM B 10 SES A 6
MM D 13 TCM B 10 GOM B 5
OPC C 12 ECM A 9 GOM A 4
OPC B 12 LAM A 9 KNCD 4
LAM C 12 GOM C 9 KNC B 3
LAMF 12 MM B 9 - -
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6.4.1.2 Case study 1 (CS1)

This case study is described with greater detail to serve as a running
example. In this case study, the approach was applied to a system
development team of a Tier-1 manufacturer of rolling element bear-
ings for automotive, aerospace, and industrial uses. The case study
started with the task Assess team process maturity which was performed
through face-to-face interviews with four systems engineers. The out-
come of this task is the team’s Maturity profile (cf. Figure 6.7). During
the task Select candidate capabilities 23 candidates capabilities were con-
sidered by the researchers for this case study (cf. Figure 6.8-(b)).

The remaining tasks were performed through two teleconferences,
lasting one hour each, with two participants; a process management
specialist and an architect. We started with the activity Define adoption
goal. The participants explained that the team needed to improve
interdisciplinary work between system development and software
development. After some brainstorming rounds, the goal was finally
defined as:

“Enhance communication between software and system
development teams.”

The MBSE adoption goal was used as input for the next task, Refine goal.
The pairwise comparison of each competitive priority can be seen
in Table 6.4, and the calculated result in percentages in Table 6.6. At
first, the participants were surprised that Scope (53.6%) was ranked
higher than Quality (29.8%), but when revisiting the evaluation, they
stated that Scope was more important than Quality for a scale of 3
(cf. Table 6.4). Then they realized their assumption was based on the
team’s priorities in which Quality is more important than Scope, but
considering the adoption goal, Scope was more important. Neverthe-
less, Quality was ranked second most important competitive priority.
Next, we performed the activity Characterize team context. The result
of this activity can be seen in Table 6.5.

Finally, the task Prioritize candidate capabilities was performed. The
first five items from the Prioritized list of candidate capabilities belong
to four focus areas; the first capability from Requirements Modeling,
two capabilities from Operational Context, and one capability from Sys-
tem Function Modeling and Systems Function Specification. The last two
capabilities had requirements not yet present in the team; thus, the
required capabilities must be implemented before they are considered.
The five first prioritized capabilities can be seen in Figure 6.8-(c).

REFLECTION ON THE MODEL: The participants stated that the ap-
proach “helps assess the team priorities in the first place” and “proposes how
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Table 6.4: AHP pairwise comparison from task Refine goal from case study 1.

Pairwise comparison Answer How much more?
Cost or Quality Quality 5
Cost or Lead Time Lead Time 5
Cost or Scope Scope 7
Quality or Lead Time Quality 5
Quality or Scope Scope 3
Lead Time or Scope  Scope 5

Table 6.5: Instance of Team’s benefit potential, output of the task Characterize
team context from case study 1.

MBSE benefit Cost Quality Lead Time Scope
Easier reuse of existing 2 2 1 0
artifacts

Better communication 0 2 1 2
Better understanding of 1 1 1 1

problem domain

Better understanding of o 1 2 2
solution space

Better estimates 2 1 1 0
Less defects 2 2 1 0
Easier handling of com- 1 2 1 1
plexity

Improved verification & 2 2 1 0
validation

Improved quality of 1 1 1 1
specification

Efficient certification 1 2 1 1

Sum 14 16 11 8
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Figure 6.7: Case study 1 - Maturity Profile.

the team could evolve its processes”. They also said that “the results were
a good starting point when deciding how to execute MBSE process maturity
improvement”. These statements are evidence that the approach fulfills
requirement R3. The participants rated the approach cost-efficient,
thus fulfilling requirement Rx.

6.4.1.3 Case study 2 (CS2)

Case study 2 team develops educational management information
systems for a university with functionalities such as course registering
and grade management. The complete method was performed in
one face-to-face meeting, which lasted around two and a half hours.
Three participants attended the meeting, namely a project manager,
an architect, and a developer. After performing the task Assess team
process maturity and having in hands the maturity profile of the team
(cf. Figure 6.9-(a)) we selected 24 candidate capabilities (cf. Figure 6.9-
(b)). The team members were concerned with not having enough
documentation available to understand the systems once someone
left the team, i.e., loss of knowledge due to employee turnover.
Additionally, much effort was required to transfer knowledge to new
team members. The following goal was defined based on the issue
mentioned above:

“Improve knowledge transfer of the systems to new team mem-
bers.”
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Figure 6.8: Case study 1 - (a) blue capabilities: current team MBSE maturity
profile, (b) green and yellow capabilities: candidate capabilities
for adoption, (c) yellow capabilities: five first prioritized capabili-
ties.

The Refined MBSE adoption goal artifact had Quality as the leading
competitive priority with 45% followed by Lead Time with 35.3% (cf.
Table 6.6). The Prioritized list of candidate capabilities had two capabil-
ities from System Behavior Testing focus area among their five best
scoring. This is reasonable since Quality was rated the most important
competitive priority towards goal achievement. Other relevant focus
area were Systems Function Specification, Requirements Modeling and
Operational Context (cf. Figure 6.9-(c)). From all these, only the Systems
function specification capability requires a previous unimplemented
capability (SFS C).

REFLECTION ON THE MODEL: The participants found the ap-
proach quite helpful since it “led them to reflect on the team’s current
situation within the questions raised”. The results were considered rele-
vant because they “were aligned with the problems identified by the team
beforehand”. They said the approach provided them with a direction
to tackle those issues (compliance with R3). The approach consumed
a reasonable amount of time in the participants’ eyes, thus complying
with R1.

6.4.1.4 Case study 3 (CS3)

The team from case study 3 develops information systems for a gov-
ernment agency. Their duties include the creation of systems to sup-
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Figure 6.9: Case study 2 - (a) blue capabilities: current team MBSE maturity
profile, (b) green and yellow capabilities: candidate capabilities
for adoption, (c) yellow capabilities: five first prioritized capabili-
ties.

port regulations and decrees. At the interview time, eight engineers
worked on this team. We performed the tasks in two face-to-face
meetings with a duration of one hour each. In the first meeting, we
performed the task Assess team process maturity with two team mem-
bers, namely a project manager and a requirements engineer. In the
second meeting, we executed the rest of the tasks with the same
project manager from the first meeting and a process analyst. Before
the second meeting, we asked the participants to think about adoption
goals and provided them with a spreadsheet to describe the relations
between competitive priorities and benefits. We asked them to define
those relations in the same way as the task Characterize team context,
so they could reflect on their own, thus avoiding the “anchoring ef-
fect” (Simmons, LeBoeuf, and Nelson, 2010), and diminish the task
duration (results can be seen in Appendix E). Twenty-one candidate
capabilities were considered for this case study:.

When asked to produce method adoption goals, the participants
stated they had rework problems due to miscommunication and
poorly described requirements. They also had effort estimation is-
sues. In a dead-lock to decide between both issues we proposed to
work with two goals (cf. Table 6.6):

CS3_G1: “Reduce rework due to communication issues and scope
definition”
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CS3_Gz2: “Improve effort estimation”.

We performed the task Refine adoption goal twice, one time for each
goal. Both goals delivered slightly similar results (cf. Table 6.6), be-
ing Lead time the most important competitive priority (CS3_G1: 50.3%
and CS3-G2: 68%). For CS3_G1, Scope was the second most important
while Quality was the third, whilst for CS3_Gz2 the opposite happened.
Moreover, Quality had a similar percentage in both goals (CS3_Gu1:
13.7% and CS3_Gz2: 14.9%). After performing the task Prioritize can-
didate capabilities for each goal, we found out that the first five most
important capabilities were the same for both goals (cf. Figure 6.10-(c)),
although they featured in different order. This outcome was expected
due to both goals” Refined MBSE goal adoption similarities. The results
suggested adopting 2 capabilities from Requirements Modeling and one
capability from Logical Component Modeling, Logical Architecture Mod-
eling, and System Behavior Testing. However, the last two capabilities
have requirements not present in the current team’s Maturity profile,
namely LAM G and SBT B.

REFLECTION ON THE MODEL: The participants agreed with the ap-
proach results, especially regarding system testing capabilities. They
stated that “the results help decide the next improvement steps” and rec-
ommended the approach use in their team. They said “the approach
identified many improvement points that were under the radar” (thus com-
pliance with R3). The approach application using two goals was an
exciting experience. Compared to the other “one-goal” case studies,
the extra effort was not significant; only the tasks Define MBSE adop-
tion goal, Refine goal, and Prioritize candidate capabilities needed to be
executed twice. The participants disclosed that the time required to
perform the approach was acceptable (compliance with R1).

6.4.1.5 Case study 4 (CS4)

The team of the case study four developed systems for military op-
erations. It was composed of six team members and applied Scrum
development methodology. We performed all workflow steps (cf. Sec-
tion 6.3.2) in a single face-to-face meeting lasting one and a half-hour.
A single team member with the roles of project and product manager
participated in the case study. Since the team worked under an agile
methodology, few artifacts besides code were produced used. Thus,
very few capabilities were marked as being present (cf. Figure 6.11-(a))
since MBSE MM is artifact-oriented (cf. Section 2.4). After performing
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Figure 6.10: Case study 3 - (a) blue capabilities: current team MBSE maturity
profile, (b) green and yellow capabilities: candidate capabilities
for adoption, (c) yellow capabilities: five first prioritized capabil-
ities for both goals.

Requirements

the maturity assessment, 24 candidate capabilities were selected (cf.
Figure 6.11-(b)).

The team adoption goal was defined as:
“Automate system analysis”.

Next, the participant applied AHP to refine the goal’s relation with
the competitive priorities (cf. Table 6.6). Quality was defined as the
most important competitive priority with 68.0% of relevance, followed
by Lead Time (19.8%), and not so far Scope (13.0%) (cf. Table 6.6). Be-
longed to the five first from the Prioritized list of candidate capabilities
a capability from Scenario Modelling focus area which the team had
no capability insofar (cf. Figure 6.11). The same for System Behavior
Testing. Other focus areas from this set of capabilities were Require-
ments Modeling, System Function Specification, and Logical Architecture
Modeling (cf. Figure 6.11-(c)).

REFLECTIONS ON THE MODEL: The case study 4 participant stated
that “the model presents things that could be done and currently are not”.
The approach makes improvement opportunities explicit; thus, adher-
ence to requirement R3. The participant suggested that “identify and
document” capabilities should be split (i.e., identifying without docu-
menting shall be possible). He also suggested that the approach could
support partial capability implementation. Considering the team’s de-
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Figure 6.11: Case study 4 - (a) blue capabilities: current team MBSE maturity
profile, (b) green and yellow capabilities: candidate capabilities
for adoption, (c) yellow capabilities: five first prioritized capabil-
ities.

velopment methodology, i.e., Scrum, receiving such feedback seems
reasonable. We see this as a granularity issue on the capabilities” de-
scription. If a capability can be partially implemented, it should be
broken down into two full-implementable and less complex capabili-
ties. The participant perceived the time spent to execute the approach
compatible with the perceived benefits (thus adherence to require-
ment R1).

6.4.1.6 Case study 5 (CS5)

The team from case study five developed recruiting and staff mo-
bilization information systems for military operations and had four
members. Most of their work at the time was related to systems de-
velopment for replacing analogical business processes. The case study
data was gathered in one and a half-hour long face-to-face interview
with the system manager.

The team member stated that the team adoption goal was:
“Improve the ability of the team”.

This goal is quite generic, and it is yet not clear which benefits can
help fulfill it. Further, we performed the task Refine goal and the re-
sults put great emphasis on Lead Time (43.4%), Scope (34.6%), and
Quality(18.3%) (cf. Table 6.6). From the prioritized list of candidate
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Figure 6.12: Case study 5 - (a) blue capabilities: current team MBSE maturity
profile, (b) green and yellow capabilities: candidate capabilities
for adoption, (c) yellow capabilities: five first prioritized capabil-
ities.
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capabilities, among the first five (cf. Figure 6.12-(c)) were two capa-
bilities from the Requirements Modeling focus area (RM C and RM D).
According to the Maturity profile, the team had only two implemented
capabilities from this focus area, and further development would most
likely bring great benefit towards the adoption goal.

REFLECTIONS ON THE MODEL: The participant perceived the ap-
proach “very important” and it “gives the opportunity to think” about
the processes of the team. He also said that it “shows the things that
are done well, and what possible improvement points are” (adherence to
R3). He suggested a more elaborate description considering capability
adoption and stated the execution effort was acceptable (compliance
to R1).

6.4.1.7 Case study 6 (CS6)

Case study six was performed in a team specialized in system cyber-
security. Its twelve members” duty was to support other teams in the
same organization regarding cyber-security. Their duties involved in-
spection of files for malware and proof testing other teams developed
systems. Much of the work they need to carry was mainly repeti-
tive, and any software development was for internal use (e.g., scripts).
This setting could be seen in their Maturity profile (cf. Figure 6.13-(a)),
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Figure 6.13: Case study 6 - (a) blue capabilities: current team MBSE maturity
profile, (b) green and yellow capabilities: candidate capabilities
for adoption, (c) yellow capabilities: five first prioritized capabil-
ities.

which disclosed a high degree of automation. We interviewed the
team’s project manager in a face-to-face meeting lasting one and a
half hours. Only nine candidate capabilities were selected for this case
study due to the high maturity level of its processes. The participant
defined the MBSE adoption goal as

“Bring greater automation to artifact treatment tasks”.

After performing the “Refine goal” task (cf. Table 6.6), Quality was
defined as the most important competitive priority (61%) followed
by Scope as second (26.2%). After the Prioritize candidate capabilities
task, the five best-ranked candidate capabilities were two from Logical
Architecture Modeling and one from Operational Context, Requirement
Modeling, and Mode Modeling (cf. Figure 6.13-(c)).

REFLECTION ON THE MODEL: The case study participant stated
that “without doubt the approach helps to decide the next improvement steps”
(compliance to R3). He declared that he would have liked to spend
more time applying the approach, i.e., the approach application was
perceived to be hastily, and he would have liked to discuss the con-
cepts in more detail. We were trying to apply the approach using
less time as possible to make it compliant with R1. Anyhow, his re-
marks are valid, and perhaps we should be more sensitive to the team
members’ need for more discussion.
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Table 6.6: Instance of Goal refinement for each goal of the case studies.

Goal/Competitive priority Cost Lead T. Quality Scope
CS1: Enhance communication 4.7% 11.9% 29.8% 53.6%
between software and system de-

velopment teams.

CS2: Improve knowledge trans- 3.7% 35.3% 45.0% 16.0%
fer.

CS3-1: Reduce rework due to 3.6%  50.3% 13.7%  32.4%
communication issues and scope

definition.

CS3-2: Improve effort estima- 54%  68.0% 14.9% 11.7%
tion.

CS4: Automate system analysis.  4.9% 19.8% 62.3% 13.0%
CSs: Improve ability of the team. 3.7%  43.4% 18.3%  34.6%
CS6: Automate artifact treat- 3.0% 9.8% 61.0% 26.2%
ment tasks.

Average: 4.1% 34.1% 35.0% 26.8%
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Table 6.7: Top 5 capabilities from the sensitivity analysis one-at-a-time for
each competitive priority plus Refined MBSE adoption goal from
case study 1.

Posi. Cost Quality Lead time Scope | CS1
1. SFSD SFSC SES D RMB | SFSC
2. SFSC SFSD SFSC SFSD | SFSD
3. SEMC SFMC SEMC SFSC | RMB
4. LAMC LAMC OPCC RMA | OPCC
5. OPCC OPCC LAMC OPCC | SFM C

6.4.2 Quantitative evaluation

In this subsection, we intend to test if the approach adheres to the
requirement R2. The approach must react to different types of relationships
between input and output variables. For this means, we would like to test
how different values attributed to competitive priorities could change
the prioritization of candidate capabilities. One way to achieve this is
through sensitivity analysis which performs the role of ordering the
strength and relevance of the inputs in determining the variation in
the output (Vetschera, 2006). We selected one of the most common
approaches called One-at-a-time (OAT) sampling (Saltelli, 2008) where
only one parameter changes values between consecutive simulations.
We decided to change the importance of competitive priorities to
simulate the influence of different goal refinements in the approach
output. For this simulation we used the Team’s benefit potential values
(cf. Table 6.5) and candidate capability set from the case study 1 (cf.
Section 6.4.1.2). We also added the results of the Refined MBSE adoption
goal from case study 1 (CS1) to the comparison.

The simulations consisted of selecting one competitive priority to
give the most significant importance, whilst the other competitive pri-
orities were given equal priority compared to each other during the
task Refine goal. This rating resulted in 750 points for the most impor-
tant competitive priority and 83 points for the others. We repeated this
task four times, one for each competitive priority. Then we analyzed
the five first candidate capabilities from the task Prioritize candidate
capabilities for each of these configurations (cf. Table 6.7).

In this analysis, the capabilities System Function Specification C and
D, SFS C and SFS D for short, were ranked most relevant twice each
(SFS C in the Quality and CS1 groups, and SFS D in the Cost and
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Lead time groups), and were present in all groups. This outcome is no
surprise since these capabilities can deliver many benefits with strong
influence, i.e., they summed many points from the MBSE expert as-
sessment (cf. Table 6.3). Together with capability OPC C, they were
always present in all groups (cf. Table 6.7). The Scope group had two
capabilities from the Requirements Management focus area (i.e., RM A
and RM B) as most important while only the CS1 group had RM B in
its list. This focus area is essential for choosing the best features, thus
the high performance in this group. With this analysis, we present evi-
dence that the model complies with requirement R2. The analysis was
done considering the case study 1 team-specific relations between ben-
efits and competitive priorities. Different teams with distinct values
for the relations would provide other results; thus, the same analysis
between different case studies would not make sense.

6.5 DISCUSSION

This section discusses cross-case studies impressions, the approach
mechanics, its novelty, and limitations.

6.5.1  Cross-case analysis

Concomitantly while presenting the case studies, we discussed the
particularities found during their execution in a paragraph named
Reflections on the model. In this subsection, we would like to discuss
and compare cross-case studies impressions.

A thing that caught our attention after performing the task Refine
goal was that in all case studies, the competitive priority Cost was
categorized as the least important (cf. Table 6.6). We have a couple
of hypotheses regarding this phenomenon. One hypothesis is that the
teams did not face fierce market competition regarding the developed
system’s cost; perhaps they only provided services on a fixed contract
with little room to benefit from this competitive priority. Another
hypothesis is that the case study participants did not belong to a
hierarchy level where cost is of concern; thus, emphasizing the other
competitive priorities. A third hypothesis is a perception that process
improvement is a costly endeavor; thus, people hardly see it as a way
to save money, although better processes are meant to reduce costs.
We cannot be sure of the cause, and further empirical research is
needed to assess these hypotheses.

During the case studies, the task execution order was not always
the same, and this happened due to the availability of case study
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participants or the limited interview time available. In case study 2
(cf. Section 6.4.1.3), the task Characterize team context was executed
before task Define MBSE adoption goal and the MBSE adoption goal
defined by the team gave us the impression that the participants were
influenced by what they learned during the approach execution when
defining the goal. A similar phenomenon happened in case study 4,
where the goal definition seemed influenced by capability description
during the task Assess team process maturity. To prevent such issues,
we believe that the most appropriate task order would be first to
perform the Define MBSE adoption goal task, then Characterize team
context and finally Assess team process maturity. This ordering shall
prevent influence in the goal definition regarding the MBSE benefits
and capability description.

The approach was designed to be executed considering a single
MBSE adoption goal. However, in case study 3 (cf. Section 6.4.1.4),
we performed the approach using two goals. The team was unable
to decide on a single goal; then, we suggested trying with both. For
this, we executed the tasks Refined MBSE adoption goal and Prioritize
candidate capabilities one time for each goal. Since both goals were
for the same team, the other tasks needed to be executed only once.
The five best candidate capabilities were similar for both adoption
goals since the Refined MBSE adoption goal artifact for both goals were
similar (cf. Table 6.6). In the end, it became clear which capabilities
were very interesting for both goals, and this gave the team higher
assurance on the results. However, we still think that deciding on
a single goal is better, and using two goals makes interpreting the
results less objective.

We also perceived differences in the approach execution concerning
development methodology. In case study 4 (cf. Section 6.4.1.5), during
the task Assess team process maturity, few capabilities could be checked
as implemented in the team. The reason for this phenomenon was the
team’s development methodology, namely Scrum. Agile methodolo-
gies advocate minimal use of artifacts, so the team’s effort is solely
focused on system development (Beck, 2000). In turn, the capabilities
of the MBSE MM are verified through the existence of artifacts created
in the development process. We believe this is a limitation of the MBSE
MM, which might need to be modified for considering artifact-low
methodologies (Wagenaar et al., 2018).

6.5.2 Approach mechanics

The type of problem we are proposing to solve can be classified as a
multi-attribute problem with a given set of alternatives (Franco and
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Montibeller, 2011; Vetschera, 2006). The set comprises capabilities that
could be implemented in a development team, and the attributes are
benefits afforded once these capabilities are implemented, which must
be aligned with the adoption goal.

The approach accuracy relies on the team context perception by the
team members, thus gathering as many associates as possible from
relevant roles enriches the approach’s outcome. A drawback is the
approach execution cost increase. The participant’s experience should
also be of concern; more senior associates usually can provide better
answers.

The amount of points a candidate capability receives as a result of
the task Prioritize candidate capabilities is variable and depends on the
total number of selected candidate capabilities. Thus, the points a can-
didate capability receives can only be used to compare different “runs”
of the approach when considering the same candidate capabilities.

The Candidate capability affordances artifact contains information on
the benefits each candidate capability can deliver and their respective
intensity, using the no-low-high numeric scale (cf. Section 6.3.1.5).
The sum of these values in each capability can reach up to 20 (ie.,
at most 2 per relationship times ten benefits). Within this selected
set of 53 capabilities from the case studies (cf. Section 6.4.1.1), the
capability with the highest value had 19, while the capability with the
least got only 3 (cf. Table 6.3). Such difference is realistic since some
key capabilities can greatly benefit some teams (especially ones with
higher maturity e.g., LAM G) while others deliver just little benefits.
This phenomenon consequence is that these lower-scoring capabilities
are less likely to be prioritized than the high-scoring ones.

Considering the benefits side of the same relation, the value sum
range depends on the number of capabilities considered. For the 53
candidate capabilities, this value can range between zero and 106
(i.e., 53 capabilities times 2). The benefit with highest value sum was
Improved verification and validation with 67, followed closely by Improved
quality of specification (66) and Better communication (65). Summing
higher values means that many capabilities can deliver this benefit
or with stronger intensity. The benefit with the least value sum was
Easier reuse of existing artifacts (43).

The instantiation method execution (cf. Figure 6.3) required be-
tween one hour and a half, and four hours for the case studies. The
task Refine goal requires six tool-supported comparisons between com-
petitive priorities using AHP. Characterize team context requires assess-
ment of 40 relations in a three-degree scale. Assess candidate capabilities
affordaces requires the assessment of 8oo relations when applied in
the whole model (8o capabilities times 10 Benefits). The small amount
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of time needed for running the approach, the relatively few assess-
ment units, and the possibility of reuse is additional evidence that the
approach fulfills the requirement R1.

An improvement opportunity for the approach that we realized af-
ter the case studies is replacing the Scope competitive priority name
for something more intuitive. Scope is usually associated with the size
of a project or systems, while in our approach, the term is used to
define the capacity to produce market-competitive functionalities. At
times, we needed to remind the case study participants, not consid-
ering the times we did not perceive the misunderstanding and that
no amendment was made. The problem was not the concept but the
name, which was misleading at times. Perhaps using a different name
such as Functionality could prevent that.

6.5.3 The approach novelty

Our approach segments and relates different domains (organizational,
MBSE) and allows experts” knowledge reuse by non-experts. That
is the main difference from other prioritization techniques, which
requires knowledge about the elements in question and the moti-
vation for their prioritization at the same time. Our approach uses
AHP to refine the process improvement goal in the four competitive
priorities. Process engineering approaches are using AHP to support
software process prioritization (Lorenz and Brasil, 2014) and business
process re-engineering (Rao, Mansingh, and Osei-Bryson, 2012). How-
ever, AHP requires executors to have in-depth knowledge about the
assessment’s goal and elements. The executors, in our case, are the
team members who know the former but not the latter. Thus, we need
experts to report the gains related to capability implementation. Our
approach tackles this issue by collecting and linking the MBSE experts’
knowledge with the team members’ context and goal knowledge. As
more MBSE expert assessments are gathered, the more robust and
precise the approach becomes. The Candidate capability affordances can
be reused in different teams and enhanced through further expert
analysis. Additionally, AHP is not adequate with many options be-
cause the number of comparisons increases drastically, and the focus
is lost among all the possibilities.

6.5.4 Limitations

In any process adoption endeavor, several factors need to be taken
into account (e.g., project constraints), many of which are not currently
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contemplated by our approach. Thus, the approach’s results should
not be taken as it is, but be used as a starting point for discussions on
MBSE method adoption. Further dimensions not considered in this
model but relevant when adopting MBSE are costs, project availability
for piloting, time flexibility, knowledge of the team, and criticality of
projects (Amorim et al., 2019; Vogelsang et al., 2017).

6.6 RELATION BETWEEN THE GOAL-BENEFIT MODEL AND THE
METHOD VALUE ASCRIPTION MODEL

The goal-benefit elements instantiates the method value ascription
model elements (cf. Chapter 5) as seen in Figure 6.14. The approach
elements are depicted using the orange color, elements in blue are
related to the MBSE MM (MBSE Candidate Capabilities, MBSE Maturity
Model, and Team’s MBSE Maturity Profile). The Adoption goal element,
which is an essential part for method value ascription, is instantiated
by the Refined MBSE adoption goal. The Value Methods are instantiated
by the MBSE Candidate Capabilities selected after the Assess team process
maturity task is performed. The MBSE Benefits instantiate the Benefits
elements which, together with the Costs element, builds the Valuation
Relationship. The Value Method Qualities is instantiated by the Capability
affordances. The Team’s Context is composed of two elements, the Team’s
benefit potential and the Team’s MBSE Maturity Profile.
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This chapter presents the relevant work related to this thesis’s topic,
namely studies on MBSE adoption experiences, adoption best practices,
and method selection. After summarizing each work, we provide a
paragraph to discuss the relation with our thesis. Our goal was to
describe the relevance of selected work units and compare it to the
contributions of this thesis.

Section 7.1 outlines works on MBSE adoption. Based on empirical
surveys, the selected studies attempting to extract impressions from
practitioners” experiences towards MBSE adoption. Additionally, some
works present best practices and strategies to improve adoption suc-
cess. This subsection strongly relates to Chapter 3, where we analyze
the forces that foster and hinders MBSE adoption in embedded systems
organizations, and Chapter 4, where we present eighteen strategies
and best practices improving the adoption endeavor efficiency.

Section 7.2 outlines work on organizational context modeling and
its influence on method selection. We show that the definition of
factors is very domain-dependent, and their relation with method
selection is not easy to establish due to domain-specific characteristics.
In Chapter 5, we denote the relevance of the context towards method
value ascription and differentiate it between environment and team
context. In Chapter 6, the team’s context is modeled in two ways,
through the Maturity profile and the Team's benefit potential.

Section 7.3 outlines work on goal modeling and respective con-
crete actions towards goal fulfillment. We show that the proposed
models are pretty good for informative and elicitation purposes, but
they lack prioritization methods or more sophisticated decision sup-
port. In Chapter 5, we describe how the goal influences the benefits’
perception. In Chapter 6, the MBSE adoption goal is refined using
competitive priorities and related to benefits harvested upon method
adoption.

Section 7.4 outlines work on method selection rationale in different
software engineering domains. We show that the current work is rele-
vant but too specific or general. However, the selected approaches pro-
vided us with suitable material for building our approach (cf. Chap-
ter 6) fitted for our needs.
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Section 7.5 outlines work on the area of Benefits Management. We
look into the most prominent diagrams, namely the Benefits Depen-
dency Network, the Benefits Dependency Map, and the Results Chain
Modeling. Finally, we compare these diagrams elements with the goal-
benefit model elements proposed in Chapter 6.

7.1 MODEL-BASED SYSTEMS ENGINEERING ADOPTION

MBSE method adoption is not so straightforward, thus several works
address this topic.

BoNE AND CLOUTIER, 2010 report on a survey conducted by the
OMG, in which participants were asked about MBSE adoption within
their organization. The main reason to adopt MBSE was “to improve
the quality of requirements and design to reduce downstream de-
fects”, which was selected by 72.9% of the respondents. Culture and
general resistance to change was identified in the study as the largest
inhibitor for MBSE adoption (cf. Figure 7.1). The study found that
SysML is being used primarily for large-scale systems. Their results
show overall satisfaction with MBSE (respondents rated satisfaction
with 3.77 out of 5.00 points). Despite the high satisfaction of respon-
dents, inertia is difficult to overcome in larger companies. They con-
cluded that issues with MBSE adoption and usage might lie outside
of MBSE and SysML.

Relation to our thesis. Their study scope and findings have some
overlaps with our studies scope (e.g., inhibitors for MBSE adoption)
and findings in both of our studies (cf. Chapter 3 and Chapter 4).
However, we had a more exploratory (i.e., open coding (DeCuir-
Gunby, Marshall, and Mcculloch, 2011)) approach using interviews
whilst they built hypotheses before gathering empirical evidence
through surveys. We used surveys to confirm our theory building (cf.
Chapter 4).

MOTAMEDIAN, 2013 performed an applicability analysis for MBSE.
Similar to the results of Bone and Cloutier (Bone and Cloutier, 2010),
Motamedian found that MBSE is widely used in specific application
areas. She reported that 50-80% of respondents declared using MBSE
in real programs or projects work in defense and aircraft industries. In
contrast, overall responses, only around 10% of participants claimed
that they use MBSE in their organization. The study identified lack of
related knowledge and skills as the main barrier to MBSE introduction.
She also reports on an online survey among MBSE practitioners. The
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Figure 7.1: Inhibitors to MBSE adoption (from (Bone and Cloutier, 2010)).

author’s goals were: (1) to highlight the position of MBSE in real
projects, (2) to assess the popularity rate of MBSE concept among
engineers, and (3) the usage besides the advantages (i.e., barriers and
concerns of using “modeling language” and “modeling tools”) in
MBSE efforts among various industries.

Relation to our thesis. The aforementioned study overlaps with ours
when looking for barriers and concerns to MBSE introduction. In our
work, we used the term hindering forces (cf. Chapter 3) and their find-
ing as the main barrier for adoption was the same as ours (i.e., Skill
of employees).

Fosse AND BAYER, 2016 present in an MBSE workshop the
lessons learned while implementing MBSE in the Jet Propulsion
Laboratory of the American National Space Agency (NASA) at the
Mars2020 project. The MBSE adoption goals of the aforementioned
project were (1) achieve better awareness of the technical baseline,
(2) improve the communication, understanding, and visibility of the
design, (3) focus on heritage design deviations, and (4) let products
drive model implementation. They list and discuss the benefits of
MBSE, compares it to traditional Systems Engineering (SE),

Relation to our thesis. Although their study is not peer-reviewed and
comprises only a single case study, the project that they analyzed
(MARS2020) was very relevant, many of their findings are aligned
to ours (i.e., their lessons learned matched with many of our strate-
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gies and best practices (cf. Chapter 4)). Further work is required to
guarantee generalization.

CARROLL AND MALINS, 2016 describe the benefits of MBSE
adoption extracted from a series of case studies. At the end of the
study, the authors present a list of implementation lessons drawn
from the findings. For them, the cultural changes necessary to imple-
ment an MBSE approach successfully (roles, rewards, behavior, and
support at all levels) were described as the most difficult challenges
to overcome.

Relation to our thesis. Our list of strategies and best practices (cf.
Chapter 4) is similar to the implementation lessons presented by the
authors. They also elicited benefits of MBSE adoption, which is not the
focus of our research, but it is part of our approach for selecting MBSE
methods (cf. Chapter 6).

(KuaN, MURPHY, AND THOMPSON, 2012) AND (ARANDA,
DAMIAN, AND BoRricr, 2012)  reported on the experience of using
MBSE in large companies. Kuhn et al. (Kuhn, Murphy, and Thompson,
2012) focus on contextual forces and frictions of MBSE adoption in
large companies. They found that diffing in product lines, problem-specific
languages and types, live modeling, and traceability between artifacts are
the main drivers for adopting MBSE. Aranda et al. (Aranda, Damian,
and Borici, 2012) focus more on developers and infrastructure changes.
They conclude that MBSE brings developers closer, disrupts organiza-
tional structures, and achieves productivity improvements.

Relation to our thesis. The frictions, drivers, and contextual forces
from (Kuhn, Murphy, and Thompson, 2012) are very similar to the
hindering and fostering forces in our work (cf. Chapter 3). The authors
from (Aranda, Damian, and Borici, 2012) also investigated the benefits
of adoption, similar to our minor contribution (cf. Section 2.2.2).

KARBAN ET AL. (KARBAN ET AL., 2010) reported on the advan-
tages of MBSE introduction with a concrete example. They analyzed
the development of a telescope system with SysML modeling. As this
is a complex system, it was necessary to model variants of function,
interfaces, and structure. The introduction of MBSE was evaluated
very positively.

Relation to our thesis. This report of a successful MBSE adoption
shed light on the fostering forces (especially pull) that makes MBSE
adoption
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HoHL ET AL., 2016 did a similar work as we and inspired the
categorization schema from Chapter 3. They performed their study
using similar categorization of motivational factors for process change
(i.e., Forces of Progress (Klement, 2018)). In their case, the process
adoption was agile methods.

Relation to our thesis. The authors consider two extra forces, triggers,
a fostering force, and context, which is a hindering force. We did not
include these in our analysis because the trigger and the push force
are very similar, and the context force bears similarities to the other
two hindering forces. Additionally, context can be a fostering force at
times.

HUTCHINSON ET AL. published many papers that focus on the
adoption of Model-Driven Engineering (MDE) in the context of
software development (Hutchinson, Rouncefield, and Whittle, 2011;
Hutchinson, Whittle, and Rouncefield, 2014; Hutchinson et al., 2011;
Whittle, Hutchinson, and Rouncefield, 2014; Whittle et al., 2017). Their
research comprises case studies built around semi-structured inter-
views and online surveys devised to gather information about MDE
usage through closed questions (e.g., diagrams used for modeling,
modeling languages, MDE purpose of use). In (Hutchinson, Rounce-
field, and Whittle, 2011), the authors describe the practices of three
commercial organizations as they adopted MBSE. In (Hutchinson,
Whittle, and Rouncefield, 2014), their findings are summarized into
ten dimensions of organizational attitude to MDE adoption, half being
helpful responses and the other half being unhelpful.

Relation to our thesis. The authors’ responses are described in a
general manner. Table 7.1 provides the relations between their help-
ful responses and the best practices described by us in Chapter 6.
In (Hutchinson et al., 2011; Whittle, Hutchinson, and Rouncefield,
2014), the authors state that MDE should be tried on projects that
“can not fail”. We also reported similar finding as presented by BPoz.
In (Whittle et al., 2017), they present a taxonomy of MDE tool related
issues; ‘Chaining tools together” and ‘Flexibility of tools” are covered
by BPo6, ‘Sustainability of tools over the long term” and "How to se-
lect tools” are related to BPo8. Albeit the intersection of our findings
with the work of the aforementioned authors, our contribution goes
further:

e Their focus was MDE (a software development methodology
that encompasses models and code generation) whilst our focus
is on MBSE (a systems engineering methodology devised for
covering mechatronics, electronic, and software parts). MDE is
a subset of MBSE (i.e., MDE C MBSE).
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Table 7.1: Hutchinson’s responses and related best practices.

Response Best practice

Adaptive BP14, BP16, BP17y
Business led -

Committed  BPo3, BPoy, BP1o, BP18
Iterative BPos

Progressive ~ BPos

e Their case study findings are based on anecdotal evidence,
whilst we used questionnaires to empirically validate and gener-
alize our conclusions with practitioners in a triangulation (Den-
zin, 2006) fashion (i.e., the questionnaire was built based on the
conclusions we derived from the interviews (cf. Section 4.2)).

e Their findings are laid out within discussions of case studies
whilst we provide a crisp list of best practices and a prioritized
list of the six most important ones, aiming to help practitioners
know where to focus.

OTHER STUDIES Besides these meta-studies on MBSE adoption,
several case studies exist on applying model-based techniques to com-
plex systems in different domains (e.g., telescope systems (Karban
et al., 2010), railway (Bohm et al., 2014), automotive (Vogelsang, Fem-
mer, and Winkler, 2015), maritime traffic (Vogelsang et al., 2014)). Not
specific to MBSE, but technology transfer, in general, is the focus of
Diebold et al. (Diebold, Vetro, and Ferndndez, 2015). They identified
barriers to knowledge transfer in two German research projects and
pointed out solutions. Besides, they propose an evaluation framework
for assessing technology transfer in software engineering projects.

7.2 CONTEXT MODELING

In this section, we discuss the relevant studies on attempts to shape
the solution space of method adoption and maturity models based
on situational factors (e.g., team size, development philosophy, team’s
sector).
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SITUATIONAL METHOD ENGINEERING provides a solution to the
problem of selection, creation, or modification of methods for or-
ganizations or their projects based on their contextual characteris-
tics (Henderson-Sellers et al., 2014). It is an extension of the Method
Engineering (Brinkkemper, 1996) and has been the focus of numer-
ous authors (Henderson-Sellers and Ralyté, 2010). In this approach,
method fragments (or method chunks) are selected from a method
database to build tailored methods according to the organization pur-
pose and context. The situational method engineering puts greater
emphasis on the organization context during its execution.

Relation to our thesis. The aforementioned approach focuses on in-
house construction as opposed to the adoption of ready-made meth-
ods. We are interested in the problem of method selection, but not
in the creation or modification, since we use capabilities defined by
the MBSE MM (cf. Section 2.4). The contingency for method selection
proposed by the situational method engineering is not applicable
without further ado.

BEKKERS ET. AL. The authors have extensive work on organiza-
tion situational context and software product management process
improvement. In (Bekkers et al., 2008), the authors analyzed which
situational factors influence process selection of software product man-
agement method fragments (Brinkkemper, 1996). Their results are 27
situational factors in 5 categories and respective influence levels on
the method selection. In (Bekkers and Spruit, 2010; Bekkers et al.,
2010), the authors propose the Situational Assessment Method for
the Software Product Management Maturity Matrix. The proposed
approach helps software product managers evaluating and improv-
ing their processes through recommendations based on the context of
the organization and the organization itself. These recommendations
determine which capabilities from the maturity matrix are adequate
to the organization being assessed.

Relation to our thesis. The authors” work is very similar to ours
in many points; both seek ways to select the best suitable methods
according to the organizational context, and both work with focus area
maturity models (the MBSE MM in our case). Our work differentiates
from theirs on considering the team adoption goal and the benefits
generated by the methods.

BAARS AND MIJNHARDT In (Baars et al., 2016), the authors ana-
lyzed the influence of organizational characteristics in an information
security focus area maturity matrix. They conclude that the maturity
framework has a poor model fit and should consider differences be-
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tween characteristics of organizations. Further, in (Mijnhardt, Baars,
and Spruit, 2016), the authors propose a model for relating measurable
organizational characteristics in the context of the aforementioned
maturity framework. These characteristics help SMEs distinguish and
prioritize risk mitigation.

Relation to our thesis. The goals and elements of their studies are
very similar to ours, i.e., selecting best fitting capabilities from a ma-
turity matrix. A plus point of their work is that they describe crispy
measurements for the situational factors, making their approach more
precise. However, they also do not consider the adoption goal for
capability selection.

CLARKE AND O0'CONNOR  (Clarke and O’Connor, 2012) proposes
a reference framework of situational factors affecting the software de-
velopment process. The resulting framework was built by applying
data coding techniques from grounded theory into related research.
The framework consists of eight classifications and 44 factors, such
as the nature of the application(s) under development, team size,
requirements volatility, and personnel experience. They claim their
framework provides support for practitioners defining and maintain-
ing software development processes.

Relation to our thesis. The problem with situational factors is that
they are domain-specific, and their influence on capabilities is hard to
validate empirically. We initially wanted to work in this direction, but
we soon realized that situational factors could have different meanings
in different contexts. When defining Team’s benefit potential, situational
factors are implicitly considered in our approach (cf. Chapter 6), and,
from our point of view, this is the most appropriate way to acknowl-
edge them.

7.3 GOAL MODELING

Goal modeling aims to break down goals into sub-goals and relate
them to concrete activities for their fulfillment. In Requirements En-
gineering, it helps to understand and document the stakeholders’
goals towards a system, which provides means for deriving systems
requirements (Horkoff and Yu, 2011; Van Lamsweerde, 2001). The
following frameworks were investigated to understand how these re-
lations could be modeled and which parts could be interesting for our
approach presented in Chapter 6.
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Figure 7.2: Overview of the Business Motivation Model.

BUSINESS MOTIVATION MODEL (OMG, 2010) provides a structure
for developing, communicating, and managing business plans. The
model defines “Ends” and “Means” elements (cf. Figure 7.2). The for-
mer describes the envisioned state an organization wants to achieve,
to either change or maintain its current position relative to its market
and competition. The latter describes how the organization chooses
to achieve the former and is composed of Mission, Course of Action,
and Directives. Ends are refined in Vision and Desired Results, and
Desired Results as Goals and Objectives.

Relation to our thesis. The Desired Result from the End element is
very similar to the MBSE adoption goal element of the goal-benefit
model from Chapter 6. The Course of Action from the Means element
is analogous to the Candidate Capabilities of the same model. The
Business Motivation Model does a great job relating these elements.
However, this model does not provide tools for comparing strategies.

THE ISTAR FRAMEWORK (Yu et al,, 2011) is a modeling language
that helps to understand the problem domain by modeling the as-
is and to-be situations. It was created for modeling organizational
environments and encompasses information systems (i. e., resources),
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actors and their goals (i. e., goal, soft goal), and tasks. The model repre-
sents actors depending on each other to perform tasks, use resources,
and finally achieve their goals. The model exposes dependencies be-
tween these elements, which are many times competing.

Relation to our thesis. The iStar framework is very efficient for iden-
tifying stakeholders” goal and their relations, enabling engineers to
better reason about systems. In our approach, we consider a single
goal and stakeholder (i.e., MBSE adopting organization), and our
concern is how to relate the MBSE methods with the adoption goal
meaningfully.

THE KAOS FRAMEWORK (Van Lamsweerde, 2001) is a goal model-
ing framework for requirements engineering. KAOS is an acronym for
Knowledge Acquisition in autOmated Specification. The framework
has four types of interlinked models, namely the goal model, the respon-
sibility model, the object model, and the operation model (cf. Figure 7.3).
The goal element can be either refined into subgoals describing how
it can be reached or justified by higher-level goals that explain its
introduction. The goal refinement ends either at an expectation (when
related to an environment agent), a requirement (related to a system
agent), or a domain property.

Relation to our thesis. The KAOS framework makes explicit the justi-
fication of system requirements by linking them to higher-level goals.
The goal of our approach (cf. Chapter 6) is to link MBSE methods
with adoption goals to provide decision support when selecting those
methods. Thus, the KAOS framework helped us to see the possible
kinds of relations that goals can have.

GOAL STRUCTURING NOTATION The Goal structuring notation
(GSN) is a modeling language for documenting safety, security, and
dependability arguments. The diagrams are built through logic-based
maps and are used to compose assurance cases for critical systems.
They depict design goals related to strategies, assumptions, solutions,
and justifications (cf. Figure 7.4). GSN is used within the Nuclear,
Defence, Aerospace and Rail domains.

Relation to our thesis. The GSN bears a similar goal as our approach
presented in Chapter 6, namely the relation between goal and concrete
steps. Their purpose is different, however. In GSN, this relation serves
to provide arguments that the respective goal is fulfilled, whilst in our
approach, the purpose is to assess the best way of achieving the goal
considering the candidate solutions.
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GQM+STRATEGIES (Basili et al., 2007) is an extension of the Goal-
Question-Metric approach (Basili, Caldiera, and Rombach, 1994) to
support organizational goals. This approach links software measure-
ment goals to the software organization’s higher-level goals and fur-
ther goals and business-level strategies. These relationships allow
higher-level decisions to be supported by measurement data. Elements
of this approach are strategy, goals, assumptions, and context. Goals
are differentiated into growth goals, success goals, maintenance goals,
and specific focus goals.

Relation to our thesis. The approach proposed is very similar to ours
(cf. Chapter 6) in the sense that both seek to link organizational-level
goals to ways to achieve these goals. While the author’s approach
is very general and its implementation requires further ado, our ap-
proach is MBSE specific and can be easily used without any deviations.
There are extensions to address rationales of decisions in a more con-
crete manner, such as (Mandi¢ and Gvozdenovi¢, 2017; Trendowicz,
Heidrich, and Shintani, 2011). However, they still require further ado
and the participation of domain specialists. Also, the rationale of deci-
sions does not reach the level of granularity we believe is reasonable.

7.4 METHOD SELECTION
In this subsection, we discourse about method selection work.

AGERFALK AND WISTRAND (Agerfalk and Wistrand, 2003) pro-
pose the inclusion of the rationality dimension in the description of
methods. This dimension shall store the method creator’s values and
assumptions about the problem domain when creating the method.
It is divided into two different kinds of sub-rationale: method pre-
scriptions anchored in goals, referred to as goal rationale, and goals
anchored in values, namely value rationale (cf. Figure 7.5). In their
model, goal achievement relations describe hierarchies between goals,
and values are related to each other by a value anchoring relation.

Relation to our thesis. The reason for using a particular method can
be based on its contribution to other higher-level goals and its real-
ization of (parts of) the method’s underlying philosophy as expressed
by identified values. The proposed approach bears some similarity to
ours (cf. Chapter 6). However, this approach does not compare meth-
ods to select the most interesting ones for the organization. Also, the
value of a method is not static and depends on the organization’s goal
and context (cf. Chapter 5).
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Figure 7.5: Method rationale as constituted by goals, values and their rela-
tionships (Agerfalk and Wistrand, 2003).

CONBOY AND FITZGERALD (Conboy and Fitzgerald, 2010) devel-
oped a framework to improve eXtreme Programming (XP) (Beck and
Andres, 2004) method tailoring effectiveness. They extracted best prac-
tices from a literature review and interviews with researchers and
validated their findings with practitioners, which are summarized in
the following set of recommendations for research and practice:

e Explicit statement of method boundaries: teams had difficulty
identifying where XP should and should not be applied.

e Contingency built into the method itself to guide tailoring: tai-
loring efforts were based on team members” opinions and pref-
erences.

e Clear description of method rationale behind method practices:
advantages and disadvantages of each practice was unclear.

¢ Independence of individual method practices: the social and
softer nature of XP practices makes it very difficult to identify
co-dependencies and knock-on effects between practices.

e Identification of project context dependencies: X adoption deci-
sion rarely involved a formal analysis of situational dependen-
cies and was often driven by one single “champion” without
input from team members or stakeholders.
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e Familiarity with a range of methods and method fragments: eas-
ier practices were selected due to developers’ lack of knowledge
of all XP practices.

e Disciplined and purposeful approach to method tailoring: in-
consistent adoption of practices across different team members
and difficulty monitoring adherence.

Relation to our thesis. The issues found by Conboy and Fitzgerald
are partially because of the characteristics of XP, partially due to issues
related to bad practices in methods adoption. In our exploratory stud-
ies we found similar kind of problems (cf. Chapter 3) and proposed
respective solutions (cf. Chapter 4). Additionally, their study design
bears some similarities to ours.

BOEHM AND TURNER (Boehm and Turner, 2003) devised an ap-
proach for selecting between agile and planned practices based on
identifying situational dependencies. The approach considers five
critical agility and plan-driven factors: team size, project criticality,
requirement change rate, personnel experience, and chaos thriving
organizational culture (cf. Figure 7.6). It also comprises a risk assess-
ment scheme composed of three classes of risk items:

e Environmental risk: technology uncertainties, many stakehold-
ers, and complex system of systems.

o Agile risks: scalability, simple design, personnel turnover, and
lack of skilled people in agile methods.

e Plan-driven risks: rapid change, demand for fast results, emer-
gent requirements, lack of skilled people in plan-driven meth-
ods.

Teams can use the approach to balance agile and plan-driven meth-
ods in a customized software development strategy. The authors claim
their approach can help organizations and projects take advantage of
agile and plan-driven methods’ benefits while mitigating many of
their drawbacks.

Relation to our thesis. Context modeling and decision support ap-
proach to select methods that best fit a team was also pursued by us
(cf. Chapter 6). Boehm and Turner’s focus was between agile and plan-
drive development whilst our approach was solely on MBSE methods.

HUANG AND HAN  (Huang and Han, 2006) proposes a decision
support model for determining the priorities of the Capability Matu-
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rity Model Integration (CMMI) process areas. Their methods are based
on the fourteen general system characteristics from the Function Point
Analysis method (Garmus and Herron, 2001). In the original method,
these characteristics are used for calibration (i. e., value adjustment fac-
tor) when evaluating the overall complexity of a software application.
The authors use the same scale and assessment concepts.

Relation to our thesis. In this study, the authors had the same goal
as our contribution in Chapter 6, namely to provide decision support
for selecting methods. Both methods use a maturity model to assess
the current state and possible development paths, their work focusing
on the CMMI framework while we aimed for the MBSE MM. Like us,
they assessed the characteristics of the methods with experts, and
they also have a small context assessment represented. However, our
work focused on the adoption goal, while their work focused on the
developed system characteristics.

7.5 BENEFITS MANAGEMENT

Benefits Management (or Benefits Realization Management) is a
project management discipline aiming to close the gap between strat-
egy planning and project execution by ensuring the implementation
of the most valuable initiatives (Badewi, 2016; Breese et al., 2016; Serra
and Kunc, 2015). It comprises structured processes to define and align
project outcomes, costs, benefits, and business strategy. At the project
planning phase, benefits identification and quantification can help
identify a preferred investment option and deliver the best return.
Such information is a building block for the justification of a project
and becomes part of the business case, which is a significant part
of our approach presented in Chapter 6. Established project manage-
ment methodologies recognize the importance of benefits manage-
ment (Frederiksz, Hedeman, and van Heemst, 2010; Sowden, 2011).

Several benefit modeling diagrams are described in the literature
having elements representing benefits and their relation to decisions
and solutions. These diagrams help to identify and display the ben-
efits aligned with the expectations of the sponsor and stakeholders.
They can be used to validate the project scope, identify associated ben-
efits and cost areas of the project, and be used as a starting point in
preparing project plans. In the following, we present three diagrams
and compare them with our approach.
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Figure 7.7: Benefits Dependency Network meta-model (Peppard, 2017).

7.5.1 Benefit Dependency Network (BDN)

The Benefits Dependency Network (BDN) (Peppard, Ward, and
Daniel, 2007) was created to get the most out of digital investments
(e.g., information systems) in organizations. It helps to identify and
map the changes required to deliver expected benefits and outcomes.

In this diagram, changes are categorized into two types: sustaining
and enabling change. The former are permanent changes to working
practices, processes, or relationships that will cause the benefits to be
delivered (e.g., new processes). The latter are one-off changes required
for achieving the sustaining changes (e.g., training and education in
using a new system). The elements of this type of diagram are:

e Business drivers: High-level goals for undergoing change
e Objectives: The goals related to the Business drivers.

e Expected benefits: The harvested benefits of adopting change
contribute to achieving the Objectives.

e Sustaining organizational changes: The change will stay after
the change project is finished.

¢ Enabling organizational changes: Activities required to intro-
duce the sustaining organizational changes (e.g., training).

e IS/IT enablers: Tools (e.g., information systems, technology)
needed to support changes and achieve benefits.
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The first three elements (Business drivers, Objectives, and Expected
benefits) define the reasons to change. The Sustaining organizational
changes explain the processes that require change, and the last two
elements (Enabling organizational changes and IS/IT enablers) define
how to achieve it.

The BDN is instantiated from right to left (cf. Figure 7.7). It starts
at the business drivers and the objectives and expected benefits, and
map the sustaining organizational changes (i.e., required changes to
structures, processes, work practices), and enabling organizational
changes (i.e., what is required to sustain those changes). Further, mea-
sures and responsibilities for benefits and changes are assigned and
time scales established.

The approach’s goal is to align investment objectives with critical
business drivers, which helps organizations avoid digital investments
to be steered by technology (left-hand side of the network) but driven
by business demand (right-hand side of the network). The BDN was
successfully used for streamlining patient administration in a hospital,
implementing a customer-relationship-management (CRM) system
in a financial services organization, rolling out a global enterprise-
resource-planning (ERP) system for a pharmaceutical company, and
promoting collaboration in a technology company (Peppard, 2017).

7.5.2 Benefits Dependency Map (BDM)

Benefit Dependency Map (BDM) (Bradley, 2010) is a goal-benefit mod-
eling technique useful for relating project tasks and outputs to a
business’s strategic objectives. It shows business change necessary
to achieve objectives through benefits and makes priorities clearer,
thus helping planning. Benefits are the measurable addition of value
(i.e., End benefits) and are often dependent on other benefits (i. e., In-
termediate benefits) that must be realized first. Benefits are realized
from Enablers to Business change, to Benefits, i.e., from left to right.
Enablers and Business changes leading to major benefits should be
prioritized.

When read from left-to-right, the BDM shows reasons for pusuing
change. In the opposite direction, the diagram shows how the bene-
fits are to be achieved. An example of a BDM diagram can be seen
in Figure 7.8. The elements belonging to the BDM diagram are better
explained in the following.

e Objective: End goal of the initiative.

e End benefit: The benefits required to fulfill the goal.
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Figure 7.8: Benefits Dependency Map example.

¢ Intermediate benefit: Benefits that either contribute to the end
benefit or put the company at an advantage. Intermediate bene-
tits

e Business changes/outputs: Tasks (e.g., develop training, imple-
ment systems or processes) and artifacts (e.g., documents, project
outputs) that generate benefits

e Enabler: The element (e.g., systems, processes) required to
achieve the goal. They might be either purchased or created
from scratch.

7.5.3 Results Chain Modeling (RC)

Results Chain Modeling (Torpp, 1999) is a benefit modeling technique
that shows the connections between activities, outcomes, and asso-
ciated assumptions (cf. Figure 7.9). Through this model’s building
process, activities required to be performed and the respective out-
comes to be achieved become explicit, and the realization of benefits
becomes easier to manage. The following elements belong to this
model:

e Activity: used to characterize the work that contributes to an
outcome. It can be used to represent activities, projects, pro-
grams. The square form represents this element.

e Outcome: represents the result or outcome of an activity. There
are two types of outcomes, intermediate ones and ultimate. A
circle form represents this element.
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Figure 7.9: Results Chain Modeling example (adapted from (Torpp, 1999)).

e Assumption: describes any consideration required to achieve an
outcome that is not in control. Among the benefit modeling tech-
niques presented in this section, the RCM is the only one with
such an element. A hexagon is used to represent this element.

Activities are described using an imperative verb (e.g., document,
identify, test). Outcomes are defined using the past tense of a verb (e.g.,
created, reduced). Activities are connected to outcomes by arrows
denoting their output. There are no connections between activities,
and an outcome can be connected to other outcomes (i.e., can generate
different outcomes). The result chain model is read from left to right.
The primary benefit of a project is the outcomes depicted on the
right side of the model. Other outcomes are considered intermediate.
Although dependency between elements is explicit, this model does
not contemplate a timeline (i.e., when the outcome is achieved or
when an activity should be performed compared to other not directly
connected activities).

7.5.4 Comparison of benefits management diagram elements and the pro-
posed approach

The presented diagrams have similar elements, and they also share
a resemblance with the model elements proposed in this thesis (cf.
Chapter 6), which are compared in Table 7.2. These diagrams have
elements representing benefits and their relation to decisions and
solutions.
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The relations are not one-to-one. For instance, our approach’s equiv-
alent of benefits relates to two elements in the BDM, namely End Ben-
efit and Intermediate Benefits. The former, together with the Bonding
objective, could be related to the Competitive priorities. The BDN
requires three elements before benefits are delivered, the BDM needs
two, our approach has only one (Candidate capabilities).

In contrast, Investment objectives from BDN and Bounding objec-
tives from BDM are related to both the Adoption goal and Competi-
tive priorities. The Outcome element from RC diagram relates to three
other elements of our approach. Despite the small variety of elements,
this diagram has an element type not present in the others diagrams,
namely, the Assumption element, which provides a rationale for the
chain of relations. The previously described GSN notation also has
an Assumption element. In our approach, assumptions are implicitly
considered when defining the relations weights between the elements.

These diagrams had a significant influence on our approach de-
sign. However, besides documenting the relations between elements,
these diagrams do not provide quantitative decision support. Our
approach differentiates itself for using competitive priorities as mid-
dleware between adoption goals and benefits, weighted relations, and
a quantitative prioritization mechanism.
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Table 7.2: Equivalence of elements from the approach proposed in this thesis
(cf. Chapter 6) and the elements of Benefits Management diagrams.

Our approach BDN BDM RC
MBSE adoption Investment Bounding Outcome
goal Objectives objective
Competitive Investment Bounding Outcome
priorities objectives objective, End
benefit
Benefits Benefits End benefit, Outcome
Intermediate
benefit
Candidate Business Business Activity
capabilities changes, change,
Enabling Enabler
changes, IS/IT
enablers

- - - Assumption




CONCLUSIONS AND OUTLOOK

In this chapter, we summarize the contributions of this thesis, dis-
cuss possible improvements of the presented work, and directions for
further research.

8.1 SUMMARY

The work of this thesis was built around the problem statements “We
need to understand how to efficiently introduce new MBSE methods in devel-
opment teams”, and “We need a method to provide decision support when
selecting the MBSE methods that are most appropriate for each team consider-
ing respective contextual characteristics and adoption goal” (cf. Section 1.2).
We claimed the solutions proposed by this thesis and respective sup-
porting evidence address the aforementioned problems. In the follow-
ing, we conclude that the contributions provided in this thesis support
these claims.

8.1.1  Forces that drive or prevent Model-based Systems Engineering adop-
tion in embedded systems industry

In Chapter 3, we investigated the motivational forces that either propel
or prevent MBSE adoption. Four research questions guided our efforts,
and their answers are given in the following;:

RQI1: WHAT ARE PERCEIVED FORCES THAT PREVENT MBSE ADOP-
TION IN THE INDUSTRY?

e RQ1.1: What are habits and inertia that prevent MBSE adop-
tion? — Practitioners were not so sure about the benefits of adopt-
ing MBSE; thus, Doubts about improvements was the code most
present in inertia category. Issues regarding tools such as the
risk of Incompatibility with existing tools, and the perception that
the available tools are still too immature (i.e., Imature tooling)
were both the next two factors in this category preventing MBSE
adoption.
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e RQ1.2: What are anxiety factors that prevent MBSE adoption?
— Concerns that MBSE method adoption investments would not
pay off were the main anxiety factor (i. e., ROI uncertainty). The
respondents were also worried that the MBSE way of developing
systems could diminish the engineers’ skills (i. e., Skills of employ-
ees). Like in inertia force, the tool was also a strong anxiety factor
(i.e., Tooling shortcomings).

Uncertainty regarding benefits delivery was the starkest concern
in both categories. This finding could be related either due to ex-
pectations misconception or fears steaming from reported or experi-
enced unsuccessful adoption endeavors. Tool-related concerns were
also prominent; non-seamless toolchains can increase effort due to in-
formation transfer or by requiring re-work with multiple tools. MBSE
is very tool intensive, and this concern can come from a misconception
of the maturity of the current tools.

RQ2: WHAT ARE PERCEIVED FORCES THAT FOSTER MBSE ADOP-
TION IN THE INDUSTRY?

e RQ2.1: What are perceived issues that push the industry to-
wards MBSE? — A trend of current systems is the Growing com-
plexity, and this is the main reason why teams are moving to-
wards MBSE adoption. Are also highly relevant in this category
the Quality issues, which relates to the aforementioned increase
of complexity, and the Time pressure which is a reflection of fierce
market competition.

e RQ2.2: What MBSE benefits are perceived as most attractive?
— In the push category, the Easier handling of complexity that MBSE
is able to provide is considered the most relevant. Additionally,
practioners see value in MBSE due to Early feedback on correctness,
and Documentation support.

The results show that system complexity issues are the main driver
for practitioners to seek MBSE methods in both fostering forces cate-
gories.

Organizational change is never easy, especially when trying to in-
troduce complex approaches such as MBSE. In Chapter 3, we looked
for the reasons and factors that either prevent or foster companies
from adopting MBSE. For this means, we created a forces framework
for analyzing 20 interviews, which were coded in several discussion
rounds. Based on our results, practitioners may challenge their deci-
sion processes and adoption strategies. Researchers may study our
results and find evidence to quantify and detail the considerations of
practitioners. We conclude that bad experiences and frustration about
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MBSE adoption originate from false or too high expectations. Never-
theless, companies should not underestimate the necessary efforts for
convincing employees and addressing their anxiety.

8.1.2 Strategies and best practices for Model-based Systems Engineering
adoption in embedded systems industry

The complexity and pervasiveness MBSE creates challenges that,
when not adequately addressed, can jeopardize its implementation in
development teams. In Chapter 4, we identified strategies and best
practices for MBSE adoption through a series of interviews. These
practices were then classified into four big groups: piloting, knowl-
edge building, tools and process, and management. Further, they were
discussed, compared to related work, and summarized. These sum-
maries were used to build a questionnaire in which each respondent
could express their level of agreement with the best practice. Then, we
identified which hindering forces (cf. Chapter 3) could be mitigated
by the best practices using the interview verbatim quotes as evidence
(cf. Appendix F).

Learning from others’ experience and applying proven best prac-
tices can save effort and enhance success chances. In the long run,
benefits outweigh the costs and hurdles; however, it is necessary to
identify success factors and share best practices enabling efficient and
effective MBSE adoption in the industry. Not surprisingly, most of the
best practices address organizational aspects of the adoption, such as
how to pilot an MBSE adoption initiative, how to transfer knowledge,
and what role the management has to play.

8.1.3 Method value ascription

In Chapter 5, we proposed a model to describe the elements and re-
spective relations that influence the method value ascription by a de-
velopment team. The model considers associated costs and perceived
benefits upon method adoption and helped us better understand the
role of its elements, interplay, and gaps that still need to be addressed
by future work (i. e., costs). Further, we identified the relations to this
thesis other contributions towards the model elements (cf. Figure 8.1).
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8.1.4 Goal-benefit decision calculus for Model-based Systems Engineering
method selection

Realizing abstract goals to concrete actions is never an easy task. This
characteristic is especially true when the solution space is vast, and
domain knowledge is required, which is the case of Model-based
systems engineering method adoption. In Chapter 6, we proposed
a decision calculus approach for development teams to trace the
adoption goal to MBSE methods. The approach is composed of a
goal-benefit model and an instantiation method. It can prioritize the
solution space by breaking down the adoption goals into competi-
tive priorities and benefits afforded by methods upon adoption. The
instantiation method describes how to assign weights to the model el-
ement relations, representing their relevance towards neighbors. Once
the model is instantiated, we can distribute points to the candidate
methods that can be prioritized accordingly. The approach was ap-
plied in six case studies in development teams located in Brazil and
Germany.

According to the case study participants’” feedback, the proposed
approach provides decision support, which helps to compose the
business case and enhance confidence in decision-making. We also
analyzed the model regarding its inputs and outputs, which showed
that the model could prescribe diverse solutions to different cases.
The contribution of this work is to provide structured thinking for
decision-makers to deliver more reliable method adoption business
plans.

8.2 OUTLOOK

This section discusses improvement opportunities for the presented
work and proposes directions for future research.

8.2.1 Investigate adoption forces further

The results presented in Chapter 3 lays the stepping stones to un-
derstand further the dynamics of MBSE adoption. We could analyze
the data to investigate correlations between roles and the identified
categories and dependencies between the forces as future work. Addi-
tionally, the research community may create mechanisms to identify
the forces within development teams more effectively and systemat-
ically, analyze how hindering forces can be further mitigated, and
understand how to harvest fostering forces synergy.
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8.2.2  Horizontal extension of the decision model

Many existing maturity models have the same shortcoming as the
MBSE MM; they lack proper guidance in selecting and prioritizing
actual improvement measures (Poppelbufi and Roglinger, 2011). Al-
though the approach presented in Chapter 6 was created having the
MBSE MM as a reference framework, we believe that after some modifi-
cations, the same rationale could be used with other frameworks and
even for other domains (e. g., Software Product Management (van de
Weerd, Bekkers, and Brinkkemper, 2010)). This possibility is especially
true considering focus area maturity models. Hereby domain-specific
benefits need to be elicited, and competitive priorities might need to
be added or removed when adapting the current model.

8.2.3 Vertical extension of the decision model

As demonstrated in Chapter 5, a method’s value is composed not
only from the generated benefits upon its adoption but also the re-
lated costs, and the latter is not considered by the approach presented
in this thesis (cf. Chapter 6). As future work, we would like to cre-
ate a cost model that can be merged into the current approach, thus
turning it into a goal-cost/benefit model. We have found studies that
have started to define the cost of modeling (UML, for instance (Jo-
lak et al., 2017)), and we might need to pursue a similar path if we
want to define the cost for implementing and adopting the MBSE MM
capabilities.

8.2.4 Model context further

The context plays a significant role in the whole topic of this thesis.
However, modeling it is challenging; many authors have elicited con-
textual factors that could influence adopting new methods (Clarke
and O’Connor, 2012). However, they were only successful at identi-
fying possible context characteristics without properly relating them
to decisions towards the methods, with very few exceptions (Bekkers
et al., 2008). In our approach, we model the development team context
in two ways, through the assessment of the Maturity Profile and the
Team'’s benefits potential (cf. Chapter 6). We do not model the environ-
ment, although we recognize its influence on method value ascription
(cf. Chapter 5). We see this as a research venue opportunity that is
very incipient, not only regarding maturity models but in the software
engineering field as a whole.
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8.2.5 Perform longitudinal studies

In this thesis, we provide solutions for the planning phase of the MBSE
method adoption (cf. Chapter 6). As future work, we could assess
how the team perceives the recommended capabilities after they are
adopted. Of course, confounding variables must be managed to avoid
misperceptions, for instance, due to poor adoption process.

8.2.6  Perform expert assessment in all MBSE MM capabilities.

As part of the work performed in Chapter 6 we asked MBSE experts
to evaluate the benefits generated by the 53 capabilities from the
MBSE MM (cf. Section 6.4.1.1). At the time, we did not perform this
taks for the whole MBSE MM to save the experts from the hassle of
assessing unnecessary capabilities. However, this assessment is a fun-
damental part of the approach, and when non-assessed capabilities
are selected to become candidates in future runs, their assessment
will be required. The lack of this information adds an extra layer of
work for someone employing the approach, which might hinder its
application. Assessing the whole set of capabilities from the MBSE MM
is needed in future work.

8.2.7  Develop benefits monitoring metrics

In order to verify if the team harvested the benefits from the imple-
mented capabilities (cf. Chapter 6), metrics such as Key Performance
Indicators (KPI) need to be defined. Such information is missing and
is a beneficial research venue to be pursued. However, defining these
metrics is not trivial since every team is different, and these character-
istics also change over time. For instance, how a KPI for the benefit
“Better communication” would look like?
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MODEL-BASED SYSTEMS ENGINEERING
MATURITY MODEL

The MBSE MM and its capabilities are described in Table A.1 and Ta-
ble A.2.
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INTERVIEW GUIDE

This appendix presents the interview guide used in the studies from
Chapter 3 and Chapter 4.

1. Preamble

e The aim of the interview is identifying the introduction

needs and hurdles at interested companies.

e All data concerning individuals will remain anonymous.

2. Information about the participants - Questions concerning the
size of the company and the current state of MBSE projects.

2.1.
2.2.
2.3.
2.4.
2.5.
2.6.

What do you develop in your company?

How big are company and development teams?

Who are the decision-makers for an MBSE introduction?
Who is involved in decision making?

What is your definition of MBSE?

What is the current state of introduction of MBSE in the
company?

3. Motivation and needs Questions about motivation and needs of
introduction of MBSE.

3.1.
3.2.

33
3.4.

What makes MBSE interesting to you?

How urgent is the MBSE demand due to the mentioned
advantages?

How does such an issue develop in the company?

What are the costs?

4. Hurdles and overcoming Questions about introducing MBSE
from today’s view and possible approaches to overcome.

4.1.
4.2.

4.3.
4.4.

What challenges do you see in an MBSE introduction?

What influences of hurdles did you identify concerning the
introduction of MBSE?

What measures do you plan to overcome the hurdles?

Where do you see the big challenges in your daily work?

5. Employee training Importance of training in the introduction
process.
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5.2.

53
5.4.

55

5.6.

. What knowledge does the company have concerning

MBSE?

Which employee groups should be trained differentiated
for MBSE?

Where should be the focus of the training be placed?

How many employees should be trained? (also in % of all
users)

What is the expected financial effort and expenditure of
time for the training per employee?

Is online training required?

6. Integration Integration of the methods and tools in existing land-
scapes.

6.1.
6.2.
6.3.
6.4.
6.5.

Do you want to migrate or translate data?

Do interfaces exist with other internal systems?
Expected changes in the process.

Expected organizational changes.

Expected financial effort and expenditure of time for inte-
gration.

7. Questions directed to system developers Specific questions to
the developers who use or are supposed to use MBSE.

7.1.
7.2.
7.3.
7.4.

7.5.
7.6.

What is the object of development you are working on?
For which steps in the process are you responsible?
How closely do you work with your customers?

Are there special requirements for processes, methods or
documentation?

Which tools do you use?

What do you get from outside? In which form?

8. Questions if you introduced MBSE. This chapter is omitted if
MBSE has not yet been introduced. The aim is to determine the
experiences in terms of “Lessons Learned” with the partial or
complete introduction of MBSE in the.

8.1.
8.2.
8.3.
8.4.
8.5.

How do you use model-based development?
Which tools are you already using for MBSE?
What are the benefits to the development process?
Were the expectations met? Which were not?

Can the benefits be quantified?



INTERVIEW GUIDE 171

8.6. Were there unexpected annoyances in the use of methods
and tools? How did you avoid them?

8.7. Were there unexpected additional uses when using the
methods and tools?

8.8. How has your work changed with the model-based ap-
proaches?

8.9. What were the hurdles during the introduction?
8.10. How were the hurdles overcome?
8.11. How did you build the necessary knowledge?
8.12. Would you introduce the methods and tools, again?
8.13. What new challenges do you see for the future?
9. Wrap-Up

9.1. Is there anything else you can tell me about the subject?






QUESTIONNAIRE

In this chapter we present the questionnaire used in the survey
from Chapter 4.

C.1 PREAMBLE

Survey on MBSE Adoption Best Practices

Dear MBSE practitioner,

My name is Tiago Amorim and I am a PhD candidate at TU-Berlin
with the topic MBSE maturity improvement roadmap. Currently I am
doing a research on MBSE adoption strategies and best practices in
Embedded Systems Industry and I have collected some findings that I
would like to validate with practitioners which have some experience
with MBSE adoption.

I prepared a very FAST (i.e., 10 min. max.) survey (Google Forms)
and I ask you to answer it and share it with relevant peers as much
as possible.

Of course, the survey is anonymous and we will only report aggre-
gated values.

The survey must be answered BEFORE 03.05, 23:59.

For further questions: buarquedeamorim@tu-berlin.de

Thank you for your collaboration.
Tiago Amorim

C.2 DEMOGRAPHIC QUESTIONS

1. What is your Industry Sector?

2. What is your role in your organization?

3. How big is your organization (employees)?
o 1-20
0 21-100
© 101-1000

o > 1000
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4.

Have you ever participated or observed some endeavor to intro-
duce Model-based Engineering in a company?

C.3 MBSE ADOPTION BEST PRACTICES

How strongly do you agree that the following strategies help adopting
Model-based System Engineering (MBSE) in companies? (Strongly
Disagree, Disagree, Agree, Strongly Agree)

C.3.1

>

>

c.3.2

\Y

v VvV vV V V

C.3.3

Piloting

The organization should start adopting MBSE as part of a new
project.

The pilot project should create real value for the organization
(i.e., no didactic project).

The pilot project should have enough budget and time allocated
to bear the overhead of adoption.

No translation of old artifacts except for reusable artifacts.

Start small in terms of project and team size in order to acquire
some experience

Tools and processes

Used tools should have open interfaces and homogeneous work-
flows.

The whole tool chain should be replaced.
Many tools might be required.

All engineers should have access to the tools.
Tool acquisition should be thoroughly planned.

The new MBSE processes should be well documented to better
understand what tool is required.

Knowledge building

All engineers should get, at least, basic training in MBSE.

Use training examples from the domain of the organization to
ease the understanding.



>

>

C4 ADOPTION BEST PRACTICES PRIORITIZATION

The context of an organization should affect the strategy to build
knowledge of an organization.

There should be a planned form of later evaluation to fill even-
tual gaps

C.3.4 Management

C.4

Make the advantages of MBSE clear to the users.

Have technically prepared people to support your engineers (i.e.,
not sales personnel).

Bring everyone to adoption (i.e., avoid creating castes).

If you have good engineers let them do the work for you, it is
cheaper and they will engage more (i.e., empowering).

Management should unify all employees towards adoption

ADOPTION BEST PRACTICES PRIORITIZATION

From the best practices you read in the previous section, which do
you consider most important? Select up to 5 options.

O

O

U
O

O

O

(I N A I B

]

The pilot project should create real value for the organization
(i.e., no didactic project).

The pilot project should have enough budget and time allocated
to bear the overhead of adoption.

No translation of old artifacts except for reusable artifacts.

Start small in terms of project and team size in order to acquire
some experience

The organization should start adopting MBSE as part of a new
project.

Used tools should have open interfaces and homogeneous work-
flows.

The whole tool chain should be replaced.
Many tools might are required.

All engineers should have access to the tools.
Tool acquisition should be thoroughly planned.

The new MBSE processes should be well documented to better
understand what tool is required.

All engineers should get, at least, basic training in MBSE.
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O

O

O

O O

Use training examples from the domain of the organization to
ease the understanding.

The context of an organization should affect the strategy to build
knowledge of an organization.

There should be a planned form of later evaluation to fill even-
tual gaps.

Make the advantages of MBSE clear to the users.

Have technically prepared people to support your engineers (i.e.,
not sales personnel).

Bring everyone to adoption (i.e., avoid creating castes).

If you have good engineers let them do the work for you, it is
cheaper and they will engage more (i.e., empowering).

Management should unify all employees towards adoption



CODE BOOK

This appendix presents the codebook used in Chapter 3 through a
mind map diagram (cf. Figure D.1).
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Figure D.1: Codebook mindmap.



REFINED MBSE ADOPTION GOAL AND TEAM'S
BENEFIT POTENTIAL FROM CASE STUDIES OF

CHAPTER 6

In this Appendix, we present the Refined MBSE adoption goal and Team’s
Benefit Potential from case studies of Chapter 6.
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REFINED MBSE ADOPTION GOAL AND TEAM’'S BENEFIT POTENTIAL FROM CASE STUDIES OF

Table E.1: Refined MBSE adoption goal and Team'’s Benefit Potential of Case
Study 1.

Goal: Enhance communication between software and system development teams.

Competitive Priorities Cost Quality Lead time Scope
Goal Refinement 4,7% 11,9% 29,8% 53,6%
Benefits

Easier reuse of existing artifacts 2 2 1 0
Better communication 0 2 1 2
Better understanding of problem domain 1 1 1 1
Better understanding of solution space 0 1 2 2
Better estimates 2 1 1 0
Less defects 2 2 1 0
Easier handling of complexity 1 2 1 1
Improved V&V 2 2 1 0
Improved quality of specification 1 1 1 1
Efficient certification 1 2 1 1

Sum: 14 16 11 8




REFINED MBSE ADOPTION GOAL AND TEAM'S BENEFIT POTENTIAL FROM CASE STUDIES OF CHAPTER 6

Table E.2: Refined MBSE adoption goal and Team'’s Benefit Potential of Case
Study 2.

Goal: Improve knowldge transfer.

Competitive Priorities Cost Quality Lead time Scope
Goal Refinement 3,7%  45,0% 35,3% 16,0%
Benefits

Easier reuse of existing artifacts 1 2 2 0
Better communication 1 2 1 1
Better understanding of problem domain 2 2 2 2
Better understanding of solution space 1 2 2 2
Better estimates (cost, impact of req. changes) 2 1 2 2
Less defects 2 1 2 0
Easier handling of complexity 1 0 2 2
Improved V&V 1 2 2 0
Improved quality of specification 1 2 2 2
Efficient certification 0 0 0 0

Sum: 12 14 17 11
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Table E.3: Refined MBSE adoption goal and Team's Benefit Potential of Case
Study 3.

Goal1: Improve effort estimation.

Goalz: Reduce rework due to communication issues and scope definition.

Competitive Priorities Cost Quality Lead time Scope
Goal Refinement 1 5,4% 11,7% 68,0%  14,9%
Goal Refinement 2 3,6% 13,7% 50,3% 32,4%
Benefits

Easier reuse of existing artifacts 1 2 2 0
Better communication 1 2 2 1
Better understanding of problem domain 1 2 2 0
Better understanding of solution space 1 2 2 1
Better estimates (cost, impact of req. changes) 1 2 2 0
Less defects 1 2 2 0
Easier handling of complexity 1 2 2 1
Improved V&V 1 2 1 1
Improved quality of specification 1 2 1 0
Efficient certification 0 0 0 0

Sum: 9 18 18 4
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Table E.4: Refined MBSE adoption goal and Team'’s Benefit Potential of Case
Study 4.

Goal: Automate system analysis.

Competitive Priorities Cost Quality Lead time Scope
Goal Refinement 4,9% 62,3% 19,8% 13,0%
Benefits

Easier reuse of existing artifacts 2 1 2 0
Better communication 1 2 2 0
Better understanding of problem domain 1 2 1 2
Better understanding of solution space 1 2 2 1
Better estimates (cost, impact of req. changes) 1 1 0 1
Less defects 2 2 1 2
Easier handling of complexity 2 2 2 1
Improved V&V 1 2 1 1
Improved quality of specification 1 2 1 1
Efficient certification 0 0 0 0

Sum: 12 16 12 9
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Table E.5: Refined MBSE adoption goal and Team'’s Benefit Potential of Case
Study 5.

Goal: Improve ability of the team.

Competitive Priorities Cost Quality Lead time Scope
Goal Refinement 3,7%  18,3% 43,4%  34,6%
Benefits

Easier reuse of existing artifacts 2 1 2 1
Better communication 0 1 1 1
Better understanding of problem domain 2 2 2 2
Better understanding of solution space 2 2 2 2
Better estimates (cost, impact of req. changes) 0 0 0 0
Less defects 2 1 2 2
Easier handling of complexity 0 1 1 1
Improved V&V 2 2 2 2
Improved quality of specification 2 2 2 2
Efficient certification 0 0 0 0

Sum: 12 12 14 13




REFINED MBSE ADOPTION GOAL AND TEAM'S BENEFIT POTENTIAL FROM CASE STUDIES OF CHAPTER 6

Table E.6: Refined MBSE adoption goal and Team'’s Benefit Potential of Case
Study 6.

Goal: Automate artifact treatment activities.

Competitive Priorities Cost Quality Lead time Scope
Goal Refinement 3,0% 61,0% 9,8% 26,2%
Benefits

Easier reuse of existing artifacts 1 2 1 2
Better communication 0 1 1 2
Better understanding of problem domain 1 2 2 2
Better understanding of solution space 1 2 2 2
Better estimates (cost, impact of req. changes) 1 2 2 2
Less defects 1 2 2 1
Easier handling of complexity 1 2 2 2
Improved V&V 1 2 1 2
Improved quality of specification 1 2 2 2
Efficient certification 1 2 1 2

Sum: 9 19 16 19







EVIDENCE FOR THE RELATIONS BETWEEN MBSE
ADOPTION HINDERING FORCES AND BEST
PRACTICES

In this appendix, we present the participants’ interview quotes which
serve as evidence for how best practices can be used to mitigate MBSE
adoption hindering forces, as described in Section 4.4. The informa-
tion is organized considering each best practice; then, for each par-
ticipant quote related to the best practice, the following code is used:
BPXX_PYY, where XX denotes the best practice and YY indicates the
participant number. Then, quotes of the participants related to hin-
dering forces are presented using the code GROUP:FORCE, where
GROUP can be either Anxiety or Inertia, and FORCE is the force’s
name. For instance, BPo1_Po1 indicates a quote related to Best Practice
o1 and interview participant o1. In the following, quotes are listed.

BPo1: The organization should start adopting MBSE with new projects.

BPo1_Po1”New start in new project preferred”, “Existing projects remained
in old surroundings and were gradually archived”

e Anxiety:Methodology shortcomings “There is a lack of a consis-
tent methodology - thus uncertainties” / “The demarcation of the
method against the processes is rarely solved”

¢ Anxiety:Role misunderstanding “There is a lack of understanding
of one’s own role in the overall context. The people in training do not
understand the incorporation of their role”

BPo1_Po3“Set up own project for method development instead of accompa-
nying from series development”

e Inertia:Doubts about improvements - “Low acceptance in the
meantime”

o Inertia:Imature tooling / Inertia:Learning new tools - “Users
first chose Excel before because of startup problems”

o Inertia:Incompatibility with existing tools - “Tedious develop-
ment and testing of methodology; Efforts for specific tool extensions
through plugins”

e Inertia:Imature methodologies / Inertia:Imature tooling -
“Method problems (and also some general tool problems) were noted,
but could not be solved (despite support hotline)”
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BPo1_P11”Do not recycle the past” - Anxiety:Skill of employees - “De-
cision not yet taken to switch to new plan, not sure if that works”

BPo1_P13“Remove [team] from existing organization, set up your own
project, the rest continues as before. Within a few years, new product gen-
eration has higher market share.”, “Backwards compatibility, so that only
changes need to be redesigned (includes not only code, but also specs, tests,

test infrastructure)”

o Anxiety:Skill of employees / Anxiety:Tooling shortcomings /
Anxiety:Role misunderstandings / Anxiety:Team competence
loss - “Usually, developers are in several projects. But: two methods,
different tools => is not good”

o Inertia:Migration is needed - “Legacy problem is real hurdle: old
approach must continue to be used and maintained”

BPos3: The pilot project should have enough budget and time allocated to bear
the overhead of adoption.

BPo3_P11“The first projects must be able to bear the burden.” - Anxi-
ety:ROI uncertainty - “It is a mistake to believe that an advantage will be
felt in the first project”

BPo3_P17”Business case because of investment hurdle in the beginning”

e Inertia:Development process does not fit - “Established and cer-
tified processes. Change costs money”.

o Anxiety:ROI uncertainty - “Can this be recovered through sav-
ings?”

BPos: Start small in terms of project and team size in order to acquire some
experience.

BPos5_Po1“Often pilot installation to gain experience, then expansion
companies-wide”

e Inertia:Doubts about Improvements - “Developer with Simulink
know-how (just one example): Understanding, but doubting the mean-
ing (“as before, just a bit more abstract - where is the benefit?’)”

e Anxiety:Methodology shortcomings - “There is a lack of a con-
sistent methodology - thus uncertainties” / “The demarcation of the
method against the processes is rarely solved”

BPos_Po2"It is advisable to start with a partial introduction first, later
through a consistent MBE. - needed breath” - “If necessary implementation
strategy with 3-4 months observation of what the developer does, and then
decide how to improve the process with MBE”
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¢ Inertia:Immature tooling - “Insufficient tools made the introduction
difficult or impossible (instability or bad GUI)”

o Inertia:Incompatibility with existing tools - “Lack of integration
with existing tools has made the introduction difficult or stopped de-
velopment process does not fit - The process of avionics is so slow that
changes can only be introduced step by step”

o Anxiety:ROI uncertainty - “Often the hurdles were not overcome,
because the conversion would have become much more expensive for
the company”

BPos5_Pos “Introduction as ‘submarine project’ by dedicated developer,
then application in own department, now overarching roll-out.” - Iner-
tia:lmmature methododlogies - “Resistances due to misunderstandings
/ overlaps with existing MBW work in Simulink”

BPos_Po6“Start in some areas that you can better oversee [...] Best to start
in individual areas according to company guidelines” - Anxiety:Skill of
employees / Anxiety:Migration issues - “Not all at once, people do not
want that either”

BPos5_P19”“Only 1-2 people, then the rest of the team”

o Anxiety:ROI uncertainty - “Doubts about usability, use, flexibility”

e Anxiety:ROI uncertainty / Anxiety:Methodology shortcom-
ings - “Doubts about maturity, scalability”

e Anxiety:Skill of employees / Anxiety:Methodology shortcom-
ings - “Maintainability: Stability of the language, uncertainty over
time and between colleagues”

¢ Anxiety:Methodology shortcomings - “Maintainability open, not
clear if someone can later use the formal language”

BPojy: All engineers should have access to the tools.

BPo7_P11”“The worker level must also get the tools” - Anxiety:Role mis-
understandings / Anxiety:Team competence loss - “Avoid division in
the team (worker / modeler)”

BPo8: Tool acquisition is very costly therefore should be thoroughly planned.

BPo8_Po1“Development of a holistic approach/methodology” - Iner-
tia:Learning new tools / Inertia: Missing excitement - “Complex tools
with a lack of intuitive operation”

BPo8_Po9“Develop an adoption strategy”

e Anxiety:ROI uncertainty - “Introduction costs (tools, training)”
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e Anxiety:Tooling shortcomings - “Tools (Cost, maturity, ‘lock-in’
fears, integrability, qualification)”/ “But still trouble with tools: opera-
tion incomprehensible, can do more than necessary”

BPo9: Have the new MBSE processes well documented so you better under-
stand what tool you will need.

BPo9_Po1“If the standard process is well documented, the MBE implemen-
tation will work easier.” - Anxiety:Methodology shortcomings - “There
is a lack of a consistent methodology - thus uncertainties” / “The demarcation
of the method against the processes is rarely solved”

BPog_Po8“First the process was set, then the tool decision”

e Inertia:Doubts about improvements - “Introduction costs (tools,
training) - It takes a great emergency to justify the cost of implement-
ing Doors (including the cost of creating the information model)”

¢ Anxiety:Tooling shortcomings - “I need tools to compare my mod-
els with reality”

BP1o_P17"Tool support for automation of work” - Anxiety:ROI uncer-
tainty - “Can this be recovered through savings?”

BP1o: All engineers should get, at least, basic training in MBSE.

BP1o_Po1“Training, training, training!”

Inertia:Insufficient training - “Inadequate training”
Inertia:Immature methodology - “Unclear terminology”
Inertia:Missing excitement - “Complex tools with a lack of intuitive
operation”

Anxiety:Role misunderstandings - “The people in training do not
understand the incorporation of their role”

BP10_Po6“Basic training for all users of MBSE” - Inertia:Immature tool-
ing / Inertia:Learning new tools - “EA not user friendly. Issues dis-
tributed over many menus, you always have to search.”

BP10_P11”Broad basic training of all employees - Everyone should have the
same understanding”

e Inertia:Changing the way of thinking - “For many MA some-
thing completely new [...] is outside your comfort zone”

e Anxiety:Role misunderstandings / Anxiety:Team competence
loss - “Avoid division in the team (worker / modeler)”
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BP11: Using examples that are familiar to the domain of the organization
eases the understanding. Model some existing artifacts for using as examples.

BP11_Po2"[Training team] has modeled examples of clients and then pre-
sented them [sic] to the client (we’ll show you how we do it)”

e Inertia:Doubts about improvements - “The user of the MBE (de-
veloper) must be convinced that the added value must be clear to him,
then it’s easier”

e Anxiety:ROI uncertainty -
portant, but it costs a lot”

"

Coaching on the job” at launch is im-

BP11_P11“Examples from similar industry help” - Inertia:Changing way
of thinking - “For many MA something completely new [...] is outside your
comfort zone”

BP12: Many strategies can be used to build knowledge of an organization,
the context should be taken into consideration.

BP12_Pos “Model should be reference. To do this, connect other tools (e.g.,
importing Doors for initial filling, then only update exports back to Doors,
generated code frames force interface fidelity)” - Inertia:Insufficient train-
ing - “In one department: Low willingness to abstraction and the need to
quickly get technical discussions”

BP12_Po8“Face-to-Face Seminar with exercises” “Per tool training e.g.
Doors” - Anxiety:Large training efforts - “Training necessary: How do 1
bring my engineers to the same level as the experts?”

BP13: There should be a planned form of later evaluation to fill eventual
Qaps.

BP13_Pox1“Continuous explanation of the methodology” - Iner-
tia:Insufficient training - “Inadequate training”

BP13_Pos“Accompanying technical monitoring of work results; is not hap-
pening systematically.” - Inertia:Insufficient training - “In one depart-
ment: Low willingness to abstraction and the need to quickly get technical
discussions”

BP14: Make the advantages of MBSE clear.

BP14_P18“Good examples show: project for new methods tools, then show
that it works (utility and acceptance).” - Inertia:Doubts about improve-
ments / Inertia:Learning new tools “As with any change a certain denial
attitude. Especially with older developers who work textually - they are diffi-
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cult to convince of a new tool. The benefits should already be felt directly for
them”

BP14_P13“Every few years new product generation, e.g. because of Platform
changes through technical advances (multicore ...) or new system approaches
that affect many functions. Then there is a break in the system concepts,
many have to be taken in hand, because you can introduce new methods.”
“Representation as a means of unique selling proposition. Works, but each
developer must be convinced individually.”

e Inertia:Doubts about improvements - “Problem still not felt, then
little action readiness./Justification Benefits vs. Effort is difficult.”

o Inertia:Changing the way of thinking - “Difficult to tell success-
ful and experienced people: “That’s how you have to do it’. Psychologi-
cal problem.”

o Anxiety:ROI uncertainty/migration issues - “Architectural
changes are heavy. Then high benefits must be demonstrated”

BP14_P16“Advantages of simulability were made visible” - Anxiety:ROI
uncertainty / Anxiety:Skill of employees - “Benefit of the model based
not quite clear, costs a lot. Alternatives unclear.”

BP16: Bring everyone to adoption (i.e., avoid creating castes).

BP16_P11”Avoid living apart, everyone has to go!!!” - Anxiety:Role mis-
understandings / Anxiety:Team competence loss - “Avoid division in
the team (worker / modeler)”

BP17: If you have good engineers let them do the work for you, it is cheaper,
and they will engage more (i.e., empowering).

BP17_Po8“Information model developed itself” - Inertia:Insufficient
training - “Standardization of the language between the MA necessary”
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