Variability and trends of Arctic water
vapour from passive microwave
satellites
Special role of Polar lows and
Atmospheric rivers

Inaugural-Dissertation
Zur
Erlangung des Doktorgrades
der Mathematisch-Naturwissenschaftlichen Fakultéat

der Universitat zu Koln

vorgelegt von
ANA RADOVAN
aus Dugopolje
Koln
2020



Berichterstatter:

Prof. Dr. Susanne Crewell
Prof. Dr. Roel Neggers

Tag der miindlichen Priifung: 5. Oktober 2020



Abstract

Water in the vapour phase is the most important component of the hydrological
cycle. It is formed by processes of evaporation and sublimation during which a lot
of energy as latent heat is absorbed from the atmosphere. Through atmospheric
large and small scale circulation, this energy is transported and released elsewhere
through the process of condensation. Water vapour is the most important greenhouse
gas (GHG) due to its abundance and its effectiveness in absorbing longwave radiation.
In the light of global climate change, it is of great importance to identify trends of
water vapour amounts in the atmosphere and its variability.

Climate change in terms of the near-surface temperature is most pronounced in the
Arctic, known as Arctic Amplification. Since most of the Arctic are either open ocean
or sea-ice covered surfaces, only sparse ground-based observations, mostly confined
to land areas are available. Therefore, one must resort to usage of the satellite based
observations which offer a great advantage by their large spatial coverage. For water
vapour assessment, passive microwave satellites are well suited due to their ability to
sense water vapour under clear and cloudy sky conditions independent of sun light.

A number of products of integrated water vapour (IWV) from various satellites are
available. However, these are often inconsistent and prone to have biases due to
various assumptions and uncertainties of a priori data included in the retrieval algo-
rithms. According to the Clausius-Clapeyron relation, water vapour is constrained
by the saturation vapour pressure which is constrained only by the temperature.

Therefore, this thesis investigates the hypothesis that brightness temperatures (Tys)
from spaceborne passive microwave instruments can be used as a proxy for water
vapour trends. To test this hypothesis, satellites based Ts are compared to synthetic
Tps derived from the Arctic System Reanalysis (ASR). To enable the comparison, the
ASR has been evaluated in T} space by employing the Passive and Active Microwave
TRAnsfer forward model (PAMTRA). Moreover, Tys from sounding channels were
correlated with corresponding IWV based on the weighted absolute humidity pro-
files peaks. The hypothesis is tested for the dry, cold and sun-absent winter season
(January) and the sun-return transitional spring season (May).

The results show that Tys from frequency channels can explain trends in the corre-
sponding IWV columns derived from ASR for regions with significant positive trends
for both, T;, and IWV since high correlation coefficients, reaching 0.98, have been
found. This is true for different time scales, daily, monthly and for the period of
17 years (2000-2016). The exception to this has been found for May for daily time
scale for frequency channel dominated by the signal from the upper troposphere lower
stratosphere (UTLS). For this combination of Tys and IWV correlations tend to be
weaker and at some locations even negative. This is consistent with theoretical cal-
culations and observational studies which report a cooling in the UTLS region for
increasing IWV. However, Tys from the corresponding channel seem less reliable in
explaining trends of the corresponding IWV derived from the ASR. This indicates
the importance of other processes relevant in the UTLS region during spring.

Furthermore, this thesis investigates synoptic features which are associated with wa-
ter vapour transport and precipitation. Previous studies have shown that Arctic



cyclone activity during winter has a large impact on the sea ice melt in the following
seasons making them important players in the complex feedback mechanism of the
climate change in the Arctic. However, the life cycle of the most intense of such
cyclones, also known as polar lows (PL) are not yet fully understood. To analyse
their dynamics, this thesis investigates different environmental conditions (and their
combination) between genesis and maturity stage of January PLs. PLs with overall
lower thermal instability between the surface and 500 hPa during formation stage
are typically accompanied by higher and steeper lapse rates throughout the bound-
ary layer. Therefore these PLs were fostering convective development. However, as
observed for a few cases, a decreased thermal instability alongside a simultaneous
decrease of convection coincides with high relative humidity (mostly above 90%).
Furthermore, higher relative humidity at lower levels during genesis stage promoted
stronger winds at the maturity stage.

Besides water vapour turn over associated with Arctic cyclones, atmospheric rivers
(ARs) transport major amounts of moisture from tropical and extratropical regions
into the Arctic. Studies have shown that about 90% of the total mid-latitude verti-
cally integrated water vapour transport (IVT) is related to these synoptic features.
To study the influence of ARs on PL precipitation, an event with a coupled AR and
PL is compared to an event which featured only a PL. The AR had a strong influence
on the PL resulting in higher snow amounts on the order of ~ 4kg/m? higher wind
speeds and a longer distance traveled during its life cycle, compared to the PL only
case.



Zusammenfassung

Wasserdampf ist der wichtigste Bestandteil des Wasserkreislaufs. Er entsteht durch
Verdampfungs- und Sublimationsprozesse, bei denen viel Energie als latente Warme
aus der Atmosphére absorbiert wird. Durch grof- und kleinskalige atmosphéarische
Zirkulation wird die aufgenommene Energie transportiert und an anderer Stelle als
Kondensationswérme freigesetzt. Aufgrund seines hohen Vorkommens und seiner
starken Absorption langwelliger Strahlung stellt er das wichtigste Treibhausgas dar.
Angesichts des globalen Klimawandels ist es somit von grofser Bedeutung, Trends des
Wasserdampfgehalts in der Atmosphére und seine Variabilitdt zu studieren.

In Bezug auf die oberflichennahe Temperatur ist der Klimawandel in der Arktis
am starksten ausgepragt. Dieses Verhalten wird als arktische Verstarkung bezeich-
net. Da es sich bei den meisten Teilen der Arktis entweder um offene Ozean-
oder Meereisoberflichen handelt, stehen nur wenige bodengebundene Beobachtun-
gen zur Verfiigung, die sich hauptséchlich auf das Festland beschrianken. Daher ist
es notwendig auf Satellitenfernerkundung zuriickzugreifen, die einen grofen Vorteil
durch die Moglichkeit zur flichendeckenden Erkundung bietet. Fiir die Erfassung
von Wasserdampf eignen sich passive Mikrowellensatelliten aufgrund ihrer Fahigkeit,
Wasserdampf sowohl unter klaren als auch unter bew6lkten Bedingungen unabhéngig
vom Sonnenlicht zu detektieren.

Eine Reihe von Produkten basierend auf verschiedenen Satelliten ist fiir integrierten
Wasserdampf (IWV) verfiigbar. Diese Produkte sind jedoch haufig inkonsistent und
neigen aufgrund verschiedener Annahmen und Unsicherheiten von a priori Daten,
die in die Berechnungsalgorithmen einflieffen, zu systematischen Fehlern. Gemaf der
Clausius-Clapeyron-Gleichung ist Wasserdampf durch den Sattigungsdampfdruck be-
grenzt, der wiederum nur durch die Temperatur begrenzt ist. Daher untersucht diese
Arbeit die Hypothese, dass Helligkeitstemperaturen (T,s) von satellitengestiitzten
passiven Mikrowelleninstrumenten als Proxy fiir Wasserdampftrends verwendet wer-
den konnen. Um diese Hypothese zu testen, werden satellitenbasierte Tjys mit syn-
thetischen Tys, die aus der sogenannten , Arctic System Reanalysis® (ASR, Reanal-
yse des arktischen Systems) abgeleitet werden, verglichen. Um den Vergleich zu
ermdglichen, wurde die ASR im T,-Raum unter Verwendung des Vorwértsoperator
,Passive and Active Microwave TRAnsfer* (PAMTRA) ausgewertet. Dartiber hinaus
werden Tys aus verschiedenen Spektralkanélen mit dem entsprechenden IWV gemaéfs
gewichteter Peaks in Profilen der absoluten Feuchtigkeit korreliert. Die Hypothese
wird fiir die durch die Abwesenheit der Sonne geprégte, kalte und trockene Win-
tersaison (Januar) und fiir die vorsommerliche, unter Einfluss von Sonnenstrahlung
stehende Ubergangsjahreszeit (Mai) getestet.

Die Ergebnisse zeigen, dass Tys von Spektralkanélen, die vom Signal aus der un-
teren Troposphére dominiert werden, Trends in den entsprechenden IWV-Saulen,
die von der ASR abgeleitet wurden, fiir Regionen mit signifikanten positiven Trends
fiir Ty und IWV erkldren konnen, da ein hoher Korrelationskoeffizient von 0,98 fest-
gestellt werden konnte. Fiir Mai zeigt der Spektralkanal, der vom Signal der oberen



Troposphére und unteren Stratosphére (UTLS) dominiert wird, eine schwéchere und
negative Korrelation zwischen Tj,s und IWV. Dies steht im Einklang mit theoretischen
Berechnungen und Beobachtungsstudien, die eine Abkiihlung in der UTLS-Region fiir
erhohten IWV berichten. Tjs aus dem entsprechenden Kanal scheinen jedoch weniger
zuverlassig bei der Erklarung von Trends des entsprechenden IWV zu sein, der aus
der ASR abgeleitet wurde. Dies ist ein Zeichen fiir die Bedeutung anderer Prozesse,
die im Friihjahr in der UTLS-Region relevant sind.

Dariiber hinaus untersucht diese Arbeit synoptische Phénomene, die mit Wasser-
dampftransport und Niederschlag verbunden sind. Friithere Studien haben gezeigt,
dass die Aktivitat arktischer Zyklonen im Winter einen grofsen Einfluss auf die
Meereisschmelze in den folgenden Jahreszeiten hat, was sie zu wichtigen Akteuren
im komplexen Riickkopplungsmechanismus des Klimawandels in der Arktis macht.
Der Lebenszyklus der intensivsten Zyklonen, die auch als Polar Lows (PL) bekannt
sind, ist jedoch noch nicht vollstindig geklart. Um ihre Dynamik zu analysieren,
untersucht diese Arbeit verschiedene Umgebungsbedingungen (und ihre Kombina-
tion) zwischen Genese und ausgereiften Stadium der im Januar auftretenden PLs.
Es zeigt sich, dass PLs, die insgesamt eine geringere thermische Instabilitat zwischen
der Oberfliche und 500 hPa wahrend ihrer Bildungsphase aufweisen, typischerweise
mit héheren und steileren atmosphérischen Temperaturgradienten in der gesamten
Grenzschicht einhergehen. So forderten diese PLs eine konvektive Entwicklung. Wie
in einigen Fallen beobachtet, tritt jedoch eine verminderte thermische Instabilitat
bei gleichzeitiger Abnahme der Konvektion simultan mit einer hohen relativen Luft-
feuchtigkeit (meist iiber 90%) in Erscheinung. Dariiber hinaus begiinstigte eine
hohere relative Luftfeuchtigkeit in den unteren Schichten wéhrend der Zyklogenese
starkere Winde der vollstandig entwickelten Zyklone.

Neben der Wasserdampflluktuation in Verbindung mit arktischen Zyklonen trans-
portieren sogenannte ,atmospheric rivers“ (ARs, atmosphérische Fliisse) grofse Men-
gen an Feuchtigkeit aus tropischen und extratropischen Regionen in die Arktis.
Studien haben gezeigt, dass etwa 90% des gesamten vertikal integrierten Wasser-
dampftransports (IVT) in mittleren Breitengraden mit diesen synoptischen Syste-
men zusammenhédngen. Um den Einfluss von ARs auf den Niederschlag durch PLs
zu untersuchen, wird in einer Fallstudie ein an einen AR gekoppeltes PL mit einem
einzeln auftretenden PL verglichen. Der AR hatte einen starken Einfluss auf das
PL, sodass grokere Schneemengen in der Grofenordnung von ~ 4kg/m?, hohere
Windgeschwindigkeiten und eine langere zuriickgelegte Strecke wahrend seines Leben-
szyklus festgestellt werden konnten im Vergleich mit dem einzeln auftretenden PL.
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2 1 INTRODUCTION

1 Introduction

1.1 Water vapour

Water vapour is the component of the hydrological cycle (Figure 1.1) that comes in
the gaseous form. This enables it to travel fast through the atmosphere, governed by
the atmospheric motions, redistributing energy in the form of latent heat from one
place to another. In that way, as an important part of the atmospheric dynamics it
influences the global circulation and climate. Although its amount in the atmosphere
is only 0.25 % on average (Stevens and Bony, 2013; Fionda et al., 2019) without it,
the life as we know it, would not be possible.

Depending on the environmental conditions (temperature and pressure), water vapour
will condense to form clouds and subsequently precipitation, or it will be released by
either evaporation or sublimation. Through these processes the energy in the form
of latent heat is either absorbed (evaporation and sublimation) or released (conden-
sation).

The process of condensation, is controlled by the saturation water vapour pressure,
es which is controlled only by the temperature. This means that at higher tempera-
tures, the molecules of water are gaining more kinetic energy and are having higher
probability to break the hydrogen bonds and ,escape the liquid or solid state. Gen-
erally, this is what is meant by "warmer air will be able to hold more water vapour"
often found in textbooks. The relation between saturation vapour pressure and the

Figure 1.1: Scheme of hydrological cycle in the Arctic taken from
http://geography.exeter.ac.uk/opensource/cryosphere/
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temperature is know as the Clausius-Clapeyron equation defined by:

ea(T) ~ ey - exp {Ri (Tio _ %)] | (1.1)

L is the latent heat of vaporization, R, = 461 JK 'kg~! the water vapour gas con-
stant, Ty = 273.15 K the water freezing temperature and ey = 0.611 kPa is the
reference saturation vapour pressure (usually at the triple point - 0 °C). With the
Clausius-Clapeyron equation one can show that the increase in the temperature will
lead to an increase in the water vapour, of roughly 7 % per 1 K warming (Trenberth
et al., 2003; Skliris et al., 2016). This relation and its scaling in simulations of climate
change is further investigated by O’Gorman and Muller (2010). They found devia-
tions from Clausius-Clapeyron scaling for relative and specific humidity for tropics
and mid-latitude regions, especially over land.

The uneven solar heating of the Earth, together with Earth’s rotation drives the
atmospheric circulation. Since water vapour content is highly constrained by the
temperature, its distribution over globe resembles the atmospheric circulation and is
very variable, ranging only from trace amounts at the poles or deserts to 70 kg/m? in
the tropics. Moreover due to higher temperatures close to the surface, most of water
vapour is confined to the lower parts of the troposphere. This high amount of water
vapour evaporated from the oceans, is what in the tropics, enables the development
of strong tropical cyclones. After the ascend of the evaporated water vapour, due
to collision of the trade winds from southern and northern hemisphere, the lifted
parcel of the air cools and condenses creating the large cloud bands of the cyclone. A
similar process helps is governing the Arctic cyclones where two air masses of highly
different temperature, one cold coming from the ice surfaces, also know as the cold
air outbreak (CAQO) and other coming from the relatively warm ocean surface collide
(Kolstad et al., 2008). During these cyclones events a huge amount of precipitation
is formed (mostly in the form of snow) and in the process of condensation the water
vapour has been removed from the atmosphere.

1.1.1 Water vapour and recent climate change

Climate on Earth has been changing in response to external forcings and internal
feedbacks across a wide range of timescales going through warm (Early Eocen - 50
million years ago) and cold (last interglacial 129-116 thousand years ago) periods
(Burke et al., 2018). However, climate changes after industrial revolution (beginning
of 17th century), in terms of the temperature increase, are not in accordance with
"natural changes" and Milankovié’s cycles (related to solar radiation) for this cen-
tury. The first notion of the anthropogenic, that is human induced climate change
was mentioned by British scientist Guy Callendar in 1938 where burning of fossil fuel
was linked to green house "blanket" effect proposed by French scientist J. Fourier in
1824 (Chao and Feng, 2018). It is worth mentioning that Swedish scientist Svante
Aarrhenius in his work from 1896 has already shown the influence that an increase in
carbon dioxide (CO,) has on the global temperature, although not directly mention-
ing relation with fossil fuel burning. Latter, various studies, such as from Manabe
and Wetherlad (1967) and Charney (1973), that used different models with varying
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or doubled amounts of COs, showed that temperature under these conditions will
increase. However, Manabe and Wetherlad (1967) found values in between 1.3°C
(for fixed absolute humidity) and 2.4°C (for fixed relative humidity). This relation of
temperature sensitivity to COs has as well been investigated by Sawyer (1972) and
Broecker (1975) and various other studies afterwards.

Today, when it is known that the main source of the global temperature increase is
human induced, world-wide policy makers united under the United Nations Frame-
work Convention on Climate Change (UNFCCC) and the Paris Agreement (2015)
in attempt to prevent further temperature increase by developing more clean energy
sources and by reducing the usage of sources who’s principal by product is COs.

The physics behind the CO5 and temperature increase is that CO4 is a very good
absorber of the outgoing longwave radiation (OLR) in the thermal infrared region
(IR). Meaning, the light photons that are re-emitted by Earth (and other objects) are
being absorbed by the CO5; molecule whose energy than increases due to excitation
of the molecule’s electrons that start to vibrate faster and in that way produce heat.

However, other gases like chlorofluorocarbons (CFC) and hydrofluorocarbons (HCFC),
more known under the name freons (used in refrigerators, hair sprays etc.) that have
been restricted in 1987 under Montreal Proctocol, methane CHy, nitrous oxide (N5O)
and water vapour (although not a forcing) are also high contributors to warming. All
these gases are known under the common name - Green House Gases (GHGs). What
highlights the concern for our future climate more, is that once in the atmosphere,
the molecules of these gases are having relatively long lifetime in the atmosphere,
ranging from around a week for HoO through 10 years for CH,4 to couple of centuries
for NoO (Montzka et al., 2011; Liu et al., 2016; Prather et al., 2012, 2015; Rigby
et al., 2013).

Although water vapour in itself is not a forcing of the temperature increase, it is the
most important GHG as it alters the effect (temperature increase) caused by other
GHGs (Chung et al., 2014). For instance, when CO, increases, so does the IR opac-
ity of the atmosphere, which in turn as well raises the altitude from which thermal
radiation is emitted to space (Stevens and Bony, 2013). Such a change produces
imbalance in Earth’s radiation budget that can be restored either by increasing the
temperature or the planetary albedo (Stevens and Bony, 2013). In the former, follow-
ing the Clausius-Clapeyron’s equation, water vapour will create a positive feedback
loop by increasing the temperature even more. This is very alarming since water
vapour is also the most abundant GHG and in comparison to COs,, is more efficient
in absorbing the longwave radiation (LW) (Lacis et al., 2013).

In comparison to pre-industrial time (1880), annual temperature has increased by
0.07 °C dec™! while after 1981 this increase is more than double and is of 0.18 °C
dec™ (NOAA, 2019a) based on the Global Historical Climatology Network version
2 (GHCNv2) data set. However, observations from the Microwave Sounding Units
(MSUs) and the Advanced Microwave Sounding Units (AMSUs) for the period be-
tween 1978 and 2002 show an even higher increase in the global temperature of
0.22°C to 0.26 °C with and without diurnal cycle correction, respectively (Vinnikov
and Grody, 2003).

All of the above raises the necessity for more concise modeled climate projections
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which are still having discrepancies (Monckton et al., 2015; Eyring et al., 2019; Block
et al., 2019). However, most of the climate models agree that we are entering new
climate phase with increased temperatures where different Representative Concen-
tration Pathways (RCP) scenarios in models project the increase in between 1.0 to
4.5 °C by the end of this century (Nazarenko et al., 2015). Similar results have
been shown by using the new Coupled Model Intercomparison Project 6 (CMIP6)
climate model runs which instead of RCPs use new Shared Socioeconomic Pathways
(SSPs) that yield increases in temperature in between 1.33°C and 4.60°C for the
period 2081-2100 (Tokarska et al., 2020). Moreover, the region that is most sensitive
to temperature changes and shows the highest warming is the Arctic. Therefore, the
role of water vapour in changing Arctic is the subject of this thesis.

1.1.2 Arctic Amplification - role of water vapour

The region over which the increase in near surface temperature is most amplified is the
Arctic. There, the near-surface air temperature, for the past few decades, had risen
to more than double the increase of the global mean value (Shindell and G.Faluvegi,
2009; Cohen et al., 2014; Wendisch et al., 2017). This phenomena is defined as the
Arctic Amplification (Serreze and Francis, 2006a; Serreze and Barry, 2011) and due
to its limited understanding, nowadays is a topic of large scientific research efforts.
One of them is a German project called the "Arctic Amplification: Climate Relevant
Atmospheric and Surface Processes and Feedback Mechanisms (AC)3" (Wendisch
et al., 2017) under which the work for this dissertation was performed. Within
(AC)? the role of various mechanisms is investigated, with main contributors being:

1. reduced albedo: Due to massive sea-ice melt, the Arctic is losing its high
albedo and therefore the ability to reflect solar radiation as effectively as in
the past. This as a consequence has more darker ocean left behind which is a
better absorber of the shortwave radiation (SW) leading to a warming of the
upper oceanic layer and subsequently through process of evaporation, leads to

2. increased water vapour. As mentioned above, the increase of water vapour
for a consequence has enhanced retention of OLR and thus further temperature
increase. This subsequently leads to increased sea-ice melt and cloudiness.
However, increased cloudiness and water vapour are partially also due to

3. moisture intrusions into the Arctic from lower latitudes. Moisture
intrusions into the central Arctic (above 70°N) are closely related with transient
eddies that account for 81% of meridional moisture flux in winter and for 92%
in summer (Jakobson and Vihma, 2009). It has been shown by Woods et al.
(2013) and Woods and Caballero (2016) that these intrusions can increase a
local heating in the central Arctic for up to 20 K and can foster melt in the
marginal sea ice zone. In addition to local evaporation, moisture from lower
latitudes changes the stratification of the atmosphere leading to:

4. increase in lapse-rate and therefore positive lapse-rate feedback (Pithan and
Mauritsen, 2014; Payne et al., 2015). In a warmer Arctic, stable stratification
(especially in non-summer months), suppresses vertical mixing and warming
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remains largely confined to a thin near-surface layers. Such conditions in the
lower troposphere result in a larger warming of the lower than of the upper tro-
posphere, leading to a smaller increase in OLR compared to vertically uniform
warming, and thus to further warming (Goosse et al., 2018).

The mentioned contributors and vast majority of possible interactions in between
them on a local and regional spatial and temporal scales are investigated in order
to solve the puzzle of Arctic Amplification whose complete source is still uncertain.
However, what is certain is that model projections show a continuing positive temper-
ature trend and by 2050, Arctic could face an ice-free summer and thus the complete
change of the ecosystem (Overland and Wang, 2013).

For the period between 1979 - 2014 it has been shown that the September sea-ice ex-
tent is shrinking by 13.4 % per decade when referenced to the mean September extent
for the period 1981-2010 (Serreze and Stroeve, 2015). This is very concerning since
the changes in the Arctic are not having only local effect but are far more reaching
and unpredictable. Many studies have tried to find the connection between Arctic
amplification and sea-ice loss with the mid-latitude weather changes and extremes
during summer, autumn and winter months (Petoukhov and Semenov, 2010; Francis
and Vavrus, 2012; Cohen et al., 2014; Coumou et al., 2018).

However, in order to understand the Arctic amplification effects on mid-latitudes, it is
crucial to first understand the changes that are happening on the local scales, in this
context, the Arctic. The highest temperature increase over the Arctic was observed
during winter months (Cohen et al., 2014; Wendisch et al., 2017) when the polar
night is present and low-level stability is increased. This reduces the mixing of the
atmospheric column and enhances the retention of released latent heat from the ocean
that was accumulated during summer (Screen and Simmonds, 2010; Screen et al.,
2011)). Moreover, formation of specific humidity inversions (increase of moisture with
height) during winter has been shown to serve as a moisture source for cloud formation

and persistence by feeding a cloud decoupled from the surface with moisture from
above (Nygard et al., 2014; Vihma et al., 2016).

An increase in surface heating of 10-25 W /m? during the warm air advection over sea-
ice accompanied with surface inversion has been observed (Tjernstrom et al., 2015,
2019). Furthermore, during winter for the 2003-2014 period, these inversions have
been detected for 90% of the time (Naakka et al., 2018). The additional heat as a
consequence has delayed sea-ice refreezing time in late autumn and earlier melt onset
in spring. Consequently, this leaves the Arctic with a reduced area of the multi-year
thick ice (of 50 % less for the 5 m thick ice (Hansen et al., 2013; Renner et al., 2014)
and more easy to melt, young thin ice (especially evident in Chukchi, Beaufort and
East Siberian Seas (Stroeve and Notz, 2018).

Rinke et al. (2017) showed that the anomalous winter warming over the Arctic Ocean
has been greatly influenced by the increased frequency and duration of cyclonic ac-
tivity due to larger amounts of water vapour they transport from the lower latitudes
increasing the storm’s cyclogenesis and persistence. One of the strongest cyclones
in the Arctic are polar lows, also know as the hurricanes of the Arctic due to their
destructiveness and resemblance to tropical cyclones. However, the complete under-
standing of key mechanisms of these intense and short-lived cyclone’s development
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and persistence is still unclear. Moreover, the increased cyclonic activity and the
availability of water vapour intrusions showed to be connected with enhanced sea-ice
melt during summer (Screen et al., 2011; Knudsen et al., 2015; Ding et al., 2018) and
earlier melt onset during spring (Kapsch et al., 2013; Devasthale et al., 2013; Kapsch
et al., 2018).

Strong moisture intrusions, nowadays mostly referred as atmospheric rivers, a term
first used by Zhu and Newell (1994), are the narrow corridors of poleward enhanced
water vapour transport. Although widely researched in mid-latitudes (Schneider
et al., 2006; Newman et al., 2012; Guan and Waliser, 2015, 2017; Waliser and Guan,
2017), their importance in the Arctic hydrological cycle is likely large, however up
to recently they didn’t got much of the attention (Vazquez et al., 2018; Nash et al.,
2018; Komatsu et al., 2018). The atmospheric rivers into the Arctic are also affecting
the temperature inversion layer that is most frequent in winter which than further
enhance surface warming (Tjernstrom et al., 2019). Woods et al. (2013) and Woods
and Caballero (2016) showed that atmospheric rivers induced warming, not mention-
ing temperature inversions, further increases lapse-rate feedback. The above once
again highlights the importance of investigating the water vapour changes and the
variability in the Arctic and therefore the necessity of its accurate measurement.

1.2 State of the Art of water vapour measurements

The importance that water vapour has on a various dynamical and thermodynamic
processes in the Arctic, whether as a forcing or a feedback mechanism, has been
explained above. From there it can be concluded that the accurate measurements of
water vapour are highly significant. However, monitoring the water vapour over such
a remote region as the Arctic, presents a great challenge, since most of the Arctic
area is open ocean and/or sea ice covered surface.

Setting up the meteorological stations in an inhospitable environment is often very
challenging or almost impossible task, especially during winter, when thick sea-ice
is very hard to break and transportation of the instruments becomes even more
problematic (Comiso and Hall, 2014). Therefore, existing in situ measurements,
mostly radiosondes, providing long time record, are usually deployed only on coastal
Arctic area and hence, present only point measurements leaving a large gap over the
Arctic Ocean. Moreover, these long term data records, such as radiosonde can have
gaps or artificial shift in time series due to the station being removed, changes in
instrument type or operating procedure (Chen and Liu, 2016). However, they do
provide very fine temporal resolution and accuracy for validation of other data sets.

One of the examples of usage of radiosonde data for validation has been performed
by Weaver et al. (2019) where comparison of the upper troposphere and lower strato-
sphere (UTLS) water vapour from Atmospheric Chemistry Experiment (ACE) satel-
lite measurements with coincident ground-based measurements taken at a high Arctic
observatory at Eureka, Nunavut, Canada has been investigated. To get a full cover-
age and fill the gaps between point measurements, one must resort to remote sensing
measurement techniques made by satellites.

Today it has been over 60 years since the launch of the first meteorological satellite
in low Earth orbit (LEO) Television Infra-Red Observation Satellite (TIROS-1) on
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1st of April 1960 and more than 40 years since the launch of Nimbus-7 in 1978, where
Nimbus stands for the "rain cloud" (web links: (OSCAR; ESA, a)). Since then, a
large number of satellites have been launched for various purposes (communications,
Earth observation satellites, navigation, space science, and other). However, many
of the launched meteorological satellites are carrying different instruments that are
specifically designed to get the information on different parts of atmosphere and/or
its constituents.

Water vapour can be measured by satellites using number of techniques. Most impor-
tant are those relaying on the Earth’s emission of the water vapour molecule in the
thermal infrared (IR; 1 to 100 microns) and microwave (1 m to 1 mm, or 0.3 to 300
GHz) part of the spectrum (Crewell, 2006). Through that spectrum water vapour
shows certain absorption characteristics. However the absorption spectrum of water
vapour is very complex in general and can happen in three different types of tran-
sition: rotational, vibrational and electronic (Quintanilla, 2014), where rotational
transition is most important for dipole molecule such as H,O in IR and microwave
part of the spectrum. From the rotational transition two rotational spectral lines
(22.235 GHz and 183.310 GHz) are mostly used for microwave measurements (Gaut,
1968; Liebe et al., 1993; Liljegren et al., 2005; Westwater et al., 2005; Rosenkranz,
1998).

Knowing the absorption lines of the gas, channels with different sensitivity (fre-
quency) are selected for instrument construction that will be carried by the satellite.
This radiance measured by the instrument in the form of voltage is through Planck’s
law (Planck, 1901) connected with kinetic temperature of radiating object (gas) and
converted to so called brightness temperature, Tj.

Although most of the water vapour absorption is taking place in the IR spectrum,
the majority of the satellites measuring in that spectral range such as the Moderate
Resolution Imaging Spectroradiometer (MODIS), the Infrared Atmospheric Sounding
Interferometer (IASI) (Schliissel and Goldberg, 2002), the Spinning Enhanced Visible
Infra-Red Imager (SEVIRI), the Atmospheric Infrared Sounder (AIRS) or the near
IR and visible MEdium Resolution Imaging Spectrometer (MERIS) are not able
to penetrate most of the thick clouds (signal is getting attenuated) and the large
amounts of water vapour below the clouds are left undetected. Although IASI shows
a high accuracy of integrated water vapour (IWV) retrieved values (for near-nadir
only radiances) it is still limited to the clear-sky scenes only (Aires et al., 2011a) as

MODIS.

Passive microwave sounders such as the Advanced Microwave Sounding Unit -B
(AMSU-B; launched in 1998) flown on the National Oceanic and Atmospheric Ad-
ministration (NOAA) polar orbiting satellites NOAA-15, -16, -17, the Microwave
Humidity Sounder (MHS; on NOAA-18, -19, MetOp-A and -B) or more recently
launched (18 November, 2017) NOAA-20 (Joint Polar Satellite System (JPSS) in
comparison to IR imagers are able to penetrate even the thickest of the clouds in
their window channels and offer a good spatial coverage (with ~ 14 overpasses a
day) over the Arctic region during both, day and night with a good resolution of
only ~ 15 km at nadir. More details about these instruments and theirs scanning
technique can be found in chapter 2.
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The observations from these satellites are used for better description of air tempera-
ture and humidity, and their assimilation into numerical weather prediction (NWP)
helps better constrain models in regions where scarce observations are assimilated,
such as Arctic (Sapucci et al., 2013; Karbou et al., 2014; Randriamampianina et al.,
2019). Today, we have the ability of using more than 20 years of data available from
mentioned satellite sounders in order to improve and investigate atmospheric water
vapour spatial and temporal changes in connection to climate and the Arctic ampli-
fication. However, the signal that comes from the satellite is not directly the value
of the parameter of interest but it has to be retrieved by usage of some sophisticated
methods, such as optimal estimation method (OEM) (Rodgers, 1976, 2000).

When investigating water vapour spatial and temporal changes most of the time
what is being analysed is the IWV (also called precipitable water (PWV) or total
column water vapour (TCWV)), which is the amount of water vapour contained in the
atmospheric column of 1 m? from the surface to the top of the atmosphere (TOA).
Reason for this are certain instruments limitations such as low vertical, spatial or
temporal resolution. In the case of passive microwave satellites used in this thesis
vertical resolution is limited and fine resolution profiles are very hard and complex
to retrieve.

Although there is a long record of various meteorological satellite measurements, of-
ten times the retrievals are made only over global oceans (Mieruch et al., 2014; Mears
et al., 2018) due to very complex surface emissivity in the microwave spectrum. Al-
though retrievals that cover both land and ocean surfaces are possible, these are often
prone to wet biases over land when compared to ground based microwave radiometers
or radiosondes (Lindstrot et al., 2012, 2014). Another possibility for retrieval of IWV
over both kinds of the surfaces exist from Constellation Observing System for Me-
teorology, lonosphere, and Climate (COSMIC) that uses Global Positioning System
(GPS) radio occultation limb sounding (Kuo, 2005; Wee and Kuo, 2015). However
using these instruments and technique, the retrievals although with good vertical
resolution suffer from very coarse spatial and/or temporal resolution. Moreover, long
term IWV data are often times a combination from multiple satellites sensors where
proper calibration between instruments is critical. Therefore the Global Energy and
Water cycle Exchanges (GEWEX) Data and Assessments Panel (GDAP) initiated
the GEWEX Water Vapor Assessment (G-VAP) whose main objective is to quantify
the current state of the art in water vapor products that are being constructed for
climate applications (Schroder et al., 2016, 2018).

G-VAP also includes the retrospective analyses (reanalyses), which are basically spa-
tially and temporally discontinuous observations and model state fields merged onto
the common and continuous spatial and temporal state fields. Various reanalyses are
existing today, and most used for water vapour studies are the Modern-Era Retro-
spective analysis for Research and Applications, Version 2 (MERRA-2, Gelaro et al.,
2017; Bosilovich et al., 2017, the Japanese 55-year Reanalysis (JRA-55; Kobayashi
et al. 2015), the Climate Forecast System Reanalysis (CFSR; Saha et al. 2010), the
European Centre for Medium-Range Weather Forecasts (ECMWEF) Re-Analysis In-
terim (ERA-I; Dee et al. 2011), the most recent ECMWEF Reanalysis 5th Generation
Description (ERA-5; Hersbach et al. 2020) and specially tuned for Arctic conditions
the Arctic System Reanalysis (ASR; Bromwich et al., 2010, 2018).
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Schroder et al. (2016) showed that the highest relative standard deviation of IWV
between long-term data sets is present over the Arctic and Antarctic region, which
besides complexity of the polar regions is also due to relatively small values of IWV.
In the study by Rinke et al. (2019) where reanalyses data for the 1979-2016 period
were used to investigate trends in IWV above 70°N, the largest trend of 0.33 +
0.18 kg/m? dec™! was found in August. However they found that reanalyses are not
consistent among each other considering magnitude of the trends where difference
between reanalyses can be of 0.5 kg/m? dec™!, especially in summer months.

Using the global satellite retrieved IWV data and their comparison with radiosonde
(RS; 1450 worldwide stations), microwave radiometer (MWR) and/or Global Po-
sitioning System (GPS) measurements (point measurements), shows dry or moist
biases (Trent et al., 2018) and large root-mean square errors (RMSE) reaching 3.84
kg/m? (Chen and Liu, 2016). Moreover, such a comparison of satellite retrieved IWV
with point measurements over the whole Arctic region is even more challenging and
hardly investigated so far. Although advances are made in retrieving the IWV over
the ice surfaces by usage of the ASMU-B and MHS sensors, still there are issues in
retrieving higher amounts of IWV during summer (Melsheimer and Heygster, 2008;
Perro et al., 2016; Scarlat et al., 2018).

From the above it can be concluded that retrieving IWV from satellite observations
still presents a great challenge due to high and variable surface emissivity in the
microwave region. Further, due to the underdetermination of the problem various
assumptions and a priori data information needs to be included into the retrieval
algorithms. Therefore, the retrieved values are prone to biases when compared to
other data sets, e.g. to radiosonde, GPS, Fourier transform spectrometer (FTIR)
or microwave ground-based radiometers (MWR) (Bobylev et al., 2008; Palm et al.,
2010; Alraddawi et al., 2017). Although advances in IWV retrievals from AMSU-B
and MHS satellites have been made (Melsheimer and Heygster, 2008; Scarlat et al.,
2018; Perro et al., 2016) still there are no long-term data set of IWV necessary to
investigate long-term spatial and temporal changes of water vapor.

Therefore to study long-term climate change reanalyses based on various data assim-
ilation are vastly used. In atmospheric data assimilation, this information typically
includes both, observations from a variety of sources, such as ground-based stations,
ships, airplanes, satellites and forecasts from numerical weather prediction (NWP)
models. These reanalyses provide comprehensive, gridded estimates of atmospheric
conditions at regular intervals over long time periods which makes them very attrac-
tive and convenient to use (Parker, 2016). For the purpose of this dissertation, the
Arctic System Reanalysis (ASR) (Bromwich et al., 2010, 2018) specially tuned for
the Arctic region has been used to create long-term data set of IWV.

1.3 Thesis hypotheses

As can be noted from the above, retrieving WV from the satellite sensors still presents
a great challenge where passive MW observations from AMSU-B and MHS depend on
the absorption and emission by atmospheric gases and scattering from hydrometers
at higher frequencies and on surface emission and scattering for lower frequencies.
Due to various assumptions necessary in the IWV retrieval, the resulting values of-



1 INTRODUCTION 11

ten show either dry or moist biases when compared to other data sets (mostly with
radiosonde (RS) and microwave radiometer (MWR) measurements; point measure-
ments) (Mota et al., 2019). In attempt to avoid various assumptions made in the
retrieval algorithms and following from the Clausius-Clapeyron’s equation 1.1 that
saturation vapour pressure is constrained only by the temperature, following hypoth-
esis has been made:

Hypothesis 1: Long-term brightness temperatures (Tys) can be used as a
proxy for water vapour spatiotemporal trends in the Arctic.

In order to test this hypothesis, an IWV data set that provides realistic T fields and
is consistent with satellite’s T}, is also needed. For the development of the IWV data
set, the ASR reanalysis was chosen since it is the most recent reanalyses data set
based on the Polar Weather Research and Forecasting Model (WRF) and is specially
tuned for the Arctic region (Bromwich et al., 2010, 2018).

Due to cyclone’s and therefore polar low’s influence on the sea-ice melt and the neces-
sity of theirs timely forecast, especially of short-lived polar lows, it is of importance
to find theirs key governing and persistence mechanisms to be able to better predict
theirs strength and severity in terms of the wind speed. Moreover, due to atmo-
spheric rivers into the Arctic, it is of interest to asses theirs influence on the polar
low severity in terms of precipitation since it is one of the key factors that determines
visibility during severe storm events. From here two additional hypotheses have been
made:

Hypothesis 2: Through investigation of multiple important environmental
conditions of polar lows during genesis stage, it is possible to find the most
important one/or the combination of that enables/enable further persistence of
the polar low to its maturity stage and determines its severity in terms of the
wind speed.

Hypothesis 3: A concurrent occurrence of an atmospheric river can increase
the severity of polar low in terms of precipitation.

1.4 Thesis focus and structure

Following the above made hypotheses, the focus of this thesis will be on the:

1. Creation of a gridded brightness temperature (7,) data set from the AMSU-B
and MHS sensors flown on several satellites to match the temporal and spatial
resolution of the ASR. As the largest increase in temperature over the Arctic is
observed during winter months, January has been chosen as representative of
the winter season to study long term spatial and temporal changes and variabil-
ity as the daily cycle of T, and water vapour. Additionally, since largest changes
in the Arctic are happening during the transitional period between winter and
summer, when the solar radiation is slowly increasing and the heating of the
surface and melting of the ice is starting it is of interest, as for January, to
investigate the long term spatial and temporal changes and variability as well
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as the daily cycle of T}, and of water vapour in this period. As a representative
for this transitional period that is starting in spring the month of May has been
chosen.

2. Identification of relation between different altitude IWV and T}, by usage of
the ASR. This investigation was preformed by conversion of the ASR output
in the T, space using the Passive and Active Microwave TRAnsfer forward
model (PAMTRA) (Mech et al., 2020) which set up the model for realistic
measurements of AMSU-B and MHS radiances at theirs frequency channels
around strong water vapour absorption line, 183.31 GHz.

3. Creation of the IWV data set using ASR reanalysis variables for different col-
umn heights. Each column base height corresponds to AMSU-B’s and MHS’s
sounding channels weighting function peaks translated to weighted absolute
humidity functions peaks which willbe explained in chapter 5. After, the IWV
columns are correlated with the observed T,. In this way, a change of IWV
through most of the atmospheric column can be analyzed.

4. Investigation of the key mechanisms for the polar low development and per-
sistence due to theirs effect on the latent heat release during winter when the
highest increase in the temperature is observed. Since winter is also the season
of the polar lows with highest frequency of occurrence in January, this is the
month chosen for the investigation. For this analysis only the ASR has been
used since many kinematic and dynamic variables can not be inferred from the
satellites instruments used in this study.

5. Investigation of the amount of precipitation of polar lows, more specifically,
snow in connection with the enhanced moisture supply from the atmospheric
rivers. Here as well only data from the ASR will be used.

The above points that this thesis will tackle are sorted through 8 chapters. Following
this one, the second chapter will concentrate on the description and explanation of
passive microwave sensor scanning technique and data acquisition of both, AMSU-B
and the MHS as well as detailed description of the ASR. In Chapter 3 radiative trans-
fer theory and the radiative transfer, more specifically microwave forward model used
in this thesis, PAMTRA, will be described followed by the Chapter 4 that will present
methods used to derive long term data sets of both, T} from satellites and IWV from
the ASR. In Chapter 5 the analysis of derived long-term data sets mentioned above
and the assessment of simulated 7}, will be laid out. Herein, first three points will be
addressed and the hypothesis 1 will be tested. In Chapter 6, the investigation of the
key mechanisms of PL cyclogenesis and persistence will be explained followed by the
atmospheric river’s influence on the PL precipitation presented in Chapter 7. The
Chapters 6 and 7 therefore address the last two points of the focus of the thesis and
hypotheses 2 and 3 will be tested. In the last chapter, Chapter 8, will be summarized
the results and future perspectives will be laid out.
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2 Passive microwave instruments onboard satellites
and the Arctic System reanalysis

"Remote sensing", simply defined, is the collection of information about an object
without being in direct contact with as defined by Evelyn Pruitt (Pruitt, 1979). Al-
though remotely observing and permanently recording the objects of interest was
possible way back in the early 19th century with the invention of photography, the
modern remote sensing did not started until the Second World War and the usage of
the infrared sensitive instruments and radar technology (Rodgers, 2012). Through-
out years and technological advancement, such as satellite launches, the usage of
this kind of technology has became recognized in various areas ranging from day
to day life to climate applications. In the light of the modern climate change and
Arctic Amplification, where polar night lasts for almost half of the year, passive
microwave instruments are of great value and importance since contrary to active,
they do not require a light source to make the measurements. Moreover, passive
microwave instruments are able to provide the information on water vapour through
the entire atmospheric column in the presence of clouds; contrary to IR techniques
whose information on water vapour is obscured by clouds and therefore limited only
to clear sky situations (Berg et al., 1999; Lanzante and Ghars, 2000; Lin et al., 1998;
Crewell, 2006; Vaquero-Martinez et al., 2018). However, as mentioned in the previ-
ous chapter, retrieving IWV from satellite observations still presents a challenge due
to variable surface emissivity in the microwave and the need of various assumption
in the retrieval algorithms. Therefore, the retrieved values are prone to uncertain-
ties when compared to in situ measurements. Reanalyses which include observations
from a variety of sources—ground-based stations, ships, airplanes, satellites and fore-
casts from numerical weather prediction (NWP) models provide gridded estimates
of atmospheric conditions at regular intervals over long time periods are vastly used.
For the purpose of this dissertation, the Arctic System Reanalysis (ASR) (Bromwich
et al., 2010, 2018) specially adapted for the Arctic region has been used to create long-
term data set of IWV. This reanalysis and passive microwave instruments, namely
AMSU-B and MHS mentioned above will be the focus of this chapter.
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2.1 Passive microwave instruments onboard satellites

Passive microwave radiometry, although first developed for the radio - astronomical
purposes in 1940s (Sharkov, 2003) has later on became an essential tool for probing
the atmosphere and gaining more information on it’s constituents. These instru-
ments, as their name says, measure in the microwave frequency range (3 - 300 GHz
or 10 - 0.1 cm) and are well suited to sense the radiation affected by emission and
absorption by atmospheric gases but as well the one scattered from atmospheric
particles such as droplets or ice crystals.

Since the launch of the Mariner-2 in 1960 for probing the Venus’s atmosphere (Barath
et al., 1964) by carrying microwave radiometer and it’s track mode of measurements
(only nadir-viewing antenna), novel techniques and ways of scanning were developed.
The existing types of measurement can be grouped in: 1) track type (cross, along
and conical) system, 2) imagers and 3) sounders. However, it should be noted that
modern sensors are often times combining the ways of scanning modes and today
we have cross or along track sounders, conical scanning imagers or conical scanning
imager sounders. One of the first notable conical scanning imagers is SSM /I launched
in 1987 onboard the Defense Meteorological Satellite Program (DMSP), a program
designed to study oceanographic and solar-terrestrial physics environments (ESA
(b))

The SSM/I instrument flies in a near-polar orbiting, Sun-synchronous orbit at an
altitude of approximately 860 km. It’s conical way of scanning uses constant antenna
boresight angle of 45° (Fennig et al., 2019). With this angle it scans a sector of 102.4°
and with an Earth’ incidence angle (EIA) of 52.94° it provides a swath width of about
1400 km. The orbit inclination of 98° and orbital period of 102 minute, allows the
SSM /I to provide a full coverage between 87.5° N-S in two to three days and over the
Arctic region almost twice per day (Hollinger et al., 1987; Wentz, 1991; Berg et al.,
2013). With the frequencies of 19.35 (V,H), 22.23 (V), 37 (V,H) and 85.5 (V,H)
GHz, where V and H denote vertical and horizontal polarization, the SSM/I is able,
with the help of retrieval algorithms, to give the information about precipitation
(Wentz and Spencer, 1998), sea-ice cover (Kern and Heygster, 2001), near-surface
wind speed (Wentz, 1992; Flamant, 2003), IWV (Alishouse et al., 1990), cloud liquid
water (Weng and Grody, 1992; Karstens et al., 1994) and snow cover (Crawford
et al., 1992; Fiore and Grody, 1992; Grandell and Hallikainen, 1994; Tedesco et al.,
2004). Its footprint size depends on channel frequency and varies from 74 x 40 km
for 19.35 GHz to 16 x 13 km for 91.7 GHz. Later, in 2003, the SSM/I’s successor, the
Spatial Sensor Microwave Imager-Sounder (SSMIS) was launched with 27 frequency
channels from which seven are identical to those of SSM/I. However, SSMIS has
a slightly wider scan angle, 144°, and therefore wider swath width of 1700 km in
comparison to SSM/Is.

The SSM/I and SSMIS instruments can be used for number of purposes, however,
they were primary designed to provide the information on precipitation intensity at
surface (OSCAR). Retrievals of IWV from these instruments are only possible over
the ocean surfaces due to its lower and less variable emissivity when compared to land
(Schulz et al., 1993; Zuidema and Joyce, 2008; Mears et al., 2018). Similarly, IWV
retrieved from the Japanese instrument Advanced Microwave Scanning Radiometer-
Earth Observing System (AMSR-E) with frequencies 6.9, 10.7, 18.7, 23.8, 36.5, 89.0
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GHz, is available only over ocean surfaces (Kazumori et al., 2012; Zabolotskikh,
2017). IWV accuracy is typically about 1-2 kg/m? (Cimini et al., 2012; Li et al.).
Attempts to derive IWV over land using neural-network approach shows accuracy of
2.39 kg/m? (Basili et al., 2010).

To respond to the need to sound the vertical humidity profile different instruments
were required. For this purpose, the AMSU-B was designed and later on it’s successor,
the MHS. The AMSU-B and MHS are working on higher frequencies than SSM /I,
SSMIS and AMSRE-E. Both instruments are of high importance to NWP models
and operational weather forecasting and will be described in the following section.

2.2 AMSU-B and MHS sounders

AMSU-B and MHS are crosstrack, continuous line scanning, total power radiome-
ters. These instruments are the atmospheric sounders (also called profilers) due to
their ability to give the information on multiple levels of the atmosphere. They were
launched onboard NOAA-K, -L and -M satellites (AMSU-B) as a part of the Polar-
orbiting Operational Environmental Satellite (POES) constellation and the European
Meteorological Operational satellites (MetOP-A and MetOp-B; MHS) as a comple-
mentary part of NOAA’s POES constellation. Providing afternoon or morning ser-
vice with their Sun-synchronous orbit means that these satellites are crossing certain
point (observing the same scene) at the equator at the same local solar time (LST)
each day, at 14:00 from NOAA-K, -L and -M and at 09:30 LST for the European
MetOp-B satellites.

n
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2 NOAA-19 (MHS)
= METOP-A (MHS)
o NOAA-18 (MHS)
NOAA-15 (AMSU-B)
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Figure 2.1: Timeline of NOAA’s and MetOp’s satellite operation of AMSU-B and
MHS instruments. Shown are only those used in this study.

As mentioned above, the sounders were designed primarily to provide the information
about vertical humidity profiles. They are able to do so by sensing the emitted
radiation in five double-side band, vertically polarized frequencies centered around
89 GHz, 150 GHz, 183.31 + 1 GHz, 183.31 + 3 GHz, 183.31 + 7 GHz for AMSU-B.
For the MHS frequencies 157 GHz and 190.31 GHz were used instead of the AMSU-
B’s 150 GHz and 183.31 + 7 GHz (Figure 2.2). Moreover, only 183.31 + 1 GHz
and 183.31 + 3 GHz frequencies of the MHS are double side band and in contrast
to AMSU-B, are having horizontal polarization. A double side band means that
the radiation received at the instrument is not directly detected but downcoverted
by mixing it with a stable signal at the line central frequencies. In this so called
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heterodyne principle two side bands, one below and one above the central frequency
are combined (Figure 2.2). For 89 and 150 GHz the intermediate frequency (IF) is
so low that the two side bands can be considered as one. The first two frequency
channels from both instruments, namely 89 and 150 GHz (or 157 GHz for MHS) are
called window channels due to their ability to sense the radiation emitted by the
surface since at these frequencies the atmosphere is more transparent. The last three
frequency channels are centered around the strongly opaque water vapour absorption
line, 183.31 GHz, and are therefore able to provide information about water vapour
at higher altitudes. These five frequencies from both instruments are sometimes
denoted by their channel numbers, ranging from 16 to 20. The frequencies closest
to the absorption line (most sensitive to WV) observe coldest T} as their emission
comes from higher and therefore colder altitude (Figure 2.2).

The higher frequency channels of AMSU-B and MHS are also sensitive to frozen
hydrometeors and can be used for the retrieval of precipitation, snow and ice (Zhao
and Weng, 2002; Weng et al., 2003; Kummerow et al., 1996; Ferraro et al., 2005; Vila
et al., 2007; Kim et al., 2008; Tomaso et al., 2009; Noh et al., 2009; Sano et al., 2015;
Meng et al., 2017; Edel et al., 2019). Especially for scenes with high amounts of snow,
scattering process lead to strong depression in T}, at frequencies above 150 GHz. This
is most prominent for the channel at 183.31 4+ 7 GHz which can penetrate deeper
in the cloud than the frequencies above (Burns et al., 1997). Hence, further interest
has risen in exploitation of AMSU-B and MHS frequencies such as to detect strong
tropical cyclones and polar lows by usage of T differences between certain frequency
channels (Hong, 2005; Melsheimer et al., 2016). From the above it can be concluded
that these instruments are well suited to observe the atmospheric structure under all
types of weather conditions.
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Figure 2.2: Brightness temperatures, Ty, for AMSU-B (left) and MHS (right) fre-
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2.2.1 Scanning technique

In order to measure the microwave signal an antenna that receives the upwelling
radiance of the objects of interest is needed. For AMSU-B and MHS the antenna
system consists of an offset paraboloidal beryllium main reflector that is placed in
a cylindrical shroud with a 21.9 cm diameter aperture. The main reflector makes
one complete rotation every 8/3 s (2.666 s) to direct upwelling radiation in a plane
perpendicular to the satellite track onto the secondary mirror (Hewison and Saunders,
1996). This redirection is done via a hyperbolic subreflector to a quasi-optic feed
which splits the incoming radiation into the three bands centred at 89, 150 and 183.3
GHz. These frequency bands are then down-converted, amplified and filtered to the
required pre-detection bands. The 183.3 GHz receiver separates the signal into three
different IF, namely 183 + 1, + 3 and + 7 GHz (Vangasse et al., 1996).

During one rotation of the reflector, 90 Earth views within 4+ 48.95° of nadir are
sampled, each separated by 1.10° in a cross track direction and by 17.6 km in along-
track direction and are referred to as field of view (FOV) 1 to 90 (Figure 2.3).

One complete AMSU-B measurement takes 19 ms, with 18 ms integration time and
Ims dump time. During integration time (18 ms), the sub-satellite point moves about
125 m, whereas the main reflector of AMSU-B’s antenna rotates about 1.04°. This ro-
tation causes a shift of the footprint center equivalent to the size of the instantaneous
field of view (IFOV) itself and hence leads to a significant broadening (therefore ellip-
tical shape) of the effective field of view (EFOV) in cross-track direction (Bennartz,
2000).

Figure 2.3: AMSU-B and MHS cross scanning technique scheme.

At each Earth view, the measured Earth view counts - which are proportional to the
energy striking the detector area per unit time, that is radiance, are converted to
an equivalent T, by Planck’s law (more details can be found in A.1). The spatial
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resolution of these pixels (IFOV’s), is changing with the viewing angle, starting from
the innermost at nadir of ~ 16 km (circular) to the outer most of around 26 x
48 km (elliptical). With this resolution, the width of the swath of one scan line is
approximately 2300 km. The T}’s swath width from five different frequency channels
of the MHS instrument are shown in Figure 2.4 (a). With this design, geometry and
nodal period of 102 minutes these satellites are able to provide global coverage once
per day with 14.2 orbits (ascending and descending) (Figure 2.4 (b)). However, for
the higher altitudes such as Arctic, many swaths overlap and therefore more frequent
sampling of the same area occurs.

It is worth mentioning that due to the Earth’s eastward rotation, the satellite track is
translated westward with each pass and repeats the same orbital configuration every
9th day. Specifics about AMSU-B and MHS instruments can also be found in Table
1.

Table 1: AMSU-B and MHS instrument central frequencies (f), bandwidth, polar-
1zation and horizontal resolution and the altitude of the satellite they are onboard.

AMSU-B MHS

Central f [GHz] Bandwidth [MHz] Polarization Central f [GHz] Bandwidth [MHz| Polarization

89 + 0.9 1000 \% 89 2800 \%
150 £ 0.9 1000 \% 157 2800 A%
183.31 £ 1 500 \% 183.31 £ 1 500 H
183.31 £ 3 1000 A% 183.31 £ 3 1000 H
183.31 £ 7 2000 \% 190.31 2200 \%
Horizontal res. [km] ~ 16 (nadir) to 48 (edge of swath)
Altitude [km] ~ 830 km
a) b}
ZT5
240
245 270
250
755 265
260
265 260
270
275 3
250
-120 ®
-115° 34 i 245
105 . 3233 ‘&Q}
Fong'.!_ -100 05 * B
Udfa 240
00 20 40 20 280 300
Th [K]

Ta [K]

Figure 2.4: (a) Example images of the 5 MHS frequency channels for part of one
orbit (shown is also width of the swath). (b) Daily global coverage illustrated here for
Ty at 190 GHz from MHS onboard NOAA-18 for the 1st of May 2016 .

The AMSU-B and MHS instruments were designed to have a nominal lifetime of
approximately 5 years, however, they have been operational for much longer. They
are prone to orbital drift resulting in changes in observation conditions and overpass
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times. The largest change in equator overpass time was noted for NOAA-16 where
initial equator crossing time in 2003 was 14:00 LTS and in 2011 reached 19:30 LTS
(Courcoux and Schréder, 2015). Moreover, geolocation errors are also present due
to various possible sources (angular misalignment of the sensor spin axis with the
spacecraft zenith, sample timing offsets, nonuniform spin rate, antenna deployment
offsets, spacecraft ephemeris, and approximations of the geolocation algorithm in the
Ground Data Processing Software) (Poe et al., 2008) as well as due to radio frequency
interference (RFI).

Over the years, various studies have been devoted to identification or removal of the
biases caused by these errors and the implementation of correction methods such
as geolocation correction by Moradi et al. (2013b) or RFI correction by (Atkinson,
2001). Furthermore, enhanced values of the noise equivalent differential temperature
(NEAT) were identified by Hans et al. (2017) and for the purpose of this thesis such
observations rendered as unusable were removed.

Due to different factors influencing the quality of the T, measurements, there was a
need for a consistent dataset that can be used for climatological purposes. Such a
data set is called Fundamental Climate Data Record (FCDR) and the one used in
this study is detailed in the next section.

2.2.2 Fundamental Climate Data Record - FCDR

The AMSU-B and MHS FCDR dataset used in this study has been produced by the
National Climatic Data Center (NCDC) at NOAA /NESDIS/Center for Satellite Ap-
plications and Research (STAR). The satellites included into FCDR production are
AMSU-B’s on NOAA-15, -16 and 17 and MHS’s on NOAA-18 and 19 and MetOp-A.
Although, MetOp-B has been launched in 2012 it was not included into the produc-
tion of this FCDR. The procedure in producing the level 1c dataset, that is FCDR,
is such that level 1b data (11b) provided by NOAA’s Comprehensive Large Array-
data Stewardship System (CLASS) were processed in six steps following Ferraro and
Moradi (2016):

1. Reading in the data - 11b data from NOAA CLASS were compiled in which
the Earth scene, warm (black body target inside instrument) and the cold count
(cold space background target) are included together with ancillary data (land
mask, local zenith angle, latitude and longitude, date and time and type of
orbit (ascending or descending)).

2. The geolocation correction is based on the comparison between the as-
cending and descending orbits for pixels within 150 km from the shoreline by
minimizing the number of pixels along the coastlines where the T, difference
between ascending and descending orbit is greater than a threshold of 30 K.
The threshold needs to be greater than the daily range of the land surface
temperature (20 K). The processing was performed by varying the attitude
(pitch, roll, and yaw) starting from zero until the minimum number of pixels
surpassing the threshold was reached (Moradi et al., 2013b).

3. Inter-satellite correction - was completed by using T}, averages over the
tropical ocean (30° S to 30° N; as a warm end), Arctic and Antarctica (> 75° S
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and > 75° N; as the cold end) from a reference satellite (NOAA-17 for AMSU-B
and NOAA-18 for MHS) and the target satellite. Scatter plots between both
were created and a linear regression performed to determine the slope and
intercept. These correction coefficients were calculated for the monthly mean
data.

4. Radiance calculation - Radiance is usually calculated from the combina-
tion of earth scene count and the accompanying count-to-radiance conversion
coefficients.

5. Ty, generation - After calculating the radiances, the Radio-Frequency-Interference
(RFI) and antenna pattern correction (APC) coefficients were used to convert
the originally measured antenna temperature (T,) to T, for AMSU-B/MHS by
applying Planck function with the central frequencies of the specified channels.
The APC were directly taken from the ATOVS and AVHRR Pre-processing
Package (AAPP) as described by Hewison and Saunders (1996).

6. The output - is written in the netcdf format with approximately 8 MB per
file (orbit) which contains the following information: latitude, longitude, scan
time, and scan time since 1998, surface type, orbital mode, earth incidence
angle, solar zenith angle, corrected T, data for the 89 GHz, 157 GHz, 183 + /-1
GHz, 183 + /-3 GHz and 183 + /- 7 GHz channels, and quality flags.

For the relevant instruments the launch dates, their operationality, the switch off
time and the recommended times to use them can be found in Table 2.
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2.3 Arctic System Reanalysis (ASR): version 1 and 2

ASRv1(v2) is a 3-hourly regional reanalysis with a horizontal resolution of ~ 30(15)
km and 29(34) pressure levels (10 hPa upper boundary) available for the 2000-2016
period. Both versions are produced using the polar optimized Weather Research and
Forecasting Model (WRF) version 3.6.0, also called Polar WRF (PWRF). It is a
limited area model for which ERA-I data were used as lateral boundary conditions.
PWRF is based on the Pennsylvania State University (PSU)-National Center for At-
mospheric Research (NCAR) Fifth-generation Mesoscale Model (MM5) (Grell et al.,
1994), the WRF-variational data assimilation (WRF-Var) and High Resolution Land
Data Assimilation (HRLDAS) tuned for polar regions (Bromwich et al., 2010).

2007120100 Figure 2.5: ASRv2 assimi-

45 30°E 15°E 00 15W  30°W lated data ncluding synoptic
Y AR surface observations (black dots),
METAR  airport  observations
(purple pluses), ship observations

(royal blue dots), buoys (navy

esynop  Dlue dots), radiosondes (purple
+metar  asterisks), global positioning sys-
:Ez'g'y tem refractivity observations (red
105w *gound  dots), wind profiler (yellow dots),
s gpsref  quiation in-flight weather report

| asew
60°E

75°E

90°E

105°E

120°E

Tt ; AT TN | 12w (green dots), QuikScat sea-surface

135°E bR - R TN : . .
o T e RN N winds (orange dots), and satellite
150°E  1B5°E  180° 165°W 150°W  135°W atmospheric motion vectors (aqua

dots) (Bromwich et al., 2018).

The tuning of the WRF meant implementing a number of key physical schemes that
are modified for the polar regions in order to capture features unique to extensive
ice sheets, such as steep coastal margins, thermal properties of snow and ice, explicit
ice phase microphysics, optimized turbulence (boundary layer) parameterization and
improved treatment of heat transfer through snow/ice surfaces (Hines and Bromwich,
2008; Barlage et al., 2010). For the cloud microphysics with ice, snow, and graupel,
but also liquid cloud and rain processes (Tao and Simpson, 1993; Tao et al., 2003) the
Goddard microphysics scheme (Goddard Space Flight Center (GFSC)) has been used
while for the cumulus parameterization the Kain-Fritsch scheme (Kain and Fritsch,
1990, 1993; Kain, 2003) has been adapted.

ASRv2 uses a staggered Arakawa grid-C with 721 x 721 grid points on a north-
polar stereographic projection which chooses a latitude whose scale doesn’t change,
in the this case, 60°N. Grid points below 60°N are stretched further apart with lower
boundary at 40°N, and points further north are pushed closer together. In the end the
map is distorted with a scrunched up north due to points above 60°N being pushed
closer together and stretched out equator due to points below 60°N being further
apart (Figure 2.5). In the vertical direction, Polar WRF uses a terrain-following dry
hydrostatic-pressure coordinate.
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Both ASRs use a three-dimensional-variational data assimilation system (3D-Var).
The non-radiance assimilated data are shown on Figure 2.5 and include: synop-
tic surface observations, Meteorological Terminal Air Report (METAR) airport ob-
servations, ship observations, buoys, radiosondes, global positioning system refrac-
tivity observations, wind profiler, aviation in-flight weather report, QuikScat sea-
surface winds, and satellite atmospheric motion vectors. Besides these, the radi-
ances from various satellites for different purposes were as well assimilated, includ-
ing: MODIS (vegetation), High-resolution Infrared Radiation Sounder (HIRS3 and
HIRS4), AMSU-A (channels 5-9; temperature sensitive), AMSU-B (channels 3-5; hu-
midity sensitive), SSM/I;, AMSR-E (Bromwich et al., 2018). However, channels 3-5
from AMSU-B, namely 183.31 + 7, + 3 and £ 1 GHz were assimilated only for
the clear sky scenes while cloudy/precipitating scenes were screened out using qual-
ity control procedure such as scatter-index, difference between channel 1 (89 GHz)
and 2 (150 GHz) or during the background check (Z. Liu and J.D. Keller - personal
communication)

When compared to independent observations, the WRF showed good performance for
surface variables with mean sea level pressure (MSLP) having the best performance,
while poor performance is shown for near surface wind speed due to inadequate mod-
eling of local wind effects and obstructions (Bromwich et al., 2010). When compared
to ERA-I, which has coarser temporal (6 hourly) and horizontal resolution ( ~ 79
km), even the first version of the ASR has improved modeling of moisture and near-
surface wind fields as shown by Radovan et al. (2019) in polar lows study while the
remaining variables showed similar behavior as ERA-I (Wilson et al., 2011, 2012). In
terms of cyclone activity, (Tilinina et al., 2014) showed that the ASRv1, during win-
ter, detects 28% more cyclones than ERA-I. A similar result was shown in (Akperov
et al., 2018), where it was found that the new version of ASR, the ASRv2, resolves
more small and shallow cyclones. Since ASR, when compared to ERA-I, proved to
be more reliable in the above studies, and since at the time of starting the research
for this thesis the ECMWEF Reanalysis 5th Generation (ERA-5) was not released,
the choice of using the ASR is justified.
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3 From electromagnetic wave to Radiative Transfer
Model (RTM)

To understand properties of atmospheric constituents and the information that reaches
the measuring instruments, it is necessary to understand physical processes of the
source from which we receive the radiation. The part of the physics that studies
energy transfer in the form of electromagnetic (EM) radiation is called radiative
transfer (RT). Moreover, the radiative transfer equation (RTE) that combines ab-
sorption, emission and scattering processes of EM radiation propagating through a
medium is typically so complex and therefore a derivation of simple RTE starting
from Maxwell’s equations and the EM wave to its complex form including scattering
will be presented. Due to RTE complexity, an analytical solution is not possible
and we must resort to the usage of numerical models. These RT models (operators)
are used as a tool for sensitivity studies as a testbed for designing new instrument
capabilities, for the development of retrieval algorithms of various atmospheric pa-
rameters, such as liquid water path (LWP), integrated water vapour (IWV), rain
rates (RR) and etc.. Additionally, an RT model needs to be used for assimilation of
the observations into the NWP models. The model used in this thesis for conversion
of the ASR model space in T}, observation space is the Passive and Active Microwave
TRAnsfer model (PAMTRA) and its applications will be explained in the second part
of this chapter. The following text is mainly based on the work by Janssen (1993);
Rybicki and Lightman (2004); Drusch and Crewell (2006); Mishchenko (2003, 2006);
Ellison (2006) and the description of forward model PAMTRA by Mech et al. (2020).
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3.1 From electromagnetic wave to brightness temperature

The electromagnetic (EM) waves are composed of oscillating electric and magnetic
fields. In an homogeneous, isotropic, linear and nonabsorbing medium with real per-
mittivity € and real magnetic susceptibility 1 and without radiation sources, trans-
verse electrical E and magnetic fields H (under the time-harmonic plane wave so-
lution) of traveling monochromatic electromagnetic wave can be expressed in the
form:

E(r,t) = Egexp(k - r — iwt) (3.1)

and

H(r,t) = Hoexp(ik - r — iwt) (3.2)

where Eqg and Hy are complex vectors, r is the position vector and k is a complex
wave vector pointing in the direction of wave travel and is equal to w,/po€, where pg
is magnetic permeability of free space (po = 47 x 107"Hm™") and w is the angular
frequency (3.1).
With the assumptions made
A2 above, the instantaneous trans-
verse electrical field E for any
monochromatic EM wave trav-
eling in the direction perpendic-
ular to the defined plane is the
sum of its components (Ey and
E¢)Z

E(r,t) = Egexp(ik - r — wt)
=Ey(r,t) + E,(r,t).
(3.3)

In order to describe polariza-
tion, a concept of coherency ma-
trix will be used which is ap-
plicable regardless the partic-
ular band of the electromag-

) ‘ _ netic spectrum considered (Gil,
Figure 3.1: Polar coordinate system describing 2014). For this purpose we con-

polarization and the propagation of ’the transverse  gdqer the complex amplitudes of
EM wave. Downloaded from: www.favpng.com

the electric field Ey(t), that does not vary as fast as the harmonic oscillations of the
time factor —awt and can be reshaped to:

[ agexp (igy) ‘
E(r, t) = [a@exp(z'qﬁ@)] exp (ikn) (3.4)

where ag and a, are the amplitudes, and ¢y and ¢, are the phases of the complex
amplitudes Ey and E,, respectively.
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The coherency matrix p, of monochromatic light is equal to:

)= [011 012] _ L e Eoe'éée Eoo'éép] 7 (3.5)
P21 P22 2V p [Eopkgy EopEo,
where asterisks denote the complex-conjugate value. The elements of p have the

dimension of monochromatic energy flux (W/m?) and can be grouped in a 4 x 1
coherency column vector:

P11 EooEgy

b e L L= (3.6)
pa| 2\ p | EopEgy
p22 EosEo,

The radiation varies rapidly and randomly in amplitude and direction and it can be
1)linear, where components of the E oscillate in phase, 2) circular, where components
of E oscillate with a phase difference of 90°, and more general 3) elliptical, where the
tip of the E describes the ellipse as it oscillates. Since these oscillations are so rapid
and it is not possible to measure swift change of the phase angles and imaginary
components, we instead measure the average polarization (direction of EM field) of
time-averaged radiation over unit frequency range, defined as Stokes parameters (I,
Q, U, V):

EosEly + Eo,E5, I
1—py—2L /€| Eokow—FEoske, | _|Q
2\ u | —Eoskg, — EopEgy U

v

—1i (Eo,Egy — EosE5,)

(3.7)

Here, I, Q, U and V are total flux density (intensity), degree of polarization, the
phase (plane) of polarization and the ellipticity, respectively. In the above term we
must replace amplitudes and phases with their time averages:

I 392 + a¢2 ly + |<,0

Q _ 392 — 3@2 _ |9 — |§0 (3 8)
U —2aga<pcos (qb) |_45 + |45 ’ '
%4 —2aga¢sm (gb) |rcp + Ilcp

where lg and |, are horizontal and vertical polarizations, |_45 and l45 are polarization
for +45° angle and |l,, + licp are right and left circular polarizations. Iis a total flux
density, no matter of the polarization preference. Therefore the total flux density
can be expressed as:

[=/Q*+ U2+ V2 (3.9)

This relation holds true for the polarized EM wave, where the phases between com-
ponents are fixed. However for the light source, coming from the Sun or any other
natural source of emission that interacts with other radiating objects whose phases
are random, there is no preferred orientation. Thus the EM field is unpolarized and
therefore the above relation does not hold anymore.
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Planck and blackbody radiation

Every body that has a temperature higher than absolute zero (0 K) does emit radi-
ation. In order to understand heat radiation and its laws, it was necessary to forge
a theoretical concept in which all radiation falling on the object is absorbed. This
has been first proposed by Gustav R. Kirchhoff (1985) by imagining an object that
at thermodynamic equilibrium does emit all radiation that has fallen on it (been
absorbed). Such an idealized object is called blackbody which in order to mathemat-
ically model the electrical field of the radiation of the object is imagined as a enclosed
cavity with a small hole through which only negligibly radiation can enter/exit and
therefore negligibly affect the thermal equilibrium condition. This term is purely con-
ventional and the black hole is the closest to this imaginative object since it absorbs
all of the radiation falling in it. In Rayleigh-Jeans approximation, where emission is
proportional to absolute temperature, spectral brightness of blackbody radiation is
defined by:

2kT 1> 2kT
- c? :?

B, (3.10)

where k is the Boltzmann constant (k = 1.3806 -1072*JK 1), v the frequency of all
modes (can be considered as independent harmonic oscillators) of oscillating waves
that have average energy (E) = kT, ¢ the speed of light (¢ = 2.99792458 - 10® m/s)
and A is the wavelength. The above relation for high frequency range leads to a
well-known paradox called ultraviolet catastrophe. In order to solve this paradox,
Planck, in his ’act of despair’ had to give up the idea of deterministic physics in
which the energy of all possible modes are continuously distributed and embrace the
statistics of particles in which light is both at the same time, wave and particle. In
this new theory, that opened the door to modern quantum physics, energy levels are
quantized and must obey:

E =nhv, n=123,.. (3.11)

where n is a number of photons and h is the Planck constant (h = 6.626 - 1073*.Js)
following from the Heisenberg’s uncertainty principle as a product of uncertainty of
coordinate and momentum. Now, similar to the continuous Boltzmann probability
distribution, energy per mode is calculated by summing over only permitted discrete
energies:

i(nhuP(nhu) i nhvexp (—45)
(B) = =% == : (3.12)
l;](P(nhl/) ;) exp (—2)

where P(nhr) = P(F) is the probability that any mode has the energy E. After
solving the sum (A.2), we come to the term for spectral brightness of the blackbody:

2hv? 1
B,(n,T) = o — . (3.13)
c? exp(ix) — 1
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This term is also called specific intensity of radiation I, which is a function of
direction. However, no real object is a true blackbody and therefore will not emit
the whole frequency spectrum. To measure the radiance of a specific object we
define brightness temperature T, which is the temperature a blackbody in thermal
equilibrium should be at with it’s surrounding in order to emit the same radiation
observed by our object of interest:

k
bel = Eln

1 i) — 1 3.14
T 1

where j is the emissivity which for the non black body is lower than 1. This is the
temperature that is provided as product from satellite observations from which later
on, various atmospheric features can be obtained by usage of retrieval algorithms.

3.2 Radiative Transfer Equation

In order to understand the radiation coming from some distant object and to derive
T, we first need to understand the processes that modify this radiation while propa-
gating from that object (source) to our instrument. In its way from the source to the
instrument, various processes and interactions with other atmospheric constituents
can take place that can affect the radiation we receive. These processes include en-
ergy being: 1) taken by absorption, 2) added by emission from some other radiative
source or 3) scattered by various constituents of the atmosphere. In the following
text it will be explained how these processes add to the mathematical complexity of
the radiative transfer equation (RTE) and which "exact" and approximate methods
can be used to derive its solution.

3.2.1 RTE in free space

If we consider a ray of light traveling along distance s, through an empty space and
through the solid angle df) in the infinitesimal time d¢, and falling on the surface of
area dA at some angle df and at the narrow frequency band v, the intensity I, at
the surface is equal to:

dE

b= s dn dAdn (3.15)

The change of radiation or spectral intensity during the travel along distance s with-
out scattering, absorption or emission is equal to:

dl,
ds

0 (3.16)

This means that no radiation, for this specific ray, has been lost and that the intensity
is conserved and independent of distance. This however does not mean that the
intensity should be constant through the space, since it can be different for different
parallel rays or different directions. This conservation of intensity stays true even if
the ray gets reflected of any kind of mirror (convex or concave) or magnifier. If this
were not true, the intensity rule (3.16) would violate the laws of thermodynamics.
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3.2.2 RTE including gaseous absorption

In contrast to previ-
ous subsection, now we
shall assume that on
the way of the light ray

travel there are some ~ { L iy, [ \

particles in a medium g M :

that act as absorbers of - \'. * i - K- }

the photons. The prob- i s v v

ability of a photon be- Source el ﬁ;,;“_ s, Detector

ing absorbed is propor-
tional to the infinites-
imal distance traveled,
ds, and the efficiency
of the particles to ab-
sorb a photons from a
light ray is given by the
photon mean free path.
However, instead of us-

s increases —

«—— T increases

Figure 3.2: Absorption between a source and a detector.
The coordinate along the ray increases from s;, at the input
end of the absorber to sy at the output end of the absorber.
The optical depth T is measured in the opposite direction,
starting from ™ = 0 at s;, and increasing as s decreases.
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is more natural to use (ZRA)

the term extinction coefficient, which is inverse of the mean free paths since what we
observe after light ray has been passing through the medium is the radiation that
has been partially extincted. Another term mostly used for the same parameter is
opacity. The denser the medium, the smaller is the mean free path (greater opacity)
(Fig. 3.2) and less photons to be absorbed at the end of the medium. Now, the
intensity at the output side can be written as:

I,(s)
I,(s)

= —a,(s)ds (3.17)

where «,, is the linear absorption coefficient with the units of inverse length. Than
the optical depth between two points, s;, and s,,, along a ray can be expressed as

the following integral:
Sout d.[y(S) B Sout
/S. T.(s) —/S a,(s)ds

n in

I, (Sout) — [ e (s)ds] (3.18)
Iu(sin)
=70,

ol

The direction of integration is chosen to be negative so that optical depth, 7 is posi-
tive, that is it increases as we look deeper into the absorber. If 7 > 1 we say that the
absorber is optically thick and if 7 < 1 we say that the absorber is optically thin.
The whole expression on the right hand side of the 3.18 is called the transmission,
which is the radiation that managed to pass through the medium. The formal RTE
for the purely absorbing and non-emitting medium can be written in the form:


https://www.cv.nrao.edu/~sransom/web/Ch2.html
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AL, (Sout) = I(5i)e ™. (3.19)

3.2.3 RTE including absorption and emission

If we now assume that the medium through which the light ray is passing also adds
some radiation to the ray, than the RTE must also include the emission part and is
now given by:
dl,(s)
ds
The j, is the emissivity coefficient in cgs units erg s~ ecm™2 Hz ™! ster™!. In local
thermodynamic equilibrium (LTE) where system is at some temperature T, no matter

how small or big the opacity, the intensity should everywhere be equal, that is I, =
B,(T). From the RTE, that means that dI,/ds = 0:

= Ju(8) — au(s)L(s). (3.20)

Ju(8) — a,(8)1,(s) = ju(s) — a,(s)B,(s) = 0. (3.21)
That is:
i—” = B,(T). (3.22)

This is Kirchhoft’s law which says that a medium in thermal equilibrium can have
any emissivity 7, and extinction «,,, as long as their ratio is equal to the Planck
function. By using the Kirchhoff law, the RTE can be written in the form:

dl,(s
di ) = a,(s) [B,,(T(s)) — IV(S)} (3.23)
If we now define the "source function":
Jv
14 = _7 24
5= (3:20)

where source function for LTE is actually the Planck function for black body radiation
B,, than in a similar way as the above expression (3.23) we can write the RTE for a
case independent of whether there is LTE or not:

%ﬁs) =, (s) [Su(s) = L(s)]; (3.25)

Weighting function

For well mixed gases in the atmosphere, such as Oy, COy, CHy or NyO, with well
known concentration, a measured upwelling radiance (emission) is basically the sum
of surface emission and contributions from the individual atmospheric heights, weighted
by the corresponding weighting function. Weighting function determines how much
one atmospheric layer contributes to the measured signal. Weighted profile of e.g.
temperature or some other atmospheric parameter z, at height s, is expressed by
using a weighting function W which is defined as:

5T, §B(Ty)

Wi(s) = lim = (3.26)
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where dx is the perturbation in the atmospheric parameter x, ds is the layer thickness
at height s, §7} is the resulting change in T}, and 0B(T}) is the resulting change in
the Planck radiance (Schroeder and Westwater, 1992).
For temperature, the weighting function is given by:

_ 67(s) 6B(T(s))
~0s  0T(s)

W(T(s)) (3.27)
where 67 = 6(Ty(s))/6B(Ty(s)). In the microwave frequency region, dominant ab-
sorbers in the troposphere are water vapour H2O, oxygen Os (Van Vleck, 1947a,b)
and nitrogen dioxide Ny (Huffman and Larrabe, 1968). Wheres close to the surface
absorption by HyO is dominant, at higher altitudes, N, becomes significant absorber
especially for the frequencies around resonance of HyO and Oy (Kunzi et al., 2010).
In order to solve the weighting function equation, the absorption coefficients are
needed. In this thesis these were taken from Rosenkranz (1998) Radiative Transfer
Model (RTM). The largest contribution, that is, the strongest signal satellite instru-
ment gets from a certain channel, is from the level where 7 changes most rapidly
with the altitude, that is where atmosphere becomes opaque.

This is indicated by a weighting 307 — g9
function peak. Humidity weight- 150 GHz
ing functions for the AMSU-B in- 55 — 18331 + 1 GHz

strument for standard atmosphere
are presented in the Fig. 3.3. It
can be seen that lower frequen- 20 4
cies, such as 89 and 150 GHz are
having a peak at, or very close to
the surface, meaning the informa-
tion from these channels is com-
ing from the surface or layers very
close to it. However, these fre- 10 ~
quencies are not well suited for
sensing water vapour but rather

— 183.31 =+ 3 GHz
183.31 + 7 GHz

15 1

height [km]

for precipitation relying on scat- 37
tering effect due to which a de-
crease in T is observed or emis- 0 <

sion (Tomaso et al., 2009). In 0.00 025 050 075 1.00

microwave region, frequency usu- ] o o _
ally used for sensing water vapour Figure 3.3: Humidity weighting functions for
close to surface is 22.24 CHz. the AMSU-B channels, namely, 89 GHz (blue),

150 GHz (orange), 1853.31 + 7 GHz (purple),
183.31 GHz £ 3 GHz (red) and 183.31 £+ 1
GHz (green)

However, this frequency lacks sen-
sitivity for for cold and dry atmo-
spheric conditions, such as Arctic

(Westwater et al., 2005). In contrast, channels around strong water vapour absorption
line at 183.31 GHz, show strong sensitivity for such conditions and therefore in this
study only these sounding frequencies will be used. From Fig. 3.3 it can be seen that
peaks of the weighting functions for these frequencies are at higher altitudes, meaning
that the information is mostly coming from the higher layers in the atmosphere.
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Calculating weighting functions for given composition of the atmospheric state, such
as temperature, pressure, relative humidity and density of the cloud (excluding the
scattering), it is possible to retrieve the temperature an instrument with certain an-
tenna specification and with chosen frequency would observe prior to its construction.
This is very useful since in that way building of the instrument is more cost-efficient.

3.2.4 RTE including absorption, emission and scattering

In a real case scenario in the atmosphere various particles that affect radiation trav-
eling towards the detector are present. Most common particles encountered in the
atmosphere are aerosols (organic or inorganic origin), water droplets, ice crystals,
snow or graupel vastly studied in the meteorology and known under common name
- hydrometeors. While traversing, radiation comes into contact with these particles,
it gets absorbed and/or scattered in all directions which makes the solution of the
RTE quite complicated. However, often the medium is considered homogeneous if it
consists of particles which size is smaller than the radiation wavelength.

In this kind of medium, the total radiation received by a detector is reduced due to
absorption and scattering of photons. Therefore, the total opacity (extinguishing) is
equal to the sum of absorption a®* and scattering a*“® coefficients:

14

abs
v

st = s 4 st (3.28)

scat and a® is called the "single-scattering albedo":

and the ratio of o “

ascat

Ny = — (3.29)

ext
ay

Similarly we can define photon destruction probability as:
e, =1-—mn,. (3.30)

Emission coefficient like the absorption coefficient, also consist of two contributions,
emissive and scattered part:

jy _ jsmis +jicat- (331)

Now, the source function S, can be written in a form that includes above mentioned
parameters for absorption, emission and scattering:

scat

v G

S, = 3.32
a, agbs + a;jcat ( )
remais rscat
Jv Jv
= &g M (3.33)
= ¢, 5% 4, S5 (3.34)

For isotropic scattering (meaning the intensity of light radiated is the same in all di-
rections) (j5¢ /as = J,) and thermal emission at some temperature T (7™ /qs¢t =
B,(T)), the source term can be written in a form:

S, =e,B,(T)+n,J,=€¢B,(T)+ (1 —¢,)J, (3.35)
Similar to Eq. 3.25, the RTE now reads:
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dl,
Y —a, S, —1,]. 3.36
=] ] (3.36)
and by using Eq. 3.35:
dl,
EgzayhBATy+u—@mL—Lj (3.37)

Since J, is the angle-averaged intensity at frequency v and the formal solution for
RTE takes in consideration all possible angles, J, needs to be integrated over all the
angles (that is over a space angle, ):

J, =A\[S,)] (3.38)

where A is a notation for integral over whole space. Now, the source function can be
written in the form:

S, =€B,(T)+ (1 —¢,)AS, (3.39)
or in the integral form by using the expression for €, = —eat/ ezt from Eq. 3.28

and 3.29 and knowing that the source function for thermodynamic equilibrium is the
Planck function B, (T) = I,:

scat
S, = &,B,(T) + / %1, (5,6, ¢')de, (3.40)
4 v

where term a5 /o under integral is already defined single-scattering albedo and

scattering is governed by a so-called "normalized phase-function" that can be written
in the form:

scat

- ! p(0, 6,0, ¢")dQ (3.41)

ext = A
s AT Jur

«

and which represents the radiance transfer from direction (¢',¢’) to the direction
(0, ¢) from a propagation path. Therefore the minus sign in front of the integral has
been left out.

Putting the integral form for the source function S, back into (3.36) we get:

—d[:zis) = oy [&B(T) + 3z [, 0(0,0.0', &)L, (5,0',¢')dY — 1] . (3.42)

The RTE in the above form also applies for the Rayleigh-Jeans regime where [, can
be replaced with brightness temperature 7T, and Planck function B, with T. Taking
into consideration the extinction coefficient in «,, and dropping the v subscript, we
get:

dTb(8> _ ext abs aem
i ($)Ty(s) + ™ T(s) + pp

/ p(6, 6,0, &) Tp(5,0', ')A, (3.43)
47

This is the RTE in integro-differential form that includes propagation of T; in all
directions due to interactions with other particles on its way. These interactions
have to be taken into account by calculating the probability of their occurrence.

As stated above, this makes the RTE solution very complex and therefore various
methods for its approximate solution exist, such as: single scattering approximation
(applicable for optically thin medium (7 less than 0.1) (Mishchenko et al., 2007), two-
stream approximations (e.g. Eddington and Delta-Eddington approximations where
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angle of the incident radiation and angular dependence of phase function are impor-
tant) (Coakley Jr. and Chylek, 1974; Joseph et al., 1976), and the "exact" solutions
such as: Discrete-ordinate technique (radiation field is decomposed into a coherent-
determines the optical characteristics of the medium, and incoherent - related to the
processes of multiple light scattering parts) (Chandrasekhar, 1946; Afanas’ev et al.,
2020), adding-doubling technique and statistical Monte Carlo method named due to
a chance of certain event happening (Metropolis, 1987). The idea of Monte Carlo
method is to follow the path of a photon from one scattering event to the next, and
to use random numbers to decide in which direction the photon will proceed after
each scattering event. This is achieved by sampling optical depth from the probabil-
ity distribution. First work on this topic was presented by Avery and House (1968).
Below, however only the formal solution of RTE will be provided since Monte Carlo
method and its application in RTE solution is beyond the scope of this thesis.

3.2.5 A formal solution of RTE

The equation for optical depth Eq. 3.19 between two points can be also expressed
with usage of the extinction coefficient:

T(Sin, Sout) = —/ a,(s")ds' (3.44)
or in a differential form:
dr = —ay(s)ds. (3.45)
Now combining Eqs. 3.25 and 3.45 we have:

dl, =dr(1, - 5,)

dI, .
gr Al sle (3.46)

d

— (e L,(1)) = —e7S,.

dr
Integrating the above expression from surface 7 = 7, to the top of the atmosphere
7 = 0 (since we consider a detector on an instrument that is onboard satellite and
therefore the optical path 7, at the very end of radiation travel will be equal to 0),

we get:
@@:ﬂ»:[AT:@kfw+/%eT&@yh. (3.47)
0
In Rayleigh-Jeans approximation the above expression becomes:
Tp(0) = Ty(1s)e ™+

Ts 1 (3.48)
+ [(1 —n)T(r) + yo p(0,9,0,¢)Ts(s, 0, gb’)dﬂ’} e Tdr.
0 d 47
This equation is the formal solution of the RTE and not a solution in a true sense
since in general case the source function and the intensities at the boundaries depend
on the unknown intensity of radiation emitted by the media.
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3.2.6 Scattering regimes

Since in our media we are now dealing with particles and scattering, it is more
convenient to use parameters that we can relate to the particle properties such as
size. In these terms, a cross section o, which for a spherical particle is equal to 77?2,

where r is the radius of spherical particle is used.

However, real particles are not perfect spheres and we have to take into consideration
their shape and complex index of refraction m(\) which is wavelength dependant
and has dimensionless imaginary part, k£ (connected to absorption) and real part n
(connected to scattering):

m(A) = n(\) + k()) (3.49)

For values of k = 0 at some wavelength, the material could scatter everything but
would not have absorptive properties and if such material would also have n = 0 it
would be invisible. Real particles do not have & = 0 and are always absorbing to
some degree. However, liquid water and ice or glass for visible wavelengths are very
close to this value, having k of order 1075,

Materials whose k value ap- € s
proaches zero are called di- 2 L:‘; g é
electrics. Another impor- 5 3 % “_ﬁl_" | “‘—%—"
tant parameter relating parti- e e
cle size and the wavelength is e ?‘.c;\coQ o THa"
the size-parameter: Tmmb 29 ,#’LGQQ -~”"{ Raindrops
2y p 100 pm — %{@{\“g | Drizzle
X = T (350) E 10 um |- we — Cloud droplets
. . % /,09" ' PRI Dust,
that depending on the parti- g Tum - AT —} Smoke
cles radius a tells us which 01 um | 3e© Rl N ]
regime for particle scattering ‘,.f*/' ,é@“ Aitken Nuclei
should be used. From here it 1onm e . \,\o-)@"'%(’ ]
follows: 1nm|- O .
. Air Molecules
< 1, Rayleigh scattering, 0.1 um "1 ;Lm m:um 100|]1m 1n|1m 1c|m 10cm

~1, Mi tteri . . ) . .
X ' 16 scatierne, Figure 3.4: Relation between particle size, radi-

ation wavelength and scattering behavior of atmo-
spheric particles: approzimate regime boundaries
are indicated as dashed lines. (Petty, 2006)

> 1, geometric scattering.

The relation of particle size,
shape and scattering regime

for different atmospheric profiles is presented in the Fig. 3.4. A Rayleigh scattering
is applicable for scattering by molecules and small aerosols. For the microwave re-
gion, the Lorentz-Mie theory can be used to calculate single-scattering properties of
spherical particles, however for a different shapes a T-matriz method (Mishchenko
et al., 1996) or discrete-dipole approximation (DDA) (Draine and Flatau, 1994) can
be used. The last kind of scattering, a geometric scattering is applicable for scatter-
ing by large cloud droplets and ice crystals. In the following text first two regimes
will be briefly introduced.
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Rayleigh scattering

For a small particles (x < 1) as noted above, to calculate particle’s scattering cross-
section we can use a Rayleigh scattering theory. The angular phase function from Eq.
3.41 is simply a probability that a photon will be scattered from its initial position
through the angle 6.

For elastic scattering such as Rayleigh scattering, where the amount of backward and
forward scattered radiation is equal, the probability is P(cosf) = 1/2. In Rayleigh-
Jeans approximation the intensity is given by:

2ot 6 ( £— g

A 2D2 \ e+ 2¢

)2 (1 + cos*0) (3.51)

where R stands for Rayleigh and D is the distance between the particle and the ob-
server (Lockwood, 2016). Derivation of the above term can be found in the appendix

(A.3).

Lorentz-Mie theory

Mie theory or also called Mie-Lorentz or Mie-Lorentz-Debye scattering owes its dif-
ferent naming due to Mie’s application of Maxwell’s equations to calculate light
scattering from spherical particles (Mie, 1908) that was already shown by Ludwig
Lorentz in 1890 and soon after Mie, by Peter Debye (Debye, 1909).

It is the theory that solves one of the most important problems in the optics, that is
the absorption and scattering of light by a small sphere of arbitrary size and refractive
index. Moreover, it provides a first-order description of optical effects in non-spherical
particles. Since the derivation of the differential cross section for particles in the Mie-
Lorentz scattering regime is complicated and beyond the scope of this thesis, the idea
to derive it and its detailed solution can be found in Bohren and Huffman (1998)
while in the appendix only a brief derivation can be found (A.4).

Due to complex solution for particle scattering in microwave region the computation
time for solving RTE can be long. Therefore it is of importance to create a good
numerical solution due to a finite precision floating-point arithmetic of the comput-
ers. One of such models, Radiative Transfer 4 (RT4) (Evans and Stephens, 1995) is
implemented in PAMTRA model used in this study and is presented below.

3.3 Radiative transfer model PAMTRA

Radiative transfer models for data assimilation are one of the most complex and
computationally most expensive models. Nevertheless weather forecast centres re-
quire fast radiative transfer models to assimilate the huge amount of observations
from various satellites. Moreover, RTMs are a key tool in testing the capabilities
for new sensor designs as well as for the development of retrieval algorithms. Today,
many radiative transfer models for calculating the RTE solution in the microwave
region are available. However, the majority are developed only for some specific in-
strument. Publicly available are Atmospheric Transmission at Microwaves (ATM)
(Pardo et al., 2001), Atmospheric Radiative Transfer Simulator (ARTS) (Buehler
et al., 2005a; Eriksson et al., 2011; Buehler et al., 2018), Radiative Transfer for the
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TIROS Operational Vertical Sounder (RTTOV)(ECMWEF, Andersson et al., 1998)
or Community Radiative Transfer Model (CRTM) (Ding et al., 2011).

Since the above models are mostly designed for a specific purpose (e.g. specific satel-
lite instrument), there was a need for a more flexible model that will be able to
calculate passive microwave (or active) radiative transfer from either ground, air-
borne or satellite applications. This was unified in PAMTRA foreward model that
for the passive microwave uses RT4 Evans and Stephens (1995) code that enables
polarized radiative transfer calculations for non-spherical and oriented particles. In
this code the absorption model for water vapour continuum by Rosenkranz (1998)
was implemented and further extended using modifications by Turner et al. (2009).

PAMTRA uses the approximation of a plane-parallel atmosphere, solves 1D RT equa-
tion and assumes a horizontally homogeneous atmosphere with hydrometeors. What
distinguishes PAMTRA from other models is its flexibility to work on various Cloud
Resolving Models (CRMs) outputs which apply one-moment or two-moment schemes,
or in-situ measured hydrometer properties. Additionally, it allows implementation of
various absorption and scattering models by the user, such as Liebe et al. (1993) or
Rosenkranz (1998) for absorption or Self-similar Rayleigh Gans (Hogan et al., 2017),
Mie or Rayleigh model for particles scattering.

With these characteristics, by using PAMTRA it is possible to simulate radiances
at any given height in the atmosphere at any angle and its mentioned flexibility
allows its usage for the evaluation of new NWP models or reanalyses using model-to-
observation approach (Keil et al., 2006; Béhme et al., 2011). The code is written in
FORTRAN90 but is wrapped by a Python framework that offers a more user friendly
environment for setting up and running the simulations (Mech et al., 2020).

In order to solve the RTE, the effects of boundary conditions need to be known
since the equation with the assumption of a plane-parallel atmosphere using finite
differences, where layers between each plane are discretized is what is being solved
in the model. For the upper boundary the background temperature is the cold
cosmic temperature of 2.73 K. However, for the lower boundary, which is the surface,
the emissivity, especially for lower frequencies of microwave has to be taken into
consideration. The emission from the water surfaces (including foam, roughness
produced by waves or swells) is relatively well known but for highly variable land
surfaces (sea ice age, snow, canopy, soil moisture etc.) is more challenging. Therefore,
the RTM needs to include assumptions on the nature of the surface reflection, such
as Lambertian (fixed emissivity independent of viewing angle) or Fresnel (depending
on the reflection and refraction of part of radiation with the medium). Moreover, to
solve the RTE, gas absorption and single scattering properties for hydrometeors need
to be specified in PAMTRA. This is done by providing PAMTRA with input data
such as temperature, relative humidity (RH) and pressure profiles. The flow chart of
PAMTRA RTE calculation is shown in the Fig. 3.5 and explained in the following
text.
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Figure 3.5: Flowchart of the PAMTRA steps in the calculation of the RTE. Orange
bozes are needed input parameters, white and gray boxes denote various models for
hydrometers scattering, surface emissivity or gaseous absorption, while the blue boxes

stand for the output parameters of PAMTRA (Mech et al., 2020)

PAMTRA work flow
Atmospheric state including hydrometeors

As mentioned above, to solve RTE, PAMTRA needs input data describing the at-
mospheric state which is provided in the form of vertical profiles of temperature,
RH and pressure. Additionally atmospheric information close to the surface (such
as: wind speed, 2 meter temperature and specific humidity) can as well be given as
an input. Beside these variables, to calculate simulations for "cloudy" atmosphere a
hydrometer description, such as cloud liquid water and ice, rain, snow and graupel
can be given as input as well. These variables can be defined for each layer of the
atmosphere and are described by the particle size distribution (PSD), also called drop
size distribution (DSD).

Particle size distribution (PSD)

PSD is the distribution of the particle number of different sizes (diameter or volume).
For a considered volume, the PSD is often characterized by an exponential decrease
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of drop number for increasing drop size. Often, due to its flexibility modified gamma
distribution (MGD) (Deimendjian, 1963) is used and is given by:

n(r) = ar®e """ (3.52)

where o, 8 and 7 are positive constants. The exponential distribution and the three-
parameter gamma distribution (obtained by setting o and b to 0 and v to 1) is used
for description of snow and rain (Marshall and Palmer, 1948):

N(r) = Noe " (3.53)

where Ny and ¢ are intercept and slope parameters, respectively.

For PSD recently Hansen and Travis (1974) and Ulbrich (1983) PSD are also used in
RTM models for Earth and exoplanets atmosphere (Sterzik et al., 2020; Bailey et al.,
in preparation).

In PAMTRA, few distributions are available that can be set up by user including:
monodisperse, the inverse exponential, the MGD and log-normal distribution. In the
PSD calculation, one or two parameters are left unknown depending on the settings.
PAMTRA can derive these parameters by resolving the system of equations for the
moments, Mj that are given by the NWP or reanalyses models output. Currently,
PAMTRA can take three different quantities related to the PSD moments: 1) total
number concentration Ny = M?, 2) the effective radius r. = M?3/2M?* and 3) the
mass mixing ratio w = aM® (where a and b are the parameters of the power-law
defining the mass-size relation m(D) = aD") (Mech et al., 2020).

Boundary conditions

As mentioned above, for the upper boundary cosmic temperature of 2.73 K has been
taken. However for the surface emissivity with high variability depending on the
surface type, and therefore affecting the radiation by surface reflection and scattering,
different relations have been implemented.

In PAMTRA, there are different kind of surfaces considered, such as Lambertian,
Fresnel or specular. A Lambertian surface defines a diffusely reflecting surface where
surface appears equally bright from all viewing angles (Nayar et al., 1989). For land
surfaces, the specular reflectance (where angle of incidence and reflection are the same
such as of freshly fallen snow (Harlow, 2009)) is used together with the surface emis-
sivity derived using the Tool to Estimate Land Surface Emissivity from Microwave
to Submillimeter Waves (TELSEM?) tool (Aires et al., 2011b; Wang et al., 2017).
TELSEM? is linked to a climatology of monthly emissivity estimates and provides a
parameterization of the surface emssivity up to 700 GHz. It is derived from satel-
lite observations from SSM /I, SSMIS and AMSU-B. Reflectance over water surfaces
is affected by wind induced roughness and over sea and ocean surfaces additionally
by salinity. Therefore in PAMTRA, the Tool to Estimate Sea-Surface Emissivity
from Microwave to Submillimeter Waves (TESSEM?) (Prigent et al., 2016) expand-
ing community model FAST microwave Emissivity Model (FASTEM) (Liu et al.,
2011) to higher frequencies is implemented. For a model to know over which kind of
surface a Ty has to be calculated, a landmask has to be provided. For a purpose of
this thesis, this has been taken from the ASR.
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Gaseous absorption

In the atmosphere various gases are present that interact with the radiation and the
absorption coefficient describing that interaction have to be included in PAMTRA.
The absorption of gases relevant for microwave region can be divided in absorption
by resonant lines of H,O, O3, Ny and O3 and water vapour continuum. In PAMTRA,
as mentioned above, Rosenkranz (1998, 2015) absorption model was used for water
vapour continuum while Liljegren et al. (2005) is used for resonant line of Hy0 at 22

GHz.

Single-scattering properties

For a plane-parallel and optically thin atmosphere with no thermal sources, the prob-
ability of light being scattered more than once is very small so that multiple scatter-
ing, with good approximation, can be ignored. In PAMTRA, for liquid hydrometeors
such as cloud droplets, drizzle or rain drops, the single-scattering properties are cal-
culated using Mie scattering. To calculate liquid water refractive index, PAMTRA
utilizes Turner et al. (2016) model. However, other models, such as Ray (1972); Liebe
et al. (1993); Stogryn (1995) and Ellison (2006) are also possible and are left to users
choice.

For frozen hydrometeors, such as ice crystals, graupel, snowflakes or rimed particles
that have different orientations and densities, since no snowflake is identical, com-
plexity of their natural interaction with radiation is still under research and presents
large uncertainties in radiative transfer models. For ice mass retrieval, the larger
error follows from the uncertainty of the microphysical state of the particle, such as
shape, size, phase and orientation (Eriksson et al., 2015). And while shape is not a
critical aspect for purely liquid particles, the deviation from a strict spherical shape
increases with droplet size and fall speed. However, for frozen hydrometeors, particle
shape is very variable (Heymsfield and McFarquhar, 1996; Heymsfield et al., 2013).
Moreover, a small volume will never consist of only one particle of one phase, but it
is a rather a mixture of particles of different properties.

Since it is not possible to know all the microphysical properties of every single par-
ticle in rapidly changing volume mixture a shape model is used. For ice, usually
consideration of solid spheres (Mie theory) is used or soft particle approximation
(SPA) for a mixture of ice and air, where ice particles are considered as spheroids
(treated through T-matrix by Mishchenko et al. (1996) and air fraction is fixed (or
derived from some parametric relationship between particle size and effective den-
sity) (Eriksson et al., 2018). Single-scattering properties of frozen hydrometeors with
arbitrary shape can be calculated using DDA. There are couple of DDA databases
available such as Liu (2008); Hong et al. (2009) and Nowell et al. (2013) that are
publicly available and which radiative transfer models can incorporate.

In PAMTRA, for DDA method it is possible to choose between Liu (2008) and Hong
et al. (2009). However, recently a novel approximation, called Self-similar Rayleigh-
Gans Approximation (SSRGA; Hogan and Westbrook 2014; Hogan et al. 2017) has
been included in PAMTRA and is the model used in this thesis for description of ice
and snow particles scattering properties of arbitrary shapes. In this approximation,
the electric field experienced at any point in the particle is approximated by the
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incident field and neglecting the interaction between dipoles. The backscatter cross-
section than can be numerically estimated from a 1D description of the structure
of the particle in the direction of the incident wave (Hogan et al., 2017). In Hogan
and Westbrook (2014) it was shown that for realistic aggregates, a 1D function has
a self-similar structure and hence that its power spectrum can be represented by a
power law.

After, atmospheric state, boundary conditions and hydrometer description have been
provided and models for calculation of gases and hydrometers interaction with radi-
ation has been described, the RT4 code described above can be utilized to calculate
desired product. In this thesis, a desired product are simulated Tys from satellite
instruments, namely AMSU-B and MHS. In order to produce simulated Tjs the input
for PAMTRA was taken from ASR version 2 described in Chapter 2 (Section 2.3).
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4 Methods

Satellite observations of brightness temperature and IWV allows us to gain a deeper
understanding of the variability and trends of water vapour in the Arctic. However,
there are also a number of challenges. To investigate spatiotemporal changes of
observed and simulated T, and the reanalysis IWV, long term data records first need
to be processed. Due to satellites change in performance over time certain channels
show errors in Tys introduced by increased noise equivalent differential temperature
(NEAT). NEAT can be defined as the standard deviation of the calibrated scene T,
when viewing a uniform scene of constant temperature such as cold target - space
view for samples of defined integration time Thus, Tj, from channels affected by
this kind of error needs to be removed from the data record. Additionally, orbital
observations of T} from cross-track satellite instruments need to be interpolated on
a uniform spatio temporal grid.

T, observations are used directly to study WV variability and trends. In order to
compare with ASR, synthetic Tys are calculated using the forward model PAMTRA.
To better relate TS to water vapour, column values can be calculated from ASR.
This chapter explains the methods to fulfill aforementioned tasks, and provides the
description of the set up of PAMTRA for this study with a help of a case study.
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4.1 Processing of AMSU-B and MHS FCDR

In order to develop a long term data set from satellite instruments, AMSU-B and
MHS, certain processing of these data has to be done. Since the orbital data re-
ceived from these instruments are satellite’s swaths, they do not posses the same
geographical locations nor grid at which the successive swaths can be easily com-
bined. Therefore, it is necessary to first put all individual pixels on a common grid.
This has been performed by resampling the data to a predefined grid. For the pur-
pose of this thesis, the common grid is the ASR’s north-polar stereographic projection
with ~ 15 km horizontal resolution. A method for data resampling has been adapted
from Python SatPy library using the nearest-neighbour method from the pyresample
module (Nielsen, 2020).

The instruments, as mentioned in Chapter 2 have 5 channels scanning at 89 GHz, 150
GHz, 183.31 + 1 GHz, 183.31 4+ 3 GHgz, 183.31 £+ 7 GHz frequencies for AMSU-B and
similar for the MHS, where frequencies 157 GHz and 190.31 GHz were used instead
of the AMSU-B’s 150 GHz and 183.31 + 7 GHz. The signal for these channels is
received at 90 ° scanning angles, 48.5 ° to the left and 48.5 ° to the right side of the
nadir point. This means, that the viewing angle is different for different pixels along
the scan line and at the edge of the swath a wider layer of the atmosphere is scanned.

Since the atmospheric limb effects should depend only on the viewing angle, they
should on average be symmetric around the nadir point. This, however does not
have to be the case in the real world scenario and due to inhomogeneity, instrument
and surface effects significant scan asymmetries can be present. These effects can
lead to a limb darkening or limb brightening effect of T}’s at the edge of the swath
(Goldberg et al., 2001; Greenwald et al., 2018).

The analysis of the effect of the viewing angle on T, has revealed that scan asym-
metries can be as high as -9.4 K (-2.95 K) for 183.31 £+ 3 (183.31 £+ 7) GHz channel
on the NOAA-15 (Buehler et al., 2005b). Similar behaviour with lower effect (of 1
K to 3 K for the three sounding channels) is noted for the other satellites carrying
AMSU-B and MHS instruments. Moreover, it was shown that the asymmetries were
progressing during the studied 2000 - 2005 period. A cause for these asymmetries
is not yet completely understood but partial explanation could be due to changes in
the RFI characteristics (Buehler et al., 2005b).

4.1.1 Spatial resampling

The effects of limb darkening and brightening mentioned above have to be removed
because the effect of 1 K difference in the upper troposphere can lead to a difference
of 7 % in relative humidity (Buehler, 2005). Moreover, in studies for the detection of
deep convective clouds and convective overshooting it was found that pixels at the
edge of the swath sensed at a higher viewing angle have a profound effect on the
detection algorithm (Hong, 2005; Rysman et al., 2017; Funatsu et al., 2018) which
could lead to a less reliable screening of the convective cores for humidity retrieval.

Therefore, in addition to resampling, 9 pixels from each side of the swath have been
removed. An example of removing and resampling for one orbit is shown in the Fig.
4.1. It can be noted that the effect of resampling for the full swath width (-0.29
K)leads to a minor changes in mean T}, for the reduced swath width (-0.05 K).
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Figure 4.1: T, at 183.31 &£ 1 GHz for one orbit from NOAA-17 on 2 May, 2007
between 02:27 and 04:22 UTC. On the upper panels, the full width of the swath of the
original data (a) and the resampled one with the cut out parts of the swath in gray
(b) are shown. The histograms show the original (red) and the resampled (blue) full
swath width (c) and the original and resampled reduced swath width for 9 pizels (d).
Vertical lines show the median for the original (full line) and the resampled (dashed
line)

4.1.2 Temporal resampling

In order to make the analysis for temperature trends and their variability easier,
hourly data have been produced from ~ 90 minute orbit files. Since start and end
time of each orbit are not always the same this can lead to an hour for which there is
no coverage over 60 °N for that specific satellite. This, however, does not mean that
the data for that hour are not available from other satellites.

The time resampling of one orbit file is presented in Fig. 4.2. This particular orbit
from NOAA-17 (2 May, 2007) starts at 02:27 UTC and ends at 04:27 UTC, meaning



4 METHODS 45

that from this orbit three files for three different hours are produced. To obtain
hourly data the orbit is cut between the start time and the next full hour, in this
case at 03:00 UTC. The next file produced is a file of Tjs between 03:00 UTC and
04:00 UTC and the last one is between 04:00 and 04:27 UTC. Missing data over
the Arctic between 03:00 and 04:00 UTC means that this satellite, NOAA-17, was

scanning latitudes lower than 60 °N.

2007-05-02 2007-05-02 2007-05-02
02:27-03:00 UTC 03:00-04:00 UTC 04:00-04:22 UTC

b) 160°E 180 1600

220 230 240 250 260 270 280 220 230 240 250 260 270 280 220 230 240 250 260 270 280
Ty [K] Tp [K] Tp [K]
Figure 4.2: Same orbit as in Fig. 4.1 illustrating time resampling for three different
hours.

4.1.3 Removal of data strongly affected by increased NEAT

The FCDR data produced by NCDC, described in detail in Chapter 2 (Section 2.2.2)
are used for the purpose of this research. However, not all of the available data
from FCDR were used due to certain issues with satellite’s performance during their
lifetime. One of the issues is the error in received T} introduced by increased noise
equivalent differential temperature (NEAT). This has been investigated in a study
by Hans et al. (2017) and is explained below.

Generally, for the instruments used in this study, two NEAT are derived, cold and
warm. The cold and warm NEAT refer to the count noise originating from statistical
estimation in the number of counts (digitized voltage output) from the instruments
view on the cold (deep space view (DSV)) or warm calibration target (internal on-
board (OBCT)). This fluctuation in the number of counts corresponds to radiometer
sensitivity dT', when looking at cold or warm scenes. It is worth mentioning that by
using the DSV counts, the T} contributing to antenna temperature, T,, is very weak
and the remaining temperature contribution to the T, is of instrumental origin. The
NEAT was investigated (Hans et al., 2017) for the lifetimes of the satellites and the
best time to use the data is presented in table 3.
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Table 3: AMSU-B and MHS year for certain frequency channels and satellites after
which data is not recommended to use due to issues reported in Hans et al. (2017).
NOAA satellites are designed in short by N and the satellite number. Dash/none des-
ignation in table represent data that are usable/not usable for the entire period.

FREQUENCY N15 N16 N17 Ni18 N19 METOP-A
183.31 + 1 2001 2005 2009 - none -
183.31 + 3 2003 2005 2009 - - -
183.31 £ 7 (190.31) 2007 2005 2009 - - -
a)
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Figure 4.3: Monthly mean Arctic Tys for May from NOAA-15 to NOAA-19 and
METOP-A satellites for three frequencies channels around 183.31 GHz after removal
of those years and frequencies for which the respective satellite suffered from substan-

tial noise effects.
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4.2 Calculation of long term data set of IWV from ASRv2

In this research, the interest is on spatiotemporal changes of the IWV that is defined
by:

zf
IwWv = / pu(z)dz (4.1)
where p, is the absolute humidity, z; and z; are the lowermost and uppermost height
of reanalysis pressure levels. The above equation can be expressed in numerical form
as:

NElo iy ikl 4
wy = ZO el CAREED (4.2)
However, IWV is not directly provided in the ASRv2 and it has to be calculated
by using variables that are provided, namely T, geopotential height (GPH), terrain
height (orography) and RH.

Moreover, ASRv2 has pressure level coordinates, meaning that vertical profiles are
given from the "base" surface, which in the ASRv2 is always 1000 hPa. This, however
causes the profiles to be provided at 1000 hPa even in the case of a high mountainous
area where the first pressure level in reality is quite smaller (eg. Greenland elevation of
~ 3200 m). Therefore, the ASRv2 vertical profiles had to be filtered by an orography
following field first in order to prevent overestimation of IWV. Besides modifying T
and RH profiles, it is necessary to perform this procedure for other variables (pressure
and hydrometeors mass mixing ratios) that are used as input for PAMTRA. This
procedure is presented in the following text.

Deriving geometrical height filed

Creating the geometrical height field can be achieved by subtracting the topographic
height in units of meter from the GPH which is provided in units of meter by the
ASRv2 as well. This is possible since GPH is given with:

GPH = - / 9(6, 2)d= (4.3)
90 surf

where g is the Earth gravity constant at standard mean sea level (go = 9.80991m/s?),

g(¢, z) is the acceleration due to gravity that is changing with altitude and z is the

geometric altitude. The term under the integral is the geopotential, ®, which is

the gravitational potential energy per unit mass at the elevation z. In this way, the

geopotential height can be explained as the gravity-adjusted height.

After the geometric height is calculated, the vertical profiles can be cut for the levels
that show invalid values of height. The result for the modified temperature field for
the mountainous region in Siberia between 80° - 100° E and 60° - 70° N is presented at
the Mercator projection in the Figure 4.4. It is worth mentioning that the elevation
in this region can be up to 1200 m which corresponds to about 850 hPa in this region.
This means that parts of the vertical profiles below this pressure field will be filtered
out.
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Figure 4.4: Orography following temperature field from the ASRv2 for 7 Jan, 2009
at 0000 UTC for the 1000 hPa (left), 950 hPa (middle) and 900 hPa (right) pressure
levels

Similar calculation of geometric height can be achieved by using the mean sea level
pressure (MSLP) where invariant pressure fields from the ASRv2 can be subtracted
from the MSLP and for the layers with invalid values of pressure, profiles can be
filtered out.

4.3 Case study simulation: Polar low - 7 Jan, 2009

A polar low case that occurred on January 7, 2009 has been chosen to show both,
the ability of the reanalysis to resolve small scale processes and PAMTRA’s ability
to simulate corresponding T,. This specific case was chosen because it was one of
the most severe storms in terms of wind speed that reached 35 m/s and the system
formed two cores of low pressure that present a great challenge in tracking algorithms.

4.3.1 Setting up PAMTRA forward model

Following the PAMTRA flow chart (Figure 3.5), after profiles from ASR have been
processed for input to the PAMTRA, additional settings have to be given to the
forward model such as setting microphysical specifications for different types of hy-
drometeors. In the ASRv2, there are 5 types of hydrometeors given as dimensionless
mass mixing ratios: cloud liquid water, rain water, snow, ice and graupel.

The microphysical specifications to PAMTRA need the moments of the PSD, either
the total number concentration, the effective radius, the mass concentration, or a
mixture of any two. Additionally, the diameter of the smallest and larges particles in
order to calculate absorption and scattering properties for a given class of hydrome-
teors as well as the the a and b parameters from the mass-size relation (in SI units)
have to be provided. After these specification have been prescribed, the scattering
model has to be chosen for liquid and frozen hydrometeors.

If only liquid phase is included, the density and the a and b parameters of the mass-
size relation will be ignored as hydrometeors are assumed spherical. The aspect
ratio and canting angle (hydrometeor’s orientation relative to some fixed frame of
reference) are set as missing values because single scattering properties are calculated
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with Mie theory which assumes spherical particles and uses a log normal distribution.
For snow, an exponential PSD is chosen with the intercept (slope) parameter that
is temperature dependent. Moreover, for frozen hydrometeors, SSRGA scattering
model has been chosen.

The boundary conditions for top and the bottom layer of the plane-parallel atmo-
sphere as mentioned in the Section 3.3.1 have to be prescribed. This has been done
by including the surface emissivity as monthly means for land and sea using the
TELSEM? (Wang et al., 2017) and TESSEM? (Prigent et al., 2016) models. More-
over, for the sea ice covered surface the emissivity value of 0.75 has been prescribed
following Wang et al. (2017).

In PAMTRA T, are simulated for 30 different angles starting from 0° (nadir view)
to 180° (space view). Later, the simulated T}’s can be interpolated to the closest
observation angles.

4.3.2 Simulations of 7,

In Fig. 4.5 the observations (top) and simulations (bottom) of 7}, for the mentioned
polar low case at 09:00 UTC are presented for the 5 AMSU-B frequencies. PAMTRA
simulated Tys have been interpolated to the closest observations angles using the
nearest-neighbor method to make simulations closer to the observations. Figure 4.5
also shows column amounts of WV and the different hydrometeors to illustrate their
contribution to T}.

Without an atmosphere T}, would be determined by surface emissivity and temper-
ature. However, in cases of a thick cloud or precipitation, the atmosphere is not
completely transparent at these frequencies and the signal from cloud and precipita-
tion is significantly contaminating the sounder’s field of view (Eyre, 1990; Engelen
and Stephens, 1998; Greenwald and Christopher, 2002). A strong liquid signal with
enhanced T, for the 150 GHz and slightly weaker for 89 GHz channel can be noted
around polar low cores at 72°N 28°FE and 72°N 35°E. Usually this signal is coming
mostly from the surface.

This contamination of the field of view is present in the case of this polar low that
exhibits a thick precipitating cloud band surrounding the warm core. This contami-
nation is most notable for the 183.31 + 7 GHz frequency channel, where convective
cores containing frozen hydrometeors lead to strong scattering and are therefore vis-
ible as a decrease in T}.

At higher frequencies and thus higher altitudes, a strong signal from frozen hydrome-
teors (mostly ice) can be noted as a strong depression in T}, that can show differences
of 40 K between the warm core of the cyclone and the outer cold cloud band. In the
simulations, the general structure of the polar low is well captured. However, some
features are missing such as the more pronounced liquid signal at 150 GHz and the
double convective cores at higher frequencies for which the simulations show only the
bigger one. The liquid water signal manifested in the simulations as increased T; at 89
and 150 GHz frequencies (Fig. 4.5 middle) is, however, in accordance with the liquid
water input (Fig. 4.5 bottom) from ASRv2 given for the PAMTRA simulations.
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Figure 4.5: Polar low case observed on Janury 7, 2009 at 09:00 UTC with AMSU-B
(top) observations and PAMTRA simulations (middle). Shown are all 5 frequencies
channels from AMSU-B, in order from left to right: 89 GHz, 150 GHz, 183.31 + 7
GHz, 183.31 GHz + 3 GHz and 183.31 £ 1 GHz. The bottom row shows column
integrated values of water vapour, cloud and rain water, and of snow and ice (from
left to right)
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Figure 4.6: Histograms of observed (dark shade) and simulated (light shade) Tys
over land (top) and sea (bottom) from 5 ASMU-B frequencies in the same order as
in the Fig. 4.5
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A similar behaviour can be found for
the higher frequencies considering the
integrated values of frozen hydromete-
ors, where high amounts of snow (up
to 4 kg/m?), ice (0.5 kg/m?) and grau-
pel (0.035 kg/m?) are represented as one
convective core. A possible explanation
for these discrepancies between observa-
tions and simulations could be due to
the parameterization of the precipitation
processes in the ASRv2.

Moreover, a sea-ice signal at a 89 GHz
frequency (Fig. 4.5) with enhanced T, Figure 4.7: Brightness temperature dif-
can be noted in the upper left corner of ference between 183.31 £ 1 and 183.31 +
the observations. This is not present in J GHz channels for the same scene as in
the simulations as ASR classifies these Fig. 4.5. PL convective cores are visible in
pixels as open ocean. The general good 7ed.

agreement between the observations and

the simulations is also shown for both land and ocean separately in Fig. 4.6 for all
AMSU-B frequencies. A better agreement between the simulations and the obser-
vations is achieved over ocean compared to over land or a sea-ice covered surfaces.
This example underlines the challenge in the representation and parameterization of
highly variable surface emissivity (sea-ice, fresh snow, soil moisture etc.) in ASR,
especially close to the abrupt change of orography.

The feature of the strong T}, depression in the convective cores of the polar low
mentioned earlier can be used for the detection of deep convective clouds where
different temperature thresholds are chosen, depending on the study. Some of the
first studies based on thermal IR channels were done by Hall and Vonder Haar (1999),
Fu et al. (1990), Gettelman et al. (2002) and Liu and Seo (2013). More important,
it was found by Burns et al. (1997) using microwave frequencies, that the difference
between 183.31 + 1 and 183.31 + 3 GHz channels can be used for the detection of
convective cores which can be filtered out subsequently for water vapour retrievals.
Later on this method was extended by Hong (2005) who included a lower frequency
channel, namely 183.31 + 7 GHz, and found an inverse relation:

AT17 = AT13 = AT37 > 0K. (44)

AT [K]

where:

Ti7 = Typa83+1 — Tha83+7,
T3 = Tya83+1 — Tp183+3, (4.5)

Ts7 = Ty183+3 — Ty 18347,

This detection is presented in Fig. 4.7, where red clusters of AT, represent the con-
vective cores of a polar low.
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5 Brightness temperature as a proxy for water vapour
in the Arctic

The previous chapters have explained the importance of studying water vapour in
the Arctic as well as the methods used for this study. This chapter addresses the
first hypothesis:

Hypothesis 1: Long-term brightness temperatures (Tys) can be used as a
proxy for water vapour spatiotemporal trends in the Arctic.

using the following approach. Firstly observations of long term (2000-2016) AMSU-
B and MHS climate data records and ASRv2 IWV are analysed as monthly means
in order to check for their long-term spatial distribution resemblance. Secondly,
the analysis of significant trends including their regional distribution is performed
followed by sensitivity studies of satellites sounding frequencies that explain how
T, relates to water vapour. This is further substantiated by deriving synthetic T}
from ASRv2 using the forward operator PAMTRA. In this way the relation between
long-term IWV and T}, spatiotemporal trends from ASRv2 will be illustrated.

It is worth mentioning that T} is mainly affected by temperature and humidity. How-
ever in this thesis the focus is on analysing water vapour and the possibility for it to
be approximated by T,. Therefore this part of the thesis addresses hypothesis one.
Analysis has been done for both months of interest, namely May and January. As
it was mentioned in the beginning of this thesis, January has been chosen for the
investigation as a representative month for the winter season when Arctic amplifica-
tion is the strongest. During January polar night is present and the atmosphere is
relatively stable with strong temperature and humidity inversions but with reduced
cloud cover in comparison to other seasons (Chernokulsky and Mokhov, 2012; Kay
et al., 2016). Contrary to January, solar radiation in May persists through almost 24
h a day and the Arctic atmosphere is becoming more unstable and turbulent. The
warmed atmosphere leads to the beginning of the sea-ice melt. This further leads
to higher amounts of water vapour and consequently more clouds formation. Addi-
tionally, the amount of moisture transported into the Arctic by atmospheric rivers
increase (Nash et al., 2018). Due to these differences these two selected months are
the focus of the following research.
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5.1 T, spatiotemporal trends and variability

This study focuses on months of January and May. However, in order to get a general
overview, the Arctic wide (> 60°) yearly cycle as a 17-year (2000-2016) mean of T
is presented in Fig. 5.1. Herein composites of AMSU-B’s and MHS’s T, at 183.31 +
3 GHz are shown for all months while composites of Tjs from 183.31 + 1 GHz and
190.31 GHz frequency channels are shown only for the months of interest (Fig. 5.2),
and their yearly cycle can be found in the appendix (B.1). For lower frequencies
further away from the central one (183.31 GHz), the two instruments, AMSU-B and
MHS have slightly different frequencies. Therefore composites of T}’s for 183.31 +
7 (AMSU-B) and 190.31 GHz (MHS) are besides their joined product of T}, as well
shown separately (B.1).

Although these two frequencies are very similar, the differences between them can be
of 1 K for May and slightly greater than 1 K for January for an arbitrary chosen Arctic
profile (Fig. 5.3). Moreover, the 183.31 + 7 GHz frequency channel senses slightly
deeper into the atmosphere than the 190.31 GHz frequency channel and therefore
could be more affected by hydrometers. Furthermore, the post processed dataset
from these two instruments is available for different time periods. Thus AMSU-B’s
183.31 £ 7 GHz frequency channel has a valid period between 2000 and 2009 while
MHS’s 190.31 GHz frequency channel has a valid period between 2006 and 2016.
January and May T, means for these two periods and frequencies as well as the
difference for their overlap period (2006-2009) are shown in the appendix (Fig. B.3).

In the Fig. 5.1, 183.31 £ 3 GHz mean T} are shown. What can be identified is that
the mean temperature difference between winter and summer months is about 45 K.
The reason for this, besides generally warmer atmosphere, is the altitude from which
this channel (183.31 £ 3 GHz frequency) receives most of its signal. The altitude (~
7 km) emits most strongly during summer while during winter, when the atmosphere
is very dry, this channel can penetrate deeper through the relatively transparent
atmosphere and receives strongest signal from much lower altitudes, around ~ 5 km.
However, parts of the signal can also be received from the high topography surfaces,
thus the strong signal over Greenland is much more pronounced during winter than
during summer (especially in July) when the atmosphere gets more opaque. The
vertical contribution to the T}, will be investigated in more detail through weighting
functions later in section 5.2. Moreover, due to the generally cold and dry atmosphere,
larger variability can be identified during winter than during summer months. During
winter, differences between most of the Arctic land and ice covered area and North
Atlantic and Bering Strait can be of 20 K. Especially cold areas are noted over
high orography such as Greenland or Verkhoyansk range (in Siberia) regions while
especially warmer structures are noted over variable topography of the Yukon range
and McKenzie river basin. The reason for these warmer structures could be due to
subpolar high pressure systems and low-level temperature inversions in this region
(Cao et al., 2008). These are not observed in summer due to more homogeneous
atmosphere at the altitudes from which the signal for this channel is received.

In figure Fig. 5.2 (left), Tys at 183.31 + 1 GHz frequency are shown. What can be
immediately noted is that differences between May and January T}, are not as large as
the ones seen for 183.31 + 3 GHz frequency. The reason for this, as for the previous
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Figure 5.1: Mean monthly Ty from all available satellites for 183.31 £ 8 GHz during
2000-2016 period.
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channel, is the signal emission altitude, which in May is ~ 10 km and gets lower dur-
ing winter, ~ 9 km. For such high altitudes, especially in the Arctic, where amounts
of water vapor can be found only in trace amounts, this sounding channel shows dif-
ferences, excluding high Greenland region, between summer and winter months of at
most 12 K. However these high altitudes, are for Arctic regions already part of upper
troposphere-lower stratosphere region (UTLS). Therefore, T, temperature is beside
water vapour affected by dynamical processes such as strong jets and stratospheric
meridional circulation.

T, for the 183.31 + 1 GHz frequency, studied over a period of 17 years, shows
coldest regions during winter months over Siberia, Canadian archipelago and Central
Arctic while warmer regions are concentrated over Alaska, North Atlantic and North
Pacific. During summer this difference in the T, field is not so pronounced. One
possible explanation could be lower tropopause height observed in summer which is
characterized by higher temperatures (Kishore et al., 2006). Another reason could be
the more opaque atmosphere due to Sun light which drives stratospheric chemistry
through photochemical processes and subsequently increases the UTLS water vapour.
Some of the processes such as breaking of methane (CH4) with hydroxide (OH) or
molecular hydrogen (H;) and CHy oxidation (Parmentier et al., 2013; Tholix et al.,
2016; Winterstein and Jockel, 2020) for a consequence have formation of the water
vapour. However, stratospheric chemistry is very complex and the explanation of
these processes is beyond the scope of this research.
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Figure 5.2: Mean monthly T, composites from all available satellites for 183.31 + 1
GHz during 2000-2016 period for January (leftmost) and May (left) and 190.31 GHz
frequency channel for January (righ) and May (rightmost) only from MHS during
2006-2016 period.

Fig. 5.2 (right) shows T, for the 190.31 GHz channel for January and May. A
stronger variability in comparison to T, maps from the 183.31 + 3 GHz channel,
during both months can immediately be noted. This variability is more pronounced
in between months, which can be of 70 K, but as well intramonthly. During January
a difference between cold Siberia or Canadian Archipelago (~ 200 K) and warmer
North Atlantic can be of 65 K. The reason for this, as for previous channels, is the
signal emission altitude. This channel can penetrate deeper than those mentioned
above (183.31 &+ 1 GHz and 183.31 4+ 3 GHz). Therefore, during winter the signal
receiving altitude is ~ 2.5 km with some contribution from the surface due to broad
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weighting functions. Furthermore, when the amounts of water vapour are very low
during winter, this channels can penetrate sometimes even to the surface. In such
conditions, the received signal is harder to interpret since it can be affected by surface
emissivity and low level liquid clouds. Similarly to the previous case (183.31 + 3 GHz
channel), when the atmosphere is more opaque in summer due to increased amount
of water vapour and cloudiness in May, intramonthly variability is less pronounced

and is of ~ 10 K.
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Figure 5.3: Simulated Tys for 183.31 + 7 GHz (dashed gray line) and 190.81 GHz
(full blue line) frequency channels for different coordinates shown on map (left) for
January 7, 2009 (top) and May 11, 2007 (bottom).

5.1.1 Winter month - January

Trends of T, were calculated using the non-parametric Mann Kendall trend test
(Kendall, 1975) for each pixel based on monthly means derived from all available
satellites and their overpasses for each frequency. Although the climatological term
trend refer to a time span of 30 years, here the term trend will be used for 17 years
change since trend is still a tendency within a certain time period. In this section
the combination of AMSU-B’s and MHS’s lower channel frequencies, 183.31 4 7 and
190.31 GHz, respectively, are shown as joint product but as well separately (Fig. 5.4)
to test for spatial differences in trends from the two instruments and periods. T,
trends across the Arctic range between -0.2 to 0.8 K/dec for the 183.31 + 7 and
190.31 GHz joint product, between -0.1 to 0.4 K/dec for 183.31+ 3 GHz and between
-0.05 to 0.3 for 183.31 +£ 1 GHz frequency channels. The estimated trend over all
Arctic locations is significant on the 90 % confidence level.

Trends from these instruments doubled in comparison to those found from other
passive microwave satellite instruments such as Advanced Microwave Sounding Unit
-A (AMSU-A) and Microwave Sounding Unit (MSU) for 1978 - 2002 period as re-
ported by Vinnikov and Grody (2003). It needs to be mentioned that trends found
by Vinnikov and Grody (2003) uses instrument that scan at different frequencies
that those used in this study. Moreover, regions of positive and negative trends
are consistent among channels, indicating robustness of these findings. This is true
even for a joined product of two slightly different frequencies (183.31 & 7 and 190.31
GHz). Regions that experience significant warming since 2000 are Central Arctic,
East Siberia with East Siberian and Chukchi Seas (herein after north-east Arctic),
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Canadian Archipelago, Fram Strait and north-east Greenland. Positive trends, be-
sides lower altitude from which emitted radiation is sensed for joined product, most
probably arise due to increase in water vapour as a consequence of other processes
that are enhancing water vapour positive feedback loop. Some of these processes,
beside sea ice melt over East Siberian region and sea are a large Eurasian river dis-
charge of fresh water for which increase of 7% has been found (Peterson, 2002). Due
to higher specific heat capacity of fresh water, these regions stay warmer for longer
period enabling longer retention of evaporated moisture in the air. Additionally, due
to permafrost thawing a large amount of CHy is released, which together with water
vapour alters warming locally (Walter et al., 2006).

However, negative T} trends have also been observed over North Atlantic and north-
west Russia. A significant decrease in T, that is cooling, over these regions could be
present due to water vapour removal by condensation and increase of mid- and low-
level cloud optical thickness in these regions. Cooling observed over North Atlantic
has as well been reported by (Gervais et al., 2019; Chemke et al., 2020) in whose
study large-ensemble atmospheric simulations with the Community Earth System
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Figure 5.4: Top: T, trends for January during 2000-2016 period from all satellites
overpasses for joined AMSU-B’s 183.31 + 7 GHz and MHS’s 190.81 GHz frequency
channels (left), 183.31 £ 3 GHz (middle) and 183.31 + 1 GHz (right). Bottom:
January Ty trends from AMSU-B’s 183.31 + 7 GHz (left) during 2000-2009 period
and MHS’s 190.31 GHz (right) frequencies during 2006-2016 period. Shown are only
trends that are significant at 90% confidence level.
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Model (CESM) were used. Due to specific shape of cooling region, they termed it as
"Atlantic Warming Hole". In another, more recent study by Gong et al. (2020), a
decrease of latent heat over Greenland, Barents and Kara Sea that as a consequence
has a decrease in the temperature has as well been shown.

This negative trend observed over North Atlantic and north-west Russia in winter
could as well be due to polar vortex and jet stream shifting more to the east over
Euroasian continent (Zhang et al., 2016) or increased stratospheric water vapour
that has tendency to cool the lower troposphere (Solomon et al., 2010). Moreover, a
negative trend in IWV over North Atlantic has been found by Ho et al. (2018) using
WindSat data from 2006-2013.

In order to investigate the robustness of the joint product, that is, combined lower
frequencies (183.31 + and 190.31 GHz), trends from AMSU-B and MHS frequencies
for two different periods are investigated, see Fig. 5.5 bottom. During the 2000-2009
AMSU-B period, positive trends over Canadian Archipelago, Siberian and Russian
land and coastal region can be seen while negative trends are observed over Alaska
and few grid points over North Atlantic (Fig. 5.4).
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Figure 5.5: T, trend over North Atlantic (between 60°N-62°N and 15°W-5° W)
(top) and NE Arctic (60° N-8°N and 13(° E-18(° E) (bottom) for January for: 183.51
+ 7 GHz frequency during 2000-2009 period (left), 190.81 GHz frequency during
2006-2016 period (middle) and joint product during 2000-2016 period (right) for the
respective period. Trends in K /respective period and their p values are shown in the
upper left corners of each panel.
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Found T, trends, both negative and positive over same regions as here, have also
been reported by Comiso and Hall (2014), however for August 1981 to November
2012 period, for which surface temperature from Advanced Very-High-Resolution
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Radiometer (AVHRR) satellite were used. Although surface temperature and T}, are
not directly comparable it is an indication that found trends in this study are valid
since those are derived from the frequency channel scanning lower parts of the at-
mosphere. During MHS 2006-2016 period, positive trends over Chukchi Sea, Alaska,
East Siberia, North Pacific and parts of Greenland and Canadian Archipelago are
found (Fig. 5.4 (bottom right)). Over Alaska, positive trends from MHS observations
are concentrated mostly around the area where negative trend were observed for the
AMSU-B period before. In addition, negative trends are noted over Norway and
North Atlantic south of Island. A difference in the trends between the two different
periods irrespective of the region, however do not differ and range in between -2 to
2.3 K/dec (Fig. 5.4 (bottom)). From these trends it can be concluded that after 2009
significant warming shifts from Siberian, Laptev and Kara Seas to the north parts
of the Arctic while significant cooling from northern part of the Atlantic shifts more
eastward and over Norway.

To test differences between the joint product and for different periods, an area over
the North Atlantic (between 60°N-62°N and 15°W-5°W) and an area over North-east
(NE) Arctic (60°N-80°N and 130°E-180°) have been taken into consideration. Fig. 5.5
shows that over the North Atlantic negative trends during both, 2000-2009 and 2006-
2016 periods were indeed present. However for 2000-2009 period the significance is
lower, ~ 50% while for the 2006-2016 period it increases to ~ 90%. For the joint
product, significance for found negative trend of -0.08 K/dec increases further and
reaches 99% confidence level.

This indicates that, although the trend for the first period has a lower confidence
level, the joint frequency product is in agreement with the second period where high
statistical significance has been found. Moreover, larger consistency with 183.31 +
1 and 183.31 + 3 GHz is achieved for joined product. Similar was found for NE
Arctic region, where positive trends of 0.5 and 0.6 K/dec for first and second period
respectively are significant on ~ 80% confidence level while statistical significance
increases for the joint product and reaches 99% confidence. The results from joined
product of two lower scanning frequencies deserve more thorough investigation and
comparison with other data sets.

5.1.2 Spring month - May

During May, significant positive trends in T}, can be noted over Alaska, Beaufort Sea,
north-west Russia, Barents and Kara seas and over region from both sides of Lena
river (around 120°E) while significant negative trends are found over Siberia, Bearing
Strait, Central Arctic ocean, Nunavut and Baffin Bay, Fram Strait and North Atlantic
(Fig. 5.6). These trends range from -0.2 to 0.6 K/dec for 183.31 + 7 and 190.31 GHz
joint product, between -0.15 to 0.2 K/dec for 183.31 + 3 GHz and between -0.2 to
0.2 K/dec for the 183.31 + 1 GHz frequency channels.

In comparison to January (Fig. 5.4), a reversed sign of the trend for 183.31 + 3 GHz
can be noted for some regions such as Nunavut, parts of Baffin Bay and Central
Arctic ocean. These regions show significant positive trends in January while in
May (Fig. 5.6) these regions seem to be cooling. For the same frequency, an opposite
effect has been found over parts of north-west Russia which shows decrease in January
while in May this area experienced warming. The T, trend for 183.31 £ 1 GHz as
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well shows a reversed sign in May over Fram Strait, Nunavut and tip of north-east
Greenland. These regions show signs of warming in January but experience cooling
in May.

The positive T}, trend of the joint product over Alaska and Beaufort sea could be
due to increased bottom sea ice melt (Perovich et al., 2008; Perovich and Richter-
Menge, 2015) and subsequent stronger evaporation and anticyclonic circulation over
Beaufort Sea (Moore, 2012). Found negative trends over North Atlantic and Siberia
could be explained due to removal of water vapour by condensation from increased
low- and mid- level cloud formation. Besides increased cloud formation (Jun et al.,
2016), there is possibility of increase in cloud optical thickness and cloud liquid water
(CLW) over some regions in the Arctic. However, this is hard to verify since cloud
optical thickness retrievals have the highest uncertainty over bright surfaces at low
sun angles which are predominant conditions during spring and fall (Wang and Key,
2005). The increased cloudiness in warming climate over Arctic acts in a way to
enhance negative feedback on surface temperature as predicted by different studies
using model simulations (Roeckner et al., 1987; Tselioudis et al., 1992; Lin et al.,
2006; Gettelman and Sherwood, 2016; Ceppi et al., 2017). Indeed, it has been shown
that increased temperature and evaporation lead to increased cloudiness in the Arctic
during summer and reduced cloudiness in winter (Wang and Key, 2003; Schweiger,
2004). However, different regions of the Arctic show different responses to increased
temperature and water vapour in respect to cloud formation and their microphysical
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Figure 5.6: As in Fig. 5.4 only for May.



5 BRIGHTNESS TEMPERATURE AS A PROXY FOR WATER VAPOUR IN
THE ARCTIC 61

properties. In a study by Kay et al. (2016) for the 2000-2015 period a negative trend
in shortwave radiation has been found over North Atlantic. Another, more recent
study by He et al. (2019) has shown linear increase of cloud coverage with the area
of ice-free water during the melt seasons. The presence of clouds damp the positive
albedo effect and in that way partially compensates for the loss of high sea ice albedo.
Here, as for January, trends for the joint product of lower frequencies shows to be
in agreement with higher altitude sensing frequencies over Barents and Kara Seas,
north-west Russia, Siberia and parts of Alaska while the rest of regions although
in agreement are showing much less area covered with significant trends. Therefore
trends for lower frequencies, are as well shown separately for their corresponding two
periods (Fig. 5.6 (bottom)). For the 2000-2009 period an increase over Alaska and
Beaufort Sea consistent with the joint product in figure Fig. 5.6 (upper left) can be
noted. Additionally, for this period an increase in T; over Fram Strait region can be
seen which is not evident in joint product.
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Figure 5.7: Similar to 5.5 only for North Atlantic (between 60P-65°N and 15° W-5°F
) (top) and over Alaska (between 67°-80° N and 120° W-160° W ) for May.

However, this warming over Fram Strait could possibly be explained by an increase in
stratospheric water vapour in UTLS region which enhances cooling of the stratosphere
but has warming effect on surface (Maycock et al., 2011, 2014). This explanation
agrees well with the decrease of T, found for 183.31 £ 1 GHz frequency over this
region. During 2006-2016 period over Alaska, an increase in Tj, can be noted, however
covering only few grid points in comparison to the first period or the one found in the
joint product. Moreover, a positive trend over Beaufort sea for the first period is not
present in the second period. However, an increase over north-west Russia, Barents
and Kara Seas is in agreement for all frequencies and periods, making this signal
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consistent. Most evident difference for these periods is lack of negative trend over
North Atlantic region, which is shown for the joint product and is not in agreement
with T, changes for higher frequencies. To test signal for joined product from lower
frequencies in May, two regions are chosen for deeper investigation, one that shows
positive, Alaska, and the other that shows a negative trend, North Atlantic. In
figure 5.7 trends during 2000-2009, 2006-2016 and the whole period of 17 years are
shown. Herein negative trends over north Atlantic during 2000-2009 and 2006-2016
period indeed were present. However they are significant on lower confidence level,
~ 60%, while joint product shows significance with confidence level greater of 99%.
The similar is found for the positive trend over Alaska region. Nonetheless, trends
for separate periods for Alaska have higher statistical significance than those found
over North Atlantic. This indicates that although the trend for the joint product
shows greater statistical value, the investigation revealed that this results from with
two different period that separately show lower confidence. Although negative trend
over the North Atlantic is only present for joined product and is not evident in
other frequency channels these can be explained by UTLS water vapour increase.
Therefore, it would be of interest to check for changes in water vapour to test this
significance further. For this reason, and the hypothesis that T}, can be used as a
proxy for water vapour changes, in the following chapter T, sensitivity for each of
the frequency channels will be tested.

5.2 Weighting functions and water vapour sensitivity

To test T} sensitivity to water vapour, ASR will be used as a testbed and regions
that show significant trends were choosen for the investigation and are shown in
Fig. 5.8. Although a significant trend has been observed over north-east Greenland
5.4, sensitivity to water vapour low amounts at this altitude is hard to interpret
due to high and complex orography and is not considered here. Furthermore, water
vapour retrieval in such high elevated regions is prone to larger errors when compared

100°E  -100°E p

Figure 5.8: Identified regions of significant T, changes for January (left) and May
(right). Colors denote regions that encompass both, land and ocean (green), only
ocean (cyan) and only land (red).
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to more flat surfaces since the influence from surface emissivity is large. For these
reasons sensitivity studies to humidity for this area was excluded from the analy-
sis. Altogether, there are six regions of interest for both January and May months
(Fig. 5.8). Testing has been performed by calculating weighting functions for AMSU-
B frequencies with focus on sounding channels by increasing specific humidity for
20%. Input profiles of height, pressure, T and RH are taken from the ASRv2 and
are used as 17 years means for each region.To investigate humidity sensitivity for the
different frequency channels, RH input was calculated for increased values of specific
humidity as mentioned above. The reason for using RH as input steams from tech-
nical necessity where weighting functions were calculated using RH. Moreover, code
for calculation of weighting function has option to directly calculate perturbed RH
profiles for given specific humidity perturbations. In addition another variable for
expressing humidity was used, absolute humidity (AH). Reason for using yet another
form of humidity is that IWV was calculated using AH profiles. After weighting
functions are calculated these are than multiplied by AH, hereinafter weighted AH
(AH,). Such AH,, profiles by its peaks can provides us with the information about
the level at which certain channel is most sensitive to water vapour, since to that level
largest weight is given. Each of the AH,, profiles corresponds to a certain channel
weighting function that AH was multiplied by. Moreover, from peak level of the AH,,
it is possible to read out temperature T, to which simulated T,
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Figure 5.9: 17-year mean input profiles of T and absolute humidity (AH) with
IWV values for 3 different column heights (left), normalized weighting functions for
5 AMSU-B frequencies for mean profiles (full line) and for 20 % increased specific
humidity (dashed) (middle) and AH, for mean (solid) and 20% increased humidity
(dashed) (right). In the middle plot T, values for mean and perturbed (in brackets)
state of RH are indicated. Plots are shown for Central Arctic region in January over
sea ice surface.
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for certain channels should be in close agreement. Change in the T} for perturbed
weighting function relative to unperturbed T}, gives us the sensitivity of T}, for changes
in humidity. The sensitivity study described above for the Central Arctic region for
the January climatological mean is shown in the Fig. 5.9. It can be seen that the
atmosphere during January is extremely dry and for the region above 80°N IWV from
surface to top of the atmosphere (TOA) has a climatological mean of only 2.06 kg/m?.
This, however is expected during January, when mean temperature, calculated using
ASR, does not go above 250 K (~ -23°C).

Weighting functions of sounding channels for 20% increased humidity are slightly
lifted to higher altitude, indicating that emission comes from higher altitudes. The
reason for this is the more opaque atmosphere that saturates channels faster. The
altitude from which the two most opaque sounding channels (183.31 + 1 and 183.31
+ 3 GHz) receive their strongest signal has a lower temperature leading also to a
slightly lower T, (Fig. 5.9). The T decrease is not observed for window channels (89
and 150 GHz) since these are not affected by scattering from liquid and ice particles
(Bennartz and Bauer, 2003; Kneifel et al., 2010; Xie et al., 2012; Chen and Bennartz,
2020). Moreover, it can be noted that weighting function profiles, even for sounding
channels, do not always start close to 0 (no surface effect) meaning that signal is
contaminated by emissivity from surface (profile starts for values greater than 0).
For January, when the Central Arctic atmosphere is especially dry, the 183.31 +
7 (190.31) GHz frequency channel is strongly affected by the surface which has a
variable emissivity of different types of sea ice (albedo and age). Moreover, these
two similar channels (183.31 + 7 and 190.31 GHz) are often used for improvement
of ice and snowfall retrieval due to their sensitivity to frozen particles (Meng et al.,
2017; Edel et al., 2019). This means that retrieval of IWV from these frequencies
gets much harder and will lead to large errors if surface emissivity and influence of
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Figure 5.10: As in Fig. 5.9 only for the North Atlantic region (January).
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hydrometers to received signal are not taken into account. Therefore many IWV
retrieval studies focus only on the higher altitude sounding frequency, 183.31 + 1
GHz and relate this to the UTLS region (Buehler, 2005; Moradi et al., 2010, 2013a,
2015). Compared to the dry Central Arctic, the region over North Atlantic for
same frequencies (183.31 £ 7 (190.31) GHz) is almost not affected by the surface
(Fig. 5.10). This could be due to higher moisture in this region that in comparison
to Central Arctic is ice free throughout the year. Furthermore, the North Atlantic
region experiences strong moisture transport from lower latitudes (Nash et al., 2018).
This region should therefore contain larger amounts of humidity leading to strong
channel saturation which translates to higher altitudes of weighting function peaks.
This is indeed observed by looking at the 17-year mean IWV amount which for this
region reaches value of approximately 9 kg/m? in comparison to the Central Arctic
IWV of 2 kg/m?. This findings suggest that, over this region, it would be possible
to retrieve IWV from lower altitude scanning frequencies with larger confidence in
comparison to Central Arctic region even during January.

Looking at the weighting functions, one can notice that peaks for each of the sounding
frequencies for climatological mean profiles are positioned at a certain altitude. Hence
during January (Fig. 5.9), 183.31 + 7 GHz receives strongest signal from around 2.5
km, 183.31 + 3 GHz at around 5 km and 183.31 + 1 GHz at around 9 km altitude.
This approximately translates to 700 hPa, 500 hPa and 300 hPa for frequency chan-
nels, respectively. It needs to be mentioned that although the strongest signal comes
from the altitude at which peaks are, the peaks are not completely narrow but are
somewhat broadened. This means that the signal is a composite over a wider altitude
range and also includes contributions from altitudes below the peaks. Therefore, one
can notice that AH,,, for e.g. 183.31 + 1 GHz frequency channel, mainly is below 5
km. This is reasonable since more water vapour is concentrated in the lower parts of
the atmosphere. Therefore to asses water vapour, the column between lower and

Central Arctic 80N

T [K]
230 240 250 260
L . . . _ —— 89 GHz _
30 — 600 hPa 30" 300 s 150 GHz 30 —— 89GHz
— = 700 hPa —= 500hPa  — 18331 1GHz 150 GHz

—— 850 hPa T A0hPa— 183.31 % 3GHz 183.31 = 7 GHz

25 | 25 | 183.31 + 7 GHz 25 | — 18331 + 3 GHz

IWVsrr— toa= 5.54 kg/m? — 183.31+ 1GHz

-—- 89 GHz
IWVsgs0npa - Toa= 3.32 kg/m? 150 GHz

| | | 183.31 + 7 GHz

20 WV700nra - Toa= 1.63 kg/m? 20 20 -—- 183.31 + 3 GHz

— , — — ——- 18331 + 1 GHz
e IWVg0onpa - Toa= 0.87 kg/m = =
= = =
b= £ 151 b=
By By By
() () [
= = =

10— N —- -
5 -
!
V. ”4’ \
0 T T T T T 0 T - T T T T
0.0 0.5 1.0 15 2.0 0.00 0.25 0.50 0.75 1.00
AH [kg/m3] %1073 Normalized humidity weighting function AH,[m~1] %1073

Figure 5.11: As in Fig. 5.9 only for May.
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upper boundary of the most broadened part of AH,, peak provides an indication.
However, it needs to be highlighted that the assessment of water vapour by T} is
difficult since lower and upper boundary of the AH,, broadened part are changing
from profile to profile. In summery, T, of weighting function peak indicates the level
from which strongest signal is received by a certain channel and that pressure levels
for weighting function peaks for each frequency are almost constant for all profiles.

In contrast to taking the boundaries of the width of weighting function to asses water
vapour, it is possible to use T} from different channels and correlate it with the IWV
from the level to which T}, of the weighting function peak translates to the AH,
peak level to top of the atmosphere (TOA). In the example (Fig. 5.9), the weighting
function for nadir view for the 183.31 = 1 GHz frequency channel peaks at 300 hPa
and shows a T} of 240.71 K. The 300 hPa level corresponds to the level of the AH,,
at ~ 2.6 km or 700 hPa. Comparing this T, value with the input, it can be seen that
T, of the 183.31 + 1 GHz frequency channel peak closely corresponds to the physical
T at ~ 2.6 km (700 hPa). It needs to be highlighted that this is only value for that
specific level. Therefore to use T} as a proxy for IWV, IWV can be calculated for
columns whose base corresponds to AH,, peak level to TOA. Furthermore, it can
be noted that T}, for 183.31 + 7 GHz frequency is lower than for 183.31 + 3 GHz
frequency channel possibly due to lower altitude humidity inversions during January
over Central Arctic (Fig. 5.9). Similar low level humidity inversions were noted for
the Canadian Archipelago and the NE Arctic regions (Fig. B.5). Same sensitivity
study has been performed for May for the same regions, Central Arctic (Fig. 5.11)
and North Atlantic (Fig. 5.12). During May, IWV values over Central Arctic region
are more than double in January and reach 5.54 kg/m? Due to the more humid
atmosphere in May, the strongest signal receiving altitude (weighting function peak)
is positioned at higher altitudes for all channels.
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Figure 5.12: As in Fig. 5.10 only for May.
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In comparison to January, peaks of weighting functions are lifted by about 2 km.
Here, no indication of humidity inversions appear. For the North Atlantic region in
May (Fig. 5.12), IWV can reach values of 11.1 kg/m?. Also, the weighting function
shows that 183.31 £ 7 GHz frequency is not affected by the surface, indicating that
retrieval of IWV over this region should be more reliable. Moreover, largest weight
for IWV is coming from water vapour that can be sensed with this channel (AH,,
profile). Sensitivity studies as above have as well been performed for other regions
and can be found in the appendix (Fig. B.6 and Fig. B.7).

From the above inspection it can be concluded that three sounding channels receive
the strongest signal from different altitudes. Moreover, these channels 183.31 4+ 7
GHz, 183.31 £ 3 GHz and 183.31 4+ 1 GHz have peaks at approximately same pressure
levels for 17-year mean profiles, 700 hPa, 500 hPa and 300 hPa. These levels in AH,,
profiles translate to different levels in different month that are taken as a base level
for corresponding IWV columns. In that way, IWV for three different atmospheric
layers are calculated for both months and are correlated with corresponding frequency
channel T}, (Table 4). This allows for testing of the hypothesis that T}, can be used
as a proxy for water vapour.

Table 4: Frequency channels and corresponding IW'V column for January and May
based on AH, functions peak levels.

frequency [GHz] IWV column
January May
18331 £ 7 surf-TOA 850 hPa-TOA
183.31 £ 3 850 hPa-TOA 700 hPa-TOA
18331 £ 1 700 hPa-TOA 600 hPa-TOA

5.3 IWYV spatiotemporal changes and variability

The importance of water vapour and its effects in warming climate has been described
in the introduction and in this section spatiotemporal changes of IWV from ASR
for three different atmospheric columns (Table 4) will be presented. As mentioned
in the previous section, these three different IWV columns have a lower boundary
that correspond to the level of the AH,, function peak and span vertically up to
TOA. To get a general overview, first the yearly cycle of IWV and its one standard
deviation (STD) for different parts of the atmosphere are presented in the Fig. 5.13.
Herein, whole atmospheric column is described by surf-TOA IWV, middle part of
the atmosphere is described by 700 hPa-TOA IWYV while upper parts are described
by 500 hPa-TOA and 300 hPa-TOA (UTLS region) IWV.

As expected, IWV shows lowest amounts during winter, and starts to increase as
the Sun returns in early spring and initiates warming of the atmosphere and sea
ice melt. Maximum values are observed in summer (July) when sea ice has melted
significantly, a large values of latent heat is released due to convectional condensation
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brought by meridional cyclonic activity (Serreze and Barrett, 2008; Knudsen et al.,
2015; Crawford and Serreze, 2017; Semenov et al., 2019) and when moisture transport
into the Arctic is increased (Nash et al., 2018).
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Figure 5.13: Yearly cycle of Arctic wide IWV from ASR during the 2000-2016 pe-
riod for four atmospheric layers: between surface-TOA (upper left), 700 hPa-TOA
(upper right), 500 hPa-TOA (lower left) and 300 hPa-TOA (lower right). Blue shad-
ing shows one STD from the mean value.

As the summer ends and the Sun starts to set during autumn, reduced amount of
the IWV are observed. This yearly cycle is evident for all IWV columns (Fig. 5.13).
Furthermore, what can be immediately noted is a striking high variability during
May for higher altitude columns, especially for IWV309_704. Above this level, which
is already the UTLS region, an increase of water vapour can act to initiate radiative
cooling (Manabe and Strickler, 1964; Manabe and Wetherald, 1975; Gillett et al.,
2003; Maycock et al., 2011). In the UTLS, water vapour is present only in trace
amounts and expressed in parts per milion (ppm), therefore even small changes in
water vapour will produce strong variability. Investigation of IWV and temperature
in ASR revealed that during May 2004 especially high values of IWV have been
present in the UTLS while temperatures were below 240 K (not shown). At the end
of the year, temperatures were extremely low, below 195 K, and the winter 2004,/2005
was reported as the coldest since 1960 (Rex et al., 2006; Manney, 2005).
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Figure 5.14: Monthly means of IWVzoonpa—roa during 2000-2016 period.
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Cooling induced by increase in water vapour in the UTLS region also enhances the
strength of the polar vortex. In this way it prolongs its lifetime and delays its breaking
in spring (Maycock et al., 2020) affecting atmospheric dynamics. Moreover, during
2004/2005 the winter polar vortex broke in two parts (Chshyolkova et al., 2007),
theoretically leaving a corridor for moisture intrusions into the stratosphere (driven
by planetary waves) that acts to decrease UTLS temperatures.

Besides water vapour initiated cooling of UTLS region, the enhanced stratospheric
water vapour is also very important component for the Arctic ozone loss that in-
duces warming of the lower stratosphere, especially in winter (Feck et al., 2008;
Polvani et al., 2020). Additionally, increased water vapour in the stratosphere as
well enhances formation of polar stratospheric clouds (15 -24 km) and subsequently
depletion of ozone (Solomon, 1999; Vogel et al., 2011). Nonetheless, our understand-
ing of the response of the complex stratospheric processes due to global warming is
still uncertain and requires more attention.

From the figure Fig. 5.13 and the description above, the choosen months for in-
vestigation, January and May, seem to be reasonable to illustrate different Arctic
conditions. Besides showing Arctic wide averaged yearly cycle of IWV, it is of im-
portance to check for its spatial variability as well. Therefore in addition, the yearly
cycle as maps of monthly means of the Arctic for IWV7gonpa—104 is shown in Fig. 5.14
while IWV,,r_704 can be found in the appendix (Fig. B.8).

Following temperature, during winter, very low amounts of IWV for 700 hPa-TOA
can be found across the whole Arctic region, not rising above ~ 2.5 kg/m?. In
contrast, during summer these amounts can reach values of 7 kg/m?. This is a
relatively high amount given the fact that globally ~ 50% of the water vapour is
concentrated close to surface and below 850 hPa, and more than 90% below 500 hPa
(Peixoto and Oort, 1992).

During spring, more specifically - May, a sudden increase in water vapour can be
noted, marking a transitional period between more stable and calm winter to more
active summer season. The increase between April and May is of 2 kg/m? for the 700
hPa-TOA column and more than 6 kg/m? for surface-TOA column (Fig. B.8). The
strongest increase is observed over north Siberia and Alaska that continues to show
especially high values during summer. As mentioned above (Section 5.1) over these
regions a significant evaporation after land snow melt from Siberian Verkhoyansk
range and Yukon region can occur.

How does IWYV follow T;?

Above the Arctic wide mean yearly cycle of IWV through different parts of the
atmosphere has been presented (Fig. 5.13). In addition maps of monthly means of
IWYV has been shown for the 700 hPa-TOA (Fig. 5.14) while the the total atmospheric
column (IWV,,r_704) can be found in the appendix (Fig. B.8). Now, the focus is
on resemblance of mean IWV spatial patterns to those noted in T;, means. This is
presented in Fig. 5.15 and Fig. 5.16 for January and May respectively.

During January (Fig. 5.15) strong spatial variability can be noted in both, T, for all
frequencies and all IWV columns. Low values of IWV for all columns are observed
trough most of the Arctic region excluding parts of Alaska, North Atlantic and Pacific
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Figure 5.15: Mean T, for 2000-2016 period for 183.31 + 7 GHz, 183.31 + 3 GHz
and 183.81 + 1 GHz frequency channels (top) and corresponding IWV columns from
surf-TOA, 850 hPa-TOA and 700 hPa-TOA (bottom) during January.

ocean where extremely high values, reaching 10 kg/m? for full atmospheric column are
found over open ocean. These spatial structures follow T of corresponding frequency
channels. Even small local structures of increased T, over Alaska region for all fre-
quency channels are evident in increased values of corresponding IWV columns. Due
to the very small changes in IWV over Siberian Verkhoyansk range, IWVzoonpa—104
column shows slightly lower resemblance to T}, for the high 183.31 + 1 GHz frequency
channel.

Nonetheless, for the whole Arctic region, IWV spatial patterns seems to follow those
of Ty well. Moreover, it can be seen that half of the IWV,,r_r04 is contained
above 850 hPa level (~ 3 km) which is in agreement with Peixoto and Oort (1992).
Furthermore, spatial structure of IWV found here are in agreement to those found
by Rinke et al. (2019) and Nygard et al. (2019, 2020).

Similar resemblance of IWV column patterns to corresponding T, is observed for
May (Fig. 5.16). Here, however, the pattern of high values of IWV for all columns is
more circular and located between 60°-70°N latitude. In comparison to the Central
Arctic Ocean and seas, values over this latitude belt can be more than double, i.e.
for IWVgsonpa_roa difference can reach almost 5 kg/m?. These higher amounts of
IWV could, besides lower latitudes and therefore warmer atmosphere, be explained
by fast evapotranspiration of growing vegetation over the land area and evaporation
from sea-ice free oceans in comparison to lower evaporation or sublimation over
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Figure 5.16: As in Fig. 5.15 only for May.

Central Arctic Ocean and sea ice covered surfaces. In addition increase of moisture
transport into the Arctic is noted for the transitional season, especially May (Nash
et al., 2018). The above implies that IWV spatial variability follows the one observed
in T} field. Besides this conclusion, in this research it is of interest to investigate how
do IWV trends follow those of T;. Therefore in the following section trends of IWV
columns for corresponding T}, frequency channels will be presented.

5.3.1 Winter month - January

Fig. 5.17(top) shows trends of IWV columns for January over the 2000-2016 period
as well as IWV . r_10a (bottom) for two different periods in respect to Tys from two
different instruments, AMSU-B (183.31 + 7 GHz) and MHS (190.31 GHz).

IWV trends range from -0.08 to 0.08 kg/m? dec™! for IWV,,;_r04. Most pro-
nounced positive trends can be found over Fram Strait, Siberia, small portion over
Alaska, northern part of Bearing Sea, Greenland and Canadian Archipelago. These
trends are in agreement with the T} joint product of 183.31 &£ 7 GHz and 190.31
GHz (Fig. 5.4). Similar spatial pattern can be found for other IWV columns. The
most pronounced trend over Fram Strait is in agreement with Rinke et al. (2019)
where four different reanalyses agree on a positive trend over this region for the
1979-2016 period. Additionally, IWV,,r_roa for separate periods shows stronger
positive trends of 0.25 kg/m? dec™ and 0.4 kg/m? dec™! for first and second period
respectively. These trends, as for the whole period,
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Figure 5.17: IWV trends for January during 2000-2016 period of IW Vi r—1oa (top
letf), IWVgsonpa—roa (top middle) and IW Vigoppa—roa (top right). On the bottom
part are shown IW Vg, r—roa for 2000-2009 period and (left) and for 2006-2016 period

(right).

show similar spatial distribution observed in T, trends for corresponding frequency
channels for separate periods. Negative trends for the whole and 2006-2016 period are
concentrated over parts of Canadian Archipelago and Norway. This negative IWV
trend can not be easily explained at the moment and is most probably related to
local effects. Nonetheless, a significant increase of low- and mid-level clouds amount
such as Cumulus (Cu) and Cumulonimbus (Cb) over northern parts of Norway and
parts of Barents Sea has been reported by Chernokulsky and Esau (2019) for the
1935 - 2012 period. Further, total cloud fraction over norther parts of Norway seem
to be increasing, with the trend being significant on 95% confidence level as reported
by Jun et al. (2016). In addition an increase in precipitation in form of rain over
northern Norway has been found (Pall et al., 2019).

However, Arctic wide climatology of cloud types and their microphysics are still
largely uncertain and available only for land stations (Eastman and Warren, 2010,
2013; Chernokulsky and Esau, 2019).

Higher altitude IWV columns, IWVgsonpa—104 and IWVigonpe—r04 show smaller
trends, however, due to the altitude this is expected. Found trends for IWVgsonpe—104
are &= 0.05 kg/m? dec™! and for IWVygonpa_7104 are in between 4 0.03 kg/m? dec™!.
However, firm conclusion for negative trends is not possible to reach in this thesis
due to the relatively poor representation of clouds in the reanalysis that arise from
strongly variable spatial and temporal nature of their formation and dissipation.
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Moreover, not only is the clouds representation in difficult but also the retrieval of
their properties from satellites over sea-ice and snow covered surfaces such as those
in the Arctic are difficult. Notwithstanding, this is an active field of research.

5.3.2 Spring month - May

The same analysis as for January has been performed for May and trends of IWV
columns are shown in Fig. 5.18. Trends of IW Vg5 pe—104 during May range between
-0.1 to 0.1 kg/m? dec™!. This increase is larger than the one found for January for
TWV 00y 104-

It can be noted that although trends in IWV are larger during May, this does not
reflect in stronger trends of Tjs, since stronger T}, increase has been observed during
January. This effect of stronger and faster warming of the Arctic in January (or win-
ter) is the most pronounced feature of the Arctic amplification. Therefore, to answer
this question, besides water vapour other mechanisms, such as moisture transport
into the Arctic, albedo effect (sea-ice and clouds) or lapse rates mentioned in the
introduction are actively being investigated by the scientific community.

The spatial pattern of IWVgsonpe—104 trends for the whole period matches well with
those of T}, for 183.31 £ 7 (190.31) GHz joint product (Fig. 5.4). Moreover, it seems
that better matching of spatial patterns between IWV and T, trends is achieved for
May when products from two frequencies are joint than for the separate periods.
IWV700npa—104 shows changes of 4= 0.05 kg/m? dec™ and the spatial pattern is in
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Figure 5.18: As in Fig. 5.17 only for May.
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general agreement with T, for 183.31 &£ 3 GHz frequency channel. Largest discrepan-
cies can be found over the Central Arctic ocean, East Siberian sea, where significant
increase in total cloud cover has been reported (Jun et al., 2016), and Alaska. Other
regions show the same sign in trends as do trends in T} for 183.31 4+ 3 GHz, however
trends of IWV cover smaller areas, i.e. NW Russia. For the higher IWV column, 600
hPa-TOA, it seems that IWV negative trends over Siberia match well with the ones
observed in T} for the 183.31 + 1 GHz frequency channel. However, positive trends
for this IWV column do not reflect in positive trends of corresponding T, because
water vapour signal comes from higher atmospheric region.

The results for both months show that trends of IWV columns follow spatiotemporal
variability of corresponding T relatively well, with exception of IWVgoonpa—104 In
May. Following the weighting functions sensitivity study this is expected for the
183.31 &+ 7 GHz and most of the regions for 183.31 + 3 GHz in January, however
results for 183.31 4+ 1 GHz, especially in May are inconclusive indicating certain
limitations of weighting functions. Before acceptance of the hypothesis one, ASRv2,
from which IWV were calculated, should be evaluated in T, space. This has been
performed by running forward simulations for which forward model PAMTRA was
employed and is a subject of the following section.

5.4 Conversion of the ASRv2 to observation space by usage
of the forward model PAMTRA

In order to convert ASRv2 (from which IWV was calculated) into T}, space, forward
simulations for January and May using forward model PAMTRA were performed.
PAMTRA was set up in a way to best represent ASRv2 and its two moment scheme.
Chapter 4 explains the set up of PAMTRA for calculations of synthetic T;. In order
to make simulations less costly, simulations were performed for every 4th grid point
and for 183.31 4+ 3 and 183.31 + 1 GHz frequencies only for the left side of the wing.
For these high sounding frequencies, the effect of simulating only left side of the wing
should not affect simulated T,s much since at these altitudes signal generally should
not be affected by surface.

After simulations have been completed, every time step has been processed so that
it follows the orbit from each of the satellites. Such simulated orbits were then
interpolated to the observation angles in order to represent the observed state as
close as possible. Since reanalysis (ASRv2), and therefore simulations have 8 time
steps in a day, starting at midnight and ending at 21:00 UTC, observations were
taken for each of the simulated time steps only and as well for every 4th grid point
to allow for equitable comparison. Furthermore, a land mask as a mean of 17 years
of observations from all satellites has been produced. Simulations and observations
as well were than compared for regions over land and ocean separately.

Figure 5.19 shows the monthly mean of both observations and simulations for January
2008 as maps and theirs comparison is presented separately over land and ocean by
histograms. Over land, it can be seen that simulations compare remarkably well with
the observations, being correct to third decimal point when averaged.

Similar agreement between observations and simulations is found for ocean region
where simulations differ from observation by only 0.03 K when averaged. Over land
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Figure 5.19: January 2008 monthly mean observations for 183.31 £f 1 GHz fre-
quency channels from all available satellites (top left) and simulations for 182.31
GHz (top right). Histograms of observations and simulations over land (bottom left)
and over ocean (bottom right). Colors denote observations (red) and simulations
(blue). Vertical black lines on histograms are means of observations (solid) and sim-
ulations (dashed). Additionally differences between observations minus simulations

mean (1q), mediang and STD (04) in Kelvin are marked in the square on the left.

a slight difference is evident over central Greenland due to its high orography and
complex emissivity. Over ocean, which includes sea ice covered surface as well, a very
small difference is observed over the region south-east of Greenland to Island and over
Barents and Norwegian Seas where simulations tend to be negligibly warmer.

For the 183.31 + 3 GHz frequency channel, simulations (180.31 GHz) show a mean
difference of 1.42 K over land and of 0.13 K over ocean. The effects of the surface
during dry January are slightly reflected in the simulations over land where emissivity
is much harder to retrieve. This is evident for the Central Arctic region as can be seen
in Fig. 5.9 from the weighting function for 183.31 + 3 GHz (red line). It needs to be
reminded that in PAMTRA, surface emissivity for land was taken from the TELSEM?
model which retrieves emissivity values from SSM /I, SSMIS and AMSU-B satellites
and offers a climatological mean for each month. Simulations for this frequency, as
for the above, tend to be slightly warmer over both land and ocean. Nonetheless, a
very good agreement is achieved, with difference of only 0.13 K between simulations
and observations.
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Figure 5.20: As in Fig. 5.19 only for 183.81 + 3 (180.31) GHz (first two rows)

and for 190.31 GHz (last two rows).
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For the 190.31 GHz frequency channel simulations tend to have larger disagreement
with observations. The differences over land can be of 3.5 K and over ocean of
3.3 K. Eve stronger than for the 183.31 + 3 GHz frequency channel, simulated T,
values are affected by surface emissivity since the signal for this channel is received
from even lower altitudes during cold and dry period of the year and often comes
from the surface. This effect from the surface can as well be seen in the weighting
functions (Fig. 5.10; pink line). The strongest disagreement, besides Greenland, is
observed over Hudson Bay, Alaska (Yukon) and Siberia (Verkhoyansk range) region
where complex topography is present. Due to complex topography over these regions,
large local variability of both T, and IWV was observed near Mackenzie and Lena
rivers. Therefore, the disagreement over these regions can as well result from complex
dynamical processes that need to be parameterized in the ASRv2.

A similar comparison of T}, simulations and observations has been performed for May
2009 and is presented in Figs. 5.21 and 5.22. Since years 2008 and 2009 are overlap
years of most of the satellites, these have been chosen for the investigation. For May,
it can be seen that simulations of T, for 183.31 & 1 GHz agree very well with the
observations. Small disagreement between simulated and observed T} of 0.25 K and
0.28 K can be seen over land and ocean, respectively.
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Figure 5.21: As in Fig. 5.19 only for May 2009.
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Figure 5.22: As in Fig. 5.20 only for May 2009.
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Differences between simulations and observations over land are seen over Nordic
countries while over ocean, disagreement is noticed over Greenland Sea and from
140°W to 140°E around 75° latitude. Figure 5.22 shows that simulations for 183.31
+ 3 GHz (top) agree very well with the observations with slight differences over
land noticed over Alaska region from 120°W to 160°W and from 60°N to 70°N while
over ocean differences are noticed over Greenland and Norwegian Seas. However, on
average differences are not larger than 0.56 K over land or 0.5 K over ocean surfaces.
Moreover, in comparison to January it seems that simulations for this frequency tend
to be colder when compared to observations.

T, simulations for 190.31 GHz frequency channel show very good agreement with
observations given the fact that this frequency channel can be strongly affected by
surface. Differences over land do not go above 0.44 K or above 1.2 K over ocean.
Such good agreement, however, rises from the fact that due to more opaque atmo-
sphere in May in comparison to January, the signal receiving altitude is lifted higher
into troposphere. This can be seen in the weighting functions, especially for North
Atlantic (Fig. 5.12), NW Russia and Siberia (Fig. B.7) regions. Over the North At-
lantic region, 190.31 GHz frequency does not seem to be strongly affected by surface
emissivity during neither January nor May. However, it needs to be mentioned that
assessment of water vapour for lower sounding frequencies during cold and dry peri-
ods is much harder to interpret over sea-ice covered surfaces. This and the fact that
different satellites are scanning different local time needs to be kept in mind when
using the joint product for trend calculations.

After the comparison between simulated and observed T}, has been presented for
monthly means, it is of interest to see how simulations correlate with observations
on different time scales. Therefore correlations are calculated for daily, monthly and
17 years period (shown in Figs. 5.23 and 5.24 for January and May, respectively).
It can be seen that simulations correlate extremely well with the observations for
all time scales ranging from 0.96 to 0.99 and from 0.88 to 0.98 for 183.31 £ 1 GHz
T, for January and May respectively. It can be noted that correlations increase for
longer time scales for both months. However, during May when stronger atmospheric
variability is observed correlations for daily and monthly time scale for 183.31 + 1
GHz tend to be slightly smaller than those found for January. This could be due to
more stable UTLS region in January compare to May when the stable polar vortex
has broken up. Same is found for T} from 183.31 4+ 3 GHz frequency channel.

On monthly time scale for 183.31 + 3 GHz frequency channel, sightly higher increase
in correlation is found for May. The reason could be that during January emissivity
from surface can sometimes affect received signal from 183.31 = 3 GHz channel, not
evident in weighting functions calculated using climatological profiles, while during
May this was not observed. Similar behavior of correlations for different time scales
is observed for both lower scanning frequencies and their respective periods, with
correlations ranging from 0.9 to 0.92 for January (Fig. B.9) and 0.91 to 0.98 for May
Fig. B.10).
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Figure 5.23: 2D histogram of simulated and observed T, for 183.81 + 1 GHz (top)
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5.5 Can T; be used as a proxy for IWV in the Arctic?

So far, this chapter presented observed T} trends calculated from all available satel-
lites overpasses and discussed the sensitivity to water vapour of three frequency chan-
nels. From the sensitivity study three IWV columns roughly corresponding to Tys of
weighting function peaks of three frequency channels were calculated and compared
with those found in T}, to check for spatial pattern resemblance. In order to make
firm conclusions about matching patterns, ASRv2 reanalysis was converted to obser-
vation space, in this case to T}. High correlations were found between the observed
and simulated state. This confirms that ASRv2 is a good choice for the assessment
of IWV and testing of hypothesis one.

In order to answer the hypothesis, this section focuses on trends from IWV columns
that were correlated with simulated and observed T,. Since ASRv2 is a 3-hourly
reanalysis, observed T}, were as well, besides whole overpasses, taken only for model
time steps to make comparison between observed and simulated state equitable.

5.5.1 Winter month - January

Figure 5.25 shows trends in IWV columns, simulated and observed Tys (1- and 3-
hourly) for January. It can be seen that spatial patterns of IWV column trends follow
simulated and observed T} trends remarkably well. Moreover, correlations between
lower altitude sounding frequencies from AMSU-B and MHS joint product for T, and
IWVurr—1oa show that all positive trends in IWV can be approximated by trends
in Ty. This is especially evident over regions such as NE Greenland, Fram Strait and
NE Arctic. Although, the same is found over Canadian Archipelago and Kara seas,
this is not readily seen. Therefore correlations are separately shown in the appendix
(Fig. B.12). Overall, the mean correlation of IWV g, r_104 and corresponding T}, for
whole Arctic region is of 0.89 with maximum correlation reaching high value of 0.96.
Higher IWVg50np0_7104 column trends as well follow corresponding T}, from 183.31 + 3
GHz trends and can be approximated by them since high correlations of 0.89 between
them was found. The six regions of interest (Fig. 5.8) as for previous pair of IWV
and Ty, with slightly less coverage are observed for IWVgsonpa—104 column and cor-
responding Tj. Most evident difference between IWV . s_104 and IWVgsonpa—r04
column is observed over Fram Strait which for higher column does not show significant
increase in contrast to lower IWV column and which moreover, is most pronounced
for the previous pair. Over southern Norway a smaller area with significant neg-
ative trends is observed. Furthermore, over northern part of Norway and parts of
Barents sea, stronger decrease in IWVgsonpa_7104 18 Observed which does not seem
to be positively correlated with 183.31 + 3 GHz T, but in contrast T} shows slight
increase. This is in agreement with weighting function test over land covered area
where increase in humidity shows a decrease in T}, especially for the 183.31 + 1 GHz
frequency channel (Figs. 5.9, 5.10 and B.2).

In order to further investigate this negative trend in IWV over Northern Norway,
integrated CLW and snow content from the ASRv2 were also investigated, however
only for surf-TOA column. It was found that both integrated CLW and snow content
are decreasing. Although this is in a way expected due to the fact that decrease in
the IWV, and therefore less available humidity, would subsequently lead to less con-
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Figure 5.25: January changes in three IWV columns as noted in figure (first row),
Ty simulated from ASR (2nd row), T, observed at ASR time (3rd row) Ty, observed
at hourly resolution (last row). T, for 183.81 £ 7 and 190.31 GHz are shown as joint
product. Shown are only significant changes for 90% confidence with stippled regions
(second and third row) indicating positive correlation between IWV and Ty.
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-densation, cloud formation and precipitation there are other phenomena to consider.
However, it is important to mention that representation of CLW in models is difficult
due to various process such as cloud glaciation and precipitating icy crystals from
supercooled liquid water (Bergeron, 1928; Rauber and Tokay, 1991; Shupe et al., 2008;
Pithan et al., 2018) that need to be parameterized. This is especially true for the
mixed-phase clouds and their transition from one phase to another which is still very
challenging, and thus models struggle to represented such clouds well (Korolev et al.
(2017) and references therein). Overall due to the absence of increase in integrated
CLW or snow, it seems that this region has experienced increase in T}, accompanied
by drying over approximately past two decades. Moreover, investigation of T at close
pressure level of 700 hPa-TOA from ASR show no significant trend over this region.

IWV2oonpa—toa trends as those from lower IWV columns seem to follow trends in
both simulated and observed corresponding T}, with the spatial pattern over Norway
being more similar to IWVgsonpa_104. A high correlation for positive trends between
IWVo0npa—104 and corresponding Ty, has been found for this level as well. Besides
the above, it is worth to check for agreement of T}, simulations (2nd row) and 3-hourly
(3rd row) observations with 1-hourly observations (4th row) shown in Fig. 5.25. It
can be seen that at the lower sounding frequencies (183.31 + 7 and + 3 GHz) 3-
hourly values agree well with 1-hourly Tps and show high robustness over all regions
of significance. However, it can also be noted that taking only 3-hourly T, values for
183.31 £ 1 GHz suffer from lower robustness over certain regions. Larger disagree-
ment between both temporal resolutions is noted at 183.31 + 1 GHz frequency over
the North Atlantic, northern Norway and NW Russia. This could be explained by
lower observational coverage over these regions for model time steps (Fig. B.15).

Overall, a conclusion regarding hypothesis for January can be drawn which is: T,
for corresponding IWV columns can be used as a proxy since high correlations has
been found for all pairs of IWV columns and T, especially for positive trends that
show high correlation reaching 0.96. Nonetheless, it seems that negative trends in
IWYV are not as easily explained by T, only although weighting functions tests over
land surfaces indeed show negative correlation, this correlation is not significant.
Moreover, this disagreement in trends sign could as well steam from poorer satellites
coverage over these regions for model time steps.

5.5.2 Spring month - May

The same analysis as for January has been performed for May, shown in Fig. 5.26.
Herein as for January, lower IWV column, i.e. here IWVgsonpa_704, due to drier
atmosphere (Table 4), follows the trend in corresponding T} of joint product (183.31
+ 7 and 190.31 GHz). The highest correlations have been found over the Alaska
region with Beaufort sea and East Siberian sea reaching values of 0.98. However,
observed negative trends in IWV between 80°E and 100°E do not seem to correlate
completely with the simulated T}, but follow observed T trends relatively well. More-
over, over small parts of NW Russia around 60°E, these two variables show small
negative correlation of -0.25 (Fig. B.12).

As for January, CLW and snow content has been analysed (Fig. B.11). It is found that
a decrease in CLW and snow follows a decrease in IWV for the NW Russia region.
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Overall significant trends in IWVgsoppa—704 can be approximated with corresponding
T, with the exception of small negative trends observed around 60°E. Regarding
only T, from the joint product, a much larger area of positive trends is observed in
simulated T}, over parts of Russia, Barents and Kara seas in comparison to observed
trends of both, 3-hourly and 1-hourly composites.

Similar result of the trend and correlation analysis to the above pair is found for
upper atmospheric IWV column, namely IWV7gonpa—104 and Ty at 183.31 £+ 3 GHz.
However, here much smaller area is showing positive correlation over Alaska, while
trends over parts of East Siberian Sea are not observed in neither temporal resolution
nor simulations of T}, trends. For the last pair, IWVgoonpe—104 and Ty at 183.31 £ 1
GHz no significant positive but instead only a negative correlation as for lower sound-
ing frequency over small region around 60°E has been found. However, for higher
sounding frequency channel at 183.31 & 1 GHz, which receives the strongest signal
from ~ 10-12 km and it was shown by other studies that increase in stratospheric
humidity leads to cooling at those altitudes (Manabe and Strickler, 1964; Manabe
and Wetherald, 1975; Gillett et al., 2003; Maycock et al., 2011). higher sounding
frequency 183.31 = 1 GHz

In order to verify that T, at higher sounding frequencies decreases due to increase in
humidity, higher scanning frequencies were tested for an increase in specific humidity
of 10%, 15%, 20%, 25% and 30%. For this the forward model PAMTRA was em-
ployed. It is indeed found that over these regions an increase in humidity would lead
to a decrease in T, (Fig. B.13). Therefore, higher IWV column for 300 hPa-TOA
has as well been investigated. It was found that IWV indeed was increasing over
regions where Tj, showed a negative trend. However, a significant negative trend in
IWVs00npa—r04 is found only for NW Russian region while positive trend is found
over parts of East Siberian sea (Fig. B.13). For this reason trends in T at two dif-
ferent levels, namely 700 and 500 hPa where as well investigated (Fig. B.14). It was
found that trends of T at 700 hPa match well with the simulated and one hourly res-
olution T} trends at 183.31 + 3 GHz joint product. For trends in T at 500 hPa it was
found that T trends match well with the ones found for the one hourly resolution T}
at 183.31 + 1 GHz, however, excluding Alaska and Beaufort Sea region. Moreover,
positive trend in T over East Siberian Sea has been found for both, T at 700 and
500 hPa. This implies that Clausius-Clapeyron relation possibly is not valid locally
due to importance of transport and that Clausius-Clapeyron scaling could possibly
have some departures. This could partially be explained by residence time effect of
water vapour in UTLS region after entering the stratosphere, which is a consequence
of the spatiotemporal variance in the temperature field. However, a departure from
Clausius-Clapeyron scaling has not been, up to now, investigated for the complex
Arctic stratosphere region that in respect to above and more importantly Arctic
Amplification, deserves more attention. In addition, it is important to mention that
for high altitudes, water vapor is found only in trace amounts and other factors in-
fluence variability of the temperature field and subsequently observed trends, such
as ozone, chlorine, CH4 and their mixing influenced by large-scale planetary waves
(Newman et al., 2001; McConnell and Jin, 2008).

As for January, the influence of temporal availability of observations on the disagree-
ment between simulated and observed T}, was investigated. It was found that for
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all regions of disagreement, especially North Atlantic and Siberia, observations for
model time steps were much lower than for 1-hourly steps (Fig. B.16 and Fig. B.17).

Hypothesis one for May, for lower IWV columns to a limited degree can be con-
firmed since correlations between corresponding T}, tend to be relatively high and
positive but excluding the North Atlantic region. However, smaller region of positive
IWV200npa—10a trends over Beaufort and East Siberian sea was not observed in cor-
responding T of 183.31 + 3 GHz frequency channel. The only exception for which
hypothesis one can not be confirmed for any region is found for higher IW Vgoonpa—704
column. This IWV column seems harder to be explained by T} trend only. More-
over, for the regions where correlations have been found, they tend to be negative.
A sensitivity study and the weighting functions have shown that T, for 183.31 + 1
GHz indeed decreases as the water vapor increases. This was further confirmed by
investigating IWVs3ponpe_104. To be able to better explain the detected trends this
pair of IWV and Ty, further investigation of the complex UTLS temperature and
water vapour field is needed. An additional reason for this disagreement could steer
from effects of pressure broadening of 183 GHz absorption line on T; as well as the
water vapour line modelling in absorption model implemented into PAMTRA. So far
different laboratory experiments considering water vapour absortion line have been
made (Bauer et al., 1989; Gamache and Vispoel, 2018; Stolarczyk et al., 2020) and
this topic is still an active field of research. It would be of interest to investigate pos-
sible implications of different absorption models on the Arctic atmosphere. However,
this is not covered in this thesis and is left to be answered.
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6 Arctic phenomena: Polar lows

The content of the following chapter has been published by Radovan et al. (2019).
The research focus is on the second hypothesis:

Hypothesis 2: Through investigation of multiple important environmental
conditions of polar lows during genesis stage, it is possible to find the most
important one/or the combination of that enables/enable further persistence of
the polar low to its maturity stage and determines its severity in terms of the
wind speed.

This research investigated six different environmental conditions and revealed the
importance of interplay between temperature gradient at the surface and the 500 hPa
level and low-level convectional instability indicated by strong lapse rates. Moreover
it was found that RH during genesis stage has a great impact on maturity stage wind
speed intensity.

The author of this thesis conceptualized the study together with advises from Susanne
Crewell, Annette Rinke and Erlend M. Knudsen. The preparation and the analysis
of data set was done by the main author while preparation for the publication was
done with support from all co-authors.
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Abstract

The sparse observational network over the Arctic region makes severe storms
such as polar lows (PLs) still hard to predict. To improve their forecasting
and detection, it is of great importance to gain better understanding of their
formation and development. Therefore we have analyzed the environment of
PLs at their genesis and mature stages using a set of parameters: the difference
between sea surface and 500 hPa temperature (or at 2 m height), lapse rate
(LR) and relative humidity below 850 hPa (RH), near-surface wind speed and
geopotential height anomaly. We evaluate which of these conditions (or which
combination) is(are) the most favorable for PL formation and persistence. The
analysis was performed on 33 January cases over 12 years (2000 - 2011) us-
ing the Arctic System Reanalysis. The results showed that, for the cases with
lower thermal instability during formation stage, LRs throughout the boundary
layer were stronger and steeper; therefore, these PLs were fostering convective
development. However, for few cases it was noted that when convection de-
creased simultaneously with increased thermal stability, RH most of the times
was above 90 % . It was also noted that the higher amount of RH at lower
levels during genesis stage promoted stronger winds at the maturity stage.

6.1 Introduction

Throughout history, in the Arctic region, severe sudden storms that pose a great
threat were well known to the coastal community. A sudden change of weather
with a storm that brings heavy precipitation and strong winds causes substantial
infrastructural damage, wreaks havoc on ships and disrupts shipping routes. Today,
in a rapidly changing climate where the increase in near-surface air temperature in
the Arctic region is twice the global value; term know as the Arctic amplification
(Serreze and Francis, 2006b), thinner sea ice is becoming more vulnerable to storms
(Zabolotskikh et al., 2015). To understand the major feedback mechanisms of Arctic
amplification, major efforts are being made to identify, investigate and evaluate the
key processes that contribute to it (Wendisch et al., 2017). A study by Condron
and Renfrew (2013) found that the most intense cyclones extract huge amounts of
heat from the ocean (> 1000 Wm~2) and thus affect open-ocean deep convection and
subsequently the Atlantic meridional overturning circulation (AMOC). Therefore,
how these cyclones will occur and strengthen in the future climate is highly important,
especially in the region of the Nordic Seas, which is already experiencing drastic
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changes (Lind et al., 2018; Carmack et al., 1997; Morison et al., 2012). The first
attempt to explain the formation of these severe storms was given by Dannevig
(1954), where he referred to them as "Arctic instability lows". He noted that such
a storm can develop due to instability within a cold air outbreak (CAO) that flows
over the warmer sea. These severe storms were termed polar lows (PLs) (Harley,
1960) since they appear only over polar regions. The commonly used definition for
this term has been proposed by Rasmussen and Turner (2003):

"Polar low is a small, but fairly intense maritime cyclone that forms poleward
of the main baroclinic zone (the polar front or other major baroclinic zone). The
horizontal scale of polar low is approximately between 200 and 1000 km and surface
winds near or above gale force.”

However, as the observational network over the Arctic Ocean is sparse and polar
lows are relatively small and short-lived maritime cyclones (can last only 4 h (Blech-
schmidt, 2008)), their prediction still presents a challenge. Improving their treatment
in numerical models requires a deeper knowledge of the environmental conditions in
which they form and develop.

Among the first theories that tried to explain the formation of a PL. was the thermal
instability theory, which proposes instability inside a CAO flowing over the warmer
sea as the main mechanism (Dannevig, 1954). Although thermal instability partly
explains the formation of PLs, this theory lacks the explaining mechanism for vortic-
ity formation. The baroclinic instability theory proposed by Harold and Browning
(1969) showed that a low-level baroclinic field is necessary but is not sufficient for
PL formation. Due to PLs’ resemblance to tropical hurricanes on the satellite im-
ages, such as the frequently visible eye and the presence of spiral of cumulus clouds
around it, convection was believed to explain their formation. Therefore, the condi-
tional instability of the second kind (CISK) was proposed to account for PL genesis
(Rasmussen (1979)). However, that mechanism was only able to explain the inten-
sification of an already developed circulation (Sardie and Warner, 1983; Charney
and Eliassen, 1964), and the calculated growth rates were too small. Another the-
ory originating from the resemblance of PLs to tropical hurricanes is the Air-Sea
Interaction Instability (ASII) theory given by Emanuel (1986) and later renamed as
the Wind Induced Surface Heat Exchange (WISHE) theory (Emanuel and Rotunno,
1989). According to that theory, a PL acquires energy from the sea surface fluxes and
moist enthalpy, as also shown by Rasmussen (1979). However, the theory neglects
environmental baroclinicity and is not able to produce the PL growth rate (Mont-
gomery and Farrell, 1992). Sardie and Warner (1983) also showed that some PLs
tend to be mainly baroclinic while others show strong convective features. Despite
the multitude of these theories about PL development, and despite several research
aircraft campaigns into the topic (Shapiro et al., 1987; Douglas et al., 1995; Fgre
et al., 2011), the phenomena of PLs remain too complex to be explained by only
one of the theories. This difficulty has led to the acceptance of several mechanisms
acting simultaneously in triggering and intensifying a PL and a spectrum between
the extremely baroclinic and convective cases (Bracegirdle and Gray, 2008).

Our study improves understanding of PL formation and development by investigat-
ing a comprehensive set of parameters suggested in the literature for characterizing
the environmental conditions. The study looked at different thresholds in these
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parameters to identify the most relevant one(s) or the most relevant combination.
Furthermore, the parameters for both the genesis and maturity stage of PLs were
investigated to potentially derive information on their development and persistence.
For this analysis, we used both versions of the Arctic System Reanalysis (ASR),
which improves the depiction of mesoscale processes in the Arctic region (Bromwich
et al., 2010, 2016). We focused on PL cases for January between 2000 - 2011 over
the North Atlantic region. Generally, January is the month with highest PL occur-
rence (Noer et al., 2011) and also the coldest month of the PL season (October -
May). The detailed description of the analysis technique and the set of parameters
including their thresholds (from now on called conditions) are explained in Section
2. In Section 3, we present our results with two main focuses: first, the analysis
of the parameters and their change from the genesis to maturity stage; second the
climatological perspective, where we compared the large-scale environment during
PL genesis with the overall January climatology. In Section 4, we briefly discuss and
conclude our results.

6.2 Data and Methods

6.2.1 PL cases

The investigated January PL cases are based on the Noer and Lien (2010) list (here-
inafter referred to as NL list). The NL list contains the date, time and coordinates
of each PL case at its maturity stage. The stage of maturity is defined by inspecting
Advanced Very High Resolution Radiometer (AVHRR) images, where a PL is noted
as fully developed when the cloud band structure and a partially clear eye of the low
is visible. In addition, whenever possible, wind speed, and gust information from the
Advanced Scatterometer (ASCAT) were registered. Using sea level pressure analysis
from the numerical weather prediction model High Resolution Limited Area Model
(HIRLAM) at 4 km resolution, minimum mean sea level pressure (MSLP) was also
recorded. For the 2000 - 2011 period, in total, 33 January cases were reported (Figure
6.1).

6.2.2 ASR

The first version of ASR (ASRv1) is a 3-hourly regional reanalysis with a horizontal
resolution of ~ 30 km and 29 pressure levels available for the 2000-2012 period. It is
produced using the state-of-the-art Weather Research and Forecasting Model (WRF)
tuned for polar regions (Bromwich et al., 2010). When compared to observations,
the WREF showed good performance for surface variables with MSLP having the best
prediction, while poorest performance is shown for near surface wind speed due to
inadequate modeling of local wind effects and obstructions (Bromwich et al., 2010).
When compared to ECMWF Re-Analysis Interim (ERA-I), which has coarser tempo-
ral (6 hourly) and horizontal resolutions ( ~ 79 km), ASRv1 has improved modeling
of near-surface wind fields and moisture while the remaining variables showed similar
behavior (Wilson et al., 2011, 2012).

In addition, we also used the second version of ASR (ASRv2), which in comparison
to ASRv1 has twice the horizontal resolution (15 km) and five more vertical levels (in
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Figure 6.1: January polar lows between 2000 and 2011. FEach of the 33 cases is
represented at the location reported in the Noer and Lien (2010) list (red dots). The
case marked with yellow is the one presented in Figure 6.2.

total 34 levels). Besides resolution, it also has improvements in the model physics,
including sub-grid scale cloud fraction interaction with radiation, and in the data
assimilation scheme. This new version also shows improvements in reproduction of
near-surface and tropospheric variables (Bromwich et al., 2017). Although ASRv2
is offered for a longer time span, 2000 - 2016, to compare our results to ASRv1, we
have used data for the same period for which the ASRv1 was released. Moreover,
2012 was excluded from the analysis since there were no PLs in January that year.
Since PLs are ‘extreme’ maritime cyclones, it is of significance to check for ASR
performance in respect to its general cyclones representation first. This has been
done by Tilinina et al. (2014). They showed that the ASRv1, during winter, detects
28 % more cyclones than ERA-I. A similar result was shown in Akperov et al. (2018),
where it was found that ASRv2 resolves more small and shallow cyclones. Compared
to the Noer et al. (2011) PL climatology, ASRv1 was able to resolve 89% of the PLs
compared to 48 % resolved in the ERA-I. ASRv1 also showed more realistic wind
speed information that is closer to satellite observations (Smirnova and Golubking,
2017). In studies using ERA-I, Michel et al. (2018) and Zappa et al. (2014), the
PL detections were 60% and 55% of those reported in the Sea Surface Temperature
and Altimeter Synergy for Improved Forecasting of Polar Lows (STARS) data base
(O).Seetra et al., 2010), respectively. Since ASRv1 proved to be more reliable in those
studies, the choice of using ASR over ERA-I is justified.

6.2.3 PL genesis and maturity states

Investigating the environmental conditions (detailed in Section 6.2.4) at two different
stages requires a time reference of a PL event. The maturity information was taken
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from the NL list, which notes the time of the maturity. Accordingly, we extracted
the parameters from the ASR at the time step closest to maturity time. To analyze
the same environmental conditions at the genesis stage, we followed the procedure
by Terpstra et al. (2016) and took the genesis time to be 6-9 h prior to the maturity
time. This time interval was chosen to take into account the time needed for PL
development and the 3-hourly resolution of the ASR.

L5 r i
/////99 - 1010 = 1010
1005 R o P 1005
\
70°N 09 ) 9 41000 70°N P 1000
Va — Qs 0 A~ —
1/////////// 1995 4 ////// 995 ©
o o
< N <
{990 o \ 990 o
o2 £ r &
3 {985 i X3 985
# v f K N
. - B 980 . E A eS 980
65°N WA, 2N 65°N i O A
‘ " U [ X
) Y 975 DT AU 975
A i ANY e [N 2
0° 10°E 0° 10°E
80°N
1028 1008
1024 1004
r 1000
11020
75°N
( 0z _ 996 _
{1016 £ ©
g £ 992 £
750 i o a
1012 088
41008 984
% I1004 70°N 980
70°N : 1000 i 976
10°W 0° 10°E 20°E 30°E 40°E

Figure 6.2: MSLP (color shading and gray counters every 5 hPa) and wind speed
and direction (wind barbs) for polar low cases on 29th Jan 2010 from ASRv1 (upper
left) and ASRv2 (upper right) and for 22nd Jan 2007 (lower left) and 30th Jan 2011
(lower right). Both cases in the bottom row were plotted using the ASRv2 data. The
red circle indicates a 200 km radius around the location from NL list

At the genesis time, for each case, an area in the 200 km radius around the genesis
point was used for the analysis. The small scale of PLs and the fact that only 2%
of the polar mesocyclones identified on satellite imagery have a diameter less than
200 km supports usage of that area as representative of the pre-PL environment
(Condron et al., 2006). Due to this assumption, there could be larger spread of
values in conditions in between cases. This can also, at times, attribute to different
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Figure 6.3
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values of conditions in between reanalyses versions (Figure 6.2 (top)). Moreover, the
final value can also be affected by the lower precision of the PL location found in
ASR when compared to the one noted in the NL list (Figure 6.2 (bottom)) as well
as due to a potential movement of the developed PL.

For the maturity stage, we checked which conditions were above the threshold of
interest, when the PL was listed in NL, although the C1 condition (commonly used
for detection) was not fulfilled. We aim to clarify by this the importance of the other
conditions at the maturity state.

6.2.4 Conditions for PL development

In the literature, different conditions were used to identify and characterize PLs.
These are listed bellow while often found values are given in Table 5.

1. Condition 1: SST - T(500hPa)

From the thermal instability theory, which tried to explain the formation of PL
through the instability inside of a CAO flowing over warmer sea, follows the
logic of looking at the difference between the sea surface temperature (SST)
and temperature at 500 hPa (T(500 hPa)). This temperature difference gives
information on the static stability and is the most frequently used parameter
for PL development and tracking (Noer and Ovhed, 2003; Zahn and von Storch,
2008).

A common threshold is > 43 K, but some studies argue that, in choosing a
strict threshold, some PL with lower SST-T(500hPa) values (e.g., 36 K) can
be missed (Blechschmidt et al., 2009; Terpstra et al., 2016). Nonetheless, we
chose the stricter criteria of 43 K since the likelihood of a strong cyclone to be
identified as a PL was reduced.

2. Condition 2: SST - T(2m)

From WISHE theory, a PL is intensified by air-sea instability interaction as
the PL is sustained by latent and sensible heat from the ocean, which are
enhanced by wind. Seatra et al. (2008) and Linders et al. (2011) showed that
strong winds can mix the subsurface sea water and increase the SST up to 3
°C, which then feeds back to the PL itself and intensifies it. This means that
for a higher difference between SST and temperature at 2 m height, greater
thermal instability and more sensible heat at the lowest parts will be present
which provide a favorable environment for PL formation. Therefore, in addition
to checking for the wind threshold, SST and the difference between SST and
temperature at 2 m have been analyzed in more recent studies. For some cases,
this difference can be as high as 6 - 7 K (Terpstra et al., 2016).

3. Condition 3: Potential temperature lapse rate (LR) below 850 hPa

While Condition 1 gives the broad picture on static stability, Condition 3 in-
vestigates the potential for convection in the boundary layer, here defined as
below 850 hPa. When the potential temperature 6 is constant with height, i.e.
LR = df/dz is zero, dry adiabatic conditions indicating well-mixed conditions
prevail.
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Table 6: Owverview of conditions for each PL case at genesis stage with their dates
and location. Values in the table are means for a 200 km radius around the genesis

point.

case Coord. Cl1(K) C2(K) (K?l?m) C(‘:/f)i)i) C5(m/s) C6(m) shear
1. 2000-01-22 72.5°N 29°E  47.6 | 10} 0.62 1 851 11.97 © -144 | R
2. 2000-01-31 65°N 4°E 48.3 ] 851 1471 931 17.21 -2821 R
3. 2001-01-01 75°N 22°FE 439 ] 2.6 2931 871 12.8 17 -4417 R
4. 2002-01-12 73°N 21°E 36.21 361 351 97 ] 16 1 - 56| -
5. 2002-01-19 70°N 47°E 445 | 10.8 | 0481 821 18.7 | -2921 -
6. 2002-01-22 75°N 28°F 4851 6.7 | 1.76 1 88 1 22.6 | -207 1 R
7. 2002-01-23 71°N 16°E 519 ] 88| 1.78 1 86 1 19.4 1 -281 R
8. 2002-01-26 72°N 12°E 48.6 | 91 1.91] 96 1 19.7 | -187 ] R
9. 2003-01-16 72°N 7.3°E 4731 8.5 2.08 1 951 22217 -2591 R
10. 2003-01-17 73.5°N 25.5°E  47.3 | 851 1.22 ] 95| 222 | -259 ] R
11. 2003-01-23 73°N 10°E 51.71 93| 2.08 1 86 1 18.51 -262 1 R
12. 2003-01-29 73.5°N 0.5°E = 44.7 - 10.1 - 1.23 - 84 - 19.8 - -98 - -
13. 2004-01-27 71°N 12°E 5291 14 ] 11 84 1 17.31 -2711 R
14. 2004-01-30 70°N 8°W 38.6 | 23] 351 99 1 17.7 1 -201 17 R
15. 2005-01-13 68°N 7°E 44.6 1 571 3.01 931 194 | -501 -
16. 2005-01-18 72°N 3°W 4481 2.6 0.22 1 86 1 114 ] -203 1 R
17. 2005-01-22 66°N 6.3°E 4561 861 2.16 | 93 | 15.71 -90 1 -
18. 2005-01-23 67°N 13°E 48.8 | 531 3241 90 1 201 -120 1 -
19. 2006-01-29 Hopen 353 2317 6.44 1 100 - 221 165 1 R
20 2007-01-21 73°N 41°E 504 | 6.71 1.74 | 86 | 16.4 | -149 1 R
21. 2007-01-22 76°N 4°E 47217 831 091 | 84 | 1521 - 184 1 R
22. 2007-01-26 70.3°N 14.3°E  43.6 1 1541 0.51 | 81| 22.1) -256 | -
23. 2007-01-27 71°N 22°E 5291 1421 0.63 | 84 | 20.1 | -304 | R
24, 2008-01-25 67.3°N 8°E  48.61 14 ] 2.551 99 | 17.91 -67 ] -
25. 2008-01-31 74°N 11°E 351 61 2481 90 1 13.91 -137 ] R
26. 2009-01-07 72°N 28°E 49.8 | 15.6 | 0.6 | 831 19.5 ] -23217 -
27. 2009-01-16 71°N 57°E 40.2 | 391 311 931 19.7 | 881 -
28. 2010-01-08 80.3°N 16.3°E | 38.6 | 17.3 | 9.71 84 | 154 ] 821 R
29. 2010-01-29 68°N 8°F 3541 19.6 1 10.66 | 851 149 1 74 | R
30. 2010-01-30 62°N 4°E 46.8 1 9.21 2971 96 | 16.6 | -19117 F
31. 2011-01-13 71°N 1°W 3821 371 4.64 1 911 1551 -561 -
32. 2011-01-29 71°N 1°W 45.1 ] 54| 3.84 | 981 14.51 -99 | -
33. 2011-01-30 743°N 30°E  40.7 | 921 2.051 931 14.7 | -70 17 -
Mean 45 8.2 2.64 89 17.6 - 141
SR Std 5.2 4.5 2.33 5 3.0 120
Mean 46.2 6.5 1.47 91 16.3 -182
asil std 3.6 3.6 1.21 5 4.0 85

Thresholds are marked in colors and, for the conditions C1-C5, have the following
meaning: red - condition has not been fulfilled, yellow - condition is neutral
(between one STD and the mean (or the threshold)) and green - condition is

fulfilled. For C6, the colors indicate the following: red - conditions is above zero,

yellow - condition is between zero and -160 gpm and green - condition is fulfilled.

For the thresholds, refer to Table 5. The last two rows give the mean and STD of
the condition of the respective column. The arrow next to each value represents an
increase (decrease) at the maturity stage.
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Any negative LR reveals absolute instability, which would quickly be removed
by convection. Terpstra et al. (2016) could show that, for reverse shear PL,
a strong boundary layer inversion between 950 and 850 hPa occurs with LR
increasing from slightly above zero in the lowest part of the boundary layer to
roughly moist adiabatic conditions (LR about 3 K/km) in the free troposphere.

4. Condition 4 (i): RH(surface-950 hPa) and (ii): RH(950-850 hPa)

Since a PL gains its energy and continues its growth largely from the latent
heat release, and therefore rapidly decays once over land, humidity is among
the most important factors for PL formation and development. This is most
prominent for the type C cyclones whose cyclogenetic dynamic is dominated by
the action of strong midlevel latent heating (Plant et al., 2003). High amount of
moisture and therefore more latent heat act as s substitute for smaller low-level
temperature gradients (Bracegirdle and Gray, 2008). The more moisture a PL
acquires during its growth, the more energy is available to continue intensifi-
cation. Therefore, RH is another important parameter. Terpstra et al. (2016)
found values of ~ 75% for C4(i) and ~ 82% for C4(ii).

5. Condition 5: Near surface wind speed (NSWS)

Probably one of the most notable features of a PL is the strong near-surface
wind (can be above 25 m/s) with a threshold often used in literature of at
least 15 m/s (Rasmussen and Turner, 2003). Strong NSWS enhances turbulent
fluxes from the sea surface into the atmosphere. Updrafts in the boundary
layer transport moisture into colder environment in which moisture starts to
condense releasing energy in the form of latent heat, important for PL devel-
opment. Aside from this, NSWS is usually used to determine the intensity of a
storm. It is well documented that PLs are warm core mesocyclones and there-
fore have reverse wind shears (Kolstad, 2006; Rasmussen and Turner, 2003).
However, according the CISK theory, during its genesis stage when growth of
an initial disturbance starts from interaction of small-scale organized convec-
tive cells with large scale circulation, a PL can have a forward shear and a
cold core (resemblance to extratropical cyclones). This kind of pre-polar low
environment was studied in Terpstra et al. (2016), and a method for calculation
of a shear is presented below.

To calculate wind shear requires taking the angle between the mean and thermal
wind flows (Duncan, 1978; Forbes and Lottes, 1985; Kolstad, 2006; Terpstra
et al., 2016). The wind is said to have a reverse shear if the baroclinic waves
propagate in the opposite direction to the thermal wind and a forward shear
if propagation of baroclinic waves is in the direction of the thermal wind. The
angle is calculated between 925 and 700 hPa using:

BEYARA
=7 (HvTuuvu)’ (61

_( 10(¢r00 — Po25) 1 9(dr00 — Po25)
= <_? ady f acos pdA ) (6.2)

where
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and

__ (1 [Odr0  Obgs\ 1 [ Odroo D920
Ve ( 2f<a8<p * aagp)’2f <acosg08)\+acosg08>\)>’ (6.3)

are thermal and mean vertically averaged wind components and ¢7o9 and ¢go5
represents the geopotential at the 700 hPa and 925 hPa levels, respectively. f
denotes the Coriolis parameter, a the Earth’s radius, ¢ the latitude and A the
longitude.

The angle is calculated for each grid cell in the radius of 200 km and then
averaged to find the mean shear during the PL genesis stage. Using the «
angle from above, it is possible to clearly distinguish between two types of the
shear where the flow is said to be reverse if the angle is between 135° < a <
180° and foreward if the angle is between 0° < o < 45°. For details, see Kolstad
(2006).

6. Condition 6: Geopotential height (GPH) anomaly at 500 hPa

A PL is usually well embedded into a CAO with a cold air mass flowing from
the sea ice toward the warmer open ocean. A trough in the GPH field at the
500 hPa level indicates a cold air mass flow. Thus, during a PL, a 500 hPa
GPH value is found to be lower than the climatological mean Blechschmidt
et al. (2009). In the study by Forbes and Lottes (1985), where mesoscale
vortices were investigated from December 1981 - January 1982, the mean GPH
anomaly was negative and close to 160 m. That is the value taken here.

Hereinafter, instead of using the long names of the conditions outside of this section,
we refer to C1, C2, and so on up to C6. Because MSLP is another parameter often
used for PL and cyclone tracking and detection (Zahn and von Storch, 2008; Stoll
et al., 2018), we inspected, in addition to the six conditions mentioned above, the
mean sea level pressure difference between the genesis and maturity stage.

6.3 Polar low environment

The results of the 33 January PL cases are presented in the following three subsections
with the investigated criteria as listed in Table 5. We discuss those based on ASRv2
and include the comparison with ASRv1. First, we present the behavior of conditions
at the genesis stage and compare them with the mature stage. Second, we analyze
the large-scale environments at the genesis stage and compare them with 12 years of
January climatology.

6.3.1 Genesis stage

Figure 6.3 (upper left) shows the SST - T(500 hPa), C1, at the genesis(maturity)
stage for all 33 cases. FEach bar contains 75 percentile value derived from all the
pixels values of 200 km radius around the genesis(maturity) space-time point. Due
to the inherent uncertainty in the ASR’s positioning of the PLs (Figure 6.2), the 75
percentile value provides more robust results. The results presented below are based
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Figure 6.4: Frequency of occurrence of condition C1 for all 33 cases (blue) and
for cases with C3 above mean 75 percentile value of ASRv2 (orange) at genesis (g)
(upper left) and maturity (m) (upper right) stages. Similar is shown for conditions
C4 (i) with high C5 (above threshold) (bottom).
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Figure 6.5: Wind shear at genesis (blue stars) and maturity (red diamonds) stages.
Blue lines separate forward (below blue thick line; 45°) and reverse (above blue dashed

line; 90°) shear.
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on the ASRv2 while ASRv1 is used to compare PLs’ representatives between the
two ASR versions. More detailed figures with whisker plots for each stage separately
are shown in the supplement. The results show that the mean value of C1 for nine
cases did not reach the 43 K temperature difference threshold. However, the mean
75 percentile value for all cases was 45 K + 5 K, which is 2 K above the threshold.
Five cases, namely 23rd Jan 2002, 23rd Jan 2003, 27th Jan 2004, 21st Jan 2007 and
27th Jan 2007 had especially high C1, being above 50 K. By comparison, those cases
show weaker lapse rates (cf. C3; Figure 6.3). The region over which these kinds of
PLs mostly occur was found to be east of 8 ° E and north of 70° N (Table 6).
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Figure 6.6: (a) Mean 75 percentile values of C3: % (x-azis), C1: AT (y-azis)
and C4(ii): RH(850-950 hPa) (color shading) for 4 cases of the ASRvl (1st Jan
2001, 23rd Jan 2005, 25th Jan 2008 and 29th Jan 2010) (purple) at genesis (stars)
and maturity (diamonds) stages and 5 cases of the ASRv2 (26th Jan 2002, 17th Jan
2003, 21st Jan 2007, 7th Jan 2009 and 29th Jan 2011) (red). Lower (upper) case
roman numbers above arrows indicate the same case at different stages from ASRvl
(ASRv2). (b) C5: near-surface wind speed (z-axis), C4(ii): RH(850-950 hPa) (y-
azis) and C1: AT (color shading) for cases with strong C5 in ASRvl (26th Jan
2002, 22nd Jan 2005, 31st Jan 2008, 7th Jan 2009 and 30th Jan 2010) (purple) and
ASRv2 (22nd Jan 2002, 16th Jan 2003, 17th Jan 2003, 23rd Jan 2005, 26th Jan
2007 and 27th Jan 2007) (red).

Generally, it seems that, whenever a strong C1 (above ASRv2 mean) was present
(55 % of the cases), C3 was almost always below the mean, indicating that tempera-
ture instability (C1) acted as the main forcing mechanism for PL growth (Figure 6.4).
Similarly, when a weak C1 was present (27 % of the cases), C3 often times was above
the mean, showing that convection acted as the main triggering mechanism for PL
growth (Figure 6.4). The cases with strong C3, above 3 K/km, were forming mostly
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over the Barents Sea, with one case forming far east in the south western part of the
Kara Sea in close proximity to Novaya Zemlya (Table 6). The comparison between
ASRv1 and ASRv2 shows smaller values of C1 in ASRv2 due to higher values of
SST but the high standard deviation let the statistical significance unclear. Besides
higher resolution, this difference could also be attributed to updated WRF’s physics,
which includes sub-grid scale cloud fraction interaction with the radiation and more
accurate data assimilation (Bromwich et al., 2017).

The lowest part of the boundary layer shows that the mean values of the 75 percentile
of the SST-T(2m) difference, C2, was 8.2 K with a standard deviation (STD) of 4.5
K. The majority of the cases reached the threshold of 6 K (ASRv1) or 8 K (ASRv2)
(Table 5), with a few cases showing values above 15 K (Figure 6.3). The cases
with the highest values were mostly forming closer to the sea ice border, where the
difference between the near-surface temperature and SST is larger. The cases with
higher C2 appear to prefer the region between ~ 70 and 81 ° N (Table 6). Since the
near surface cold air had time to warm up while flowing towards the south, C2 for
other cases is lower.
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Figure 6.7: Difference of environmental conditions between the genesis and the
maturity stage. Shown are: MSLP difference (green pluses), temperature at 2 m
(blue stars), near-surface wind speed (C5), SST, and RH in the layer between 850
hPa and 950 hPa, Cj(ii) (indigo crosses).
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For humidity at lower levels, RH ranged from ~ 81 % below 950 hPa, C4 (i), to slightly
above 80 % between 850 hPa and 950 hPa, C4 (ii) (Figure 6.3). In comparison to
ASRv1, ASRv2 (Supplementary Figure S2) had an increase in RH for C4(i). However,
at a higher level, there were only minor differences between the ASR versions in C4(ii).
A near-surface wind speed, C5 (Figure 6.3), was below the 15 m/s threshold while
the mean 75 percentile value was ~ 18 m/s with a STD of 3 m/s. For only 7 out
of the 33 cases, maximum wind speed did not reach the 15 m/s threshold (Table 6).
In comparison to ASRv1, there was a notable increase in the value of the considered
condition (Supplementary Figure S3). With regard to the wind shear, January PLs
seem to prefer reverse shear for their development, with only one case forming in the
forward shear (Figure 6.5).

6.3.2 Comparison of genesis and maturity stages

In this section we compare conditions (explained in Section 2.4) at two different
stages to find out which one (or the combination of) was contributing to the PL’s
persistence.

The maturity stage of the C1 condition in Figure 6.3 is derived using the same radius
as in the genesis stage but at the time of maturity. With a 75 percentile of 44.8 K, C1
was slightly lower than at the genesis stage. Moreover, its STD of 5.1 K was higher,
and the same nine cases that did not reach the threshold of 43 K at the genesis stage
did not reach it at the maturity stage either. For C1 at maturity stage, a greater
difference between the two versions of reanalysis was detected. In ASRv1, the 75
percentile of C1 was 46.6 K £+ 2.8 K (which was slightly higher than at the genesis
stage and with only 2 cases below the 43 K threshold).

Referring to the theory where C1 and C3 (Figure 6.3) conditions relate to baroclinic
instability and CISK, we checked for the change in these conditions to find out which
of these conditions contributed to PL persistence from genesis to maturity. Looking
at these two conditions, namely C1 and C3, we note similar behavior at the genesis

and maturity stages: Low C1 values (below threshold) are compensated with strong
C3 (above threshold) (Figure 6.4).

However, Figure 6.3 shows that almost two thirds of the cases had weaker vertical
stability, C3, during the genesis stage than in the maturity stage. 12 of those cases
showed an increase in wind speed at maturity stage, which may indicate that this C5
condition is important for PL persistence. Five cases continued to persist and showed
an increase in either C1 or C2, i.e. decreasing thermal stability at maturity stage.
The remaining two cases had no increase in any of the conditions that promote PL
strengthening or development, namely conditions between C1 to C5 or decrease in
C6. For the PLs with stronger C3 during the genesis stage, eight of the cases showed
an increase in C1 while the remaining five even showed a decrease in terms of both,
C1 and C3. For those five, it was noted that RH was almost always above 90 %
(Figure 6.6 (a)) which may suggest that their persistence was triggered by energy
gained through moisture.

Moreover, for the majority of intense PLs, in terms of near surface wind speed, C5,
the C4 (ii) was often above 90 % (Figure 6.3), meaning that latent heat release was
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important as a driving mechanism for those PLs. Cases that resolve this relation are
represented in Figure 6.6 (b). Compared to ASRv1, ASRv2 shows higher values of
C5, being above 20 m/s for those cases.
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Figure 6.8: Box plots for ASRv2 grid points within a 200 km radius around the
genesis point for each of the January cases between 2000 and 2011. Anomaly of the
GPH at 500 hPa level (a) and potential temperature at the 850 hPa level (b). Lines
correspond to those in Figure 6.3. Blue boxes indicate interquartile range (IQR) and
black whiskers the 1.5IQR. Individual outliers are presented as the black crosses.

For the C2 condition, the mean value of the 75 percentile was the same as at the
genesis stage, 6.4 K, with a STD of 3.4 K. C2 shows no significant positive correlation
with any other condition. Nonetheless, a negative correlation of 0.6 was found with
C4(ii) at both stages (not shown). Linders et al. (2011) have shown that higher
SST produces slightly more intense cyclones in terms of azimuthal wind speed and
deeper sea level pressure depression. However, our inspection of differences in the
75 percentile values between the genesis and maturity stages did not reveal a direct
connection between SST and wind speed. Two cases with especially high values of
C4 (ii) during the genesis stage showed a direct effect on an increased PLs intensity,
in terms of the maximum wind speed at maturity stage (12th Jan 2002 and 22nd Jan
2005). Those cases seemed to use energy stored in moisture.

Moreover, increase in wind speed at the maturity stage was also found for the cases
that also showed an increase in C4 (ii) (Figure 6.4). Those cases intensified in wind
speed by gaining energy from other sources.

Nonetheless, it seems that the change in temperature at 2 m is a better indicator of
the change in wind speed intensity in general than it is the SST change (Figure 6.7).
The reason for this could be the faster variability of the temperature at 2 m, which
is atmospheric component, compared to the SST which at maturity stage, did not
increased more than 0.2 K. This explanation is reasonable since water warms much
slower than air. Furthermore, it was also noted that temperature at 2 m always
decreased at the maturity stage. Data from the STARS data base also showed that,
generally, the cases with higher C4 (ii) were more persistent and lasted more than
13 h. Moreover, it seems that the near-surface humidity, C4 (i), behaves similarly to
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that of C4 (ii) (not shown).

To investigate pressure, we calculated the MSLP difference between the genesis and
maturity stages. The results for that calculation show that the MSLP acts opposite
to C4 (ii) during genesis and maturity stage. For majority of the cases that had
lower pressure during the maturity stage, C4 (ii) was found to be higher during the
genesis stage (Figure 6.7). Generally, the opposite also holds true: if C4 (ii) was lower
during the genesis stage, the MSLP was higher at the maturity stage. Although the
correlation between these two conditions was negative, its strength of only 0.2 was
too small to be significant.

To check for the difference between the climatology and the PL events, we calculated
the 500 hPa GPH anomalies, C6. Those ranged from -400 gpm to 200 gpm, with a
mean value of ~ 154 gpm below the climatological mean (Figure 6.8, (a)). This value
is close to mean value found in Forbes and Lottes (1985), where GPH anomaly was
160 gpm. Nonetheless, one should compare values found in this study to those from
Forbes and Lottes (1985) with caution since the period of investigation in that study
was only one month. Moreover, a comparison between ASRv1l and ASRv2 reveals
a notable difference for this condition. While ASRv1 shows a mean value of -182
gpm, which is below that cited in the literature, ASRv2’s mean value of -140 gpm
is slightly higher and therefore above that of the threshold cited in the literature.
Furthermore, the most striking difference between the two ASR versions is evident in
the potential temperature, 6, anomaly at 850 hPa, where the mean value in ASRv1
is -3 K and in ASRv2 is ~ 8 K.

6.3.3 Genesis environmental conditions compared to climatology

To obtain a better understanding of the PL environment, we looked at the spatial
patterns of MSLP, GPH at 500 hPa and 6 at 850 hPa and therefore show their
composites at the genesis stage as a mean of all the PL cases and compare them to
the January climatology.

The comparison between the PL composites and the January climatology of the
MSLP shows that, generally, a central pressure depression is present at the border
between the Norwegian and Greenland seas, while, during the PL events, it shifts
towards the Norwegian coast (Figure 6.9, (a) and (c)). A deeper investigation of the
anomaly shows that, during the PL events, the MSLP establishes a sharp boundary
close to the 0 ° meridian and follows the Norwegian coast, touching the tip of the
eastern part of Svalbard (Figure 6.9, (e)).

The previously discussed lower anomalous GPH for 54% of the cases found in our
study compared to Forbes and Lottes (1985) seems to be explained by troughs of
GPH that extend further south and are deeper for those cases. Figure 6.9 (d) shows
that the trough in GPH at 500 hPa during the PL dates extends to the southern part
of Norway.

The potential temperature anomaly can be as low as - 6 K (Figure 6.9) (f). This
difference is slightly more pronounced between the northwestern side of the Norway
and Svalbard. The analysis of C1 and C6 together brought to light that the cases
with smaller C1 values have higher values of the GPH anomaly, indicating that the
troughs were shallower and therefore temperature instability was also smaller. The
summary of the results discussed above can be found in Table 6.
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Figure 6.9: Climatology of: (a) all 372 January days for MSLP (color shading and
gray labeled counters, every 5 hPa) and (b) GPH at 500 hPa (gray labeled contours,
every 50 gpm) and potential temperature at 850 hPa (color shading); (middle) As in
the first row but for polar low dates; (bottom) anomalies for both, MSLP (gray labeled
contours, every 5 hPa) (e) and GPH at 500 hPa level (gray labeled contours, every
50 gpm) and potential temperature (color shading) (f).

6.4 Summary and Conclusions

In this study, we have used the ASR reanalyses to systematically investigate a set of
often used criteria for PL detection and thus to identify the most important one(s)
or the most important combination (Table 5). Since January is generally the month
with the highest frequency of PLs, we chose that month for investigation. In total
33 cases were reported (Noer and Lien, 2010). PLs were studied within a radius of
200 km around the genesis point since Condron et al. (2006) found that only 2% of
the the polar mesocyclones identified on satellite imagery have a diameter lower than
that value.
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First, we analyzed the C1 condition and the mean ASRv2 value of 45 K was found
to be 2 K higher than the commonly reported threshold discussed e.g. in Terpstra
et al. (2016). They noted that, for PLs forming in forward shear, a C1 threshold of
43 K was not reached. However, in our study, using only January PLs, we found only
one case that developed in forward shear. This case had a C1 of 45 K. Moreover,
lower C1 values, at least for January cases, do not have to be characteristic of PL
forming in forward shear since nine of the cases that did not reach the C1 threshold
were forming mostly in reverse shear. Therefore, it would be of interest to compare
this finding with the other months of the PL season in a future analysis. Another
reason for a higher C1 value could arise from our application of the ASR reanalysis,
which has better resolution and uses a polar-optimized version of WRF, compared
to ERA-I, which was used in the earlier study.

Nonetheless, in a few (seven) cases, PLs formed with C1 below 40 K. Since these
cases with unfulfilled C1 condition have also been reported as PLs, we checked the
combination of C1 with other conditions. We found that the majority of those cases
fulfilled the C3 condition (even commonly showed stronger lapse rates) indicating
that convection was probably the key driving mechanism for their growth.

The analysis of the area of origin showed that the cases with especially high values
of C1 formed mostly east of 8 © E and north of 70 © N while the cases with stronger
C3 originated mostly over the Barents Sea.

Analyzing C2, we noted that the PLs with extremely high values were forming closer
to the sea-ice edge, where the temperature difference between the warmer open ocean
and the near-surface air advected from the ice was much higher. The PL cases with
higher C2 values prefer a more eastern region for their development, between 10 and
28° E and 70 and 81° N. It was also found that PL cases that possessed higher values
of C4 (ii), and therefore had more latent heat energy available for their growth, had
a more direct connection to the wind speed intensity at the mature stage than the
SST, which at the maturity stage had rarely increased more than 0.2 K. This result
differs from the one found in Linders et al. (2011), where a non-hydrostatic numerical
model showed that an increase in SST promotes slightly stronger winds and deeper
sea level pressure of a PL.

The analysis of the MSLP in combination with C4 (ii) at the two different stages
of PL development showed that these two variables have opposite behaviour. This
difference means that, at the genesis stage, when the MSLP is higher, C4 (ii) is lower,
and vice versa.

While analyzing the GPH anomalies, we found a larger difference between the two
ASR versions, where ASRv1 (ASRv2) showed values that were lower (higher) than
those in a previous study (Forbes and Lottes, 1985). However, both versions showed
that the minimum value can be lower than -400 gpm.

Furthermore, for PLs with a lower C1, we found that C6 values were greater than
the threshold reported in the literature. This means that, for these cases, cold air
masses were shallower and therefore the temperature instability was weaker.

The investigation into the climatology of MSLP, potential temperature fields (850
hPa) and GPH (500 hPa) revealed that the MSLP field shows a central low over the
region between the Norwegian and Greenland seas while, during the PL dates, this
central low was shifted over the northeastern part of the coastal Norway. Here, no
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significant difference between the two versions of ASR was found.

Overall, the results of this study indicate that there is not one condition that is
the most relevant for PL formation or growth. It seems that more information on
PL behaviour at the maturity stage can be gained by a combination of conditions.
For a few cases, higher amounts of RH at the genesis stage appear to be able to
produce more intense PLs at the maturity stage. Therefore, it would be of relevance
to investigate this relationship more deeply in the future. For our concerted analysis
of environmental PL conditions, we limited our study to PLs in January, the month
with highest PL occurrence and the coldest month of the PL season (October - May).
We are aware that this leaves us with a limited number of cases, namely 33 PL cases
in total, which limits the significance of our statements. However, we confirm that
the differences between the two ASR versions are robust for all conditions (C1 - C5).
Therefore, a possible next step would be to analyze the whole PL season. Another
interesting future study could be the analysis of PL formation and development under
various climate change conditions.

Supplementary data

Supplemental data for this article can be accessed here
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7 Atmospheric rivers in connection to Polar lows

Increased warming in the Arctic during winter is one of the most pronounced fea-
tures of the Arctic amplification. Besides local evaporation, latent heat release by
condensation of water vapour brought by short-lived cyclones is an important fac-
tor in sea-ice melt in the following months (Graham et al., 2019) and subsequently
further increase of water vapour. Aforesaid way of enhancing water vapour creates
a positive water vapour feedback loop. It was found that the frequency of intense
cyclones since 1979 has increased by 6 events per winter (Rinke et al., 2017) and
in warming climate these intense cyclones are project to increase further (Trenberth
et al., 2003; Kusunoki et al., 2015)

The intense cyclones can be fueled with large amounts of water vapour from fila-
ments known as atmospheric rivers (ARs) (Zhu and Newell, 1994) that reside in the
extratropical cyclones warm conveyor belt (Bao et al., 2006). The ARs termed "tro-
pospheric rivers" by Newell et al. (1992) are defined as "long (about 2000 km), narrow
(about 300-500 km wide) bands of enhanced water vapor flux" where INV can ex-
ceed 2 cm for 40°N to 50°N (Ralph et al., 2004). Newell et al. (1992) termed it rivers
since they transport volumetric water equitable to those of the world’s largest rivers
(Gimeno et al., 2014). Today the American Meteorological Society defines them as a
long, narrow, and transient corridor of strong horizontal water vapor transport that
is typically associated with a low-level jet stream ahead of the cold front of an ex-
tratropical cyclone. Moreover, in the Fourth National Climate Assessment, ARs are
included as a type of extreme storm (Ralph et al., 2019). Moreover, although ARs
take up only 10% of zonal circumference (total longitudinal length) at midlatitudes
they are responsible for 90% of the total mid-latitude vertically integrated water
vapour transport (IVT) (Zhu and Newell, 1998; Guan and Waliser, 2017).

ARs can bring large amounts of precipitation (Dettinger, 2011; Gorodetskaya et al.,
2014) causing damaging floods in certain regions such as California, Great Britain
and Japan (Lavers et al., 2011, 2012; Lavers and Villarini, 2013; Ralph et al., 2004;
Hirota et al., 2016) but they are also beneficial to some very dry regions by adding
the water to the water reservoirs. Therefore better definition of ARs based on their
damaging or beneficial characteristics was needed. Recently, Ralph et al. (2019)
proposed a scale for ARs based on their intensity defined by the total vertically
integrated horizontal water vapour transport (IVT) ranging from weak (> 250-500
kg m~! s7!) and beneficial to exceptional and hazardous (> 1,250 kg m~! s71).

For the Arctic region however, even a weak AR can be hazardous due to the in-
creased moisture and subsequently increased longwave radiation. Nonetheless, only

recently, the influence of ARs in the Antarctic and Arctic region has gained interest
(Gorodetskaya et al., 2014; Woods et al., 2013; Nash et al., 2018).
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Role of atmospheric rivers in the Arctic

ARs are responsible for 28% of the total poleward transport of moisture across 70°N
in winter as reported by Woods et al. (2013). Moreover, their frequency during winter
season is higher in comparison to other seasons (Guan and Waliser, 2015). Due to
their importance in the hydrological cycle, their correlation with precipitation has
been investigated for different time scales by Nash et al. (2018). Although, they
found high correlation for larger time scales (monthly) where ARs can explain about
73% of precipitation variance, it was also found that AR IVT for daily time scales can
account for only 35% of the variance across 70°N making local small scale systems
more important. While there is no strong linear correlation between between ARs and
precipitation ARs might be connected or even trigger extreme events such as polar
lows. Therefore, in this thesis, a coupled case of AR and PL and the AR influence
on the PL intensity in terms of precipitation will be investigated and compared to
the case that featured a PL only.

Polar lows precipitation in connection to atmospheric rivers

During all Januaries between 2000 and 2016, 33 polar low events were reported by
Noer and Lien (2010) and were investigated in Radovan et al. (2019). Six of these
33 cases were accompanied by ARs, making their concurrent appearance for ~ 18%
of time of all January PLs events. The AR occurrence dates were provided through
personal communication by I. Gorodetskaya and C. Viceto. ARs in this thesis were
presented by calculating IVT using the definition from Lavers et al. (2012) and Ramos
et al. (2016):

IVT =V/IVT,? + IVT,>. (7.1)

Herein, IVT, and IVT, are vertical integrals of zonal and meridional water vapour
transport components defined by:

1 Pt
VT, = 5/ qudp (7.2)

ps

and

1 (e
VT, = —/ qudp. (7.3)
9 Jps
where g is the gravitational force, g the specific humidity, v and v are the zonal and
meridional pressure layer averaged wind components and dp is the pressure difference
between two adjacent vertical pressure layers. Because precipitation brought by PLs
is mostly in the form of snow in this chapter besides IWV content, integrated snow
amount has been analyzed as well.

The analysis has been performed by using PL tracks downloaded from the STARS
data base (0).Setra et al., 2010) which contains coordinates that define the center of
PL system (the eye) through its lifetime. Similar to Radovan et al. (2019), the area
of 200 km around the maturity point provided by Noer and Lien (2010) has been
taken for each of the ASRv2 time steps and followed until PL landfall.



7 ATMOSPHERIC RIVERS IN CONNECTION TO POLAR LOWS 113

8.0 30.0
71 26.7
6.3 233 _
! N§ 20.0°g
54 16.7 g
4 6>5.‘ 13.3:
37 : 10.0 S
' 6.7
2.9 3.3
2.0 0.0
8.0 30.0
71 26.7
63 233 _
! NE 20.0N§
54 16.7 g
4.6 >5|. 133 =
5,2 |00 g
’ 6.7
2.9 3.3
2.0 0.0

Figure 7.1: IWYV field for a case study with the simultaneous occurrence of atmo-
spheric river (blue shading) and polar low IWV on 12 January, 2002. Snow amount
are presented as gray counters inside 200 km of a PL with maximum in kg/m? in
upper left corners (second row). Shown are time steps from PL genesis until landfall.
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Figure 7.2: IVT (shading) and wind vector for atmospheric river and polar low
coupled case on 12 January, 2002. Shown are time steps from PL genesis until
landfall as in Fig. 7.1.

In addition to IWV and integrated snow content for the PL region of 200 km, the
IVT has been calculated for each of the time steps and related to 850 hPa wind
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speed and direction for larger area (between 10°W - 70°E and 60°N - 82°N) in order
to investigate the influence of the AR’s on the PL.

Since water vapour brought by ARs to the Arctic region will condense fast in cold air,
the amount of IWV reaching the Arctic often will not reach values of 2 cm (20 kg/m?)
defined by Ralph et al. (2019) for ARs over extratropical regions. In Gorodetskaya
et al. (2014) it was observed that IWV amounts for an AR can drop to below 1 cm
(10 kg/m?) when approaching dry and cold regions such as Antarctica. Considering
that the Arctic is rather similar, here the AR is identified if the values of IWV and
IVT exceed 1 cm and 200 kg/m~ts™!, respectively.

The PL case on 12 January, 2002 that simultaneously occurs with an AR is presented
in Figs. 7.1 and 7.2. It can bee seen that at the initial stage (00:00 UTC) of the
PL, the IWV reached values of 8 kg/m? with snow amounts of ~ 1 kg/m? where
the front edge of the AR connects with the PL system above the northern part of
Norway. The AR brought large amounts of IWV reaching values of 13 kg/m? (1.3
cm). It can be seen that the PL progresses in eastward direction along with the AR
(Fig. 7.2) which supplies the PL with additional moisture for its intensification. At
the points where PL and AR are connected, highest values of IWV and snow amount
are found with snow amount reaching values of almost 4 kg/m? at 12:00 UTC. The
IVT values around the PL system suggest a fast transportation of large amounts of
moisture of 280 kg/m~! s~! with winds speed reaching extremely high values of ~
30 m/s along the PL track. As the surface below the PL switches from ocean to land
(Novaya Zemlya), the amounts of snowfall starts to decrease forming more clusters
as indicated by the gray counters inside a PL radius of 200 km (Fig. 7.1).

In order to to investigate for an additional case the influence of AR on the PL
precipitation, the analysis of a PL case without an AR (26 January, 2002) has been
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Figure 7.3: As in Fig. 7.1 only for PL case without the presence of an AR on 26
January, 2002.
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performed in a similar fashion and is shown on Figs. 7.3 and 7.4. This PL only case
was chosen since it developed over approximately the same region and only 14 days
after the concurrent PL/AR case on 12 January, 2002. It can be noted that the IWV
inside the PL region of 200 km around the center reached relatively high values of 7
kg/m? even though an AR was not identified for this case. However, weaker transport
from south-west Siberia bringing water vapour with amounts of ~ 100 kg/m~! s™! as
indicated by IVT was present. These amounts however were too small to be identified
as the AR (Fig. 7.4). The formation of this PL case was probably originating from the
collision of two air masses moving in the opposite direction with one coming from the
north Atlantic moving towards the north and the other from Siberia moving towards
south-west. With their encounter at 70°N latitude off the coast of Norway, the winds

started to weaken and gain more eastward direction (Fig. 7.4).

Compared to the PL connected with to the AR, the PL on 26 January, 2002 seems
to be more static with weaker wind speed of ~ 20 m/s. In terms of snow amount,
this PL case showed extremely small values barley reaching 0.03 kg/m?. It seems
that for the concurrent case, the AR and the large IVT have a great influence on the
PL precipitation amount bringing more remote supply of moisture to the PL while
the PL only case was mostly supplied by evaporation from local sources.

While these two case studies point at an influence of ARs on the strength of PLs
more research including long-term climatology is needed to draw firm conclusions.
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Figure 7.4: As in Fig. 7.2 only for PL case decoupled from AR on 26 January,
2002.
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8 Summary and Perspectives

The importance of the accurate assessment of water vapour and its influence on
small- and large-scale processes is of great importance, especially in changing climate.
However, in the remote and harsh environment such as the Arctic, ground-based
observations are confined mostly to the land surfaces, creating a large spatial gap
over the Arctic ocean. Therefore, the usage of satellites in water vapour assessment
is of crucial importance. Although water vapour absorbs mostly in the near IR
spectral region, satellites measuring in this frequency range can asses water vapour
only above cloud tops while levels below are obscured by clouds. Moreover, satellites
measuring in the IR spectral region rely on sun glints making the retrievals of IWV
over polar night extremely hard if not impossible. Therefore it is imperative to resort
to passive microwave radiometers using water vapour sounding frequencies which are
independent of sun light and are having the ability to penetrate even the thickest
of the clouds. Although IWV retrieved form passive microwave observations are
available, these are often prone to dry or moist biases when compared to in situ
measurements. These biases stem from the various assumptions and the a priori
data that need to be included in the retrieval algorithms.

Therefore, in this thesis, the Tjs from two passive microwave radiometers, AMSU-B
and MHS have been used to approximate IWV calculated from the ASR over the
Arctic region. The Tys from the sounding frequencies were used as a proxy for IWV
column by correlating the Tps of each frequency channel with corresponding IWV
column based on weighted AH peak level to TOA. Prior to the correlation analysis,
a water vapour sensitivity analysis of the five frequency channels of AMSU-B and
MHS has been performed for two months of interest, namely January and May. These
months were chosen since they were assumed to be representatives for the winter and
spring seasons. In order to correlate the observed Tys to the ASR IWV, the ASR was
evaluated in T, space by calculating synthetic Tys for which the forward operator
PAMTRA was employed. PAMTRA was choosen for calculation of synthetic Tys due
to its flexibility in definition of complex microphysical properties of hydrometeors for
various Cloud Resolving Models outputs.

High correlation have been found between observed and synthetic T for all channels,
reaching values of 0.99 for 183.31 &+ 1 GHz and 183.31 £ 3 GHz for January and
May, respectively. Additionally, high correlation has been found for lower scanning
frequency channels, 183.31 + 7 (190.31) GHz, even though this channel is largely
affected by surface emissivity, especially in winter over Central Arctic region where
the atmosphere is extremely cold and dry. A summary of correlations can be found
in table 7.

After high correlations between observed and synthetic Tjys have been found for all
frequency channels, the ASR was evaluated as a good choice for the IWV analysis.
This gave confidence for testing of the hypothesis one:

Hypothesis 1: Long-term brightness temperatures (Tys) can be used as a
proxy for water vapour spatiotemporal trends in the Arctic.
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by correlating T, to corresponding IWV columns. Synthetic Tys from three frequency
channels as well as observations showed high correlation between corresponding IWV
columns. This is especially true for January, for the frequency channels being sensitive
to water vapour amounts in the lower troposphere. While the frequency channel being
sensitive to water vapour in UTLS region correlates very well with corresponding
IWV column (IWVzgonpe—10a) during January, its correlation with IWVeoonpa—r0Aa
column seems to show lower and even negative correlations during May.

Table 7: Correlations of simulated and observed T, for three AMSU-B and MHS
frequency channels for three different time scales, daily, monthly and whole period for
certain frequency.

Frequency [GHz| period '

JAN MAY

day 0.92 0.96

183.31 £ 7 month 0.91 0.97
all time 0.90 0.98

day 0.90 0.91

190.31 month 0.92 0.96
all time 0.91 0.98

day 0.96 0.94

183.31 +£ 3 month 0.97 0.98
all time 0.97 0.99

day 0.97 0.88

183.31 = 1 month 0.98 0.95
all time 0.99 0.98

The reason for such a difference could stem from the fact that during polar night,
the atmosphere is relatively calm and stable due to the absence of sunlight and a
well defined strong polar vortex, while during May, the UTLS region becomes more
chemically active due to sun return. This indicates the importance of other GHGs in
the UTLS region during spring but as well more complex dynamics of weak spring
polar vortex and planetary Rossby waves breaking that are modulating stronger
variability of both, water vapour and temperature.

From the above it can be concluded that the Tys can be used as a proxy for IWV,
however, excluding the UTLS region during May. A possible improvement of the
above mentioned method can be achieved by performing two additional steps, 1)
including layer-averaged IWV below weighted AH peaks and 2) by setting certain
thresholds for the humidity weighting function for the frequencies which are affected
by surface emissivity. In this way, the whole broadened part of weighing functions
are taken in consideration while the influence from highly variable surface emissivity
is reduced to minimum. Moreover, in this way an improvement for the IWV retrieval
from frequency channels sensitive to lower parts of the atmosphere would be achieved.
In future, it would be possible to expand this method to improve IWV retrieval by
the synergy of microwave and IR frequencies. In this way, profiles of water vapour
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contaminated by precipitation from convective clouds could be screened out in a more
efficient way. A possible combination of passive microwave instruments, e.g., the Ad-
vanced Technology Microwave Sounder (ATMS) (launched in 2011 - onboard Suomi
National Polar-orbiting Partnership (Suomi NPP) and 2017 - onboard NOAA-20 as a
part of Joint Polar Satellite System (JPSS)) with the Infrared Atmospheric Sounding
Interferometer (IASI) (onboard MetOp-A and MetOp-B as a part of EUMETSAT
Polar System) could be done.

Moreover, these satellites are flying in a sun-syncronous orbit as do AMSU-B and
MHS. In addition,as part of the JPSS and EUMETSAT Polar System successive
launches of the above mentioned instruments are planned: by 2038 ATMS onboard
JPSS-1, -2, -3 and -4 in intervals of ~ 5 years and by 2027 IASI onboard MetOp-C or
by 2044 IASI-New Generation (IASI-NG) on MetOp Second Generation A3 (MetOp
SG A3), respectively. Therefore it would be of interest to further test the method
presented in this thesis.

Since water vapour is largely released by convectional condensation from cyclones,
the most intense Arctic storms, know as polar lows have been investigated. PLs
occur most frequently in January. Thus, this is the month which has been analysed
in this work. For the 2000-2011 Januaries, altogether there are identified 33 mature
cases as recorded by Noer and Lien (2010). Since their formation and persistence
to maturity stage is not yet fully understood, a number of environmental conditions
and their combination have been chosen for the analysis of PL. dynamics. The area
of a PL has been defined as the region of 200 km around the maturity location since
this is the radius mostly observed for these storms on satellites images.

Among six different conditions analysed during PL genesis and maturity stage it
seems that there is an interplay between the temperature gradient at the surface and
the 500 hPa level and low-level convectional instability indicated by strong lapse rates.
When lower thermal instability during formation stage was present, LRs throughout
the boundary layer were stronger, and therefore steeper, showing that these PLs
were fostering convective development. For few other cases, when both mentioned
conditions decreased simultaneously, RH was mostly above 90%. It was also noted
that the higher amount of RH at lower levels during genesis stage promoted stronger
winds at the maturity stage.

The analysis revealed the most relevant parameters that should be taken into consid-
eration when forecasting PL persistence with indication of high RH during genesis
stage promoting more intense PL in terms of the wind speed.

Since one of the features of PLs are large amounts of precipitation, mostly in the
form of snow, and since atmospheric rivers, besides local evaporation from ocean and
sea-ice melt, are large suppliers of water vapour in the Arctic, their influence on PLs
snow amount has been analysed for a case study and compared to a PL case not
connected to an AR. Both, the concurrent case of P and AR and PL only case,
formed approximately in the same region with only two weeks apart.

Although both PLs featured especially large amounts of IWV (for January), it was
found that the region of the AR attached to the PL system experienced much larger
amounts of snow, reaching values of almost 4 kg/m? through its lifetime. However,
the PL only case showed negligible amounts of the snow. The PL only case was
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supplied more by locally evaporated moisture while the concurrent case of AR and
PL was mostly supplied by large amounts of moisture from the AR. Moreover, the
coupled PL/AR case was more intense in terms of wind speed, reaching values of
almost 30 m/s compared to wind speeds of 20 m/s of PL only case. In addition, due
to large amounts of water vapour supply, a PL coupled to AR had traveled larger
distance, most probably due to faster conversion of potential energy of moisture into
kinetic energy of wind speed in comparisons to PL only case.

These findings indicate the importance that ARs can have on the convective systems
such as PLs. To make these findings more firm and robust, a larger number of the
concurrent PLs and ARs cases should be investigated by including other seasons in
conjunction with model simulations.
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Appendix A

A.1 Conversion of counts to 7,

Generally, measuring radiation for a certain frequency can be achieved by usage of
certain filters that will block passage of all the radiation outside of the frequency spec-
trum that needs to be measured. For AMSU-B’s channel i what is being measured
is actually the antenna temperature (in units [uW/(em™'sterm?)]) of the instrument
expressed with:

Ta(i) = G(1) x (Cp(i) — Co(1)) (A.1)

where Cg(i) the is the measured count for channel ¢ whilst viewing the Earth scene
and Cy(i) is the zero radiance offset related to the receiver noise and the DC offset
applied to the video amplifier and G is the gain of the instruments expressed with:

N B (V, Tb) — B (V, TSP)
) = (i) = Csrli)

where B(v,Ty) is the Planck function for a frequency v and temperature 7', Tgp
and Tsp are mean temperature of space target (deep space view (DSV)) and internal
target (black body (BB)), respectively. C'pp and Cgp are the mean number of counts
for DSV and internal target view.

(A.2)

A.2 Solving Planck sum

In the Planck’s sum (3.12) the average energy per mode of blackbody radiation is:

Z nhv exp (—Z—’;ﬁ’)

(B) = = (A3)
S exp (~3)

It is convenient to introduce the variable a = - so:

i nhv exp (—anhv)
(B) == (A4)

> exp (—anhv)
i=0

Taking the derivative over alpha in the upper sum and using the chain rule yields:

_% [m i nhu exp (—omhy)] _ (A.5)

_ {é nhy exp (—omhu)] B % {2 nhy exp (—omhu)} (A.6)
S nhv exp (—anhv)

_ =0 (A7)

> exp (—anhv)
i=0
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Therefore,
(E) = 4 In " nhverp (—anhv) (A.8)
« i=0

and the expansion of the sum into series:
Zexp (—anhv) =1+ [exp (—ahu)}l + [exp (—ozhy)]2 + ... (A.9)
=0

The above series can be written in the form (1— [ea:p (—omhy)} )~! and we than have:

dIn [1 — exp (—ahv)] !

(E) = -

do
— [1 = exp (—ah)])(—1) [1 — exp (—ahv)] “? hweap (—ahv)
_ exp (—ahv) hv B hv

1 —exp (—ahv)  exp(ahv) —1  exp (7)) =1

A.3 Rayleigh scattering

The phase function P(cosf) = 1/2 also can be expressed as an infinite series of
orthogonal basis functions, such as the Legendre polynomials, P,(cosf):
PO = 1a
solutlon for
COSQ Z /Blpl the first 3 orders Pl B COSG? (Alo)
Py = 3(3cos*0 — 1).

where (; are the moments of the phase function:

1 1
B = QZT+ Py(cost)p(cosl)dcost (A.11)
-1

and are related to the asymmetry parameter, g:

+1
g = (cost) = / p(cosb)costddo (A.12)

1

This parameter can be:

> 0, foreward scattering (6 > 7/2),
g4 =0, Rayleigh scattering, (A.13)
< 0, backward scattering (6 < 7/2).

Therefore in the Rayleigh approximation a phase function is equal to:
3
P(cost) = Z(l + cos*0) (A.14)

For an unpolarized incident light, I, on a sphere of real permittivity € and radius r
the differential cross-section is:

do(df) 1 (2 : — e\’
Od(Q ) =3 ( 7;”0> 70 <;+ 28600) (1 + cos?0) (A.15)
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where nyq is the refractive index of the medium surrounding the sphere of refractive
index n. Integrating this equation over the entire solid angle yields the total cross

section:
8w (2mnyg 4 6 €—¢€o 2
_ o A.16
7R3 ( A ) " <€—|—2€0 ( )
Where R stands for Rayleigh. And the intensity is given with:
; [27m04 8 [e—eg 2(1+ 29) (A17)
= cos .
" A 2D? \ e+ 2¢

where D is the distance between the particle and the observer (Lockwood, 2016).

A.4 Lorentz-Mie theory

Similar to Rayleigh, we again consider a sphere of radius r» with a complex index of
refraction, m, on which is incident a plane EM wave with the wavelength A. This
interaction causes a sphere to radiate itself due to excitation and the radiated EM
waves from this process are not isotropic in general. These EM radiant waves can be
expanded using generating scalar function, v, for the vector harmonics. Since we are
dealing with the spherical function, a function ¢ has to satisfy the wave equation in
spherical polar coordinates, which in scalar form is defined as:

9 ([ 00 1 0 (. o L o a0,
or? (r 87‘) + r2sinf 00 (sm@ 80) + Tzsz'nﬁa Yo" + kY = 0. (A.18)

The solution of the above equation is in the form: ¥(r,0,¢) ~ R(r)O(0), ¥ (v).
Substituting this into equation (A.18) we get set of three differential equations:

d*e

a tme =0 (A.19)
d . dO m2

P <smﬁﬁ) + [n(n +1) — Singﬁ} O = 0; (A.20)

d 2 AR 2,.2 A

e (7“ %) + {k‘ r* —n(n+ 1)} R=0; (A.21)

for which linearly independent solution have to be found. For (A.19) linearity is
achieved if ¢, = cos m¢ and ¢, = sin m¢ where e and o note even and odd numbers.
For the last two, linearity is achieved by usage of the orthogonal Legendre functions of
the first kind (that have limit at ¢ = 0 and # = 7 and for m = 0 they become Legendre
polynomials) and spherical Bessel functions of the third kind. The expansion of these
functions (for a sphere emitted wave) contain coefficients that are called scattering
coefficient and after the expansion of a incident plane wave is also done, we have two
additional coefficients. These four coefficient have to be combined and after lengthy
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derivation it can be found that scattering coefficients are equal to:

— map (mx)U,(x) — b, ()Y (mx)

T b, ()€, — & 00P(mY) 2
(A.23)
p = Yn(mx)¥n, () = mibn ()Y (mx) (A.24)

" ha(mx)EL(X) — mEn () (mx)

where ¢ and £ are Ricati-Bessel functions. After expansion of the outgoing wave is
know, a cross section can be calculated and it can be found:

Oscat — %Z(zn“—l) <‘an’2+ }bnf) (A25)
n=1

where k = 27w/ is the wave number of incident wave. The full extinction coefficient
1s:

Cept = ?{:—Z Z(Qn + l)Re{an + bn} (A.26)
n=1

For large particles (x > 1), a calculation of the sum can take a long time.
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Appendix B

B.1 Yearly cycle of T, from 183.31 + 1 and 183.31 + 7 (190.31)
GHz

anuary

—

228 242 255 215 228 242 255 215 228 242 255
Tp [K] Tp [K] Tp [K]

215

Figure B.1: Mean monthly T}, composites from all available satellites for 183.31 +
3 GHz during 2000-2016 period.
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Tp [K] Ty [K] Tp [K]
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Figure B.2: As in B.1 only for joined product from AMSU-B’s 183.31 + 7 GHz
and MHS’s 190.31 GHz frequencies channels.
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Figure B.3: Mean Ty, from AMSU-B’s 183.31 + 7 GHz frequency during 2000-2009
period (left) and MHS’s 190.31 GHz frequency during 2006-2016 period (middle) for
January (top) and May (bottom). Differences between AMSU-B’s and MHS’s overlap
period (2006-2009) are shown on the right side of the figure for January (top) and
May (bottom).
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B.2 Weighting functions and water vapour sensitivity
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Figure B.j: 17-year mean input profiles of T and absolute humidity (AH) with
IWYV wvalues for 3 different column heights (left), normalized weighting function for
5 AMSU-B frequencies for mean profiles and for 20 % increased specific humidity
(middle) and AH weighted by weighting function (right). Plots are shown for NW
Russia and Fram Strait regions.
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Figure B.5: As in B.4 only for Canadian Archipelago and NE Arctic regions.
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Figure B.6: As in B.J only for Alaska and Fram Strait regions in May.
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Figure B.7: As in B.6 only for NW Russia and Siberia regions.
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B.3 Correlations between simulated and observed Ts
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Figure B.9: January 2D scatter histograms of Ty for 183.31 £ 7 GHz (top) and
190.31 GHz (bottom) frequency channels during 2000-2009 period and 2006-2016

period, respectively. Plots are shown in order, daily values, one month and whole

respective period.

DAY
BT 183.31 + 7 GHz obs vs. sim
250 0
. 260 1
X 2004
c
T 240 - 3
ol o3
= 220 1007
200 |
200 225 250 275
Thiobs) [K]
DAY
BT 190.31 GHz obs vs. sim
. 260 200
v 4}
§ 240 -g
) Q
~ 220 A 100z
200 - .
200 225 250 275
Tb(obs) [K]

Tb(sim) [K]

Tb(sim) [K]

MONTH
BT 183.31 + 7 GHz obs vs. sim

600
260
i
400¢<
240 o
o
=
200
220
220 240 260
Thiobs) [K]
MONTH
BT 190.31 GHz obs vs. sim
260 4 400
(%]
30082
240 °
2002
z
220 4 i 100
k)
220 240 260
Tb(obs) [K]

ALL
BT 183.31 + 7 GHz obs vs. sim
2=
400
z 3003
— 2404 c
5 2008
Q
= z
220 -
100
200 T T T
200 220 240 260
Thiobs) [KI]
ALL
BT 190.31 GHz obs vs. sim
2=
oo o
4 3
— 240 400E
£ ]
) <%
Q
F 220 - 200~
200 T T T
200 220 240 260
Tb(obs) [K]

Figure B.10: As in B.9 only for May.
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Figure B.8: Yearly cycle of ASRv2 IW Vs, s—r0a. Each month shows 17-year mean.
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Figure B.11: Integrated CLW (left) and snow (right) content trends for surf-TOA
column for January (top) and May (bottom).
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Figure B.12: Correlations between IW Vg, r—roa and 183.81 £ 7 (190.31) GHz Ty,
for January (left) and between IWVssonpa—roa and 183.81 £ 7 (190.31) GHz T, for
May (right).
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Figure B.13: Sensitivity of sounding frequencies Tys for increase in humidity for
one point over Central Arctic (top left), Siberia (top right) and NW Russia (bottom
left) regions. IWVsoonpa—roa column trend for 2000-2016 period (bottom right).
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Figure B.14: Temperature trends from ASR at 700 hPa (left) and 500 hPa (right)
for May.




136

B.4 Satellites hourly coverage
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Figure B.15: January hourly T, coverage from all satellites during 2000-2016 period
for north Atlantic and NW Russia region.
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Figure B.16: As in B.15 only for Alaska and North Atlantic, regions in May.
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Figure B.17: As in B.16 only for Siberia and Fram Strait regions.
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