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Abbreviations

CCW Counterclockwise

CLSM Confocal laser scanning microscopy

COM Centre of mass

CW Clockwise

OD Optical density

PI Propidium iodide

RDF Radial distribution function

RNA Ribonucleic acid

MIC Minimal inhibitory concentration

SNR Signal to noise ratio

ppGpp Tetraphosphate guanosine

pppGpp Pentaphospate guanosine

T4P Type 4 pilus

wt Wild type
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1 Abstract

Most microorganisms prefer to live in surface associated communities called biofilms,
where their lifestyle di�ers considerably compared to their planktonic counterpart.
The cell shape, as well as physical interactions determine the structure of bacterial
biofilms. Due to cell growth, the size of the biofilm increases with time and the
structure changes during biofilm maturation. This work aims at characterizing the
structure and growth dynamics of dense colonies formed by gonococci.

The first part of this thesis focuses on the characterization of the spatial structure
of gonococcal colonies. Image analysis tools were developed that allowed determin-
ing the positions of single cells within the spherical colonies. Using the position
data, the radial distribution function (RDF) was calculated. The RDF showed
short-ranged order but not long range order, reminiscent of liquids. Neisseria
gonorrhoeae interact via their type 4 pilus (T4P) with surfaces and cells. T4P-
T4P binding between adjacent cells generates attractive force that controls colony
formation. We investigated the e�ect of T4P retraction of the local and meso-
scopic structure of gonococcal colonies using strains with varying T4P retraction
phenotypes. Reducing speed and frequency of T4P retraction reduced cell density
and increased order in 6 h old colonies. Deleting T4P retraction results in loss of
local order. After 24 h, density and local order increase for all strains, and larger
holes inside the structures of gonococcal colonies emerged, which were independent
of T4P motor activity. In conclusion, we show that gonococcal T4P active force
generation is not necessary for development of local order, but it accelerates the
process of achieving higher densities and local ordering inside spherical colonies.
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1 Abstract

In the second part of this thesis, we developed methods for measuring growth
rates of colony-bound bacteria with spatial and temporal resolution. Growing
gonococci generated a radial velocity field inside colonies that pointed from the
centre of mass (COM) of colonies to its periphery. Close to the colony centres,
velocities were minimal and increased towards the periphery of colonies. We showed
that by characterizing the velocity field within the colony, the local growth rates
can be measured. Independently, growth rates were determined by counting the
o�spring of single fluorescent cells that were distributed homogeneously inside
the colonies. Both methods complement each other, because they have di�erent
advantages and disadvantages. Unexpectedly, heterogeneous growth profiles inside
small gonococcal colonies emerged after 2 h of growth. To assess the hypothesis that
nutrient limitation causes growth heterogeneity, we optimized the nutrient supply
with a higher flow rate. Even though gonococcal growth improved slightly, growth
profiles were still heterogeneous, indicating di�erent limitations like mechanical
constraints. Surprisingly, colonies that could not activate the stringent response
developed heterogeneity in spatial and temporal growth even earlier. We suggest
that stringent response is important for gonococcal biofilm maturation. Finally,
the e�ect of azithromycin treatment on colony growth dynamics was investigated.
We observed that after two generations times, growth rates dropped to low values
throughout the colony indicating that azithromycin di�uses quickly through the
whole colony and e�ects the majority of cells. In summary, we established tools
for characterizing growth and death within dense spherical colonies at spatial
and temporal resolution. This method will be useful to study the mechanisms
of development of heterogeneity inside gonococcal colonies and their response to
environmental changes like antimicrobial treatment.

2



2 Zusammenfassung

Die meisten Mikroorganismen bevorzugen es in an Oberflächen gebundenen Gemein-
schaften zu leben, welche als Biofilme bekannt sind. Dabei unterscheidet sich ihr
Lebensstil wesentlich von planktonischen Zellen. Die Zellform und die physikalis-
chen Wechselwirkungen bestimmen die Struktur des Biofilms. Durch Zellwachstum
nimmt die Größe des Biofilms mit der Zeit zu und die Struktur des Biofilms ändert
sich dabei parallel zum Entwicklungsstand des Biofilms. Diese Arbeit beschäftigt
sich mit der Struktur und Wachstumsdynamik von dichten Kolonien, welche von
kugelförmigen Zellen geformt worden sind.

Der erste Teil dieser Arbeit beschäftigt sich mit der Charakterisierung der
räumlichen Struktur von durch Gonokokken geformten Kolonien. Programme
zur Bildauswertung wurden entwickelt, welche die Bestimmung der räumlichen
Position einzelner Zellen in den Kolonien ermöglicht. Mit den Positionskoordinaten
wurde die radiale Verteilungsfunktion berechnet. In der radialen Verteilungs-
funktion zeigt sich eine kurzreichweitige Ordnung der Zellen, die an die Ordnung
von Molekülen in einer Flüssigkeit erinnert. Neisseria gonorrhoeae wechselwirkt
mit dem Typ 4 Pilus (T4P) mit Oberflächen und anderen Zellen. T4P-T4P
Bindungen zwischen benachbarten Zellen erzeugt eine anziehende Kraft, welche die
Kolonie-Entstehung beeinflusst. Wir haben den E�ekt der T4P Retraktion auf die
lokale und mesoskopische Struktur von Kolonien untersucht, wobei wir bakterielle
Stämme mit unterschiedlichen T4P Retraktionseigenschaften verwendet haben.
Eine reduzierte Geschwindigkeit und Häufigkeit der T4P Retraktion bewirkte eine
geringere Zelldichte und eine höhere lokale Ordnung von 6 Stunden alten Kolonien.
Kolonien, deren Zellen ihre T4P nicht retrahieren konnten, wiesen nach 6 Stunden
keine lokale Ordnung auf. Nach 24 Stunden, wiesen jedoch alle verwendeten
Stämme eine höhere Zelldichte und lokale Ordnung in den jeweiligen Kolonien
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2 Zusammenfassung

auf. Außerdem bildeten sich Löcher in allen Kolonien, welche unabhängig von der
T4P Motor Aktivität waren. Zusammenfassend, konnten wir zeigen, dass T4P
Retraktion zur Entstehung von lokaler Ordnung nicht erforderlich sind, sie aber den
Prozess zur Entwicklung höherer Zelldichten und lokaler Ordnung beschleunigen.

Im zweiten Teil entwickelten wir Methoden zur Bestimmung von Wachstumraten
für Kolonie-gebundene Bakterien mit räumlicher und zeitlicher Auslösung. Wach-
sende Gonokokken entwickelten ein radiales Geschwindigkeitsfeld, welches vom
Kolonie-Zentrum zur dessen Peripherie zeigte. In der Nähe des Kolonie-Zentrums
waren die Geschwindigkeiten einzelner Zellen minimal and nahmen Richtung Pe-
ripherie zu. Wir zeigten, dass lokale Wachstumsraten durch Charakterisierung
des Geschwindigkeitsfeldes bestimmt werden können. Unabhängig dazu, wurden
Wachstumsraten durch das Zählen der Nachkommen von einzelnen fluoreszierenden
Zellen bestimmt, welche innerhalb der Kolonie homogen verteilt waren. Beide
verwendeten Methoden ergänzen sich, weil sie verschieden Vor- und Nachteile
aufweisen. Unerwarteterweise konnten wir heterogene Wachstumsraten in kleinen
Kolonien nach 2 Stunden Wachstumszeit bestimmen. Um die Hypothese zu belegen,
dass heterogenen Wachstumsraten durch Nährsto�mangel hervorgerufen werden,
optimierten wir die Nährsto�versorgung Erhöhung der Zufuhr von Nährsto�en.
Obwohl sich das Wachstum verbesserte, waren die Wachstumsraten immer noch
heterogen verteilt, sodass wir andere limitierende Faktoren wir mechanische Ein-
schränkungen vermuten. Überraschenderweise, zeigten Kolonien dessen Zellen
keine ‚Stringent‘Response aktivieren können, eine frühzeitige Entstehung von het-
erogenen Wachstumsraten. Daher vermuten wir, dass die ‚Stringent‘Response ein
wichtiger Bestandteil der Biofilm-Entwicklung ist. Zusammenfassend, entwickelten
wir Methoden zur Charakterisierung von Wachstum und Tod in dichten Kolonien
mit räumlicher und zeitlicher Auflösung. Diese Methoden können verwendet wer-
den um die Entstehung von Heterogenität in Kolonien und deren Reaktion auf
wechseln Umweltbedingungen wie Antibiotika Behandlung zu untersuchen.
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3 Introduction

The dominant form of bacterial life was reported to be in in a surface associated
biofilm, where many bacteria are organized in close proximity and interact mechan-
ically [1]. Organization into a biofilm gives rise to di�erent physiological behaviors
[2, 3] and a higher stress resistance [4, 5, 6, 7, 8], which cannot be understood by
studying planktonic bacteria [9, 10].

Recently, laser scanning microscopy (CLSM) has been used to study the ar-
chitecture of fixed bacterial colonies. Using particle tracking tools from colloidal
physics, three dimensional positions of individual spherical cells inside colonies were
determined with sub-pixel accuracy. The bacterial structure was analysed by the
cell density and the radial distribution function (RDF) that gives the probability of
finding bacteria at a certain distance [11]. This work revealed short-ranged order
inside colonies and reported that the environmental stress influences the colony
structure considerably. Furthermore, it was shown that rod-shaped Vibrio cholerae
forms dome-shaped three dimensional colonies with a local liquid-crystalline order
[12]. Its biofilm structure also responded to environmental conditions like starva-
tion, shear flow and osmotic stress [12, 13]. During biofilm development, bacteria
employ various mechanical interaction mechanisms that generate attractive and
repulsive forces by using for example extracellular appendages like type 4 pili (T4P)
or secretion of extracellular matrix components [1]. Still, little is known about how
physical interactions determine the structure of bacterial biofilms. In this study,
the e�ect of T4P motor activity on the colony structure is investigated.
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3 Introduction

Availability of new fluorescent proteins like superfolder GFP and progress in
design of confocal microscopes allow to study the dynamical process of biofilm
development with cellular resolution. Following single cell lineages inside biofilms
is a di�cult task due to the small size of cells (¥ 1 µm) and the limited time
resolution of approximately 10 min due to phototoxicity of the laser light. How-
ever, cell velocities and growth rates were successfully determined for V. cholerae
biofilms. Surprisingly, growth rates were homogeneous in time and position, and
velocities increased slightly for larger biofilms [12]. The used image segmentation
and particle tracking algorithms are specialized on characterization of rod-shaped
cells inside biofilms with a low density. So far, information about growth rates of
spherical-shaped cells inside dense colonies are lacking. In this study, we develop
novel methods to characterize growth dynamics inside gonococcal colonies.

In the first section of this chapter, we focus on the interaction of single cells
with surfaces. In particular, we describe surface sensing and motility of cells, and
introduce the T4P system. In the second section, bacterial biofilms are described in
detail. In the last section, we introduce important concepts of image segmentation
and particle tracking that can be useful to study bacterial biofilms.

6



3.1 Bacterial surface motility

3.1 Bacterial surface motility

Due to their small size bacteria live in an environment, where viscous forces domi-
nate the cell movement and inertial forces are negligible. Consequently, the velocity
of cells depends mostly on forces that are applied at the moment and not on forces
that have been applied previously. In order to be supplied with nutrients, bacteria
do not have to be motile, because the transport of food is locally controlled by
di�usion. However, to find places with more or better nutrients, bacteria have to
outrun di�usion [14].

To this end, bacteria have evolved di�erent molecular motors that enable them
to move through fluids and on surfaces. In particular, flagella enable bacterial
swimming. They are long filaments that emerge from the cell body and are
powered by the flagella motor. This rotary motor converts mechanical rotation into
displacement and spins clockwise (CW) or counterclockwise (CCW) [15]. While
CCW rotation pushes the cell forward (run), CW rotation causes the cell to change
its course (tumble) [16]. The alternation of runs and tumbles allows movement
along nutrient gradients [14].

In the following sections, surface motility, which requires bacterial surface
attachment, will be introduced.

3.1.1 Bacterial surface sensing and attachment

To attach to surfaces for surface motility and colonization, bacteria evolved vari-
ous strategies like employing fimbriae, T4P or secreting extracellular polymeric
substances (EPS) [17]. During the first surface contact, bacteria are able to use
appendages like flagella and T4P to sense surfaces. When flagella attach to a
surface, rotation of the flagella motor is obstructed and the load on the motor
increases. The di�erence in the load on the motor causes structural changes of the
stator complex, which can be seen as a mechanosensory property of the flagella
motor [18, 19].

In contrast, T4P are typically bound to surfaces where the first contact mediates
surface sensing. T4P are polymeric filaments that emerge from the cell body and
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3 Introduction

mediate surface attachment [20]. This length of the pilus filament is dynamic. It
elongates by polymerization and retracts by depolymerization [21]. Looking at the
intracellular level, studies of Pseudomas aerugnisoa indicate that surface sensing
via pilus occurs during pilus retraction through both, sensing of pilus tension
and detection of depolymerized pilins, which has been reincooperated inside the
membrane after retraction [22, 23]. Studies of Caulobacter crescentus revealed
that cycles of pilus elongation and retraction cease after the first surface contact.
Simultaneously the synthesis of an adhesive holdfast is promoted, starting the
transition to an irreversible surface attachment [24]. Interestingly, surface sensing
is reported to be a heterogeneous process, allowing bacteria to attach and detach
multiple times from surfaces before they stimulate cell di�erentiation and attach
irreversible by expressing EPS [25, 26].

3.1.2 Twitching motility

After surface attachment, bacteria can coordinate surface motility by a two-
dimensional tug-of-war mechanism. In particular, cycles of pilus elongations,
binding and retraction enable cell displacement to the direction, where the pilus is
bound [27]. Forces are shared when multiple attached pili retract at the same time,
causing biased movement to the direction where the majority of pili are attached
or this highest force is applied (Fig. 3.1). While many species are able to interact
with their environment via di�erent kinds of cell appendages, N. gonorrhoeae
produces mainly T4P to mechanically interact with surfaces or other cells [27]. In
contrast to the rod-shaped bacterium P. aeruginosa, who distributes pili at one
of its poles [28, 29], spherical shaped bacteria like N. gonorrhoeae distribute pili
homogeneously on their cell surface [30], leading to a random walk on longer time
scales [31]. On shorter time scales, experimental and theoretical approaches show
that two-dimensional tug-of-war mechanism mediate mediate bacterial persistent
movement. This directional memory increases the surface area that can e explored
by cells and facilitates bacterial colonization [21].
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3.1 Bacterial surface motility

Figure 3.1: Scheme of surface motility driven by T4P. Multiple pili cooperate by a
tug-of-war mechanism to induce surface movement.

3.1.3 T4P machinery

T4P are dynamical extracellular filaments that many bacterial species use for
twitching motility [32], DNA uptake [33, 34] and microcolony formation [35, 36,
37, 38]. In this section, we will focus on the T4P architecture of N. gonorrhoeae
and its role in microcolony formation.

T4P architecture

The main building blocks of the T4P machinery are the pilus fiber, an inner
membrane platform protein, an outer membrane secretin channel and two ATPases
that power pilus elongation and retraction [39], (Fig. 3.2). The pilus fiber is a long
elastic polymer with a width of 5-8 nm and a length of several micrometers [40, 41].
The polymer mainly consists of pilins, whose assembly starts at the inner membrane
platform protein. Through the secretin channel inside the outer membrane, the
pilus can grow to the outside of the cell [42]. The pilus length is dynamical and
pilus elongation and retraction is powered by two di�erent hexameric ATPases
that bind to the inner membrane platform protein [43].

9



3 Introduction

Figure 3.2: Molecular model of T4P. T4P consists of a polymeric fiber that is built
mainly of the major pilins (green). It is anchored at platform protein
(blue) located in the inner membrane (IM) and exits the surface of the
cell though a secretin channel (orange) in the outer membrane (OM).
The length of the pilus fiber is dynamic, where PilF elongates the fiber
by polymerization and PilT causes retraction by depolymerization.
Image adapted from [44] and reproduced with permission.

T4P dynamics

The pilus fiber actively elongate and retract, where PilF and PilT most likely
add or remove pilins from the fibre. The current model states that they generate
conformational changes in the platform complex which somehow supports assembly
and disassembly. Possibly the platform complex rotates in opposite directions
when PilT or PilF are bound [40]. The T4P machinery is one of the strongest
molecular motors [45, 46] that generates forces up to 150 pN during pilus retraction

10



3.1 Bacterial surface motility

[45, 33, 46, 47, 48]. In order to generate those forces, the retraction ATPase PilT
is essential. PilT converts chemical energy from ATP binding and hydrolysis to
mechanical energy [49]. Deletion of PilT allows pilus biogenesis and colony forma-
tion, but active force generation is inhibited [27]. Even though pilus retraction
was reported in the absence of PilT, the measured forces were only the order of 5 pN.

T4P activity can be fine-tuned by co-expressing functional and non-functional
pilT. When non-functional PilT is produced inside the cell, hexamers of functional
and non-functional PilT are formed that exert a negative e�ect on T4P motor
activity. While retraction velocity , the frequencies of pilus retraction and T4P-T4P
bond rupture decreased, the frequency for pilus elongation increased [44]. The
respective mutant strains will be used in chapter 6.1.2 to investigate the e�ects of
T4P dynamics on the architecture of gonococcal colonies. Besides manipulating
T4P motor activity, T4P-T4P interaction can be influenced by altering pilus
density [50], posttranslational modifications [51] or environmental changes like
oxygen-concentrations [52] and proton motive force (PMF) [53].

11



3 Introduction

3.2 Bacterial biofilms

Bacteria are reported to be the most successful form of life on earth with respect
to biomass and diversity of colonized habitats [3]. The key to this success is
phenotypical plasticity [54] that allows rapid adaptation to environmental changes.
Individual motile bacteria can attach to surfaces and aggregate in large communi-
ties, called biofilms [55, 3]. Typically, biofilms are embedded in an extracellular
matrix that consists of extracellular polymeric substances (EPS) like extracellular
DNA, polysaccharide or proteins [17]. The biofilm matrix immobilizes cells, pro-
vides mechanical stability, facilitates cell-cell interactions by keeping cells in close
proximity and increases resilience against environmental stress [17, 56, 57]. Within
biofilms, the production of extracellular matrix can be inhomogeneous distributed
and for some species solely specialized cells contribute to the production [58].

3.2.1 Development of biofilms

Experimental approaches using microscopy enabled visualization of biofilm develop-
ment. These observations suggest that biofilms develop in four distinct stages: (i)
bacterial attachment to a surface, (ii) formation of micro-colonies, (iii) maturation
of micro-colonies to colonies/ biofilms and (iv) biofilm dispersal (Fig. 3.3). Between
each stage, the expression level of detectable proteins changes considerably [59].

The transition from a planktonic cell to a surface associated community involves
physiological changes of individual cells and a spatiotemporal organization [60].
During surface attachment (Chap. 3.1.1), production of adhesions and extracellular
matrix components is induced [61, 62]. After a successful attachment, micro-
colonies can be formed by clonal growth of the attached cells or aggregation with
neighboring cells via bacterial surface motility (Chap. 3.1.2). Further bacterial
growth and matrix production proceeds biofilm maturation. During this process,
changes in biofilm size and architecture, extracellular matrix composition, and the
physiological state of cells can be observed [17, 63]. Finally, bacteria can detach
from the mature biofilm and continue as planktonic cells until they attach again
to a surface and repeat the biofilm development cycle [62].
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3.2 Bacterial biofilms

Figure 3.3: Stages of biofilm development. (i) Planktonic cells attach to a surface.
(ii) Micro-colonies are formed due to cell growth or aggregation via
cell motility. (iii) Biofilms matures due to further cell growth and
expression of extracellular matrix components. (iv) Single cells can
disperse from the biofilm and potentially start biofilm development at
a new location.

3.2.2 Structure and dynamics of biofilms

A variety of physical parameters a�ect the structure of bacterial colonies and
biofilms on a microscopical and mesoscopical scale. In order to study the structure
and dynamics of biofilms, parameters like cell growth, cell-surface interactions and
cell-cell interactions are important to access. Importantly, bacteria are able to
adapt their biofilm structure to environmental stresses by tuning their physical
interactions [64, 65, 66, 67, 68]. These interaction can be of repulsive or attrac-
tive nature (Fig 3.4). Attractive interactions can be mediated by extracellular
appendages or molecules that rely on electrostatic attraction, polar attraction
and hydrogen bonding (Fig 3.4a). Moreover, the presence of small, non-adhering
extracellular matrix components inside biofilms can cause excluded volume e�ects.
In order to minimize the excluded volume and maximize the entropy, bacteria tend
to aggregate (Fig 3.4b). In contrast, bacteria are similar to hard objects that repel
each other (Fig 3.4a). During cell growth, bacteria generate pressure that pushes
their neighbors away. Additionally, a higher concentration of extracellular matrix
components increases the osmotic pressure between the biofilm and its surrounding
medium, causing biofilm swelling due to a higher medium influx (Fig 3.4d) [1].
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3 Introduction

Figure 3.4: Repulsive and attractive interactions between bacteria. (a) Steric
repulsion. (b) Osmotic pressure. (c) Bridging attraction. (d) Depletion
attraction.

The cell shape influences the structure and growth dynamics of bacterial biofilms.
Recently, bacterial biofilms formed by rod-shaped bacteria were intensely investi-
gated [69, 63]. At early stages of biofilm formation, E. coli and V. cholerae form
a two-dimensional layer at surfaces that form patterns of nematic domains. The
size of these nematic domains is influenced by the aspect ratio of cells and their
growth rate (Fig. 3.5 a) [70, 69]. After a critical aggregate size, which depends on
cell-surface interaction and cell length [71], the transition from two dimensional
to three dimensional colonies occurs. To this end, the growth pressure has to
overcome the cell-surface interaction [71].

For V. cholerae the growth of individual cells to a colony containing up to 10.000
cells was reconstructed using time resolved three dimensional images acquired
by spinning disk confocal microscopy. Repulsive interactions in V. cholerae are
mediated by osmotic pressure and steric repulsion (Fig. 3.4a,b), whereas attractive
interactions are mediated by the adhesive protein RbmA that binds cells together
[56, 72, 73, 74]. The balance between repulsive and attractive interaction and their
strength determine the colony structure, which shows local liquid-crystalline order
[12]. Reducing cell-cell interaction though deletion of RbmA increases nematic
order and space between cells [12]. Interestingly, growth rates were spatially
homogeneous, even though cell growth depends on nutrient availability, which is
reported to be spatially heterogeneous inside colonies [12, 7] (Sec. 3.2.3). The
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3.2 Bacterial biofilms

observed velocity of individual cells is determined by passive cell displacement
during the fountain-like biofilm expansion (Fig. 3.5 b) and is spatially homogenous.
For larger biofilms, the velocity increases slightly [12].

Figure 3.5: Biofilm structure of rod-shaped cells. (a) Domain size depends on
growth rate and cell length. Higher growth rates decrease the domains
size and a higher length increases them. (b) Fountain-like arrangement
of rod-shaped cells.

In contrast to V. cholerae, the cell shape of N. gonorrhoeae is spherical. During
growth, dumbbells are formed. In N. gonorrhoeae attractive interactions between
cells are mediated by T4P [40]. Similar to twitching motility, cycles of pilus
elongation, binding and retraction facilitates rapid three dimensional aggregation
into spherical shaped colonies. To this end, pili of adjacent cells can bind to each
other and pull the cell bodies closer together during pilus retraction. Due to the
fact that the average force needed to rupture a pilus bond Frupture ¥ 50pN [44] is
smaller than the force a single pilus can generate Fpilus ¥ 150pN [45, 33, 46, 47,
48], it is likely that T4P-T4P bonds are transient (Fig. 3.6a). When many bacteria
are in close proximity, a pilus network emerges that holds the cells together. The
previously mentioned cycle of pilus elongation, binding, retraction and unbinding
facilitates cell motility and cell reorganization in dense colonies as shown in silico
[75].
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Figure 3.6: T4P-T4P interactions. Bridging attraction mediated by T4P. Cycles of
T4P elongation, binding, retraction and unbinding generate T4P-T4P
interaction patterns that facilitate motility and organization inside
bacterial colonies.

Simulations computed repulsive interactions of dumbbell-shaped cells by volume
exclusion and attractive interactions by T4P mediated forces. T4P were modeled
as dynamics springs that can elongate, retract, bind and unbind. Similar to
experiments, the simulated cells aggregate into spherical shaped colonies. The
colony shape depends on the cooperation of cell-surface and cell-cell interactions.
For stronger cell-surface interactions, the contact area to the surface increases.
Stronger cell-surface interactions and a larger colony size increase the number
of pili that interact with the surface and consequently, decrease surface-motility
of the colony. Especially for small colonies, surface-motility enables colonies to
move at surface, approach neighboring colonies, and coalesce with them into larger
colonies [76, 44]. Additionally, the simulations predicted a liquid-like behavior
of gonococcal colonies by analysing local order and coalescence dynamics of two
colonies. In order to maximize the number of interacting pili, outer cells aligned
tangentially to the surface of colonies. However, cell orientations inside the colonies
were randomly distributed and did not show nematic order. The computed RDF,
which is used to measure order, showed local order similar to a liquid-like structure
[75].

This simulation did not implement bacterial growth and lineage tracking of
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densely packed spherical cells that exceed the limit of optical resolution is compli-
cated. Consequently, little is known about the spatio-temporal growth dynamics
of colonies formed by spherical bacteria and how growth and physical interactions
influence the structure of the colony.

3.2.3 Phenotypic heterogeneity and stress response in biofilms

Spatially heterogeneous regulation of cellular physiology maximizes the community
fitness and allows better adaptation to global environmental changes [55, 77, 78, 79,
80, 81, 82]. During stress exposure, cells inside biofilms act collectively and adapt
their biofilm structure [39, 83, 84]. In the following, molecular causes underlying
phenotypical heterogeneity inside biofilms will be introduced and examples for
di�erent kinds of stress responses will be described.

Nutrient starvation and stringent response

Bacteria living in a dense community, experience time and position dependent local
environments due to accumulation of waste products and emergence of gradients
of nutrient accessibility (Fig. 3.7) [85, 7]. Cells located close to the periphery of
biofilms, consume oxygen and nutrients, such that a smaller fractions can di�use
deeper into the aggregate. Especially, steep oxygen gradients were reported to
cause hypoxic zones [86, 87, 88, 89, 90, 91], which reduces the metabolic activity
and causes the cells to di�erentiate into a state comparable to the stationary phase
[87, 91, 89, 90, 91]. The reduction in metabolic activity is assumed to contribute
to higher antimicrobial tolerances, because antimicrobial agents are more e�cient
against fast growing cells compared to slow growing ones [92, 54, 93, 94, 95].
This assumption is additionally supported by an experiment that shows a higher
antimicrobial tolerance of biofilms under global anaerobic conditions in comparison
to the aerobic controls [89]. Additionally, bacteria in deeper layers of the biofilm
are starving for carbon and nitrogen [7, 96, 97] that also reduces metabolic activity
[98, 99].

Di�erent strategies evolved to enable or increase metabolic activity in the in-
ner periphery. Bacillus subtilis biofilms are able to counteract against nutrient
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gradients by metabolic cooperation. They coordinate their metabolic activity to
ensure a better nutrient supply for cells deep inside the biofilm, where nutrients
are limited. Cells, which experience nutrient limitation, send spatially propagating
waves of depolarization [100]. This electrical signal reduces the metabolic activity
of cells in the outer periphery, such that more nutrients can di�use into deeper
layers [101, 100]. Alternatively, cell autolysis is induced and provides nutrients and
important matrix components [102].

If the costs of sustaining a biofilm outweighs its benefits, certain species act by
initiation of a biofilm breakdown and cell dispersal [103]. Depletion of medium
compounds like carbon, iron or oxygen were reported to be capable of inducing
biofilm dispersal [104, 81, 105, 106, 107]. To transition e�ciently from the surface
associated biofilm to motile individuals, cells initiate matrix degrading to access
additional nutrients and form dispersal units that should detach from the biofilm
surface [103]. For example, Staphylococcus aureus actively triggers biofilm disper-
sion through production of matrix degradation enzymes, which are triggered by a
collective cell level response to a global signal via quorum sensing [108, 109]. V.
cholerae responds both at the level of an individual cell and on a multicellular level
via quorum sensing to make a robust decision regarding biofilm size and nutrient
availability to start biofilm dispersal [110].

Another strategy to deal with nutrient limitation is the stringent response,
which is triggered during amino acid, carbon or iron starvation [111, 112]. relA
and spoT are the key players in regulation of pentaphospate guanosine (pppGpp)
and tetraphosphate guanosine (ppGpp). Both e�ector molecules can activate the
stringent response [113] and are summarized to (p)ppGpp. The accumulation
of (p)ppGpp supports the survival during starvation stress by downregulation
of macromolecular synthesis (e.g. nucleic acid and protein synthesis) and up-
regulation of survival systems (e.g. systems involved in protein degradation) [111,
114]. Interestingly, independent studies show that stringent response contributes
to the biofilm tolerance during antimicrobial treatment [115, 116, 116]. Nutrient
supplementation increased biofilm susceptibility to antibiotics in comparison to
the nutrient starving control [117, 116]. Additionally, a reduced antimicrobial
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tolerance was obtained in P. aeruginosa biofilms formed by �relA�spoT mutants,
where the stringent response was deactivated [116, 116].

Figure 3.7: Chemical heterogeneity in biofilms. (a) Reaction-di�usion interactions
leads to nutrient gradients (green). Concentrations of Oxygen or any
nutrient that is consumed decreases with penetration depth into the
biofilm. (b) Waste products are more concentrated inside the biofilm
(red).

Antimicrobial treatment

Even though it has been known for decades that planktonic cells are more sus-
ceptible to antimicrobial treatment than genetically identical cells inside biofilms
[2], the mechanisms behind the higher antimicrobial tolerance of biofilms have
to be investigated further. Generally, several mechanism can cause an increased
antibiotic tolerance that is reported to be the 1000-fold between P. aeruginosa
biofilms and their planktonic counterpart [118].

The surrounding biofilm matrix was reported to be a di�usion limiting barrier
that gives protection from penetration of bacteriophages [6] and some antibiotics
like oxacillin, cefotaxime and vancomycin [119, 120, 121]. Interestingly, the pro-
duction of curli amyloid fibers of E. coli biofilms is limited to cells located on the
biofilm surface, but gives protection to the whole biofilm [6]. However, various an-
tibiotics are able to penetrate di�erent biofilm matrices without causing significant
cell death [8, 122, 123, 124, 125, 126]. The penetration of antibiotics through the
biofilm is delayed due to the matrix. For example, the delay of tetracycline reaching
all cells inside E. coli biofilms was measured to be 10 min [127]. It is assumed that
the delay of antimicrobial penetration increases the time for a phenotypic response
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and consequently increases the antibiotic tolerance [91, 128].

Nonetheless, antimicrobial treatment of maturated biofilm can cause lethal
damage. Currently, V. cholerae infections are typically treated with tetracycline
[129], which inhibits protein translation and di�uses quickly into the biofilm. Prior
emergence of significant cell death or a physiological response to translational
inhibition, the biofilm architecture was modified during tetracycline exposure. On
the single cell level, cells were still metabolically active and grew in size, but they
could not divide due to missing divisome proteins [130]. On the multicellular level,
attractive interaction that were mediated by an extracellular matrix compound
(RbmA) were decreased during the treatment, causing a reduction in cell-packing
density. As a result, treated biofilms showed a higher susceptibility to phages or
invasion of other species. After 6 h of biofilm growth, cell death became significant
[131].

The human pathogen N. gonorrhoeae causes gonorrhea and conjunctivitis. Due
to a rapid development of antibiotic tolerances, the treatment of gonorrhea is
hampered [15]. Currently, gonorrhea is treated with a combination of azithromycin
and ceftriaxone [132]. Cronenberg et al. found that azithromycin treatment
increases motility inside gonococcal colonies and the e�ciency of a sequential
ceftriaxone treatment. Simultaneous treatment of both antibiotics did not show
any synergistic killing e�ect [5]. Even though the sequential treatment with
azithromycin and ceftriaxone seems to be promising, the first resistant isolates
with a combined resistance to azithromycin and ceftriaxone were reported in 2018
[133, 134]. Despite new promising antimicrobial treatments for gonorrhea like
zoliflodacin are in sight [135], the number of possible antimicrobials is limited and
the e�ciency of future antimicrobials has to be optimized or alternative treatments
have to be found. For example, Kim et al. found that commensal Neisseria strains
have the ability to kill N. gonorrhoeae [136]. In particular, the killing e�ect is
mediated when N. gonorrhoeae takes up the commensal external DNA and does
not recognize its methylation pattern. It has been proposed that any DNA that
has a di�erent methylation pattern, homology to the pathogen genome, and can
enter the pathogen, could be used as a potential microbicide [136].
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3.3 Cell and particle tracking methods

Time resolved imaging is important to characterize bacterial growth dynamics
and biofilm maturation. Due to progress in development of fluorescent proteins
and optical microscopy technology, particle localization and tracking is possible
inside bacterial biofilms. In order to analyse the acquired datasets, sophisticated
automated particle tracking algorithms are needed. Particle tracking algorithms
have been developed for the analysis of colloidal systems and can be adapted to
localize single cells inside bacterial biofilms. In the following, di�erent tracking
approaches will be introduced, as well as their limitations.

In general, spinning disk confocal microcopy has proven to be useful for the
analysis of short-time motility inside biofilms [50] and growth rates on longer
time scales [12]. High temporal resolution can be achieved by acquisition of two
dimensional image slices [50]. For three dimensional image acquisition the time
resolution is limited to approximately 10 min [12]. In the near future light sheet
microscopy will be a promising alternative to spinning disk confocal microscopy,
allowing smaller time resolutions below 10 min due to its reduced phototoxicity and
photobleaching technology [137]. Alternatively, microfluidic cultivation chambers
are promising in cultivation and imaging two dimensional bacterial layers. Due to
the restricted height, bacteria cannot grow into the third dimension. Bright-field
imaging allows a high spatial and temporal resolution and analysis of motility and
growth dynamics [138].

3.3.1 Image segmentation

Localization and tracking of particles in time-lapse confocal microscopy has been
used to understand mechanical properties and dynamics of colloidal model systems
of crystals [139, 140] or glass transition [141]. Later, particle tracking algorithms
were adapted to track single cells inside biofilms to analyse cell motility and spatio-
temporal growth dynamics [12, 50].

J. Crocker and D. Grier pioneered particle tracking by automatically finding
features in two dimensional systems with sub-pixel accuracy using the programming
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language IDL [142]. Later their code was adapted for MATLAB. D. Blair and E.
Dufresne simplified the original code for particle localization in two dimensions,
where Y. Gao and M. Kilfoil optimized the code and implemented it also for
three dimensional particle localization and tracking [143]. Particle tracking can be
structured into four stages: image segmentation, particle localization, refinement
of positions and linking time resolved positions of particles into trajectories.

The easiest way to segment colloids or cells from the background is to set a
manually or automatically defined threshold that removes the background noise.
This approach was applied successfully in many particle tracking algorithms [144,
145, 146, 147]. Prior to threshold definition, it can be necessary to increase the
image signal to noise ratio (SNR) by image processing. To this end, J. Crocker
and D. Grier used a real-space bandpass filter consisting of an boxcar average filter
and a Gaussian-filter. The boxcar average filter models the background signal and
the Gaussian-filter deals with the digitization noise. Both filters can be computed
in a single convolution step by the kernel K(i, j) = 1

K0

Ë
1
B exp

1
≠ i2+j2

4

2
≠ 1

(2w+1)2

È
,

where K0 and B are normalization factors and w is the radius from the object
of interest [142]. Alternatively, a watershed transform can be applied to segment
the background noise from particle intensities [148, 149, 150, 151, 152, 153, 12].
The image is considered as a topographic relief, which is flooded from the local
minima. As a result, the contours of objects (watersheds) are returned and the
background noise is removed. When this algorithm is used, over-sensitivity to
noise and over-segmentation can be a problem [149].

3.3.2 Particle localization

After image segmentation, the positions of colloids or cells have to be determined.
Particle localization is typically achieved by applying a local maximum operator
followed by a further refinement. J. Crocker and D. Grier calculated the o�set
‘ between the locally brightest pixel (x, y) and the brightness-weighted centroid
(x + ‘x, y + ‘y) with
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where m0 is the integrated brightness of the particle.

3.3.3 Particle tracking

The probability of finding single Brownian particle with a self-di�usion coe�cient
D that di�used a distance ” between two frames is calculated by

P (” | ·) = 1
4fiD·

exp

A

≠ ”
2

4D·

B

. (3.2)

Consequently, the probability distribution of N identical non-interacting particles
is

P ({”i} | ·) =
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In general, particle tracking algorithms link positions of successive frames into
trajectories. They tend to find trajectory-sets that maximize the probability
distribution P ({”i} | t) or the sum of displacements qN

i=1 ”
2
i . Even though the

tracking algorithm from J. Crocker and D. Grier assumes a non-interacting system,
the algorithm is suggested to work well for weak-interacting spheres [142]. In order
to limit the number of possible combinations of P ({”i} | t), only displacements that
are shorter than a given distance L are considered. As a result, the tracking network
is divided into smaller sub-networks and the number of possible combinations
reduces from O(N !) to O(M !), where M is the number of linked particles inside
a sub-network. The optimal cuto� distance for L is in the range of ” < L < a/2,
where a is the distance between two neighboring particles. Y. Gao and M. Kilfoil
use the base algorithm developed by J. Crocker and D. Grier [142], but they include
a multipass strategy. In a homogeneous scenario, where particles have a small
displacement compared to their neighbor distance, all particles can be tracked by
one cuto� distance. In a dynamical heterogeneous scenario, where particles have
di�erent velocities, one cuto� is not su�cient anymore. Many tracks are lost, when
the cuto� is too small. If the cuto� is too large, tracks get unreliable. To this end,
Y. Gao and M. Kilfoil use their multipass strategy [143], which is described in
chapter 5.4.4.

23



3 Introduction

3.3.4 Alternative particle tracking tools

The previously described localization algorithms are written for systems with
identical spherical particles. They fail to access information about the size of
individual particles. To address this shortcoming, Leocomach et al. developed
a novel method to localize spherical particles of arbitrary sizes in either 2D or
3D images [154]. They found that very small particles are expelled from crystals
and accumulated on the growth front of them [154]. This information was not
accessible with standard particle tracking tools. In order to determine the posi-
tion and orientation of rod-like colloids from confocal microscopy, Besseling et
al. developed a new particle tracking algorithm, which should also work for ellip-
soids and dumbbells with diameters down to 300 nm. This algorithm is reported
to be also applicable for active colloids like self-proppeled particles or bacteria [155].

In contrast to the previously mentioned tools that were primarily developed to
analyse colloidal systems, the aim of COMSTAT is to characterize biofilm mor-
phology. In particular, this tool can analyse quantitative parameters like biomass,
roughness, surface area, volume and several more [156]. Even though this software
was an important tool to quantify three dimensional biofilm structures [11], it
cannot analyse internal properties of biofilms with cellular resolution.

Recently, the software tool BiofilmQ was published and allows the analysis of
spatio-temporal dynamics inside biofilms with a focus on cell cytometry, data
analysis and data visualization [157]. Hartmann et al., who developed BiofilmQ,
successfully tracked single lineages of V. cholerae as they grew from a founder cell
to 10.000 cells [12]. They tracked single rod-shaped cells by minimizing deviations
in cell orientation and maximizing volume overlap. Assuming a constant cell
width and a constant cell length between birth and division, growth rates were
determined from cell tracking by measuring the cell length.
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99 % of bacteria are estimated to live in surface associated biofilms and most
infectious diseases are related to this sessile state [158, 159]. Due to high tolerances
of biofilms against disinfectants, cleaning and antimicrobial agents, new strategies
have to be developed to treat unwanted and harmful biofilms that are responsible
for industrial problems or chronic infections e�ciently. To this end, di�erent
strategies have been developed, including prevention of biofilm formation [160],
interfering or disrupting the biofilm structure to increase the sensitivity to the host
defense system [161, 162, 163, 164] and killing biofilm cells through synergistic
approaches, where the biofilm structure is dispersed and subsequently treated with
conventional antibiotics [165]. In order to develop these strategies, information
about the cellular structure and spatio-temporal dynamics of bacterial biofilms are
required that are largely unknown for N. gonorrhoeae. Through attractive interac-
tions mediated by their type 4 pilus system (T4P), gonococci rapidly organize in
spherical microcolonies that grow with time, while maintaining their colony shape.

In the first part, we hypothesized that gonococcal colonies show liquid like
properties that are influenced by T4P motor activity. Especially the spherical
shape of gonococcal colonies and the fusion process of two adjacent colonies are
reminiscent of liquid drops. The positions of single cells were determined and
by calculating the radial and remoteness distribution function, the gonococcal
colony structure was analysed. Additionally, we modified the motor activity of the
gonococcal T4P machinery to study the e�ect on the colony structure.

In the second part, we hypothesized that cells inside gonococcal colonies show
heterogeneous growth rates depending on their position. We aimed at characterizing
the spatio-temporal growth dynamics inside gonococcal colonies.

Therefore, we combined two strategies with complementary advantages and
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disadvantages. The first strategy was to develop a lineage tracking method to
estimate growth rates by counting the o�spring of individual cells. The second
strategy was to use the growth-induced flow field for determining growth rates.
After successful implementation of these methods, we investigated to study spatio-
temporal growth dynamics at di�erent growth conditions.
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5 Material and Methods

5.1 Cultivation and Growth Media

In this study, the gram-negative bacterium Neisseria gonorrhoeae was used as a
model organism. Cells were cultivated for approximately 15 hours at 5% CO2 and
37 ¶C on GC-agar plates (table 5.1). Using a plastic loop, cells were resuspended
from GC-agar plates to liquid GC-medium (table 5.2). To generate bacterial stocks,
cells were resuspended in Mili-Q water containing 10% milk powder (Carl Roth,
GC-Freeze) and rapidly frozen in liquid nitrogen. These stocks were stored at
≠80 ¶C.

NaCl (Roth) 5 g/l
K2HPO4 (Roth) 4 g/l
KH2PO4 (Roth) 1 g/l

Proteose Peptone No. 3 (BD) 15 g/l
soluble starch (Sigma Aldrich) 0.5 g/l

Bacto Agar (BD) 10 g/l
Isovitalex 10 ml/l

Table 5.1: GC-Agar was autoclaved and cooled to 55 ¶C before 1% Isovitalex (table
5.3) was added.
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NaCl (Roth) 5 g/l
K2HPO4 (Roth) 4 g/l
KH2PO4 (Roth) 1 g/l

Proteose Peptone No. 3 (BD) 15 g/l
Isovitalex 10 ml/l

Table 5.2: GC-Medium was autoclaved and stored at 4 ¶C. Prior usage, 1% Isovi-
talex (table 5.3) was added.

D(+)-Glucose (Roth) 100 g/l
L-Glutamine (Roth) 10 g/l

L-Cystein · HCl · H2O (Roth) 28.9 g/l
Cocarboxylase (Thiamine Pyrophosphate) (Sigma-Aldrich) 0.1 g/l

Ferric Nitrate (Fe(NO3)3 · 9H2O) (Sigma-Aldrich) 0.02 g/l
Thiamine · HCl (Roth) 0.003 g/l

4-Aminobenzoic Acid (PABA) (Sigma-Aldrich) 0.013 g/l
—-Nicotinamide Adenine Dinucleotide (NAD) (Roth) 0.25 g/l

Cyanocobalamin (Vitamin B12) (Sigma-Aldrich) 0.01 g/l

Table 5.3: Isovitalex aliquots were stored at ≠20 ¶C

5.2 Bacterial Strains

All N. gonorrhoeae strains used in this study (Tab. 5.4) were supplied by co-workers
and are based on wt (Ng150).

wt G4 motif was deleted by replacing it with the aac gene, which confers resistance
against apramycin. The G4 motif is responsible for antigenic variation of the
major pilin subunit pilE [166] and may generate heterogeneity by a�ecting
pilus density and rupture force. To exclude the e�ect of antigenic varaition on
colony dynamics and T4P-T4P interactions [167], the G4 motif was deleted.

wt green For the strain construction, the sfgfp gene was fused with the pilE
promoter region (PpilE). Subsequently, the fusion product PpilE-sfgfp was

28



5.2 Bacterial Strains

transformed into the wt (Ng150) strain between the lctP and aspC loci.

pilTW B1 The goal was to generate a strain with a reduced T4P retraction dynamics.
To this end, pilTW B1 produces a non-functional form of the retraction protein
PilT. Due to the fact that PilT forms hexameric rings [168], we assumed to
get hexameric rings with a mixture of functional and non-functional PilT,
causing a negative e�ect on T4P retraction dynamics. The activity of the
ATPase PilT depends on the Walker A box for ATP binding and on the
Walker B box for ATP hydrolysis. Non-functional pilTW B was generated by
replacing glutamate within the Walker B box by alanine. The relative level
of functional and non-functional PilT depends on the promoter strength of
the pilTW B genes. The pilTW B1 strain expresses the pilTW B gene under the
control of the IPTG-inducible lac promoter.

pilTW B2 The pilTW B2 strain expresses the pilTW B gene under the control of the
strong pilE promoter.

� pilT Without the retraction ATPase pilT, pilus polymers are still formed [169],
but T4P loose their ability to retract and generate forces. Chromosomal
DNA from strain GT17 was transformed into wt.

�relA�spoT The goal was to generate a strain that does not respond to nutrient
starvation via stringent response, which is activated by the gene products
of �relA and �spoT . This gene products adjust the level of the alarmone
(p)ppGpp [113]. The production of (p)ppGpp is suppressed by the deletion
of relA. To compensate the growth rate reduction that is cause by deletion
solely relA, spoT is additionally deleted [170].

�relA�spoT green The fusion product PpilE-sfgfp was transformed into the
�relA�spoT (Ng198) strain between the lctP and aspC loci.
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Strain Relevant genotype Source/Reference

wt (Ng150) G4::aac [171]
wt green (Ng194) lctp :: PpilEsfgfpspeR :: aspC [172]

G4 :: aac

pilTW B1 (Ng171) lctp : PlacP pilTWBermC : aspC [44]
G4 :: aac

pilTW B2 (Ng176) iga :: PpilEpilTWBermC [44]
G4 :: aac

�pilT (Ng178) pilT :: m ≠ Tn3cm [173, 44]
G4 :: aac

�relA�spoT (Ng198) relA :: nptIIspoT :: ermC [172]
G4 :: aac

�relA�spoT green (Ng224) relA :: nptIIspoT :: ermC [172]
lctp :: PpilEsfgfpspeR :: aspC

G4 :: aac

Table 5.4: List of used strains in this study
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5.3 Choosing the experimental design

A major challenge of this project was the detection and tracking of single bacterial
cells within three-dimensional colonies. While tracking methods are well established
for eukaryotic tissues whose cells are about ten-fold larger than bacterial cells,
tracking of single bacteria remains di�cult. Here, we developed experimental
methods and software to overcome these di�culties by taking the advantages of
CLSM and spinning disk confocal microscopy.

5.3.1 Experiments to study the colony structure

In order to study the structure of gonococcal colonies, we used a Leica TCS SP8
CLSM (CECAD Imaging Facility) with a 63x, 1.4 NA, oil immersion objective
lens and an argon laser with an excitation wave length of 488 nm. The software of
the microscope allowed to increase the laser power as a function of the acquisition
height. This was a critical feature, because cells below the focal plane absorb the
laser light and and cause a decreasing intensity signal at larger heights. The optical
resolution was maximized by decreasing the pinhole diameter of the microscope,
leading to an automatically adjusted voxel size of 35 nm in x-y-direction and 130
nm in z-direction, and a total view of 59.65x59.65 µm. Due to the long image
acquisition time of about 20 min, the sample needed to be fixated. For this
experiment, photodamage was irrelevant and bleaching e�ects were negligible. As
a result. high laser power were used that saturated the image intensity signal.
Samples were prepared as follows.

Cells were grown on GC + IsoVitaleX plates over-night at 37 ¶C, 5% CO2 and
re-suspended in liquid GC-medium, to an optical density of 0.01 at a wavelength of
600 nm. 300 µl of cell suspension was inoculated in our flow chamber setup, which
consisted of an ibidi µ-Slide I0.8 Luer flow chamber with a glass bottom. The outlet
of flow chambers was connected via Elbow luer connector (Ibidi) and silicon tubing
to a waste flask and a peristaltic pump (model 205U; Watson Marlow, Falmouth,
United Kingdom) for constant nutrient supply. The inlet of flow chamber was
connected to a growth-medium reservoir via a self-build bubble trap. To build a
bubble trap, the lower part of an 1 ml syringe was closed with a 500 µl reaction
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tube lid and a hole was drilled to connect the silicon tubing. This bubble trap
contained a reservoir directly above the inlet of the flow chamber. Instead of
entering the channel of the flow chamber, bubbles moved to the top of the bubble
trap.

The flow chamber setup was filled with GC-medium and 200 µl of cell suspension
were injected into the flow chamber using a syringe. Prior to switching the flow on,
cells were left for 1 h at 37 ¶C for attachment to the glass surface. After 6 or 24 h
of growth, biofilms were stained with 10 µM Syto9 (Thermo Fisher Scientific) for
15 min at 37 ¶C. Subsequently, the biofilms were fixed with 4 % paraformaldehyde
in 1x PBS for 15 min at room temperature and washed with 1x PBS. Staining,
fixation and mounting procedures were performed as following: the peristaltic
pump was turned o�, a silicon tubing between growth reservoir and flow chamber
was pinched o�, the lid of the bubble trap opened and the preferred solution filled
into the bubble trap. Finally, the peristaltic pump was turned on again, such that
the solution was injected automatically into the flow chamber in a well controlled
manner. In the end, the bubble trap was closed and the clamp removed.

To prepare 30 ml of 4 % paraformaldehyde, 1.2g paraformaldehyd was added to
19 ml of MQ water and heated to 60 ¶C. In a fume hood, 10 µl of 5 M NaOH was
added. Adding NaOH to the solution was continued until the paraformaldehyd
was dissolved. 10 ml of 3x PBS was added to the solution and the pH was set to
7.2 by adding small aliquots of 5 M HCl. The solution was filled with MQ water to
the final volume of 30 ml. Finally, the solution was filtered through a 0.45 micron
filter and stored at ≠20 ¶C. To reduce fluctuations during image acquisition the
samples were mounted with Mowiol (Table 5.5).

5.3.2 Experiments to study the spatio-temporal growth

dynamics

In contrast to the experiments that were performed to study colony structure, the
samples used to study growth dynamics needed to be alive. To increase acquisition
speed and reduce photodamage of individual cells an inverted microscope (Ti-E,
Nikon, Minato, Japan) equipped with a spinning disc confocal unit (CSU-X1,
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Mowiol 4-88 2.4 g
Glycerol 6 g

MQ water 6 mL
0.2 M Tris-Cl (pH 8.5) 12 mL

DABCO 2.5 %

Table 5.5: Mowiol 4-88 was mixed with Glycerol and MQ water. The solution was
mixed using a magnetic stir bar for several hours at room temperature.
After adding Tris-Cl (pH 8.5) the solution was heated to 50 ¶C for 10 min
with occasional mixing. When Mowiol was dissolved, it was centrifuged
at 5000 g for 15 min. The supernatant was carefully removed and
DABCO was added to 2.5 % to reduce bleaching. Stocks were stored in
≠20 ¶C freezer.

Yokogawa, Tokyo, Japan) and a 100x CFI Apo Tirf objective (Nikon, Minato,
Japan) was used. This spinning disk confocal microscope reduced the acquisition
time to several seconds. By minimizing the laser power and exposure time a time
resolution of 15 min between image stacks was achieved. The software of the
microscope recommended a voxel size of 80 nm in x-y-direction and 200 nm in
z-direction. To reduce the photodamage by the laser further, we increased the
voxel size in z-direction to 400 nm. For each time-point, three channels were
acquired. The signal of sfgfp expressing cells was captured in green channel with
the excitation laser wavelength of 488 nm. Dead cells were stained by PI and
were fluorescent in the red channel with the excitation laser wavelength of 561
nm. Information about positions and sizes of colonies could not be extracted
from image stacks taken in the green channel, because we mixed green fluorescent
and non-fluorescent cells. To this end, we captured the states of whole colonies
with bright-field images of the home-position (bottom of flow chambers). The
preparation of samples deviates from experiments that were performed to study
colony structure. Experiments to study growth and death within bacterial colonies
were performed as follows.

Fluorescent (sfgfp) and non-fluorescent cells were grown on GC + IsoVitaleX
plates over-night at 37 ¶C, 5% CO2 and re-suspended to liquid GC-medium. In 5
ml GC-medium, the optical density of fluorescent and non-fluorescent cells was
set to 0.1 with a ratio of 1 to 100. To ensure a proper cell mixture, the solution
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was supplemented with 100 µl pure water and incubated for 30 min in the shaking-
incubator at 37 ¶C, 5% CO2. Supplementation of small quantities of water induced
colony disassembly for an unknown reason. The long incubation time allowed
assembly of new aggregates. Subsequently, 500 µl of this solution was diluted with
500 µl GC-medium, prior to injecting 250 µl into the flow chamber-setup.

To enable time resolved image acquisition, it was necessary to disable or reduce
the motility of colonies that can be observed on glass-surfaces. For this purpose,
we used tissue culture treated ibidi µ-Slides I0.8 Luer flow chambers with a polymer
coverslip. In order to coat the flow chambers, they were filled with 200 µl Poly-L-
lysine (Sigma, stock solution 50 µg/ml) at least one day before the experiment.
After one hour Poly-L-lysine was rinsed out of the flow chamber and dried for
several hours at room temperature.

The flow chamber setup was assembled by connecting the outlet via Elbow luer
connector (Ibidi) and silicon tubing to a waste flask. Then, the inlet was connected
via a self-build bubble trap to a 90 ml growth-medium reservoir, containing 4 µl
propidium iodide (PI). To build the bubble trap, the lower part of a 2 ml syringe
was sealed with the lid of a 2 ml reaction tube and a hole was drilled to connect
the silicon tubing. This bubble trap contained a small reservoir directly above the
inlet of flow chambers. Instead of entering the channel of flow chambers, bubbles
moved to the top of the bubble trap. Fresh-GC-medium was pumped constantly
at 1 rpm by a peristaltic pump (model 205U; Watson Marlow, Falmouth, United
Kingdom).

5.4 General tracking procedures

5.4.1 Procedures for image segmentation

The CLSM and the spinning disk confocal microscope generated very di�erent data
sets in respect to image composition, SNR, resolution and size. Before particle
localization algorithms can be applied, all image stacks have to be segmented to
provide a reliable particle localization.
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Segmentation of images acquired by CLSM

Images acquired by a CLSM showed a low background signal. All image stacks were
filtered using a three dimensional spatial bandpass filter to reduce the pixel noise
and the background signal, while retaining the information of the characteristic
feature size. We used the bandpass filter that was written by Y. Gao and M. Kilfoi.
The algorithm is based on the IDL code from J. Crocker and D. Grier (Chap.
3.3.1) [142]. In order to reduce computation time, the convolutions were computed
on the GPU.

Figure 5.1: E�ect of a spatial bandpass filter applied on image stacks acquired
with a CLSM. (a) Section from original image. (b) Same image section
after bandpass filter application.

5.4.2 Segmentation of images acquired by spinning disk

confocal microscopy

Images acquired by a spinning disk confocal microscope showed a reduced image
SNR and resolution compared to images acquired by a CLSM. Consequently, the
spatial bandpass filter was not su�cient anymore to provide a reliable particle
localization. We developed a novel image segmentation algorithm that reduces
the background noise e�ectively (Fig. 5.2). Additionally, the algorithm enables to
distinguish between the peaks of dumbbell-shaped cells. This is a crucial property
that enables a reliable particle localization and to count the o�spring of individual
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cells.

Figure 5.2: Image segmentation of image stacks acquired with a spinning disk
confocal microscope. (a) Section from original image. (b) Same image
section after applying median-filter. (c) Image section after all filters
were applied.

At first, a median-filter was applied to get rid of single very bright voxels
(Fig. 5.2b). Due to a di�erent pixel resolution in z-direction compared to x-y-
direction, the particles appear to be squeezed together in z-direction. To solve
this issue, the 3D-images were resized by repeating every image slice three times
in z-direction to make the particle intensity profiles spherical. To reduce the
background noise, the mean filtered image was subtracted from the original image.
Subsequently, the image contrast or the signal to noise ratio was increased by
taking each intensity value to the power of 3. 59 intensity profiles of spherical
particles have been manually saved and a parabola f(x) = ax

2 + bx + c was fitted
to the data (Fig. 5.3a). Then a 3 dimensional kernel (Fig. 5.3b) was defined with
f(x) = a(x ≠ b)2 + a(y ≠ b)2 + a(z ≠ b)2 + c. The negative part of the kernel (Fig.
5.3b) is important to ensure lower intensity values for voxels which are located
between dumbbell peaks (Fig. 5.3c) and to reduce noise. Without the negative
part of the kernel, two peaks in close proximity with a noisy intensity profile could
not been distinguished from each other. But the partially negative kernel showed
an artifact. The distance between two peaks increased due to the negative part
(Fig . 5.3d) and was consequently slightly overestimated. However, we were mainly

36



5.4 General tracking procedures

≠10 ≠5 0 5 10
≠0.2

0

0.2

0.4

0.6

distance [pixel=80nm]

p

(a)

5 10 15

5

10

15

[y,z,y] [pixel=80nm]
[x

,x
,z

][
pi

xe
l=

80
nm

]

≠0.5

0

0.5

(b)

0 10 20 30 400

0.2

0.4

0.6

0.8

1

distance [pixel=80nm]

p

(c)

0 20 40 600

0.2

0.4

0.6

0.8

1

distance [pixel=80nm]

p

(d)

Figure 5.3: (a) Intensity profile of spherical particles. Black: mean values with
standard error. Red: Parabola fit f(x) = ax

2 + bx + c. (b) 3d-matrix
is generated with the parabola fit using f(x) = a(x ≠ b)2 + a(y ≠ b)2 +
a(z ≠ b)2 + c. The convolution of 3d-images with this matrix shows a
strong reduction in noise and increasing intensity values for particles.
Due to the negative part of the kernel, it is possible to distinguish
between close intensity peaks. (c) 1d-convolution of a dumbbell shaped
intensity profile with the parabola fit. Black: Parabola without the
negative part. Red: Parabola with the negative part. (d) Dumbbell
shaped intensity profile is blurred before convolution.
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interested in the total number of cells, such that this e�ect was irrelevant. So
we applied a 3D-convolution of our image stacks with this kernel (Fig. 5.2c).

5.4.3 Procedures for localizing individual cells

In order to localize particles, the objects of interest have to be distinguished from
the background noise. To this end, image segmentation has to be adapted to
the acquired image stack and is often a necessary step prior particle localization.
After determining the positions of cells with pixel-accuracy via a local maximum
operator, Y. Gao and M. Kilfoil used the fractional-shifting method to improve
the localization accuracy for three dimensional features [143]. The fracshift-kernel
is calculated for the first iteration step by:

Q

ccca

‘x

‘y

‘z

R

dddb = 1
M

ÿ

i2+j2+k2Æw2

Q

ccca

i

j

k

R

dddb I(m + i, n + j, p + k) (5.1)

I = I1 ú (1 ≠ |‘x|) ú (1 ≠ |‘y|) + I2 ú |‘x| ú (1 ≠ |‘y|)

+I3 ú (1 ≠ |‘x|) ú |‘y| + I4 ú |‘x| ú |‘y|
(5.2)

I =

Y
]

[
Iq ú |‘z| + Iq+1 ú (1 ≠ |‘z|), q = p if ‘z Ø 0

Iq ú (1 ≠ |‘z|) + Iq+1 ú |‘z|, q = p ≠ 1 if ‘z < 0
(5.3)

where M is the integrated intensity and w is the radius of the mask. For the first
step, the pixels of the kernel are in registry with those in the image. When the
centre is updated to (m + ‘x, n + ‘y, p + ‘z), the intensity I is calculated by a linear
interpolation of the involved voxels in the image, based on their volume contribution.
In three dimensions, the intensity contribution of 8 voxels are involved, when a
voxel is shifted to (m + ‘x, n + ‘y, p + ‘z). These 8 voxels are composed of 4 voxels
from the image plane p and 4 voxels from the upper image plane p+1. To reduce
pixel biasing for three dimensional particle localization, 20 iteration steps are
needed and in two dimensions one iteration step is su�cient [143].
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5.4.4 Procedures for tracking cells

The localized objects have to be linked from frame to frame. In order to track all
particles with 100 % fidelity, Y. Gao and M. Kilfoil developed a multipass strategy
that is superior to other particle tracking program in handling heterogeneous
dynamics [143]. They start with a small cuto� to get trajectories with the smallest
displacement and subsequently delete the corresponding positions. The cuto�
value is increased and the procedure repeated until the maximal displacement is
reached. The goal is to obtain as many long trajectories as possible. Hence, the
parameter good, which defines the minimal length of trajectories, is also variable.
In the first step, good is set to the longest trajectory, which is the number of frames
acquired. Starting from the smallest cuto�, all cuto�s are tested and successful
tracked positions deleted. Then, good is set to the second longest trajectory and
so on until the minimal trajectory length is reached. Thus, the longest trajectories
with the smallest displacement are tracked first and shorter trajectories with larger
displacements later.
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5.5 E�ects of parameter variation on the RDF

The particle localization algorithm from Y. Gao and M. Kilfoi [143] was used
to determine three dimensional positions of cells after image segmentation. The
bacterial diameter and the minimal separation distance between two cells has to
be set manually. Variation of these parameters was analyzed with the RDF for all
positions determined from the CLSM.

The RDF is typically used to analyse hard-sphere fluids at di�erent densities.
It computes the probability of finding two particles with a distance r apart,
normalized with the probability of finding the same distance in an ideal gas at the
same density (Eq. 5.5), [174]. All distances n(b) between pairs of particles are
determined and sorted into bins b with the width dr in the intervals [r, r+dr ]. The
density fl has to be determined from the distribution of particles to compute the
distribution of distances nid(b) in an ideal gas (eq. 5.4). To estimate the particle
density, the distribution of distances in an ideal nid(b) (eq. 5.4) was fitted to the
distribution of distances between two particles n(b). Thus, we guaranteed that the
RDF converges to 1 for larger distances without explicitly determining the density
fl.

nid(b) = 4fifl

3 [(r + dr)3 ≠ r
3] (5.4)

g(r + 1
2dr) = n(b)/nid(b) (5.5)

We noticed that variation of the main input parameters for the particle lo-
calization algorithm influence the RDF. Variation of the Gaussian-width of the
bandpass-filter kernel did not influence the RDF considerably (Fig 5.4a). When
we increased the bacterial diameter parameter, we observed slightly lower RDF
values for small distances r (Fig 5.4b). We set the bacterial diameter to 0.7 µm,
because this distance was in good agreement with electron microscopy images [31].
Reducing the minimal separation distance showed the largest e�ect on the RDF
(Fig 5.4c), causing a larger amount of small distances r around 0.5 µm. Overlap
of particle intensity profiles in z-direction due to the point spread function of the
microscope could cause an unwanted peak between these particles, which could
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have been localized by the a smaller minimal separation distance. However, it is
more likely that the lower minimal separation distance registered two separate
peaks of growing cells that showed a dumbbell shape prior cell division. We decided
to use a minimal separation distance of 70 % of the cell diameter (0.49 µm), because
the main RDF peak was the highest at this value.

Figure 5.4: E�ect of parameter variation for coordinate determination on radial
distribution function g(r). wt (Ng150) colonies were analyzed after 6
h; error bars: standard deviation of 15 colonies from 3 independent
experiments. g(r) for (a) varying width of the Gaussian filter, (b)
bacterial diameter, and (c) separation between the bacteria and the
mask around the bacterial positions. Image adapted from [44].
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5.6 Implementation of particle tracking

Prior applying the particle tracking algorithm from Y. Gao and M. Kilfoi [143],
positions of cells needed to be corrected in respect to the centre of mass (COM)
of colonies. To this end, bright-field images (Fig. 5.5a) were analyzed to get
information about positions of colonies. In order to determine the colony contour,
the goal was to process the images in a way that a threshold can be used to
distinguish between the signal of the colony and the background noise.

Image contrast was increased by taking every pixel to the power of 2 and a
median filter was applied. The signal distribution inside the colony showed peaks
and troughs with a characteristic width d. Two di�erent filters were applied, which
replaced the intensity of every pixel by the maximal (I1) or minimal (I2) value of
their d/2 proximity. By inverting I2 and multiplication with I1, the resulting image
(I3) showed a smoothed intensity distribution a high contrast to the background
noise. A gaussian-filter was applied on the image I3. Through a threshold, the
colony area was determined (Fig. 5.5c). A circle was fitted to the colony contour
(Fig. 5.5d). Subsequently, the goodness of the fit was determined by the mean
deviation of colony contour and the fitted circle. Estimates from bad fits were
discarded. Additionally, estimates at time t that deviated to much from the
estimates determined at time t ≠ 1 and t + 1 were also discarded. In order to fill
the resulting data gaps at time t, they were replaced by the mean value from t ≠ 1
and t + 1. Finally, the estimated radii were corrected by a factor of 1.2.

The particle tracking algorithm fails for high cell densities. In order to reduce
the density of fluorescent cells further, single cells with a maximal distance of 2
µm from each other apart were assigned into clusters. The mean position of all
cells inside clusters at a certain time t represents the coordinates of clusters. The
particle tracking algorithm tracked the positions of clusters and generated a matrix
containing the three dimensional cluster coordinates, the corresponding number of
features, time, distance to the origin and cluster identification numbers.
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(a) (b) (c)

(d)

Figure 5.5: (a) Bright-field image of an early wt colony. (b) Self-written filter
was applied. (c) Setting a threshold gives the corresponding binary
image. (d) Time-series of an wt colony with dt = 1.25h. Bright-field
images were registered, such that the COM of colonies was located in
the image centre. White lines: Contour of binary image. Red circles:
Estimated colony edge by fitting a circle to the colony-contour and
multiplying this value by a factor of 1.2 to get the real radius r.

From the cluster trajectories, we were able to optimize the estimation of the
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height hcolony of the COM of the colony. We observed that hcolony depends on
the colony radius. The larger the colony radius was, the higher was the COM
of the colony. Hence, we tested di�erent ratios of radii of colonies to estimate
hcolony. We searched manually for a ratio, where the displacements of clusters were
symmetrical to the origin to estimate hcolony = 0.85 ú rcolony .

5.7 Limitations in particle localization and tracking

5.7.1 Pixel-biasing and SNR influence particle localization

Optical limitations of typical confocal microscopes reduce the maximal image
resolution to 200- 300 nm in the lateral and 500- 700 nm in the z-direction [175,
176]. Due to the point-spread-function of the microscope, which is caused mainly
by di�raction from the objective [177], the cell body elongates in z-direction.
When cells are aligned along the z-axis, their intensity signal can overlap and
lead to an overestimation of particle size and errors in localization [154]. Given
that the bacterial cell body is approximately 1 µm in diameter, its size exceeds
the resolution of confocal microscopy only 2-3 fold. Consequently, pixel-biasing,
which influences the accuracy of cell-localization, confers a problem. In general,
pixel-biasing describes the phenomenon, where the localized sub-pixel position of a
particle is biased towards the centre of a pixel/ voxel. Using the fracshift method
from Y. Gao and M. Kilfoil, one iteration step is su�cient to suppress pixel-biasing
in two dimensions, but for three dimensional particle localization 20 iteration steps
are needed, because the x-y-data su�ers from the worse z-resolution [143].

Moreover, the SNR was reported to be the critical factor for localization algo-
rithms [178, 179]. The SNR strongly depends on the particle density, acquisition
height, laser power and on the used fluorophor. A high laser power and expo-
sure times increases the image SNR, but potentially causes lethal photodamage
and photobleaching of single bacterial cells. Free radicals emerge from bleached
fluorophores due to illumination, which are toxic to cells [180]. Consequently, a
balance has to be found between an acceptable photodamage of the specimen,
a su�cient image quality and spatio-temporal resolution. The choice of these
coupled parameters and the experimental design strongly depends on the goal and
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the bacterial species of interest.

Even though high laser powers were used during image acquisition of fixated
samples with a CLSM, the SNR was the limiting factor for particle localization
(Fig 5.6a). Close to the surface, the background noise was very small and low laser
powers could be used to distinguish between fluorescent cells and background noise
(Fig 5.6b). As a function of penetration depth into the fluorescent colony relative
to the surface, the SNR decreased. At a height of 25 µm the signal was barely
distinguishable from noise and higher laser powers could not increase the SNR. To
ensure reliable particle localization and reduce boundary e�ects, we limited our
analysis to particles with a height from 8 µm to 22 µm and, which were at least
one particle diameter from the colony edge apart 5.6c).

In contrast, particle localization of image stacks acquired with a spinning disk
confocal microscope allowed particle localization up to a height of approximately 8
µm. This reduced height can be caused by the larger pinhole size of the spinning
disk unit. However, when fluorescent and non-fluorescent cells were mixed, the
background noise inside the colonies decreased, allowing particle position detection
up to a height of 25 µm.

5.7.2 Motility and density influence particle tracking

The successful application of particle tracking algorithms strongly depends on
the displacement and the density of particles that should be tracked. In general,
particle tracking algorithms link positions of successive frames into trajectories
by minimizing the total displacement of the positions. A high particle density
combined with a large maximal displacement leads to a very high number of
possible combination that are computationally too expensive to calculate. In order
to reduce the number of calculations, there are di�erent options.

The first option is to keep the particle displacement low by having a high
temporal resolution. This solution is limited by the toxicity of the laser light to
bacterial cells during fluorescence microscopy. Phototoxicity can be reduced by
decreasing the laser power or the exposure time, where the minimal exposure time
is obtained by acquisition of a single image slice. Three dimensional images consist
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Figure 5.6: Determination of analysed segment. (a) Cross section of an example
stack of a whole wt colony after 24 h. Scale bar: 10 µm (b) The
intensity of signal (black) and background noise (red) depends on the
acquisition height. Mean and standard deviation of signal and noise.
Signal and noise were determined separately for each layer from the
example stack. The image signal was defined with a mask around
the tracked bacterial centroids and the noise was defined as the signal
between the bacterial bodies. (c) Tracked bacterial position from
example stack are illustrated with white spheres (diameter = 0.7 µm).
Selected bacterial positions for analysis are color coded in red. Image
adapted from [44].

typically of several image slices and consequently require a higher exposure time

46



5.7 Limitations in particle localization and tracking

depending on their height or their number of image slices. The second option is
to keep the particle density low. This solution can be also successfully applied
to two dimensional particle tracking, where only neighbors in the focal plane are
considered. Alternatively, fluorescent and non-fluorescent cells can be mixed to
reduce the density of the fluorescent cells.
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5.8 Data analysis

5.8.1 Characterization of colony structure

The colony structure was characterized by both the RDF and the remoteness
distribution function. Every experimental condition was performed three times
and for each experiment 20 image stacks of di�erent colonies were acquired. The
obtained RDFs, g(r), were reminiscent of RDFs from Monte Carlo simulations
of hard spheres with Lennard-Jones interactions [181, 182]. Since, analytical
expressions for the RDF of Lennard-Jones fluids exist, we applied the formula
proposed by Matteoli and Mansoori [182],

g(r > r0) = 1+y
≠m[g(r0≠1≠⁄)]+(y ≠ 1 + ⁄

y
))úexp[≠–(y≠1)]cos[—(y≠1)] (5.6)

where r0 is the nearest neighbor distance, y = r
r0

is a normalized variable, and
m, ⁄, – and — are adjustable parameters. Using equation 5.6, we determined the
nearest neighbor distance r0 and the corresponding height, which is a measure for
order.

The RDF does not provide information about local irregularities inside the
colony structure. To address the question whether holes are present within the
colony, we implemented the remoteness distribution function [183] that gives the
probability of finding a voxel inside the colony and a centroid of a particle a
distance r apart. It was computed to measure the size of defects or inhomogeneity
inside our bacterial colonies. At first, we distinguished between colony volume
and background by thresholding all image stacks to obtain binary image stacks.
Thus, the colony volume was one and the background and holes inside the colony
were zero. Subsequently, we extruded 4.2 µm from the colony edge to remove
any artifacts and filled the holes inside all binary images. The next step was
computationally very intensive, because we calculated the distance between every
colony voxel to the closest particle. As a result, voxels located in previously
mentioned ’hole’, show larger distances compared to other positions.
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5.8.2 Growth rate determination

To determine time-resolved growth rates, we tracked the coordinates of clusters
in 1.5 h intervals [t, t + 1.5h] with t œ [0h : 0.25h : 3h]. Additionally, we sorted
them into position intervals [re, re + 2µm] relative to their mean distance to the
edge of colonies re within 1 µm steps. In the following, two di�erent methods
will be introduced that can be used to calculate spatio-temporal growth rates
inside gonococcal colonies. Please note, that the cell counting method measures
growth rates relative to the distance to the colonies edge re, but the growth rates
derived from the velocity field are relative to the COM of colonies rc. For a better
comparison between these methods, we discarded colonies at time t, which showed
a larger or smaller radius than the standard deviation from the mean colony radius
at time t.

Determination of growth rate with cell counting (CC method)

Sfgfp-expressing cells were mixed with non-fluorescent cells in a ratio of 1:100. These
fluorescent cells were homogeneously mixed inside non-fluorescent cell dominated
gonococcal colonies and formed with progressing time, fluorescent clusters. The
positions of clusters were tracked using the particle tracking program written
by Y. Gao and M. Kilfoi [143]. The number of cells inside clusters at a specific
time interval and mean distance to the edge of colonies were normalized by
their initial number of cells Ncluster(t + ·)/Ncluster(t) and averaged. When at
least 5 or 10 clusters fulfilled the conditions, we fitted an exponential function
Ncluster(t + ·)/Ncluster(t) = exp(⁄·) to the averaged and normalized number of
cells to obtain growth rates ⁄(re, t).

Determination of growth rate from velocity fields (VF method)

Here, we aim at measuring growth rates based on the flow profile within colonies.
At first, the velocity field had to be obtained from trajectories of clusters. Only
the radial component relative to the COM of colonies was of interest. Hence, each
trajectory was projected to spherical coordinates to obtain the radial distance
rc = r̨cęr, which gives directly the distance between the COM of colonies and the
positions of clusters (Fig 5.8).
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Figure 5.7: Examples of various exponential fits to the normalized number of
cells. Red dotted line: exponential fit, black squares: mean normalized
number of cells at a given distance from the edge of colonies.

For each time interval [t, t + 1.5h] with t œ [0h : 0.25h : 3h], the velocity of
clusters vcluster was determined by a linear fit rc(·) = vcluster ú · + rc(0) to the
radial distances. The position of clusters was calculated by averaging the corre-
sponding radial distances and sorting them into position intervals [rc, rc + 2µm]
within 1 µm steps. In order to calculate growth rates from the velocity fields, the
continuity equation fl̇ = ≠Ǫ̀ · (v̨fl) + ⁄fl was solved by Marc Hennes assuming a
constant density fl. The velocity fields were determined relative to the COM of
colonies rc, whereas growth rates determined by the velocity field were plotted
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relative to the mean radius of colonies for a better comparison with the CC method.

Figure 5.8: Illustration of distance to the edge or COM of colonies. The blue circle
has the distance rc to the COM of the colony and the distance re to
the edge of the colony. Red dot: COM of the colony, black: edge of
the colony.

To confirm a constant density inside colonies, we generated colonies that con-
tained solely sfgfp fluorescent cells (Fig. 5.9a). Using the spinning disk confocal
microscope, we could access only bacterial positions below an acquisition height of
8 µm inside colonies. Optimally, the density had to be determined relative to the
COM of colonies. But due to the height restriction, the amount of data needed
to determine the density decreased rapidly for larger distances from the edge of
colonies. This issue was solved by using both spherical and cylindrical coordinates.
On the one hand, spherical coordinates gave the spatial density distribution up
to a distance of 4 µm from the edge of colonies. On the other hand, cylindrical
coordinates allowed density determination up to a distance of 16 µm from the edge
relative to the z-axis of the COM of colonies. Both methods yielded a comparable
results indicating a homogeneous density distribution throughout the colony. At a
distance of rc < 3 cm from the edge of the colony, the density decreased (Fig. 5.9b).
This inhomogeneity of cell density has to be take into account when determining
local growth rates.
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(a) (b)

Figure 5.9: a) Typical orthogonal view of wt green (Ng 194) colonies formed after
1 h. Scale bar 10 µm. b) Cell density profile through colony. Black
circles: cylindric coordinates, red triangles: spherical coordinates.
Image adapted from [172].

5.8.3 Determination of fraction of dead cells

Here, we aimed to determine the fractions of dead cells locally. To visualize
dead cells, we used a DNA intercalating dye that penetrates the cell envelope of
dead but not of living cells. To this end, we stained all colonies with PI, which
was supplemented to the growth medium and constantly supplied into our flow
chambers. The positions of dead cells inside colonies were located using the same
method, which was used to locate living cells (Chap. 5.4.3). The number of
dead cells were binned to 2 µm intervals relative to the edge of the colony and
divided by the total number of cells located in the corresponding volume section
”

ú(r) = ”(r)
fl(r)V (r) , where ”(r) was the number of dead cells inside the volume section

V (r) and fl(r) was the total cell density. The cell density was assumed to be
constant. This assumption was false for distances smaller than 3 µm away from
the edge of colonies. Thus, the fraction of dead cell was underestimated there. For
a better comparison between the fraction of dead cells and the growth profiles
obtained by CC and VF method, we averaged the fraction of dead cells inside time
intervals of [t, t + 1.5h].
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In this thesis, we investigated the architecture and growth in gonococcal colonies in
space and time. In the first section, we characterize the structure of fixed colonies.
In particular, we are interested in how T4P motor activity a�ects the local cell
density and local order of colonies. We generated di�erent mutant strains and
characterized their T4P motor activity and T4P-T4P interactions. Subsequently,
we investigated structures of colonies formed by mutants strains via RDF and
remoteness distribution function after 6 h and 24 h of growth.

In the second section, we developed novel methods that enable us to determine
spatio-temporal growth rates of living gonococcal colonies via counting the o�spring
of individual cells or characterizing the velocity field. Both methods have their
advantages and disadvantages that can be combined and utilized for a robust
growth rate characterization. In order to to study how the system responds to
perturbations, we applied di�erent stresses and interfered with a stress response
system.
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6.1 Structural properties of gonococcal colonies

Using laser scanning confocal microscopy, we were able to characterize the structure
of fixed gonococcal colonies with the RDF and the remoteness distribution function.
Considering that gonococcal colonies are spherical and fuse upon contact, we
hypothesized that they may have properties of liquids. To assess this hypothesis,
we investigated the local order of the colonies. Furthermore, we addressed the
question whether the T4P motor properties a�ect the materials properties of the
colonies.

6.1.1 Gonococcal colonies show liquid-like order

We hypothesized that the gonococcal T4P machinery supports local ordering and
generates a liquid like colony structure. Gonococci were allowed to grow into
colonies for 6 h and 24 h, respectively, before they were fixed and imaged as
described in the methods. To investigate local order, we determined the RDF.
For liquids, we expect short-ranged order, for solids long-ranged order, and for
gas, we expect a flat RDF. For distances larger than 2.5 µm, which corresponds
to approximately three cellular diameters, the RDF determined from colonies
formed by the wt (Fig. 6.1a,b) converged to one (Fig. 6.1c). However, for lower
distances, we observed two peaks. The first peak, which can be interpreted as
the nearest neighbor distance, is higher compared to the second peak, which can
be consequently interpreted as the second nearest neighbor distance. The higher
the amplitude of the first peak g(r0), the higher is the order and vise versa. We
found that the nearest neighbor distance decreased from r

6h
0 = (1.18 ± 0.02)µm to

r
24h
0 = (1.14±0.01)µm and the amplitude increased from g(r0)6h = (1.23±0.02)µm

to g(r0)24h = (1.46 ± 0.02)µm as a function of time. In summary, local order and
density increase with time for gonococcal colonies.

6.1.2 Motor activity accelerates local-ordering

T4P are important for regulation of structure and dynamics of biofilms [36, 184,
37, 185]. To address the question, which role T4P retraction plays for the structure
of gonococcal colonies, we generated mutant strains with modified T4P motor
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6.1 Structural properties of gonococcal colonies

Figure 6.1: Liquid-like order of gonococcal wt colonies. Confocal section of wt
colonies after (a) 6 h and (b) 24 h of growth. Scale bar: 4 µm. RDF after
6 h (black) and 24 h (red). Shaded lines: RDF of individual colonies,
full lines: fit to equation 5.6. Error bars contain mean values and
standard deviations of 15 colonies from three independent experiments.
Image adapted from [44] and reproduced with permission.

activity. Our assumption was that cells inside colonies form a T4P network, where
pili bind to each other, followed by retraction events that cause their bonds to
rupture (Fig. 6.2). This tug of war mechanism would allow cell motility and
reorganization of cells within colonies.
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Figure 6.2: Sketch of how T4P interaction between adjacent cells mediate cell
re-organization. The pilus of the red cell binds to a close cell aggregate
and minimizes the distance of both aggregates through pilus retraction.

To investigate how intermediate phenotypes between full T4P retraction activity
and low T4P retraction activity a�ect colony structure, we generated two �pilTW B

mutant strains, which express both functional and non-functional PilT. PilT forms
hexamers prior to binding to the T4P complex to induce pilus retraction [49]. For
this project, I teamed up with Tom Cronenberg and Robert Zöllner to correlate T4P
motor activity, T4P-mediated attractive interactions and local structure of colonies.

By expressing both functional and non-functional PilT at di�erent ratios, most
likely heterohexamers are formed. Tom Cronenberg characterized the e�ect of
�pilTW B expression on T4P motor activity. The presence of non-functional PilT
induced lower retraction velocities and a higher probability of finding pili in the
state of pilus elongation or pausing. Next to the e�ect on motor properties, it
was important to characterize the e�ect of �pilTW B expression on attractive inter-
actions between gonococci. Robert Zöllner used a double-laser trap to measure
T4P-mediated attractive interactions. Interestingly, the presence of non-functional
PilT did not influence the rupture force of T4P-T4P binding, but the transition
frequency at di�erent states like retraction, elongation and pausing changed. In
particular, the T4P-T4P bond rupture and retraction frequency decreased for
�pilTW B strains, while elongation and pausing frequencies increased. As a result,
the probability that two cells are attached to each other increases for �pilTW B1

strains and even more for �pilTW B2 [44].
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6.1 Structural properties of gonococcal colonies

Additionally, we generated the �pilT mutant strain lacking the T4P retraction
ATPase PilT. In the absence of PilT, slow retraction velocities were reported
indicating that PilT is not essential for pilus retraction. However, retraction
velocities and force generation without the retraction ATPase were too low to
support twitching motility or fluidization of colonies [27]. Typically, gonococcal
colonies are spherically shaped (Fig. 6.3a,d). While the presence of non-functional
PilT still supports the spherical shape of colonies (Fig. 6.3b,e), the �pilT mutant
strain does not form spherical colonies [186, 185] (Fig. 6.3c,e), indicating that
active force generation is important for colony organization.

Figure 6.3: Orthogonal views of image stacks of gonococcal colonies with di�erent
T4P motor properties. Typical colonies of (a) wt , (b) �pilTW B2 and
(c) �pilT formed after 6 h and (d,e,f) 24 h ). Image adapted from [44]
and reproduced with permission.

To access the e�ect of T4P motor activity on the local order of gonococcal
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colonies we computed the local cell density and RDFs. A higher pilus motor
activity supports a higher local cell density on shorter time scales (Fig. 6.4g,h,i).
For all strains, densities increase with time (Fig. 6.4) and converge to a maximal
density of 0.55 cells/µm3. Solely colonies formed by the �pilT mutant strain show
a lower cell density after 24 h, indicating that active force generation is necessary
to reach high cell densities.

Figure 6.4: Reconstruction of bacterial coordinates of colonies formed by (a) wt, (b)
�pilTW B2 and (c) �pilT after 6 h and (d,e,f) 24 h. The colors encode
the number of nearest neighbors n. Local cell density of colonies formed
by (g) wt, (h) �pilTW B2 and (i) �pilT after 6 h and 24 h. Error bars:
standard errors of 15 colonies from three independent experiments.
Image adapted from [44] and reproduced with permission.
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6.1 Structural properties of gonococcal colonies

The RDF of colonies formed by the �pilTW B2 strain show a short-ranged order
similar to the wt (Fig. 6.5a), but the nearest neighbor distance (Fig. 6.5c) and
the amplitude of the first RDF peak (Fig. 6.5d) are higher, confirming the lower
local cell density (Fig. 6.4g,h) and indicating more local order. After 24 h,
RDF of colonies formed by the �pilTW B2 strain shows a neighbor distance of
r

W B2,24h
0 = (1.13 ± 0.01)µm and an amplitude of g(r0)W B2,24h = (1.48 ± 0.02)µm,

which is comparable with the RDF obtained from wt colonies. �pilT colonies
do not show maxima in their RDF, indicating a gas-like arrangement after 6 h
of colony growth (Fig. 6.5 b). After 24 h, local order emerged and the nearest
neighbor distance decreased. Probably, cells were able to generate forces during

Figure 6.5: Comparison of RDFs of colonies formed by (a) �pilTW B2 and (b) �pilT

after 6 h (black) and 24 h (red). Shaded lines: RDF of individual
colonies, full lines: fit to equation 5.6. Error bars contain mean
values and standard deviations of 15 colonies from three independent
experiments. (c) Contact distance r0 and (d) value of RDF at r0
obtained from fit to Eq. 5.6. Image adapted from [44] and reproduced
with permission.
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growth through volume exclusion or simply filled the free space through growth.
Additionally, low force generation can be su�cient for bacterial rearrangements at
long time scales. In conclusion, T4P force generation is not essential for emergence
of local order, but it accelerates the process, causing higher cell densities at earlier
stages.

6.1.3 Gonococcal colonies show defects in their structure

After 24 h, we observed holes in the structure of wt and �pilTW B2 mutant colonies
stained by SYTO9 (Fig. 6.3d,e), which have not been there after 6 h (Fig. 6.3a,b).
We characterized the holes inside wt colonies by the remoteness distribution [183].
The remoteness distribution gives the probability of finding the shortest distance r

between a voxel located inside a colony and a position of a cell. Thus, by definition,
the maximum of the remoteness distribution (Fig. 6.6) corresponds to half the
nearest neighbor distance determined by the RDF (Fig.6.5a,b). We observed
that the remoteness distribution shifted to higher values for 24 h old colonies
(Fig. 6.6a,b), which confirmed our observation of more holes inside colonies after
24 h compared to 6 h. The size of holes inside wt and �pilTW B2 colonies are
similar (Fig.6.5a,b), indicating that motor activity does not influence defects in
the structure of gonococcal colonies.

We assumed that these holes were caused by dead cells that still occupied the
space, but staining dead cells with PI did not work together with cell fixation.
Later, image stacks of wt green colonies were acquired with a spinning disk con-
focal microscope without cell fixation. Indeed we observed again holes in the
colony structure. PI staining confirmed that dead cells were located inside wt
green colonies, causing areas without fluorescence. Theoretically, SYTO9 stains
both living and dead cells, where the intensity from dead cells should be weaker
compared to living cells.

In contrast to spherically shaped colonies, colonies formed by the �pilT strain
show large holes on short time scales (Fig. 6.3c). After 24 h, the size of holes inside
�pilT colonies decreases (Fig. 6.6c), but the holes are still larger in comparison
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6.1 Structural properties of gonococcal colonies

to holes inside wt and �pilTW B2 colonies. In conclusion, high forces during pilus
retraction are necessary to allow cell rearrangement and reduce the size of holes
inside gonococcal colonies.

Figure 6.6: Remoteness distribution of colonies formed by (a) wt, (b) �pilTW B2
and (c) �pilT after 6 h (black) and 24 h (red). Error bars contain mean
values and standard deviations of 15 colonies from three independent
experiments. Image adapted from [44] and reproduced with permission.
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6.2 Dynamics and growth within bacterial colonies

Growth of bacteria has been characterized at the single cell level for planktonic
bacteria and at the colony level for bacteria residing within colonies. Measuring
growth rates at spatial and temporal resolution within colonies remains challenging.
Here, we use spinning disk confocal microscopy to characterize spatio-temporal
growth and death dynamics within gonococcal colonies. First, we measured the
mean growth rate inside gonococcal colonies by estimating the total number of cells
from radii of colonies. Subsequently, growth rates were determined with single cell
resolution by cell counting (CC method) and from the velocity field (VF method).
Since, all methods generated consistent growth rates, we investigated the e�ect
of environmental and chemical changes on the spatio-temporal growth and death
dynamics. To this end, we varied the nutrient supply, inhibited stringent response
or treated gonococcal colonies with azithromycin.

6.2.1 Colony growth shows deviations from exponential growth

after two hours

At first, we analyzed the growth of wt colonies by monitoring the radius R(t) of
gonococcal colonies for several hours in our flow chamber setup under constant
nutrient supply. The cubed colony radius is proportional to the number of cells
inside a colony Ncol(t) = flV = 4/3flfiR(t)3. Due to fluctuations of the initial
colony size, we normalized Ncol(t) to the initial number of cells Ncol(0). Assuming a
constant density, we get (R(t)/R(0))3 = Ncol(t)/Ncol(0). By fitting an exponential
function Ncol(t)/Ncol(0) =exp(⁄colt) to the first 2 hours, we were able to calculate
the mean colony growth rate ⁄col = (0.56 ± 0.01)h≠1. Afterwards, Ncol(t)/Ncol(0)
deviated from exponential growth, indicating a transition from homogeneous to
heterogeneous growth inside gonococcal colonies (Fig. (6.7)).

In the next step, we repeated the procedure for sfgfp expressing bacteria (wt green)
to check for growth rate di�erences. Indeed, the sfgfp expression under the strong
pilE promoter caused a lower mean colony growth rate ⁄

green
col = (0.42 ± 0.01)h≠1

(Fig. 6.7). In summary, both strains showed the transition from exponential growth
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6.2 Dynamics and growth within bacterial colonies

to sub-exponential growth at the same age. We suggest, that growth rates became
inhomogeneous at this point of time. Our hypothesis will be addressed in the
following chapters.
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Figure 6.7: Expression of sfgfp reduces growth rate. Mean number of cells within
colony Ncol(t) normalized by the number of cells in the colony at
t = 0, Ncol(0) for wt (Ng150, black) and wt green (Ng194, grey).
Full lines: exponential fits with (Ncol(t))/(Ncol(0)) = exp(⁄colonyt).
⁄(colony,wt) = (0.563 ± 0.003)h≠1 and ⁄colony,wtgreen = (0.42 ± 0.01)h≠1.
(mean ± se, > 40 colonies for each data point). Image adapted from
[172].

6.2.2 Lineage tracking within gonococcal colonies reveals

development of growth profiles

We developed a method to track lineages inside gonococcal colonies. At first, we
tried to track all cells inside our colonies, but we observed a low penetration depth
of only 8 µm due to background noise. Furthermore, whole colonies as well as single
cells within colonies were motile. As a result, the particle tracking program from
Y. Gao and M. Kilfoil failed to track all cells inside our densely packed colonies.
Setting a low maximal displacement in the particle tracking program gave only a
fraction of single cell trajectories, because some cells had a larger displacement.
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Figure 6.8: Lineage tracking in gonococcal colonies. wt (Ng150) mixed with wt
green (Ng194). a) Typical confocal plane (h = 3 µm) through a colony
at di�erent time points. Overlay between brightfield (grey), sfGFP
fluorescence (green), and PI fluorescence (red). b) 3D reconstruction of
positions of fluorescent cells. The blue frame denotes the plane shown
in a). �h between black circles: 1 µm. c) Cluster dynamics in growing
colony. Green circles: Positions of wt green gonococci. 3D projections
of all wt green cells are shown. Black circle: Circumference of single
cluster. Blue line: Trajectory of centre of mass of cluster. White line:
Edge of colony. Red circle: Circle depicting radius of colony. Scale
bars: 10 µm. Image adapted from [172]

Increasing the maximal displacement value lead to failure of the particle tracking
program as a consequence of too many possible combinations. Theoretically, we
could have increased the time resolution to minimize the displacement of cells
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6.2 Dynamics and growth within bacterial colonies

between to successive image stacks, but this was prohibited by the toxicity of the
laser light to our sample, which limited our time resolution to 15 min. Unfortu-
nately, the division plane of gonococci switches every generation [187] and due to
the low spatio-temporal resolution monitoring growth from gonococci to diplococci
was not possible.

In order to reduce the density of fluorescent cells, we successfully mixed fluores-
cent and non-fluorescent cells at a ratio of 1 : 100. In freshly assembled colonies we
observed that the small sub-population of single fluorescent cells were surrounded
by non-fluorescent neighbors. Later, the fluorescent cells divided and formed larger
fluorescent clusters, which were defined as clusters (Fig. 6.8). In the following
two sections, two di�erent methods will be described that were used to calculate
spatio-temporal growth rates from the cluster tracking. In the first method we
count the number of cells associated with a specific cluster and fit an exponential
function to calculate the growth rate. The second method takes the displacement
of clusters into account. Growing cells within dense colonies generate pressure on
their neighbors, leading to a velocity field that points from the center of mass of
a colony to its edge. Thus, the velocity field gives information about the growth
dynamics of cells inside a spherical colony (Fig. 6.13c), where faster growing cells
generate steeper velocity gradients and vice versa.

Cell counting (CC) method reveals heterogeneous growth profiles

The CC method determines the e�ective growth rate of the fluorescent wt green
cells inside a colony consisting mainly of non-fluorescent wt cells. Young colonies
typically contained only a few fluorescent cells that were surrounded with non-
fluorescent neighbors. These cells and their o�spring were assigned to clusters
(Fig. 6.9a). By tracking the COM of clusters, we were able to count the number
of cells inside each corresponding cluster with a temporal resolution of 15 min.
Clusters that started with a single cell showed almost discrete time steps with a
generation time of around 1.5 h (Fig. 6.9b). The almost simultaneous cell divisions
occurred, because the o�spring resided within the same stage of the cell cycle. In
contrast, when a cluster was initiated by multiple cells, their cell cycles were not
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synchronized. Consequently, cell divisions occurred not correlated in time.

Figure 6.9: a) Example of single growing cluster highlighted in Fig. 6.8. b) Number
of cells N(t) within the cluster shown in a). Image adapted from [172]

In general, cells divide with a growth rate ⁄ and die with a death rate ”. They
follow the di�erential equation Ṅ = dN

dt = (⁄ ≠ ”)N , where x is the number of
cells. The corresponding solution is an exponential function N(t)/N0 = e

⁄eff t with
⁄eff = ⁄ ≠ ” and an initial cell number of N0.

By splitting the data into 1.5 h long time intervals [t, t + 1.5] and sorting them
relative to the colony edge in position intervals [re, re + 2], we assigned spatio-
temporal growth rates to each cluster by fitting an exponential function (Eq. 6.1)
to each time and position interval (Fig. 6.10a). Additionally, the fraction of dead
cells in the corresponding position and time intervals were determined (Fig. 6.10b).

N(t + ·)/N(t) = exp(⁄ ú ·) (6.1)

During the initial 2 h, we observed a homogeneous growth profile throughout
the colony with a growth rate of ⁄wt = (0.42 ± 0.03)h≠1 (Fig. 6.10c). Afterwards,
growth rates decreased towards the colony COM. This observation is consistent
with the transition from exponential to sub-exponential growth, calculated from
the radii of colonies. The fraction of dead cells was maximal around the COM
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Figure 6.10: Spatio-temporal dynamics of growth of wt green (Ng194) mixed with
wt (Ng150) obtained by CC method. a) Growth rate ⁄ (colour coded)
as a function of distance from centre of colony (rc) and time t. b)
Fraction of dead cells fdead (color coded) as a function of distance from
centre of colony (rc) and time t. Red: Mean colony radius (± standard
deviation) as a function of time. c) Example of an exponential fit (red
dotted) ⁄green = 0.42 ± 0.03 to the averaged normalized number of
cells N(t + ·)/N(t) inside clusters during the first 1.5 h and distance
from the colony edge re (± se). Number of analysed clusters
was 662. d) Mean growth rate ⁄ as a function of the distance
re (mean ± se, 10-285 clusters for each data point).
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of colonies and decreased towards the edges, where the growth rates were the
highest. The calculation of the fraction of dead cells depends on density, which
was assumed to be constant. Since the density decreases towards the colony edge
at a distance of 3 µm (Fig. 5.9 b), the fraction of dead cells closer than 3 µm was
overestimated.

Using the cell counting method, we determined the e�ective growth rate, which
is the di�erence between growth rate and death rate. Cells that were initially
fluorescent could have died and lost their fluorescence. As a result, less cells per
cluster would have been counted. However, the fraction of dead cells for each
position and time point was smaller than 5 % (Fig. 6.10b) and, therefore, we will
neglect the death rate. In the following and our e�ective growth rate is similar to
the growth rate.

It is unclear how growth rates of individual clusters evolve with time. To assess
this question, we plotted the distribution of growth rates obtained from single
clusters. During the first 1.5 h, growth rates are distributed around a maximum of
⁄single ¥ 0.5h

≠1. This growth rate is higher than the growth rate determined by a
single exponential fit to the average number of cells inside clusters obtained during
the first 1.5 h ⁄green = 0.42 ± 0.03 (Fig. 6.10c). The di�erence in growth rates can
be explained by the discrete peak at ⁄single = 0h

≠1 (Fig. 6.11a). Later the average
growth rate of ⁄single shifts to lower values as a function of time (Fig. 6.11b,c,d)
and the discrete peak at ⁄single = 0h

≠1 is persevered. Growth rates contributing to
the discrete peak are calculated when the number of cells per cluster in the given
time interval does not change. This is the case when cells do not divide, because
their e�ective generation time is larger than 1.5 h or when the death rate is similar
to the growth rate. The first scenario is likely to happen in the early biofilm stages
where the number of cells per cluster is low (Fig. 6.11a,b). Additionally, cells that
reside in a lag phase do not grow in the beginning. The second scenario is likely
to happen in older biofilm stages where the fraction of dead cells increases (Fig.
6.11c,d).
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6.2 Dynamics and growth within bacterial colonies

Figure 6.11: E�ect of data averaging and fitting on determination of growth rates
for wt green (Ng194) mixed withwt (Ng150). Histogram of growth rates
obtained from single clusters by fitting over di�erent time intervals
of 1.5 h length as described in the methods section. Image adapted
from [172]

.

Growth profiles can be determined by the radial displacement with velocity

field (VF) method

Inside bacterial biofilms the space is limited. In order to grow and divide, cells
have to push their neighbors towards the biofilm periphery (Fig. 6.12). Given a
constant density, this e�ect generates a velocity field, where cells located close to
the periphery of colonies show a higher velocity compared to cells that are further
away (Fig. 6.13a). In the case of gonococcal colonies, a spherical symmetry is
given. Thus, the velocity depends solely on the distance to the COM of colonies
and can be used to determine the growth profile throughout colonies. To this end,
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Figure 6.12: Trajectories of individual clusters moving within one colony acquired
over 3 h. Clusters residing at di�erent heights within the colony are
projected into one plane. Red circles: Start of trajectory, black lines:
trajectories, grey lines: outlines of colony at 0 h and 3 h, respectively.
Image adapted from [172].

we calculated the radial velocities from our trajectories of clusters v(rc) = v̨ ú ęr,
which were projected on the unit vector ęr and pointed from the COM of colonies
away. Velocities were determined by a linear fit rc(t) = vradial ú t + rc(0) within 1.5
h time intervals.

For colonies younger than 2 h, the velocity was close to zero at the colony COM
and increased linearly as a function of rc with v(rc) = rc ú (0.17 ± 0.01)h≠1 (Fig.
6.13c). This confirms the initial homogeneous, exponential growth in the first two
hours obtained by the colony radius method (Fig. 6.7). Later, the velocity field
v(rc) became non-linear. In order to calculate growth rates from our velocity fields,
we solved the continuity equation fl̇ = ≠Ǫ̀ · (v̨fl) + ⁄fl numerically by assuming a
constant cell density. We showed that the density was homogeneous in gonococcal
colonies (Fig. 5.9b) except for distances closer than 3 µm away from the edge
of colonies. In this range the the density decreased and thus did not fulfill our
assumptions to solve the continuity equation. Hence, distances closer than 3 µm
away from the edge of colonies were disregarded.
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Figure 6.13: Growth rate determined from velocity field of clusters (VF method)
of wt green mixed with wt. a) Radial velocities v of clusters as a
function of distance to colony COM (rc) and time t. b) Growth rates
⁄ color coded) derived from velocity field. Red line: Mean colony
radius (± standard deviation), black dotted line: denotes area in
which reduced cell density introduces a systematic error to ⁄. c)
Velocity of clusters v(rc). Red dotted line: Linear fit to v(rc) for (1 -
2.5) h with ⁄wt = 0.57 ± 0.01. d) Growth rates derived from velocity
field. Error bars: mean ± se, 10 - 212 clusters. 71



6 Results

Using spherical coordinates and assuming a constant density, the continuity
equation simplifies to ˆr(r2

vr) = r
2
⁄. Growth rates were calculated consequently

by ⁄ = div(v) = 2 v
rc

+ dv
drc

. A linear velocity field simplifies this equation to
⁄ = 3 ú vcluster/r and gives a growth rate of ⁄wt = 0.57 ± 0.01 during the first 2 h
(Fig. 6.13c). This value agrees well with the value obtained by the colony radius
method (Chap. 6.2.1). For colonies older than 2 h, the simplified equation did not
hold anymore due to a non-linear velocity field, consistent with a inhomogeneous
growth profile for colonies older than 2 h. Hence, growth profiles were determined
by ⁄(r) = 2 v(r)

rc(r) + v(r≠1µm)≠v(r+1µm)
2µm . The resulting growth profiles confirmed

homogeneous growth in the first 2 h and decreasing growth rates towards the COM
of colonies (Fig. 6.13b,d) consistent with the results from the CC method (Fig.
6.10d).

6.2.3 Increasing nutrient supply does not prevent growth

inhibition at the center of the colony

To investigate the e�ect of nutrient supply on spatio-temporal growth and death
dynamics, we improved the nutrient supply by increasing the flow rate of our
peristaltic pump, which is connected to our flow chamber setup, 5 fold. Additionally,
we limited the nutrient supply by diluting the growth medium. In general, our
experiments were performed in GC medium, an undefined rich medium. For the
experiment that addressed nutrient limitation, we supplemented PBS with 10 %
GC medium. All three conditions showed exponential growth (Fig. 6.14a) and
homogeneous growth profiles (Fig. 6.14b) in the first 2 h. After 2 h, inhomogeneous
growth profiles were observed (Fig. 6.14c,d). The improved nutrient supply due
to a higher flow rate showed slightly higher growth rates, but did not prevent
decreasing growth rates towards the COM of colonies. Hence, we assume that
nutrient limitation was not the only reason for the inhomogeneous growth dynamics.
Unexpectedly, growth rates close to the edge of colonies decreased after 2 h for
the PBS diluted condition, causing a peak in the growth profile around 7 to 8 µm
away from the edge of colonies after 2.5 h (Fig. 6.14d) . The profile of fractions of
dead cells showed similar behavior (Fig. 6.15b).
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Figure 6.14: E�ect of nutrients supply on growth rates. Comparison of growth
profiles between wt at standard conditions (black), 5 fold flow rate
(red) and PBS diluted growth medium (blue). a) Averaged and
normalized number of cells within colony Ncol(t)/Ncol(0) (mean ±
se). Full lines: exponential fit with Ncol(t)/Ncol(0) = exp(⁄t) gives
⁄wt = 0.563±0.003, ⁄wt,P BS = 0.595±0.013 and ⁄wt,5x = 0.662±0.005.
b-d) Mean growth rates as a function of distance to the colony edge
re (mean ± se) derived by CC method. N > 10 clusters for each data
point.
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Interestingly, nutrient limitation due to growth medium dilution played an
important role in the distribution of the fraction of dead cells, causing an almost 7
times higher fraction of dead cells 12 µm away from the colony edge after 2.5 h
(Fig. 6.15b), while the improved nutrient supply caused a much smaller fraction of
dead cells in the corresponding region. In summary, the nutrient supply plays an
import role for spatio-temporal growth and death dynamics, but it is not solely
responsible for our observed inhomogeneous growth profiles.
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Figure 6.15: E�ect of nutrients supply on bacterial death. Comparison of death
profiles between wt at standard conditions (black), 5 fold flow rate
(red) and PBS diluted growth medium (blue). a-b) Averaged fraction
of dead cells fdead (mean ± se) within corresponding time interval as
a function of distance to the colony edge re.

6.2.4 Lack of stringent response accelerates heterogeneity in

spatio-temporal growth dynamics

In the previous section, we found that nutrient availability a�ects the spatio-
temporal dynamics of growth and death. Here, we investigate the e�ect of a
regulator which is activated as a result of nutrient limitation. We generated a
strain lacking the �relA�spoT genes, which is not able to trigger stringent
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Figure 6.16: E�ect of stringed response on growth rates. Comparison of growth
profiles between wt (black) and �relA�spoT (grey) strains. a) Av-
eraged and normalized number of cells within colony Ncol(t)/Ncol(0)
(mean ± se). Full lines: exponential fit with Ncol(t)/Ncol(0) = exp(⁄t)
gives ⁄wt = 0.563 ± 0.003 and ⁄�relA�spoT = 0.66 ± 0.01. b-d) Mean
growth rates as a function of distance to the colony edge re (mean ±
se) derived by CC method. N > 5 clusters for each data point.
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response. The stringent response is triggered during nutrient starvation, when
amino acids, carbon or fatty acids are limited [111, 112] due to accumulation of
(p)ppGpp [113]. Deletion of the relA gene inhibits the production of (p)ppGpp
and deletion of spoT compensates the growth defects caused by relA deletion
alone [170]. To investigate the e�ect of stringent response on spatio-temporal
growth and death dynamics, we mixed �relA�spoT and �relA�spoTgreenCells
that where initially and let them grow in our flow chamber setup. Using the CC
method, the e�ective growth rates were determined with spatial and temporal
resolution. During the first 2 h, �relA�spoT colonies grew faster than wt colonies,
but the grow rates decreased afterwards (Fig. 6.16a). Interestingly, heterogeneous
growth profiles emerged in the �relA�spoTgreen strain already after 1 h, where
the growth rates decreased towards the colony COM (Fig. 6.16b). By comparing
growth rates at later time intervals, growth rates of �relA�spoTgreen start to
decrease closer to the edge of the colony than growth rates of wt green (Fig.
6.16c,d). Additionally, the fraction of dead cells 12 µm from the edge of colonies
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Figure 6.17: E�ect of stringent response on bacterial death. Comparison of death
profiles between wt (black) and �relA�spoT (grey) strains. a-b)
Averaged fraction of dead cells fdead (mean ± se) within corresponding
time interval as a function of distance to the colony edge re.
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6.2 Dynamics and growth within bacterial colonies

was four times larger (Fig. 6.17), indicating that the stringent response plays an
important role in the adaptation to environmental changes.

6.2.5 E�ect of antibiotic treatment on growth and death

dynamics of gonococcal colonies

We studied the e�ect of antibiotic treatment on growth and death dynamics of
gonococcal colonies, which were constantly treated by supplementing the growth
medium with the 2.5x MIC of azithromycin (0.064 µmg/ml) for 4.5 h. Azithromycin
prevents protein synthesis [188] and is currently recommended for treating infec-
tions caused by N. gonorrhoeae together with ceftriaxone [132]. Initially, growth
rates of treated and non-treated colonies were very similar to each other (Fig.
6.18a,b).

After 2 h, we observed a negative e�ect of the azithromycin treatment on growth,
where growth rates decreased close to the edge of colonies (Fig. 6.18c). Half
an hour later, we could not detect su�cient sfGFP signal for cell localization
at distances closer than 5 µm from the colony edge (Fig. 6.18d), indicating a
reduced expression of sfgfp. The fraction of dead cells 12 µm away from the edge
of colonies increased two-fold after 2.5 hours of azithromycin treatment (Fig. 6.19).
In conclusion, we are able to measure the e�ect of azithromycin treatment on
growth and death of individual cells inside colonies. The applied method can be
also used to study the e�ect of other antimicrobial substances.
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Figure 6.18: E�ect of azithromycin treatment on growth rates. Comparison of
growth profiles between wt (black) and wt treated with 2.5 fold MIC
of azithromycin (grey). a) Averaged and normalized number of cells
within colony Ncol(t)/Ncol(0) (mean ± se). Full lines: exponential
fit with Ncol(t)/Ncol(0) = exp(⁄t) gives ⁄wt = 0.563 ± 0.003 and
⁄wtazi = 0.55 ± 0.01. b-d) Mean growth rates as a function of distance
to the colony edge re (mean ± se) derived by CC method. N > 5
clusters for each data point.
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Figure 6.19: E�ect of azithromycin treatment on bacterial death. Comparison of
death profiles between wt (black) and wt treated with 2.5 fold MIC of
azithromycin (grey). a-b) Averaged fraction of dead cells fdead (mean
± se) within corresponding time interval as a function of distance to
the colony edge re.
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7 Discussion

7.1 Gonococcal colonies are reminiscent of non-living

colloidal systems

Gonococcal cells are similar to colloidal systems in some aspects. They can be
considered as hard spheres that sterically repulse each other. T4P generate at-
tractive force between neighboring cells. These properties are reminiscent of 1
µm-sized latex beads which are functionalized in a way that they attract each
other. Attractive interactions for colloidal particles can be mediated for example
by decorating colloids with DNA [189] or proteins [190]. When the interaction
between colloidal particles is mediated through DNA hybridization, di�usion-
limited self-assembly of aggregates can be triggered by temperature change. After
approximately 50 h, these colloidal aggregates show crystal-like structures [189].
Alternatively, self-assembly can be triggered by light stimulation. When colloidal
particles are functionalized with photoswitchable proteins like VVDHigh or Cph1,
blue or red light emission triggers self-assembly. When these aggregates are placed
in the dark, they start to disperse [189].

In contrast to colloidal particles that form small aggregates with crystalline order
[189], gonococci form large aggregates with short-ranged order similar to liquids.
Aggregates of colloidal particles are typically assembled by identical particles, but
gonococcal colonies consist of spherical and dumbbell-shaped cells. Initially, cells
are spherically shaped and grow into dumbbells prior cell division. The mixture of
spherical and dumbbell-shaped cells causes polydispersity and a symmetry break
that is likely to inhibit the formation of long-ranged order. However, in-silicio
colonies that consist solely of dumbbells do not show polydispersity, but their
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7.2 Deletion of the T4P retraction motor severely slows down the process of local

ordering

structure shows also a short-ranged order [191]. While the assembly of colloidal
aggregates is typically di�usion limited [189], gonococci form their colonies actively
via T4P interactions. Consequently, it is likely that the dynamic rearrangement
caused by T4P dynamics and growth of bacteria within the colony inhibits the
formation of crystalline order.

7.2 Deletion of the T4P retraction motor severely

slows down the process of local ordering

Gonococci form spherically shaped colonies, which show similarities to water
droplets. Two micro-colonies in close proximity minimize their surface area by fusing
to a larger spherical colony in the order of minutes [44, 50]. The fusion dynamics
suggests that gonococcal micro-colonies can be described as a liquid phase with
an e�ective surface tension. In computer simulations their architecture [191, 192]
and temporal dynamics [75] were confirmed to be liquid-like. In order to study the
importance of the T4P retraction motor PilT experimentally, strains with di�erent
T4P motor properties were characterized by investigating shape relaxations of two
coalescing micro-colonies [44]. Subsequently, the shape relaxation data was used
to estimate the viscosity of micro-colonies. Micro-colonies formed by the wt and
pilTW B1 (Table 5.2) showed a viscosity of ÷wt ¥ 350Nsm

≠2 and ÷wt ¥ 2000Nsm
≠2.

Formation of local order requires dynamic rearrangement of bacteria within the
colony. Liquid-like colony dynamics enable these rearrangements.

Surprisingly, colonies formed by pilTW B2 show a higher order and a lower cell
density than wt colonies at 6 h. This e�ect could be explained by the higher
pilus motor activity and the lower viscosity of wt colonies that facilitates cell
reorganization inside colonies allowing higher cell densities but causes less local
order. Computer simulations investigated the e�ect of T4P-T4P interaction on
the structure of colonies. They show that lower pilus retraction velocities increase
the local order of in-silicio colonies [192]. Indeed, lower retraction velocities were
measured for the pilTW B2 mutant strain [44] highlighting the pilus retraction
velocity as an important parameter that determines local order inside fluid-like
colonies.
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Deletion of pilT induces a transition of fluid-like to solid-like behavior of the
colony. A strain in which the gene encoding for the T4P retraction ATPase pilT is
deleted, assembles more pili [193]. The RDF of the �pilT strain deviated from
a fluid-like structure by showing no local order for 6 h old gonococcal colonies.
Interestingly, local order emerged after 24 h. We suggest that repulsive interaction
due to bacterial growth causes gonococcal re-organization on a much longer time
scale compared to active T4P force generation. Another reason for slow ordering
could be T4P retraction in the absence of PilT. Surprisingly, pilus retraction
was observed in the absence of PilT [194], but important functions like twitching
motility and colony fluidization were not supported due to the strongly reduced
pilus force generation. Despite slower and weaker T4P dynamics of the �pilT

strain, pilus retraction possibly contributes to the bacterial ordering on longer time
scales. For the closely related pathogen N. meningitidis, deletion of pilT caused
the same e�ect. Meningococcal �pilT colonies were not spherical and did not
flow into the pipette during the micropipette aspiration assay, confirming the lack
of fluid-like properties [50]. In conclusion, T4P motor activity accelerates local
ordering and PilT is crucial for fluid-like properties of bacterial colonies.

7.3 Determining growth rates with spatial and

temporal resolution in spherical colonies

Typically, growth rates are determined by measuring the optical density (OD600)
to determine bacterial concentration in a solution. Subsequently, an exponential
function can be fitted to the estimated number of cells inside the solution. The
main problem with this approach is that aggregation and surface attachment of
cells influence the optical density, leading to inaccurate results [195]. To avoid this
problem, the number of cells inside colonies can be estimated by measuring the
colony radius. However, this approach gives solely the mean growth rate. In order
to study growth rates with spatial and temporal resolution in spherical colonies,
we developed two novel methods that have advantages and disadvantage.

Conceptually most straight forward but technically challenging way to char-
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colonies

acterize growth rates would be to start with a single founder cell and track its
o�spring. This method was successfully implemented for the rod-shaped bacterium
V. cholerae [12], but cannot be applied for N. gonorrhoeae. For V. cholerae growth
rates were determined by measuring the length of cells that increases prior cell
division. Our cell localization approach does not access shape deformations or
volume increase of cells. Consequently, we cannot obtain growth states of single
cells or estimate orientations of dumbbells. In order to track the o�spring of single
cells, we need to apply particle tracking algorithms. These algorithms are not able
to compute all possible combinations of trajectories, because the cell density inside
gonococcal colonies is too high. Gonococci show a volume fraction of approximately
0.5 in their colonies, which is higher than the estimated volume fraction of 0.2
within V. cholerae colonies. Using spinning disk confocal microscopy, we were able
to localize cells up to a height of 8 µm, when all cells were fluorescent. For higher
image planes the SNR was drastically reduced, inhibiting localization of single
cells. Hence, we mixed fluorescent and non-fluorescent cells to increase the SNR
for higher image planes. This allowed localization and tracking of cell clusters
at heights of 25 µm relative to the bottom. The number of cells per cluster (CC
method) and their displacement (VF method) were used to calculate growth rates.
The main disadvantage of mixing fluorescent and non-fluorescent cells was that we
needed to start experiments with a high concentration of cells in the flow chamber.
We assume that the high concentration of cells caused deficiencies in nutrient
availability after 2 h. At that time, we observed development of heterogeneous
growth rate distributions. In order to determine positions of single cells, we needed
a strong fluorescent signal. Using the strong pilE promoter to express sfgfp, we
observed a 25 % drop in growth rate of compared to the wt strain. Thus, growth
rates of the non-fluorescent wt strain can be determined only indirectly from the
wt green strain that shows a reduced growth rate.

In contrast to the CC method, growth rates derived using the VF method are
based on the velocity field generated by non-fluorescent wt strain. As a result,
growth rates determined by the VF methods are dominated by wt cells and wt green
cells serve as fluorescent markers for characterizing the velocity field. Between 1 and
2.5 h, the CC method gives a spatial mean growth rate of ⁄wtgreen = (0.42±0.03)h≠1
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and the VF method ⁄wt = (0.57 ± 0.01)h≠1. From the colony radii, growth rates
⁄

ú
wtgreen = (0.42 ± 0.003)h≠1 and ⁄

ú
wt = (0.563 ± 0.003)h≠1 were estimated, fitting

very well to the growth rates determined by the CC and VF method. The appli-
cation of the VF method method is limited to colonies with a constant density
and cell packaging or cell size. We observed a decreasing density towards the
gonococcal periphery of colonies, where the VF method cannot be applied. In the
case of azithromycin treatment of gonococcal colonies, we observed cell swelling,
which would influence the velocity field, leading to calculation of higher growth
rates [5]. Additionally, the VF method depends strongly on the correct position
of the COM of colonies. Especially, the COM height is hard to estimate, because
it changes within time, limiting the accuracy of this method. In conclusion, the
CC and the VF method have both their own advantages and disadvantages. By
combining these two complementary approaches, they characterize growth profiles
in gonococcal colonies robustly.

7.4 Growth rate gradients emerge within a few

generations and stringent response retards the

development of spatially heterogeneous growth

rates

When N. gonorrhoeae is incubated in flow chambers as described in the methods
(Chap. 5.3.2), the time that cells reside in spherical colonies is approximately 8 h.
During the first 2 h, growth rates were spatially homogenous. Between 2 and 5 h
growth rates became spatially heterogeneous. Within 3 µm away from the surface
of colonies, growth rates were constant. Interestingly, we measured in this area
a reduced cell density. For larger distances from the colony edge, growth rates
decreased proportional to colony age. Later, the fraction of dead cells increased
and colony breakdown occurred. In the following discussion, we will focus us on the
intermediate time range, where spatially heterogeneous growth rates were observed
and cell death can be neglected.
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retards the development of spatially heterogeneous growth rates

In order to test the e�ect of nutrient supply on the development of growth rate
gradients, we increased the flow rate. Even though the decreasing growth rates
towards the colony core were not prevented, the rapid drop of growth rates occurred
at a larger distance around 10 µm from the surface of colonies (Fig. 6.14 d). In
comparison, the control showed its drop at a similar time between 2.5 and 4 h
around 6 µm. We conclude that a higher flow rate increases the nutrient availability
for deeper layers, but due to the fact that cells closer to the periphery of colonies
consume nutrients, the di�usion of nutrients decreases for larger distances from the
surface of colonies. In a di�erent approach, we diluted the nutrient concentration.
Surprisingly, we observed that growth rates decreased at the surface of colonies
and cell death became relevant. Growth rates between 2.5 and 4 h showed a
peak around 7-8 µm away from the surface of colonies (Fig. 6.14 d). We assume
that dead cells or cells with less active T4P are sorted towards the periphery of
colonies. The strongly increased fraction of dead cells for larger distances from the
surface of colonies indicate that nutrient availability is important for cell survival.
Besides nutrient availability, spatially heterogeneous growth rates can be caused by
mechanical constraints [196, 197, 198]. During colony maturation, an extracellular
matrix is generated that probably increases the pressure inside colonies and a�ects
growth rates negatively.

The stringent response is activated during limitations of various nutrients. Our
first assumption was that the absence of the stringent response would deceler-
ate development of heterogeneity, but we observed that growth rate gradients
occurred earlier in �relA�spoT mutant colonies compared to wt colonies. The
�relA�spoT strain does not activate the stringent response and showed higher
growth rates during the first 2 h of colony growth. This growth rate di�erence
between the �relA�spoT strain and the control indicates that the stringent re-
sponse is activated prior the development of heterogeneity. Consequently, the
stringent response would be an early alert system that tries to maintain homo-
geneous growth and the absence of stringent response would cause emergence of
growth rate gradients at an earlier time. In conclusion, the stringent response
is an important feedback mechanism that optimizes the distribution of available
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nutrients and is important for adaptation to changing local environments during
colony maturation [116].

7.5 Azithromycin is more e�cient against fast

growing cells

Typically, minimal inhibitory concentrations (MIC) are determined to test bac-
terial susceptibility to specific antibiotics. Even though the MIC measurements
are considered to be the ’gold standard’ [199], bacterial biofilms show a higher
tolerance against antimicrobial treatment than their planktonic counterpart [118].
Since the majority of clinical infections are based on biofilms, the minimum biofilm
eradication concentration was established, which defines the minimal concentration
of a drug required to kill a biofilm by removing biofilms from the substrate and
observe the number of living cells on agar plates [200]. Neither of these methods
accesses the time needed until the antimicrobial treatment e�ects the cell growth.

In this study, we determined spatio-temporal growth rates inside gonococcal
colonies with and without azithromycin treatment. Before cell death became
relevant, reduced growth rates were observed, when gonococcal colonies were
treated with the 2.5 MIC of azithromycin. We currently do not know whether
growth slows down because the concentration of proteins is a�ected or because a
stress response has been launched. After approximately 3 h of colony growth, we
could not localize fluorescent cell at distances closer than 5 µm to the colony edge.
Interestingly, growth rates were maximal in this range in our control. Fluorescent
cells with a larger distance from the colony edge were successfully tracked and used
to estimate growth rates. These growth rates were slightly smaller in comparison
to the control. By treating sfGFP as a marker for protein synthesis, we can
conclude that fast growing cells close to the colony surface are a�ected the most
from the azithromycin treatment and that they express less proteins after 3 h
of treatment. This hypothesis is confirmed by experiments that show higher an-
timicrobial tolerances for cells with a reduced metabolic activity [92, 54, 93, 94, 95].
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7.5 Azithromycin is more e�cient against fast growing cells

Currently, gonorrhea is treated with a combination of azithromycin and ceftriax-
one [132]. Interestingly, the tolerance of gonococcal colonies to the combination
of these drugs strongly depends on the time o�set, when each drug is applied.
Cronenberg et al. showed that a sequential treatment with a time o�set of 3 h
increases the e�ciency of the therapy in comparison to a simultaneous treatment
[5]. Thus, the timing of sequential antimicrobial treatments besides absolute con-
centration values plays an important role. Assuming that ceftriaxone treatment is
more e�cient against cells with a high metabolic activity, the sequential ceftriaxone
treatment should be initiated when growth rates of gonococcal colonies treated
with azithromycin are high. We conclude that sequential treatment of azithromycin
and ceftriaxone with a time o�set slightly less than 3 h would be probably more
e�cient, because cells are more metabolically active.
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8 Outlook

In this study, we determined spatio-temporal growth rates and the distribution of
dead cells inside gonococcal colonies. To this end, we used two di�erent approaches,
each one having its own advantages and disadvantages. Sfgfp fluorescent bacterial
clusters were tracked inside non-fluorescent cell dominated colonies and velocity
fields of these clusters were determined. The spatio-temporal velocity fields were
used to calculate gonococcal growth rates. Especially, fluorescent cells show re-
duced growth rates and are more sensitive to laser light. To solve this problem, we
could try to track dead cells. To improve the signal to noise ratio, we could use
SYTOX staining instead of PI for staining cells. Additionally, we could probably
increase the time resolution without e�ecting the growth of non-fluorescent cells,
because they seem to be less sensitive to laser light. If dead cells follow simply
the velocity field, which is generated by growing cells, spatio-temporal velocities
could be used directly to calculate the corresponding growth rates with the VF
method. Apart from simply following the velocity field, it seems quite likely that
dead cells would be sorted to the periphery of colonies due to a reduced neighbor
interaction. Thus, the comparison of spatio-temporal velocity fields obtained by
living fluorescent cell clusters with the velocity fields of dead cells would give evi-
dence whether cell sorting of living and dead cells occurs inside gonococcal colonies.

We observed the emergence of heterogeneous growth profiles inside gonococcal
colonies, where growth rates dropped towards the COM of colonies. Our first
assumption was that nutrient limitation causes heterogeneity in growth rates. To
assess this hypothesis, we increased the flow rate 5 fold inside our flow chamber
setup, but the improved nutrient supply did not prevent emergence of heteroge-
neous growth profiles. Besides mechanical constrains, limitations of oxygen or
CO2 supply could influence bacterial growth dynamics. To test this assumption,
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5 mM sodium bicarbonate and 100 µM sodium nitrite could be added to the
growth medium. These supplements were added to the growth medium in previous
experiments [166], but it was assumed that exclusion of this supplements does not
e�ect growth of gonococcal colonies. However, spatio-temporal growth dynamics
at cellular resolution could not have been analysed at this time. Consequently, it
is likely that the previously mentioned supplements indeed influence gonococcal
growth.

Next, we treated gonococcal colonies continuously with azithromycin during the
whole experiment and obtained an early negative e�ect on growth rates. In future
experiments it would be interesting to see how di�erent concentrations of di�erent
antimicrobials e�ect bacterial spatio-temporal growth dynamics. Additionally, it
would be interesting to measure how young freshly assembled bacterial colonies
react to antimicrobial treatment in comparison to matured heterogeneous ones.
To this end, we could start the treatment directly after injection of cells into our
flow chamber setup or with a temporal shift to allow emergence of heterogeneous
growth dynamics, which is the case after 2 h according to our results. Alternatively
to antimicrobial treatment, DNA from commensal Neisseria strains was reported
to act as a killing agent for pathogenic Neisseria strains [136]. Hereby, DNA with a
foreign DNA methylation pattern needs to enter the pathogen and be recombined
into its genome. Even though preliminary experiments indicate that Neisseria
Elongata inhibits growth of N. gonorrhoeae and even leads to its extinction, these
results could not have been properly evaluated and need to be repeated for this
purpose.

In the course of this project, we aimed to find an alternative method to determine
growth rates of spherical shaped bacteria that is independent of fluorescence
labeling and confocal microscopy. For this purpose, Prof. Dr. Kohlheyer provided
us with self-build microfluidic flow chambers. Microfluidic cultivation allows to
study spatio-temporal growth dynamics at single cell resolution with bright-field
microcopy. Growth rates of E.coli and C. glutamicum were successfully determined
with this method [201]. One of his designs allowed us to grow two dimensional
gonococcal colonies by placing separated containers with a limiting height of 1 µm
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inside a flow channel. Even though we achieved in placing a few gonococci inside
these growth containers, we observed that the flow channels were often blocked by
strongly attached cells. In a few experiments, we managed to keep the flow channel
cell-free while having a few cells inside growth containers. By manually counting
the number of cells inside one growth container, we were able to estimate a growth
rate by fitting an exponential function to the number of cells N(t)/N0 = exp(⁄t).
The estimated growth rate was ⁄ = 0.32 ± 0.01h

≠1. In the future, clogging of the
main channel of microfluidic flow chambers can be avoided by supplementing the
growth medium for a short time period with water.
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Figure 8.1: Growth of two dimensional gonococcal colonies. (a) Bright-field images
of a growth container with a time resolution of 1h. Circles mark
show manually determined positions of cells. (b) Exponential function
N(t)/N0 = exp(⁄t) is fitted to the normalized number of cells N(t)/N0
to estimate a growth rate ⁄ = 0.32 ± 0.01h

≠1.
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9 Appendix

9.1 Particle tracking software

The particle tracking software is available as a MATLAB script. All image stacks
should have a time resolution of 15 min and contain three channels, where the
first channel should consist of a single bright-field image and the following two
channels should be image stacks with an x-y-resolution of 80 nm and 400 nm in
the z-direction.

After setting the path to the location of the nd2-file that contains all image
stacks, the COM of colonies and their radii are determined from the bright-field
images and saved as c.mat. The first two columns of c.mat contain the x-y-positions
in pixels of the COM of colonies, the third column gives the radius of colonies in
pixels, followed by time in frames and a parameter that describes the goodness of
fitted cycles to the contours of colonies. Furthermore, three dimensional positions
of cells are determined from the confocal image stacks of dead and living cells with
sub-pixel resolution and saved as rD.mat and rL.mat. Both arrays contain seven
columns with the following entries: x-, y- and z- positions in µm, the integrated
brightness, squared radii of gyration and peak height of each cell, time in frames.

In the second part, the determined positions are linked into trajectories. At first,
c.mat is corrected by comparing the radii and positions of successive frames. Then
the height of the COM of colonies is estimated. This data is saved as COM.mat,
which contains in its first columns the three dimensional positions of the COM of
colonies in µm and in the last column the corresponding time. Using COM.mat,
the positions of rL.mat and rD.mat are corrected in respect to the COM of colonies.
Subsequently, the particle tracking algorithm is applied, giving dataCell.mat and
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dataDead.mat. dataCell.mat consists of N columns, where N depends on the total
number of analysed clusters. In the first seven rows dataCell.mat contains the
number of cells inside each cluster. The eighth row gives the time and the last
two rows contain the distance of clusters to the edge of colonies and the radius
of the colony. Additionally, a second array is included in dataCell.mat that gives
information about cluster displacement relative to the COM of colonies. Here, the
first seven entries in each column are replaced by the distance of each cluster to the
colony COM in µm. dataDead.mat is constructed di�erently. Each row contains
the fraction of dead cells at di�erent distances to the COM of colonies. The first
entry of each row gives the fraction of dead cells at the COM of colonies with a
binning of 2 µm. The next entry gives the fraction of dead cells 1 µm away and
so on. The last entry of each row contains the corresponding time. Finally, the
MATLAB script computes growth rates from the radii of colonies, cell counting
and velocity fields.
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