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Abstract

Nuclear shell effects in neutron-rich nuclei around $N = 20$ and $N = 32, 34$ were studied by means of reduced transition probabilities, i.e. $B(E2)$ and $B(M1)$ values. To this end a series of Coulomb-excitation experiments, employing radioactive $^{31}$Mg and $^{29,30}$Na beams, as well as a precise lifetime experiment of excited states in $^{56}$Cr were performed.

The collective properties of excited states of $^{31}$Mg were the subject of a Coulomb-excitation experiment at REX-ISOLDE, CERN, employing a radioactive $^{31}$Mg beam at a beam energy of 3.0 MeV/u. The beam intensity amounted to 3000 ions/s on average. The highly efficient MINIBALL setup was employed, consisting of eight HPGe cluster detectors for $\gamma$-ray detection and a segmented Si-detector for coincident particle detection. The level scheme of $^{31}$Mg was extended. Spin and parity assignment of the observed 945 keV state yielded $\frac{5}{2}^+ +$ and its de-excitation is dominated by a strong collective $M1$ transition. Comparison of the transition probabilities of $^{30,31,32}$Mg establishes that for the $N = 19$ magnesium isotope not only the ground state but also excited states are largely dominated by a deformed $pf$ intruder configuration. This implies that $^{31}$Mg is part of the so-called “island of inversion”.

Coulomb-excitation experiments of radioactive $^{29,30}$Na were carried out at REX-ISOLDE, CERN, at a final beam energy of 2.85 MeV/u. De-excitation $\gamma$ rays were detected by the MINIBALL $\gamma$-ray spectrometer in coincidence with scattered particles in a segmented Si-detector. Despite rather low beam intensities transition probabilities to the first excited states were deduced. Results of very recently published experiments at MSU and TRIUMF could be largely confirmed and extended. The measured $B(E2)$ values agree well with shell-model predictions, supporting the idea that in the sodium isotopic chain the ground-state wave function contains a significant intruder admixture already at $N = 18$, with $N = 19$ having an almost pure $2p2h$ deformed ground-state configuration.

Excited states in $^{56}$Cr have been populated after $^{48}$Ca($^{11}$B, p2n) reactions at a beam energy of 32 MeV, provided by the Cologne FN tandem accelerator. The Cologne coincidence plunger device surrounded by a $\gamma$-ray detector array of one EUROBALL cluster detector and five Ge detectors was employed to determine lifetimes with the recoil distance Doppler-shift method. $\gamma\gamma$-coincidence data were analyzed using the differential decay curve method and precise lifetimes for the first $2^+$ and $4^+$ states were extracted. The corresponding $B(E2, 2^+ \rightarrow 0^+)$ value quantifies with a high accuracy the puzzling discrepancy between experimental $B(E2)$ values in $N = 32$ isotones and theoretical results from large-scale shell-model calculations employing modern effective nucleon-nucleon interactions.
Kurzzusammenfassung

Effekte in der Schalenstruktur neutronenreicher Kerne um \( N = 20 \) and \( N = 32,34 \) wurden anhand der reduzierten Übergangswahrscheinlichkeiten, d.h. ihrer \( B(E2) \)- und \( B(M1) \)-Werte, untersucht. Dafür wurden eine Reihe von Coulombanregungsexperimenten mit radioaktiven \( ^{31}\text{Mg} \)- und \( ^{29,30}\text{Na}- \)Strahlen, sowie eine hochgenaue Lebensdauermessung angeregter Kernzustände in \( ^{56}\text{Cr} \) durchgeführt.

Die Untersuchung kollektiver Eigenschaften angeregter Kernzustände in \( ^{31}\text{Mg} \) waren Bestandteil eines Experiments zur Coulombanregung von instabilen \( ^{31}\text{Mg} \)-Ionen an REX-ISOLDE, CERN, bei einer Strahlenergie von 3.0 MeV/u. Die Strahlintensität betrug durchschnittlich rund 3000 ions/s. Die Messung wurde am hocheffizienten MINIBALL-Aufbau durchgeführt, bestehend aus acht HPGe Cluster-Detektoren zum Nachweis von \( \gamma \)-Quanten und einem segmentierten Si-Zähler zur Detektion koinzidenter Teilchen. Das Termschema von \( ^{31}\text{Mg} \) konnte somit erweitert werden. Einem beobachteten Zustand bei 945 keV konnten die Spin- und Paritätswerte \( \frac{5}{2}^+ \) zugewiesen werden. Der Zerfall dieses angeregten Zustands wird durch einen stark kollektiven \( M1 \)-Übergang dominiert. Der Vergleich der Übergangswahrscheinlichkeiten in den Kernen \( ^{30,31,32}\text{Mg} \) belegt, dass im Magnesium-Isotop mit \( N = 19 \) nicht nur der Grundzustand, sondern auch angeregte Zustände weitestgehend von deformierten \( pf \)-Intruderkonfigurationen beherrscht werden. Damit ist \( ^{31}\text{Mg} \) Teil der so genannten „Island of Inversion“.


Angeregte Kernzustände in \( ^{56}\text{Cr} \) wurden durch die Reaktion \( ^{48}\text{Ca}(^{11}\text{B}, p2n) \) bei einer Strahlenergie von 32 MeV am Kölner FN Tandembeschleuniger bevölkert. Der Kölner Koinzidenzplunger ermöglichte die Bestimmung von Lebensdauern mithilfe der so genannten „recoil distance Doppler-shift“ (RDDS) Methode. Emission von \( \gamma \)-Quanten wurde mit einer Anordnung von einem EUROBALL-Cluster-Detektor und fünf weiteren Ge-Detektoren nachgewiesen. Die aufgenommenen \( \gamma\gamma \)-Koinzidenzen wurden anhand der so genannten „differential decay curve“ (DDC) Methode ausgewertet. Präzise Lebensdauern des jeweils ersten angeregten \( 2^+ \) und \( 4^+ \) Zustands konnten so bestimmt werden. Der entsprechende \( B(E2, 2^+ \rightarrow 0^+) \) Wert zeigt mit hoher Präzision die bislang ungelöste Diskrepanz zwischen den experimentell bestimmten \( B(E2) \) Werten der \( N = 32 \) Isotone und theoretischen Vorhersagen aktueller Schalenmodellrechnungen auf, trotz Einbeziehung eines größtmöglichen Modellraums und modernen effektiven Wechselwirkungen zwischen den einzelnen Nukleonen.
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1.1. THE NUCLEAR SHELL MODEL

Chapter 1

Nuclear structure

1.1 The nuclear shell model

Already during the early 1930s detailed studies of atomic nuclei revealed special numbers of protons and neutrons, that lead to a stabilization of the corresponding nuclei in the isotopic or isotonic chains \[1\]. Only the first numbers 2, 8, and 20 could be explained by a simple model of non-interacting nucleons, moving independently in an average potential well. An appropriate explanation for the higher numbers failed. The first explanation of all of these so called “magic numbers” 2, 8, 20, 28, 50, 82, and 126 was given by Haxel, Jensen, Suess, and independently by Goeppert-Mayer in 1949, which proposed a strong spin-orbit component of the nucleon-nucleon interaction \[2,3\]. Every level is split into two orbits with total angular momenta \(j = \ell \pm s\) (see Figure 1.1). By this method, nuclear properties on many nuclei reachable at that time, e.g. spins, parities, magnetic moments, and \(\beta\)-decay systematics, could be explained and the model became known as the “nuclear shell model”.

Even today, more than 60 years later, shell structure is one of the most important frameworks for understanding nuclear structure and the properties of atomic nuclei. Special interest has been focused on the evolution of nuclear properties along isotopic or isotonic chains in the vicinity of the magic numbers. It was believed that these magic numbers would be permanent and valid for all nuclei. During the last three decades both experimental and theoretical findings indicated that the known magic numbers are subject to the proton-to-neutron ratio and not universal. Especially for exotic nuclei with large \(N/Z\) ratios far from stability new shell closures are expected. Such a new magic number was proposed at \(N = 16\) for some nuclei between \(Z = 8\) (oxygen) and \(Z = 14\) (sili-

\[\begin{align*}
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\end{align*}\]

Figure 1.1: Single particle states in the nuclear shell model. (a) Non-interacting nucleons in the potential well of a harmonic oscillator. (b) Breakup of the \(\ell\)-degeneracy using a Woods-Saxon potential. (c) Due to the spin-orbit coupling orbits are split into \(j = \ell \pm s\) and the magic numbers can be reproduced. The figure was adapted from \[4\].
con) [5–7] and confirmed in a series of experiments and most recently by Kanungo et al., that revealed the doubly magic character of $^{24}$O [8].

The evolution of nuclear shells for very exotic nuclei is important for the understanding of astrophysical processes. Most elements heavier than Fe are produced in very rapid or even explosive scenarios (e.g. supernovae) by neutron captures and subsequent $\beta$-decays. For high neutron densities $n_n > 10^{20}$ cm$^{-3}$ nucleosynthesis of very neutron-rich takes place via the so-called r-process [9]. A sequence of fast neutron captures generates isotopes with high $N/Z$-ratios far from stability (see Fig. 1.2). Depending on the nuclear structure of the isotopes involved in the process, the resulting abundances will show a certain structure. In fact the solar r-abundance of nuclei is mainly dominated by decay products of the so-called “waiting point” nuclei at the neutron shell closures at $N = 50, 82, 126$ (see Fig. 1.3). The relatively long lifetimes of these nuclei delay the progression of the r-process. Recent experiments with the $N = 82, 126$ waiting point nuclei have shown that changes in the shell structure – such

Figure 1.2: The chart of nuclides. Black boxes indicate stable nuclides, whereas the known unstable isotopes are colored in yellow. The region colored in green indicates all nuclides, that are believed to exist but have not been observed yet (“terra incognita”). Blue boxes mark the isotopes that may be produced by nucleosynthesis in the r-process. The classical magic numbers are denoted by dashed lines, even though they might change for exotic nuclei (adapted from [10]).

Figure 1.3: Abundances of nuclides in the solar system, depending on their synthesis mechanism: s- and r-process. The peak-like structure in the r-abundance is caused by the “waiting point” nuclei at the neutron shell closures. Some elements corresponding to the approximate mass numbers are noted (adapted from [11]).
sponding Hamiltonian can be decomposed sub-

1.3 Residual interaction

The atomic nucleus is a complex system of strongly interacting quantum particles. Shell-model calculations, using accurate two-body and three-body interactions by QCD or ab initio approaches, have been performed for light nuclei with $2 \leq A \leq 16$ to study their structure and reactions. Due to the enormous computing power that would be required to study heavier nuclei truncations and approximative solutions have to be used in order to reduce the computed power that would be required to study heavier nuclei.

The Hamiltonian for $A$ interacting nucleons can be written as a sum over the kinetic energy terms $T_i$ and the two-body-nucleon-nucleon (NN) interaction $V_{ij}$. Based on the superposition of all NN interactions the last term can be approximated by an effective average single-particle potential $U(\vec{r})$:

$$H = \sum_{i=1}^{A} T_i + \sum_{i<j} V_{ij}$$
$$= \sum_{i=1}^{A} \left( T_i + U(\vec{r}_i) \right) + \left( \sum_{i<j} V_{ij} - \sum_{i=1}^{A} U(\vec{r}_i) \right)$$
$$= H_0 + H_R.$$

$H_0$ describes an ensemble of $A$ independent particles moving in an average single-particle potential $U(\vec{r})$ generated by the nucleons themselves. $H_R$ corresponds to the residual interaction between the so-called valence nucleons outside a closed shell (“inert core”). In the vicinity of the valley of stability $H_R$ can be neglected by an appropriate choice of $H_0$ and the properties of atomic nuclei can be described well by $H_0$.

1.3 Residual interaction

To study the residual NN interaction, the corresponding Hamiltonian can be decomposed sequentially into a multipole expansion [15]:

$$H_R = H_{\text{monopole}} + H_{\text{dipole}} + H_{\text{quadrupole}} + \ldots$$

Usually the monopole part has the highest amplitude and contributes most to the nucleus wave function. According to the decomposition of the general potential between two nucleons, the monopole interaction can be separated into central and non-central parts and depends on the three vector coordinates of radius $\vec{r}$, spin $\vec{\sigma}$ and isospin $\vec{\tau}$ [16]:

$$V_{1,2} = V(\vec{r}_1, \vec{\sigma}_1, \vec{\tau}_1, \vec{r}_2, \vec{\sigma}_2, \vec{\tau}_2)$$
$$= V_{1,2}^C + V_{1,2}^{LS} + V_{1,2}^T$$

The central part contains four terms:

$$V_{1,2}^C = V_0(r) + V_0(r)\vec{\sigma}_1 \cdot \vec{\sigma}_2 + V_0(r)\vec{\tau}_1 \cdot \vec{\tau}_2$$
$$+ V_{\tau,\tau}(r)(\vec{\sigma}_1 \cdot \vec{\sigma}_2)(\vec{\tau}_1 \cdot \vec{\tau}_2)$$

with the distance $r = |\vec{r}_1 - \vec{r}_2|$ between both nucleons.

The two-body spin-orbit potential is defined as

$$V_{1,2}^{LS} = \left( V_{\text{isoscal}}^{LS}(r) + V_{\text{isovect}}^{LS}(r)\vec{\tau}_1 \cdot \vec{\tau}_2 \right) \vec{L} \cdot \vec{S}$$

where $\vec{L}$ is the relative orbital momentum between the two interacting nucleons and $\vec{S}$ their total intrinsic spin, with $\vec{S} = \frac{1}{2}(\vec{\sigma}_1 + \vec{\sigma}_2)$.

The tensor part of the interaction is given by

$$V_{1,2}^T = \left( V_{\text{isoscal}}^T(r) + V_{\text{isovect}}^T(r)\vec{\tau}_1 \cdot \vec{\tau}_2 \right)$$
$$\times \frac{3}{r^2}(\vec{\sigma}_1 \cdot \vec{r})(\vec{\sigma}_2 \cdot \vec{r}) - (\vec{\sigma}_1 \cdot \vec{\sigma}_2)$$

The monopole tensor interaction can affect the so-called nucleon effective single-particle energies (ESPEs), i.e. the energy differences caused by adding a nucleon to an empty single-particle orbit or by removing a nucleon from an occupied orbit. Two nucleons in two different orbits $j$ and $j'$ will couple to a state with spin $J$ and isospin $T$. It was shown by Otsuka et al. that the interaction between protons and neutrons ($T = 0$), occupying orbits with $j = \ell \pm \frac{1}{2}$ and $j' = \ell' \mp \frac{1}{2}$ ($S = 0$, spin-flip) is attractive and strongest for $\Delta \ell = 0$ (spin-orbit partners) [17]. For nucleons in the $j = \ell \pm \frac{1}{2}$ and $j' = \ell' \pm \frac{1}{2}$ orbits ($S = 1$) the interaction is repulsive.

While the previous sections have given an overview over the theoretical frameworks for
understanding nuclear shell structure, the following sections will focus on the experimental observables which can provide information on nuclear shell structure and the location of shell closures across the nuclear landscape.

1.4 Experimental observables

As previously discussed the energy gap between nuclear orbits and the location of nuclear shell closures is not static but is subject of the proton-to-neutron ratio. To probe nuclear structure models and theory it is necessary to have unambiguous experimental observables for the location of shell and subshell closures. Therefore experimental analysis has been focused on the evolution of specific quantities across isotopic or isotonic chains, which will be discussed in the following paragraphs.

1.4.1 Nuclear masses and binding energies

Nuclear masses and binding energies provide a fundamental testing ground for the study of nuclear structure and shell closures. Due to the enhanced binding of the nucleons near closed shells, the mass of the nuclear system is consequently lowered. In Figure 1.4 the mass difference between the measured mass and the calculated mass from the liquid drop model (LDM, Weizsäcker mass formula) is shown as a function of $Z$ and $N$, respectively. The biggest deviations can be observed for nuclei near the magic numbers, for which the measured masses are sig-
1.4. EXPERIMENTAL OBSERVABLES

1.4.1 Neutron separation energies

The dramatic drop in $S_{2n}$ for $N \geq 20$ and $N \geq 28$ can be seen for most elements, indicating shell closures at $N = 20, 28$. Values were taken from [18].

1.4.2 Two-neutron separation energies

The trend of the two-neutron separation energies $S_{2n}$ across isotopic chains provide a fundamental indication for completely filled neutron shells. It can be calculated out of the binding energies using $S_{2n} = BE(A, Z) - BE(A-2, Z)$. Neutrons in a (nearly) closed neutron shell are more strongly bound and more energy is needed to remove them out of the nuclear medium. Neutrons populating orbits outside closed shells are less bound and therefore $S_{2n}$ drops dramatically at the shell closures (see Figure 1.5).

1.4.3 Ground-state nuclear moments

The nuclear electrical quadrupole moment $Q$ depends on the nuclear charge distribution. Thus it is sensitive to the nuclear shape. Nuclei near closed shells are expected to be spherical. Therefore their ground-state quadrupole moments should be small. Midshell nuclei may be axially deformed, having a large magnitude quadrupole moment. For pure single-particle configurations it can be shown that a particle outside a closed shell causes an oblate mass distribution ($Q < 0$), whereas a hole corresponds to a prolate mass distribution ($Q > 0$) [4]. Thus, the quadrupole moment changes its sign at the shell closures, as it can be seen in Figure 1.6. The evolution of the ground-state nuclear moments provide an indication of changes in the nuclear structure, especially of shell closures.

The nuclear magnetic dipole moment $\mu$ for a state with spin $I$ is given by $\mu = g_I \mu_N$, where $g_I$ is called the “gyromagnetic ratio”, and $\mu_N$ is the nuclear magneton. Due to its origin in the motion of the (charged) protons on their orbits and the spin of the nucleons, giving rise to an orbital and an intrinsic magnetic field, respectively, the magnetic moment is a sensitive probe to the wave function of a nuclear state. Within the shell-model picture the magnetic moments of odd-A nuclei near closed shells are affected by the unpaired valence nucleon. The magnetic moments of the nucleus’ states can therefore be calculated using the free nucleon magnetic moments for protons and neutrons $\mu_p = +2.793 \mu_N$ and $\mu_n = -1.913 \mu_N$, respectively. This approximation works well for most of the light isotopes. In heavier nuclei the magnetic moment is influenced by the presence of the other nucleons, and “effective” g-factors have to be used as well as further correction factors in the calculations [20]. Measurements of the g-factors in isotopic/isotonic chains allows

**Figure 1.5:** Trends of the two-neutron separation energies across the isotopic chains of Cl, Ar, K, Ca, Sc, and Ti. The dramatic drop in $S_{2n}$ for $N \geq 20$ and $N \geq 28$ can be seen for most elements, indicating shell closures at $N = 20, 28$. Values were taken from [18].

**Figure 1.6:** Experimental deduced nuclear ground-state electrical quadrupole moments for odd-even nuclei as a function of $Z$ for $12 < Z < 74$. To give a measure of the nuclear deformation independent of the size of the nucleus, the quantity $Q/2ZR_0^2$ was chosen. At closed shells $Q$ always changes its sign from a prolate to an oblate deformation, as indicated by arrows. The solid line was drawn to guide the eye. Data taken from [19].
to investigate small changes in the nuclear structure with changing $N/Z$ ratio. In Figure 1.7 the experimentally deduced nuclear ground-state magnetic moments for odd-$A$ aluminum isotopes are compared to different shell-model calculations. The magnetic moment of $^{25,27,31}$Al can be well described by a “normal” ground-state configuration with consecutively filled neutron orbits in the sd-shell [21]. The more neutron-rich $^{33}$Al should be in line with these results, due to its magicity $N = 20$. However, it turns out that the deduced g-factor is significantly lower than the assumption of a pure sd-shell configuration. This leads to the conclusion that, due to the vanishing of the $N = 20$ shell closure for neutron-rich nuclei, $^{33}$Al must contain a contribution of almost 25% from neutron excitations into the pf-shell, so called 2p2h intruder configurations, in the ground-state wave function [22].

### 1.4.4 The $E(2^+)$ and $B(E2, 0^+ \rightarrow 2^+)$ strength

Not only the ground-state properties are useful indicators for the evolution of nuclear structure, but also excited nuclear states can be used to reveal the underlying shell structure. As seen in the previous section, quadrupole collectivity is a very sensitive quantity to probe nucleon shell closures. The energy of the first excited $2^+$ state, $E(2^+)$, and the reduced transition probability of the transition between the first excited $2^+$ state and the $0^+$ ground state, $B(E2; 2^+ \rightarrow 0^+)$, are the most common measures for quadrupole collectivity in even-even nuclei, even far from stability.

The first excited $2^+$ state in even-even nuclei is formed by a two quasi-particle excitation, i.e. by the breaking of a nucleon-nucleon pair and excitation of one nucleon to the next higher orbit. For magic nuclei the energy needed to excite nucleons across the shell gap is large, thus the energy of the first excited $2^+$ state is large. For mid-shell nuclei the level density of possible excitations is much higher. Due to the mixing of the $N$ levels $\phi_1, \ldots, \phi_N$ the state with the most coherent wave function $\psi_f = \frac{1}{\sqrt{N}} (\phi_1 + \cdots + \phi_N)$ is lowered in energy [23]. Thus, lowering of the $E(2^+)$ is an indication for increasing coherence in the wave function, which in turn is the microscopic basis for increased collectivity in the structure [23]. In Figure 1.8(a) the energy of the first $2^+$ state of even-even calcium isotopes is plotted as a function of $N$, showing the characteristic peak-like structure at the shell closures $N = 20, 28$ and a more constant trend in between.

Due to the pairing interaction the ground state in even-even nuclei is always $0^+$. Thus, the first excited $2^+$ state can only decay by electric quadrupole radiation, i.e. an E2 transition to the ground state. In general, the transition probability of an (electric or magnetic) transition of multipolarity $\lambda$ is given by

$$B(\sigma \lambda, I_i \rightarrow I_f) = \frac{1}{2I_i + 1} \left| \langle \psi_f | \mathcal{M}(\sigma \lambda) | \psi_i \rangle \right|^2$$

with the total angular momentum $I$ of the initial state $|\psi_i\rangle$ and the final state $|\psi_f\rangle$, respectively [24]. $\left| \langle \psi_f | \mathcal{M}(\sigma \lambda) | \psi_i \rangle \right|$ is the reduced transition matrix element with the electromagnetic multipole operator $\mathcal{M}(\sigma \lambda)$, which can have either an electric ($\sigma = E$) or a magnetic ($\sigma = M$) character. The transition matrix element $\mathcal{M}(\sigma \lambda)$ of an electromagnetic decay of an excited state is the same transition matrix element as of the excitation process with the same $\sigma \lambda$ character. Therefore the transition strength of the excitation and de-excitation between two
states with \( I_i \) and \( I_f \) is connected by

\[
B(\sigma \lambda, I_i \rightarrow I_f) = \frac{2I_f + 1}{2I_i + 1} B(\sigma \lambda, I_f \rightarrow I_i)
\]

The value of \( B(E\lambda) \) is usually expressed in terms of \( e^2 b^\lambda \), whereas \( B(M\lambda) \) is given in \( \mu_N^2 b^\lambda \), with \( \mu_N \) the nuclear magneton. In a single-particle picture, where only one single nucleon contributes to the electromagnetic transition, the so called “Weisskopf unit” (W.u.) can be defined \cite{24}:

\[
B(\sigma \lambda)_{\text{W}} = \frac{1}{4\pi} \left( \frac{3}{\lambda + 3} \right)^2 (1.2A^{1/3})^{2\lambda}
\]

\[
B(M\lambda)_{\text{W}} = \frac{10}{\pi} \left( \frac{3}{\lambda + 2} \right)^2 (1.2A^{1/3})^{2\lambda-2},
\]

where \( B(E\lambda) \) is given in \( e^2\text{fm}^{2\lambda} \) and \( B(M\lambda) \) is given in \( \mu_N\text{fm}^{2\lambda-2} \). Expressed in Weisskopf units the \( B(\sigma\lambda) \)-values are a rough estimate of the number of nucleons contributing to the transition. Thus, the \( B(E2) \)-value is a measure of collectivity in the nucleus. For example \( B(E2) \approx 1 \) W.u. indicates a pure single-particle transition, whereas for collective transitions in spherical vibrational nuclei \( B(E2) \approx 10-50 \) W.u. can be expected. Figure 1.8(b) displays the evolution of the \( B(E2; 2^+ \rightarrow 0^+) \) for even-even calcium isotopes as a function of the neutron number. At midshell, the transition strength is large, which can be explained by an increased coherence in the nucleons’ wave functions, i.e. increased collectivity. At the shell closures the number of valence nucleons is reduced, which lessens the collectivity of the system and lowers the \( B(E2) \)-value \cite{23}.

Shell-model calculations of the transition strength are performed typically within a reduced model space, including a limited number of valence nucleons outside a closed shell (cf. section 1.2). These valence nucleons are proposed to move in selected valence orbits, totally decoupled from the inert core. Due to polarization effects, in which the valence nucleons polarize the underlying core, effective proton and neutron charges, \( e^{\text{eff}}_\pi \) and \( e^{\text{eff}}_\nu \), respectively, are defined. Thus, the reduced transition probability \( B(E2) \) can be written as a sum of proton and neutron amplitudes:

\[
B(E2, I_i \rightarrow I_f) = \frac{1}{2I_f + 1} \left( e^{\text{eff}}_\pi A_\pi + e^{\text{eff}}_\nu A_\nu \right)^2
\]

where the nucleon amplitudes are defined as

\[
A_\pi = \left< I_f | \pi(E2) | I_i \right> \pi \quad A_\nu = \left< I_f | \nu(E2) | I_i \right> \nu
\]

In the case of a closed shell the corresponding nucleon amplitude will be zero.

In many experiments the lifetime \( \tau \) of an excited state is measured to determine the transition probability. The probability for the emission of a \( \gamma \) ray of multipolarity \( \lambda \) from an excited state \( I_i \) into a lower-lying state \( I_f \) is connected to the \( B(\sigma \lambda) \) value and is expressed by \cite{24}

\[
T(\sigma \lambda; I_i \rightarrow I_f) = \frac{8\pi(\lambda + 1)}{\lambda[(2\lambda + 1)!!]^2} \frac{1}{\hbar c} \left( \frac{E_i}{E_f} \right)^{2\lambda+1} \times B(\sigma \lambda; I_i \rightarrow I_f)
\]

The lifetime of a state \( I_i \), which can decay into several final states \( I_f \) by emission of \( \lambda \)-pole radiation, is given by

\[
\tau(I_i) = \left( \sum_{I_f} \sum_\lambda T(\sigma \lambda; I_i \rightarrow I_f)[1 + \alpha(\lambda)] \right)^{-1},
\]

including the usual \( \lambda \)-pole conversion coefficient \( \alpha(\lambda) \). In the special case of a pure \( E2 \) transition
from the first excited $2^+$ state to the $0^+$ ground state, the lifetime of the $2^+$ state is

$$\tau(2^+) = \frac{8.16 \times 10^{-14}}{[1 + \alpha(E2)] E_\gamma^5 B(E2; 2^+ \rightarrow 0^+)} [s]$$

where $E_\gamma$ is given in MeV, and the $B(E2)$ in units of $e^2 b^2$. 
Part I

Mapping the border of the “Island of Inversion” –

Coulomb excitation of exotic Na and Mg isotopes with MINIBALL at REX-ISOLDE
Chapter 2

Motivation and physics case

Shell structure is one of the most important frameworks for understanding nuclear structure and the properties of atomic nuclei. Contrary to the opinion some years ago that magic numbers are permanent and valid for all nuclei, recent experimental and theoretical findings indicate that magic numbers are subject to the proton-to-neutron ratio. Thus, well-known shell closures vanish and new magic numbers are revealed when going to more exotic nuclei far from the valley of stability.

2.1 Vanishing of the \( N = 20 \) shell gap – the island of inversion

A first indication for such a vanishing of a shell closure was found in early mass measurements for \(^{31,32}\)Na at ISOLDE (CERN), which found deviations from the expected binding energies for a closed shell at \( N = 20 \) [28]. Campi et al. suggested a deformed ground state for these nuclei [29]. Further evidence for this interpretation was provided by studies of mean square nuclear charge radii [30] and \( \beta \)-decay spectra of the neutron-rich sodium isotopes around \( N = 20 \) [31, 32]. Later shell-model calculations by Warburton et al. [33] assumed that the \( 1f_{7/2} \) orbital becomes lower in energy, reducing the \( sd \) shell gap and an anomalous inverted level structure was proposed, which is based on 2-particle 2-hole \((2p2h)\) neutron cross shell configurations in the ground state. Recent shell-model calculations trace this phenomenon back to the residual nucleon-nucleon interaction [5–7, 34]. The monopole term of the strongly attractive tensor interaction between protons and neutrons is strongest for \( S = 0 \) (spin-flip), \( \Delta L = 0 \) (spin-orbit partner) and \( T = 0 \) (isospin-flip) [17] (cf. Sec. 1.3). In the case of silicon, protons in the \( \pi d_{5/2} \) orbital strongly interact with neutrons in \( \nu d_{3/2} \). Moreover the monopole interaction \( V^{T=0}_{d_{5/2}d_{3/2}} \) is the most attractive in the \( sd \) shell [5].

As pointed out by Sorlin et al., the \( V^{T=0}_{d_{5/2}f_{7/2}} \) proton-neutron interaction is weaker firstly due to the different angular momenta of proton and neutron \( (\Delta L = 1) \), i.e. due to the weaker overlap of their wave functions. Secondly the interaction contains a repulsive tensor force due to the spin alignment \( (S = 1) \) [16]. Thus, the \( \nu d_{3/2} \) orbital becomes lower in energy with respect to the \( \nu f_{7/2} \) orbital, resulting in the classical magic number \( N = 20 \). By removing protons from the \( \pi d_{5/2} \) orbital the \( V^{T=0}_{d_{5/2}d_{3/2}} \) residual interaction decreases due to the missing \( S = 0 \) partner protons and the \( \nu d_{3/2} \) orbital is shifted.

![Figure 2.1: Calculated effective single particle energies (ESPE) of neutrons (a) in the Z=8 isotopic chain of oxygen and (b) in the N=20 isotonic chain with 8<Z<20. Explanation is given in the text. The figure was adapted from Ref. [7].](image)
to higher energies. The energy gap to the \( pf \) shell becomes smaller, causing a new (sub)shell closure at \( N = 16 \), as shown in Figure 2.1.

The neutron-rich isotopes of Ne, Na and Mg are located at this transition from a shell closure at \( N = 20 \) to a shell closure at \( N = 16 \). Compared to \( 34\text{Si} \) the shell gap between the neutron \( d_{3/2} \) and the \( pf \) orbitals is reduced by about 1 MeV for the Mg isotope and about 2 MeV for the Ne isotope [35]. Thus, excitation of \( 2p2h \) intruder configurations of \( sd \) and \( pf \) orbits is increased for the neutron-rich Ne, Na and Mg isotopes. The intruder configurations gain correlation energy, i.e. deformation energy, comprising proton-neutron and neutron-neutron monopole and quadrupole terms [36]. If this gain of correlation energy largely compensates the loss of energy promoting two neutrons from the \( ds_{1/2} \) orbital across the \( N = 20 \) shell gap to a \( pf \) orbital (2\( E\text{gap} \)), the ground-state wave function contains a dominant \( 2p2h \) admixture. Thus, normal (0\( \hbar \omega \)) and intruder (2\( \hbar \omega \)) configurations are inverted in those nuclei, triggering the name “island of inversion”. Moreover, due to deformation of the ground state, nuclei which reside in the region of the island of inversion, show largely collective behavior, e.g. reduced \( E(2^+) \) and increased \( B(E2, 0^+ \rightarrow 2^+) \) values for even-even isotopes. Besides the shell-model calculations the low-lying \( 2^+ \) states and increased \( B(E2) \) values were reproduced also by the quasi-particle random-phase approximation [37] and configuration mixing with angular-momentum projection [38, 39]. Mean-field calculations result in a spherical shape for the ground state of \( ^{32}\text{Mg} \) [40, 41]. However, it is calculated to be very soft against quadrupole deformation. Investigations in the following nuclei evince that \( ^{29,30,32}\text{Ne} \) [42–44], \( ^{30,31}\text{Na} \) [45, 46] and \( ^{31–34,36}\text{Mg} \) [47–53] are part of the island of inversion (see Figure 2.2).

Many efforts have been made in experimental and theoretical studies to understand the coexistence of normal 0\( \hbar \omega \) and intruder 1\( \hbar \omega \) and 2\( \hbar \omega \) configurations at low energies for different isotopes in the region of the island of inversion. However, the driving mechanisms are not fully understood yet and the predictive power of most theories is not good enough to provide reliable information on the low-energy structure and experimental observables for many nuclei in this region. Especially for nuclei with odd \( N \) and/or odd \( Z \) detailed theoretical information is rare, although these nuclei are a much more sensitive probe for the competing structure of 0\( \hbar \omega \), 1\( \hbar \omega \) and 2\( \hbar \omega \) configurations at low energies. Thus, the experiments presented in this work will focus on the study of collective properties and the low-energy structure of the neutron-rich odd-mass magnesium isotope \( ^{31}\text{Mg} \) and the neighboring odd-Z sodium isotopes \( ^{29,30}\text{Na} \).

### 2.2 The neutron-rich Mg isotopes

Shortly after the first observation of the anomalous behavior of the neutron-rich sodium isotopes around \( N = 20 \) [28, 30], experimental studies focused on the neighboring magnesium isotopes. \( \beta \)-decay studies of neutron-rich \( ^{32}\text{Na} \) nuclei found a low-lying \( 2^+ \) state in \( ^{32}\text{Mg} \) [31]. Its low excitation energy of only 886 keV pointed to a largely deformed nucleus. Early mass measurements of \( ^{31,32}\text{Mg} \) supported this suggestion, finding the neutrons in the \( vd3/2 \) orbital to be less bound than expected for a nucleus at the \( N = 20 \) shell closure [64, 65]. During the last two decades different experimental methods were employed to study the structure of the neutron-rich Mg isotopes at the region of the island of inversion in detail.

As stated in the first chapter, the energy of
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the first excited $2^+$ state and the reduced transition probability $B(E2, 0^+ \rightarrow 2^+)$ are the most accessible observables to study the properties of excited states in exotic even-even nuclei. Therefore the quadrupole collectivity of the $N = 20$ nucleus $^{32}$Mg was determined by Motobayashi et al., employing for the first time the method of intermediate-energy Coulomb excitation to nuclei far from stability [50]. The experiment yielded $B(E2, 0^+ \rightarrow 2^+) = 454(78) \ e^2\text{fm}^4$, corresponding to a large quadrupole deformation of the ground state with $\beta_2 = 0.522(41)$, caused by the highly deformed $pf$ intruder state. These values were confirmed by a series of independent Coulomb-excitation experiments and inelastic scattering experiments [51,52,66–68].

The most recent of these Coulomb-excitation experiments was performed at REX-ISOLDE, proving the deformed $sd-pf$ intruder configuration dominating the ground state of $^{32}$Mg [68]. In contrast Coulomb-excitation experiments in the $N = 18$ isotope $^{30}$Mg [59,66] revealed an excitation strength of $B(E2) = 280(20) \ e^2\text{fm}^4$ for the $2^+$ state at 1483 keV, which is consistent with a spherical $0\hbar\omega$ ground-state configuration. An excited $0^+_2$ state in $^{30}$Mg was identified at an excitation energy of 1789 keV by measuring its $E0$ ground-state decay $0^+_2 \rightarrow 0^+_g$ [69]. The configuration of this state was found to be dominated by a deformed $2\hbar\omega$ intruder configuration of two neutrons excited across the $sd-pf$ shell gap. Recently a similar shape coexistence was observed in $^{32}$Mg, employing the $^{30}$Mg(t,p)$^{32}$Mg 2n-transfer reaction in inverse kinematics at REX-ISOLDE [70]. Beside the deformed $0^+_g$ the first excited $0^+_2$ was identified at 1058 keV, supporting the idea of an inversion of normal and intruder configurations for nuclei residing inside the island of inversion. Further investigations in the even more neutron-rich nuclei $^{34,36}$Mg found low-lying $2^+_1$ states at 657(7) keV [51,52,71] and 660(6) keV [53], respectively, pointing to well deformed nuclei. For $^{34}$Mg this was supported by several intermediate-energy Coulomb-excitation experiments, yielding a large quadrupole collectivity of $B(E2, 0^+ \rightarrow 2^+) = 570(100) \ e^2\text{fm}^4$ [51,52,66], which corresponds to a deformation parameter $\beta_2 = 0.58(6)$.

All these findings are summarized in Figure 2.3, showing the energies of the first excited $2^+$ states and their $B(E2)$ values for even-even Mg isotopes. For $Z \leq 18$ the experimental values [72] are well reproduced by USD shell-model calculations [73], large deviations are found for $N \geq 20$. This can be explained by dominant $2p2h$ configurations in the ground state of $^{32,34,36}$Mg, which were taken into account in MCSM [35] and AMPGCM [38] calculations.

Figure 2.3: (a) Energies of the first excited $2^+$ states and (b) their $B(E2)$ values for even-even Mg isotopes.
Table 2.1: Predicted energies, electromagnetic moments, and reduced transition probabilities of the positive-parity yrast states in $^{31}$Mg, calculated by shell-model calculations in the sd-pf model space [48].

<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>$E_x$ [keV]</th>
<th>$Q_x/Q$ [efm$^2$]</th>
<th>$B(E2)$ [e$^2$fm$^4$]</th>
<th>$\mu$ [$\mu_N$]</th>
<th>$B(M1)$ [$\mu_N^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/2^+$</td>
<td>0</td>
<td>--</td>
<td>106</td>
<td>-0.98</td>
<td>--</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>101</td>
<td>-17 / 84</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>988</td>
<td>-17 / 59</td>
<td>127</td>
<td>-0.30</td>
<td>0.38</td>
</tr>
<tr>
<td>$7/2^+$</td>
<td>1236</td>
<td>-25 / 75</td>
<td>151</td>
<td>+0.94</td>
<td>0.04</td>
</tr>
</tbody>
</table>

of inversion. Early $\beta$-decay studies of $^{31,32}$Na determined a $3/2^+$ ground state for $^{31}$Mg due to the measured log $f_t$ value [74]. Thus, the ground-state wave function was assumed to be dominated by a normal sd shell configuration, placing $^{31}$Mg outside of the island of inversion. In a recent hyperfine structure and $\beta$-NMR measurement by Neyens et al. the spin and nuclear moment of the ground state in $^{31}$Mg were measured directly, yielding $J^\pi = 1/2^+$ [47] in contradiction to previous findings (cf. Figure 2.4). Maréchal and collaborators performed a complementary $\beta$-decay experiment on $^{31}$Mg [48,75] and observed very weak feeding to the $^{31}$Al ground state ($J^\pi = 5/2^+$) and lowest excited states ($J^\pi = 1/2^+,3/2^+$). Both observations agree well with the $1/2^+$ ground state of $^{31}$Mg. The absence of strong $\beta$-decay feeding into the lowest-lying $J^\pi = 1/2^+,3/2^+$ states indicates very different single-particle structures of mother- and daughter nuclei in agreement with a strong $2p2h$ component in the $^{31}$Mg ground-state wave function.

These experimental results were supported by shell-model calculations in the sd-pf valence space, reproducing the low-lying level scheme of $^{31}$Mg remarkably well for the first time [48]. The ground state and the first excited $3/2^+$ state were found to be largely dominated by $2p2h$ intruder configurations, and $^{31}$Mg has to be placed inside the island of inversion. Furthermore, theoretical results on the collective properties of excited states in $^{31}$Mg predict a deformed positive-parity yrast band – built on the $1/2^+$ ground state – with a collective transition to a $J = 5/2$ state just below 1 MeV. A corresponding $B(E2, 5/2^+ \rightarrow 1/2^+) = 127$ e$^2$fm$^4$ value is given [48]. Further predicted observables of the positive-parity states are summarized in Table 2.1. Additional calculations were done by Kimura [76], which yielded an intruder dominated $5/2^+$ state at 0.89 MeV. The electric quadrupole moment of this strongly deformed and largely collective state was predicted to be $Q = -19.1$ efm$^2$ and $Q_x = -21.6$ efm$^2$, calculated by the AMD+GCM wave function and the rigid rotor approximation, respectively [76]. More detailed information on the calculated properties of the positive-parity states in $^{31}$Mg

Figure 2.4: Discovery of the $I = 1/2$ spin value of $^{31}$Mg by the measured hyperfine structure (HFS) spectra of $\sigma^+ / \sigma^-$ optically polarized $^{31}$Mg ions, observed in the assymmetry of the $\beta$-decay. The figure was taken from the original publication in [47].
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<table>
<thead>
<tr>
<th>$J^\pi$</th>
<th>$E_x$ [MeV]</th>
<th>$Q$ [efm$^2$]</th>
<th>$Q_s$ [efm$^2$]</th>
<th>0p1h [%]</th>
<th>2p3h [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2$^+$</td>
<td>0.0</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>93</td>
</tr>
<tr>
<td>3/2$^+$</td>
<td>0.14</td>
<td>-18.9</td>
<td>-17.1</td>
<td>25</td>
<td>61</td>
</tr>
<tr>
<td>3/2$^+$</td>
<td>0.81</td>
<td>8.2</td>
<td>7.4</td>
<td>68</td>
<td>20</td>
</tr>
<tr>
<td>5/2$^+$</td>
<td>0.89</td>
<td>-19.1</td>
<td>-21.6</td>
<td>21</td>
<td>63</td>
</tr>
<tr>
<td>7/2$^+$</td>
<td>1.39</td>
<td>-23.2</td>
<td>-22.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/2$^+$</td>
<td>1.85</td>
<td>4.8</td>
<td>-2.7</td>
<td>67</td>
<td>11</td>
</tr>
<tr>
<td>7/2$^+$</td>
<td>2.23</td>
<td>-2.4</td>
<td>-5.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9/2$^+$</td>
<td>2.93</td>
<td>-17.2</td>
<td>-19.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Predicted energies, configuration mixings, and electric quadrupole moments of the positive-parity states in $^{31}$Mg, calculated by the AMD+GCM wave function ($Q$) and the rigid rotor approximation ($Q_s$) [76].

By AMD-GCM calculations can be found in Table 2.2.

So far detailed structure information on the low-lying levels of $^{31}$Mg have been provided by $\beta$-decay, fast timing $\beta\gamma\gamma$ measurements [77], and proton-knockout reactions [78], the latter ones allowing for determination of transitions strengths and spin and parity assignments of the first excited levels, respectively. Three promising candidates for a strongly deformed and largely collective 5/2$^+$ state remain between 900 keV and 1400 keV [72, 77, 78], but spin and parity assignments are not available from $\beta$-decay experiments (cf. Figure 2.5). The unknown 5/2$^+$ state and the predicted collective properties of the first excited positive-parity states in $^{31}$Mg motivated a first Coulomb-excitation experiment with a $^{31}$Mg beam in inverse kinematics at REX-ISOLDE, CERN, performed by the MINBALL collaboration. The intruder configurations also at higher excitation energy are the subject of this investigation to clarify the placement of $^{31}$Mg inside the island of inversion. Reduced transition probabilities, i.e. $B(E2)$ and $B(M1)$ values, will be presented and compared to recent theoretical results in this work.

2.3 The neutron-rich Na isotopes

Besides the exotic magnesium isotopes around $N = 20$ neutron-rich sodium isotopes played the most important role in the discovery and understanding of the island of inversion. The first indication for a vanishing $N = 20$ shell gap was found in early mass measurements for $^{26-32}$Na at ISOLDE (CERN) [28]. The observed excess
in the two-neutron separation energy pointed to the onset of deformation (at $N = 20$) in the ground state of exotic Na isotopes. Thus, $^{31,32}$Na were proposed to have an intruder-dominated ground state. Later this was confirmed by different experimental findings, e.g. the ground-state spin $J = 3/2$ as well as a significantly reduced magnetic moment $\mu_B$ and enhanced quadrupole collectivity $Q(2)$ of $^{31}$Na.

For the $N = 16$ and $N = 17$ isotopes $^{27,28}$Na level schemes were investigated mainly by $\beta$-decay experiments [57, 81] and a recent fusion experiment employing both radioactive $^{14}$C beams and targets [82]. The ground-state spin of $^{28}$Na was measured to be $J^\pi = 1^+$ by laser spectroscopy [30] and deduced log $f t$ values of the $^{28}$Ne $\beta$-decay [57]. The results agree well with shell-model calculations in the $sd$ model space using the USD interaction [54], which show energetically very close lying states. A normal shell-model configuration is assumed for the low-lying $1^+_1$, $2^+_1$, $3^+_1$, and $4^+_1$ states, where a neutron in the $vd_{3/2}$ orbital couples weakly with a proton in the $\pi d_{3/2}$ or $\pi d_{5/2}$ orbital. Thus $B(E2)$ values from the ground state to the other low-lying states are expected to be small. Utsuno et al. predicted transition strengths of 19 $e^2 fm^4$ and 27 $e^2 fm^4$ for the excitation from the ground state into the $2^+_1$ and $3^+_1$ states, respectively [54]. For the excitation of one neutron from the $v1s_{1/2}$ orbital into the $v0d_{3/2}$ orbital MCSM calculations with the SDPF-M interaction yielded $B(E2, 1^+_1 \rightarrow 2^+_1) = 69 e^2 fm^4$ and $B(E2, 1^+_1 \rightarrow 3^+_1) = 47 e^2 fm^4$. An indication for the latter ones was observed in a Coulomb-excitation experiment at MSU [56]. Within the energy resolution of the NaI detector array used one $\gamma$ ray was observed at 1.24 MeV with $B(E2) \gamma = 54(26)e^2 fm^4$ which is quite close to the predictions.

The nuclear masses and two-neutron separation energies of the $N = 18,19$ sodium isotopes $^{29,30}$Na did not show any major deviations compared to predicted values from standard shell-model calculations in the $sd$ shell [28]. However, measurements of the magnetic dipole moments and electric quadrupole moments revealed significant deviations from the USD

![Figure 2.6: Comparison of the energy levels of $^{27,28}$Na, deduced by experiment (middle) and by shell-model calculations using the USD (left) and SDPF-M interactions (right). The E2 excitation strengths from the ground state are indicated by the width of the arrows. The figure was adapted from Refs. [54, 57].](image-url)
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.7}
\caption{Comparison of the energy levels of $^{29,30}$Na, deduced by experiment (middle) and by shell-model calculations using the USD (left) and SDPF-M interactions (right). The E2 excitation strengths from the ground state are indicated by the width of the arrows. The figure was adapted from Refs. [54,57,83].}
\end{figure}

model [79,80], indicating a dramatic change in the underlying shell structure for these nuclei.

In $^{29}$Na the ground-state spin was determined to be $J = \frac{3}{2}$ [30]. While the experimentally deduced magnetic dipole moment could be reproduced in USD calculations, the electric quadrupole moment exceeded the USD value by about 30% [54,80]. $\beta$-decay studies observed a low-lying $5/2^+$ state at 72 keV [57,83]. MCSM calculations with the SDPF-M interaction reproduced the close-lying ground and first excited states with spin values $3/2^+$ and $5/2^+$, as well as the anomalous electric quadrupole moment, supposing a large mixing of intruder configurations by about 42% for the wave function of the $3/2^+$ ground state [54]. Additionally the MCSM calculation yields an $E2$ excitation strength of the low-lying states with $B(E2, 3/2^+ \rightarrow 5/2^+) = 135 \text{ e}^2\text{fm}^4$, compared to 111 $\text{e}^2\text{fm}^4$ obtained by the USD model. Results of a very recently published Coulomb-excitation experiment (see Fig. 2.8) favored the former value with $B(E2) = 140(25) \text{ e}^2\text{fm}^4$ [58]. Other low-lying states are supposed to be dominated by normal $0\hbar\omega$ configurations and are hardly connected to the ground state. Thus, very small $B(E2)$ values are expected. Utsuno et al. predicted higher-lying $3/2^+_2$, $5/2^+_2$, and $7/2^+_2$ states dominated by intruder configurations at around 2 MeV. New $\beta$-decay studies assigned states at 1249 keV and 1588 keV to have $J^\pi = 3/2^+_2$ and $(5/2^+_2)$, re-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.8}
\caption{Particle-$\gamma$ coincident, random-subtracted $\gamma$-ray spectrum observed in the Coulomb-excitation experiment of $^{29}$Na by Hurst et al. The figure was taken from the original publication in [58].}
\end{figure}
spectively [83]. Additional MCSM calculations obtained 65% and 77% $2p2h$ admixture for the $3/2^+$ state and $5/2^+$ state, respectively [83]. Due to the large intruder mixing in the ground state these states are supposed to have a noticeable overlap with the ground state in their wave functions. Thus the related $B(E2)$ values are sensitive probes related to the intruder content and the $N = 20$ shell gap. A value of $B(E2, 3/2^+ \rightarrow 7/2^+_2) = 57 \text{ e}^2\text{fm}^4$ is given exemplarily [54], awaiting experimental verification.

The magnetic dipole moment of $^{30}\text{Na}$ was experimentally deduced by Keim et al. to be $2.069(2) \mu_N^M$, which is significantly lower than the predicted value from USD model calculations, yielding $\mu = 2.687 \mu_N^M$ [80]. Moreover, an anomalous electric quadrupole moment was measured [56, 79]. The deduced value and also its sign is quite different from the USD prediction. MCSM calculations with the SDPF-M interaction reproduce the measured $\mu$ and $Q_0$ values very well [54]. Thus, the properties of the electromagnetic moments indicate that already at $N = 19$ the ground state in $^{30}\text{Na}$ is dominated by intruder configurations. A rotational $K = 2$ band was obtained by the MCSM calculations, built upon the $2^+$ ground state, characterized by highly collective $E2$ intra-band transitions. The reduced transition probabilities amount to a $B(E2, 2^+_1 \rightarrow 3^+_1) = 168 \text{ e}^2\text{fm}^4$ and $B(E2, 2^+_1 \rightarrow 4^+_1) = 90 \text{ e}^2\text{fm}^4$ [54]. To probe these values intermediate-energy Coulomb-excitation experiments of $^{30}\text{Na}$ were performed at the NSCL, MSU. Employing a highly efficient NaI(Tl) array a value of $E_g = 433(16) \text{ keV}$ with $B(E2) \Uparrow = 130^{+90}_{-65} \text{ e}^2\text{fm}^4$ was deduced by Pritychenko et al. [56]. A recently published experiment with a segmented germanium detector array by Ettenauer et al. measured $E_g = 424(3) \text{ keV}$ and $B(E2) \Uparrow = 147(21) \text{ e}^2\text{fm}^4$ [45]. Both results agree well with the predicted decay of the first excited $3^+_1$ state. Collective transitions of higher-lying states were not observed. The particle-rotor model describes the strong prolate deformation with an intrinsic state, which couples the deformed $^{28}\text{Ne}$ rotor with a proton in the $\pi[211]3/2^+$ Nilsson orbit and a neutron in the $\nu[200]1/2^+$ orbit, allowing for a $K = 1$ or $K = 2$ yrast band. The MCSM calculations predict the $K = 2$ band to be energetically favored with respect to the $K = 1$ band [54], which is consistent with the measured ground-state spin. The $K = 1$ band head is calculated at 0.31 MeV and its $J = 2$ and 3 members at around 1 MeV excitation energy. A promising candidate for the $K = 1$ band head was found by a new $\beta$-decay experiment, which observed a $1^+$ state at 150 keV [83]. Excited states dominated by a normal, spherical $0p0h$ configuration are expected at around 1-1.5 MeV. Moreover, the MCSM calculations predict rather low-lying negative-parity states, which are dominated by $1p1h$ excitations across the $N = 20$ shell gap [54]. Thus, in $^{30}\text{Na}$ normal and intruder configurations are supposed to compete with each other at low excitation energies. Detailed experimental studies of these states would reveal excellent information on the underlying shell-model modifications around $N = 20$.

For $^{29}\text{Na}$ a Coulomb-excitation experiment in inverse kinematics was proposed at REX-ISOLDE, CERN, in 2008, employing a post-accelerated radioactive $^{29}\text{Na}$ beam at “safe” energies and the MINIBALL $\gamma$-ray spectrometer and
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particle detector setup, to probe the predicted collective properties of the first excited $5/2^+_1$ state and of the unknown higher-lying $3/2^+_2$, $5/2^+_2$, and $7/2^+_1$ states. A few months after the proposal was accepted, Hurst and collaborators published the results of their Coulomb-excitation experiment which was performed at TRIUMF [58]. However, compared to their experiment the experiment with MINIBALL at REX-ISOLDE would gain from the much more intense radioactive ion beam of about $1 \times 10^4$ ions/s and a slightly higher beam energy. Thus, the new experiment intended to measure the much less intense transitions of the proposed higher-lying $3/2^+_2$, $5/2^+_2$, and $7/2^+_1$ states, even with the predicted moderately large $B(E2)$ values. A confirmation of those values by experiment would establish the onset of significant intruder mixing in the ground-state wave function of the sodium isotopes already at $N = 18$.

The unknown higher-lying states of the $K = 2$ and $K = 1$ bands in $^{30}$Na and their predicted collective properties motivated a precise Coulomb-excitation experiment with a $^{30}$Na beam in inverse kinematics at REX-ISOLDE, CERN. Compared to the very recent measurements, performed at NSCL, MSU [45, 56], the new experiment with the MINIBALL setup would provide (i) the high energy resolution of the MINIBALL HPGe detectors, (ii) the enlarged energy range for $\gamma$-ray detection, which goes down to a lower threshold of 50 keV, (iii) the high efficiency of the 8 triple cluster detectors of MINIBALL and (iv) the advantage of much lower background at energies below 250 keV in an ISOL beam experiment compared to measurements utilizing the in-flight production technique. The intruder configurations also at higher excitation energy are the subject of this investigation to obtain new information about the underlying shell structure and the evolution of the shell gaps far from stability.

In this work reduced transition probabilities, i.e. $B(E2)$ and $B(M1)$ values, of $^{29,30}$Na will be presented and compared to recent theoretical predictions.
3.1 Introduction

A total number of about 3000 different nuclides have been experimentally observed so far, of which less than 10% are stable (cf. Fig. 1.2). All other nuclides are radioactive and an overwhelming part of it needed to be produced by nuclear reactions, to be studied in experiments. During the last decades special interest in nuclear physics has focused on the properties of radioactive nuclei with extreme $N/Z$ ratios far off stability. Production cross sections and resulting yields for these nuclei are small compared to the large amount of possible background reactions, often orders of magnitude more numerous. Thus, experimental techniques have to be very selective and efficient, to provide a pure and intense radioactive ion beam beam. The main task is the transport of the beam of interest, away from its place of production to a specific scientific setup, to eliminate the primary reaction background. Furthermore, in the course of transport, selective methods (e.g. mass separation) can suppress contaminants. Generally, the following experimental conditions should be met by any radioactive ion beam (RIB) facility: (i) The radioactive ions should be produced in a sufficient rate. (ii) The extraction technique has to be selective to the ions’ $A$ and $Z$. (iii) The method for extraction and preparation of the radioactive ions has to be fast, to produce RIBs of very short-lived isotopes. (iv) All stages of the RIB preparation have to be highly efficient.

Two different types of RIB facilities fulfill these requirements: The “In-Flight separation” (IF) facilities such as the FRS@GSI, BigRIPS@RIKEN, NSCL@MSU, and LISE@GANIL. The “Isotope Separation On-Line” (ISOL) facilities such as ISOLDE@CERN, ISAC@TRIUMF, and SPIRAL@GANIL.

The IF method uses an intermediate energy or relativistic heavy ion beam (typically several 100 MeV/u up to 4.5 GeV/u), impinging on a low-mass primary production target (e.g. $^9$Be). Reaction products are emitted in forward direction with energies of still a few 100 MeV/u. Isotopes of interest are selected and identified with a fragment separator, consisting of electromagnetic field combinations, a degrader, scintillators, and ionization chambers [84,85]. With this fast technique, isotopes with lifetimes down to the sub-microsecond range can be investigated.

The basic principles of the ISOL method and the feasibility of the separation of short-lived radioactive nuclei were first demonstrated by O. Kofoed-Hansen and K.O. Nielsen already in 1951 [86]. The “classic” ISOL facility consists of a thick, heavy target, which is irradiated with a high-energetic ion beam, typically protons at several 100 MeV, or neutrons. By heating the target to temperatures up to 2500°C, the radioactive nuclei can diffuse out of the target material and into an ion source. After ionization
the isotopes of interest are accelerated and mass separated [87]. Due to the long time needed to get the radioactive nuclei out of the target material, the number of nuclei is reduced to those with typically $T_{1/2} \geq 10$ ms. However, the beam quality (i.e. emittance, size of the beam spot) of the RIB is generally better for the ISOL method, than for the IF method.

The Coulomb-excitation experiments presented in this work, have been performed at the ISOLDE facility at CERN, making use of the Radioactive beam EXperiment (REX-ISOLDE) [88], providing post-accelerated neutron-rich Na, Mg, and Al beams with a maximum energy of approximately 3.0 MeV/u. In the following sections the ISOLDE facility and the experimental setup will be discussed in detail.

### 3.2 The ISOLDE facility

The ISOLDE facility at CERN started operation in 1967. The first “driver” accelerator was CERN’s synchro-cyclotron (SC), providing a 600 MeV proton beam with up to 4 µA intensity [89]. In 1992 ISOLDE was integrated into CERN’s accelerator complex, making use of 1.0-1.4 GeV proton pulses, delivered by the Proton Synchrotron Booster (PSB) with an averaged maximum intensity of 2 µA. ISOLDE is a world leading ISOL facility, providing isotopically pure radioactive ion beams of more than 70 elements (with $2 \leq Z \leq 92$) and more than 700 isotopes with intensities ranging from $10^{-4}$ to $10^{12}$ ions/s [90, 91]. Besides low-energy physics (e.g. mass spectroscopy, laser spectroscopy, solid state and biophysics) radioactive ions can be post-accelerated up to 3.0 MeV/u by the REX-ISOLDE accelerator, to study nuclear properties in nuclear reactions. A schematic layout of the present ISOLDE facility can be found in Figure 3.2.

#### 3.2.1 Production of radioactive isotopes

ISOLDE’s driver accelerator is the CERN PS Booster (PSB), providing 1.4 GeV protons with a maximum intensity of $3.2 \times 10^{13}$ p/pulse. The pulses were spaced in time by integer multiples of 1.2 s, at an average of 2.4 s. Thus, the average proton beam intensity is up to 2 µA at the ISOLDE target station. ISOLDE provides...
two target stations, each of them coupled to a mass separator (cf. Section 3.2.3). Different targets and target materials have been developed to allow the production of a large variety of high-intensity radioactive ion beams (see Fig. 3.3). The standard ISOLDE target, as seen in Fig. 3.4(a), consists of a tantalum cylinder, 20 cm long and 2 cm in diameter, connected to the ion source by a thin tube, the so-called transfer line. The tantalum cylinder contains 2-200 g/cm$^2$ of either refractory metal powders, metals or carbides at temperatures of up to 2400°C (Fig. 3.4(b)), or molten metals kept at temperatures between 700°C and 1400°C [95]. Impinging the high-energy proton beam from the PSB directly on the heavy target, exotic ions are generated by fragmentation, spallation and fission reactions. While proton-rich isotopes are especially produced by fragmentation of the target nuclei, neutron-rich isotopes are well produced by spallation or fission of neutron-rich heavy nuclei. For some isotopes higher beam purity can be achieved, doing neutron induced fission (generally of a U target), rather than proton induced fission. For this purpose the proton beam is directed on a heavy metal rod (e.g. Ta, W), the so-called proton-to-neutron converter, placed next to the fission target. Low-energy spallation neutrons are emitted at large angles, inducing fission reactions in the ISOL target.

The produced radionuclides have to be released out of the target material and transported to the ion source quickly. Therefore the target and transfer line are electrically heated to high temperatures, to assure fast diffusion and evaporation processes of the exotic atoms. Molten metal targets show a slow release of the produced isotopes, typically in the range of several 10 s. Release times of metals or carbides at 2000°C are much faster, in the order of a second or even less. Figure 3.4(c) shows a Monte-Carlo simulation of the path of one single atom from production to release inside the ISOLDE target. Detailed information on the production and release of radioactive nuclei in ISOL targets can be found in [95,96].

The short-lived radioactive Na and Mg beams described in this work, were produced by bombarding a 50 g/cm$^2$ UC$_x$ target directly with 1.4 GeV protons from the CERN PS Booster. Typ-
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Figure 3.4: (a) Standard ISOLDE target unit, containing an UC\(_x\) target and a surface ion source. (b) About 120 individual UC\(_x\) pills are used in an ISOLDE target, each with 3.5 g/cm\(^3\) density, grain sizes of 3-50 µm, and high porosity for improved release properties. (c) Monte-Carlo simulation of the path of one single atom from production to release inside the ISOLDE target. Pictures adapted from [93, 94].

Figure 3.5: Schematic drawing of the principles of positive surface ionization (adapted from [96]).

in operation: surface ion sources, plasma ion sources, and laser ion sources. The first and the last one have been used in this work and will therefore be discussed in more detail in the following paragraphs.

### Surface ion source

The most simple setup for ionizing atoms is the surface ion source. It consists only of a metal tube, the so-called “line”, which can be heated up to 2400°C, just hot enough to desorb the atoms of interest thermally. Usually the line is made out of tantalum, tungsten or rhenium, which have a high work function \(\phi\). If an atom with a low ionization potential \(W_i\) hits the hot surface of the line, the atom can get ionized upon desorption by giving a valence electron to the metal (see Fig. 3.5). The probability for the positive surface ionization of an element \(X\) can be derived by the so-called Saha-Langmuir equation (from [99]):

\[
\alpha_s = \frac{X^{(+)}}{X^{(0)}} = \frac{2J_+ + 1}{2J_0 + 1} \exp \left( \frac{\phi - W_i}{k_B T} \right)
\]

Here \(T\) is the temperature of the ionizer, and \(J_+\) and \(J_0\) are the (electronic) angular momenta of the ionic and atomic ground state of \(X\), respectively (e.g. for alkalis \(J_0 = 1/2\) for the \(^2S_{1/2}\) atomic ground state and \(J_+ = 0\) for the \(^1S_0\) ionic ground state). For most elements \((\phi - W_i)\) is negative, even with very noble metal ionizers. Thus, the ionization efficiency can be enhanced by increasing the temperature of the line. Figure 3.6 shows the ionization potentials of el-
3.2. THE ISOLDE FACILITY

Figure 3.6: Ionization potentials $W_i$ of elements with $10 \leq Z \leq 18$. $W_i$ is lowest for Na and Al, explaining their enhanced efficiency for surface ionization. The ionization potential of Mg is almost 30% higher compared to Al, illustrating the need for resonant laser ionization in the Mg experiment.

Laser ion source

As shown in Figure 3.6, most chemical elements have relatively high ionization potentials $>6.5$ eV. Thus, these elements can either not be surface ionized or not in a sufficient amount. Another powerful, element selective ionization technique is the Resonance Ionization Laser Ion Source (RILIS) [100]. It utilizes the element specific atomic excitation energies of the isotope of interest. The excitation of the atom is induced by intense, pulsed laser light, which is tuned in resonance to strong atomic transitions. Thereby ionization is achieved in two or three succeeding excitation steps. Other chemical elements are hardly ionized, because the laser light is out of resonance to their atomic transitions. During the time between two laser pulses, typically about 100 $\mu$s, the atoms have to be stored, to allow multi-step excitation and a maximum overlap of the atoms and the laser beam during the ionization process. Therefore the ions have to effuse through a thin, hot tube, referred to as “hot cavity” or “line”. At ISOLDE the RILIS provides ionization schemes of more than 30 different chemical elements, which are currently available [91]. For the preparation of the $^{31}$Mg ion beam, used in this work, a three-step laser ionization scheme was employed, which is presented in Figure 3.7. The quoted ionization efficiency was up to 9.8% [91].

3.2.3 Mass separation

After ionization the $1^+$ ions are extracted from the ion source by applying a voltage of up to 60 kV, and are guided to the mass separator. Each of the ISOLDE target stations is coupled to one of the ISOLDE mass separators, either to the General Purpose Separator (GPS) or to the High Resolution Separator (HRS), sketched in Figure 3.8. Both magnetic mass separators feed the radioactive beams into a common beam distribution system, to which almost all of the ISOLDE experiments are connected.

Figure 3.7: RILIS three-step ionization scheme of Mg (adapted from [91]).

Figure 3.8: Schematic picture of the ISOLDE mass separators: the General Purpose Separator (GPS) and the High Resolution Separator (HRS). Additional information is given in the text (adapted from Ref. [101]).
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General Purpose Separator (GPS)

The General Purpose Separator (GPS) consists of a 70° double focusing magnet. Its mass resolving power is specified as $M/\Delta M = 2400$ \[102\]. A special arrangement of movable, cylinder-shaped electrostatic deflectors, the so-called switchyard, enables the GPS to select and deliver simultaneously three different beams within a certain mass range into three different beam lines (i.e. central mass, low mass and high mass beam line). The designed mass range of the low and high mass beams is $\pm 15\%$ of the central mass. Thus, up to three different experiments can be operated simultaneously on one mass separator. The GPS was used for the experiment on $^{26}$Na in 2011, presented in this work.

High Resolution Separator (HRS)

ISOLDE’s second mass separator has been constructed as a High Resolution Separator (HRS). It is built up of a two stage magnetic analysis, consisting of a 90° and a 60° magnet. Higher order image aberrations could be corrected by special electrostatic multipole elements, i.e. 32-poles in octopole configuration as well as pole face windings in the magnet in hexapole configuration. A mass resolving power of typically $M/\Delta M = 5000$ is achieved in normal operation. In high resolution mode a value even of up to $M/\Delta M = 11000$ is possible \[102\]. The HRS was used for most experiments described in this work.

3.3 REX-ISOLDE

Low-energy physics with short-lived radioactive nuclei has been the main field of activity in the ISOLDE collaboration for more than 30 years. To study the properties of radioactive nuclei by reactions at moderate beam energies, e.g. Coulomb excitation and transfer reactions, the Radioactive beam EXperiment (REX) at ISOLDE was proposed in 1994 \[103\]. Operational in 2001 \[104\], REX-ISOLDE was originally designed for post-acceleration of neutron-rich light isotopes (e.g. Li, Na, K). So far more than 90 different radioactive isotopes, ranging from the light $^6$Li up to the heavy $^{224}$Rn, have been efficiently post-accelerated and studied with the REX-ISOLDE setup at beam energies up to 3.0 MeV/u \[91\].

The complex REX-ISOLDE setup is shown in Figure 3.9. Singly charged radioactive ions coming from ISOLDE are first cooled and bunched in a Penning trap (REXTRAP) before they are charge bred to higher charge states, using an electron beam ion source (REXEBIS). The ions with $A/q<4.5$ are post-accelerated in a compact linear accelerator (REX-LINAC) up to 3.0 MeV/u and delivered to the experimental area \[88\].

3.3.1 Charge breeding system

To post-accelerate singly charged ions to beam energies of up to several MeV/u, very extensive, large-scale acceleration structures are required. Thus, the production of highly charged ions is absolutely necessary, to ensure the installation of a compact, efficient and cost-effective experimental setup \[88, 103\]. In principle there are two different ways for effective charge breeding \[105\], either with an Electron Cyclotron Resonance Ion Source (ECRIS) using a continuous ion beam \[106\], or with an Electron Beam Ion Source (EBIS) using a bunched ion beam \[107\]. At REX-ISOLDE the latter one has been installed successfully, receiving its bunched beam by a cylindrical Penning trap (REXTRAP). The total transmission rate of the charge breeding system of REX is typically 10-15% for light ions and about 5% for ions with $A > 150$. 

Figure 3.9: Schematic diagram and picture of the REX-ISOLDE setup. Additional information is given in the text (adapted from \[101\]).
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Figure 3.10: Accumulation, cooling, and bunching of a continuous ion beam in the gas-filled Penning trap REXTRAP (adapted from [108]).

Penning trap (REXTRAP)

The ion beam of ISOLDE is continuously injected into a 1 m long cylindrical Penning trap, the so-called REXTRAP (Figure 3.11), where it is stored by a specific arrangement of electric and magnetic fields. Within the trap the ions are first decelerated to some eV by the applied high voltage (typically 30-60 kV). Further cooling can be achieved by collisions with the atoms of a buffer gas, usually Ne and Ar at a pressure of $10^{-4}$ to $10^{-3}$ mbar. The time needed to cool the ions down to room temperature is typically in the range of a few ms [108]. By this cooling the transversal emittance is considerably improved. Further improvement of the emittance and the beam purity is possible by mass-selective side band cooling [109, 110]. By the cooling all ions are first driven to magnetron orbits larger than the diameter of the extraction hole of the trap, due to collisions with the buffer gas. Applying an RF-field with cyclotron frequency $\omega_c = q/mB$ in the trap, only the ions of interest are recentered. Finally, the ions are cooled and collected in the trap center, wherefrom they can be extracted as short ion bunches (typically 10-20 µs bunch width) and injected into the EBIS (cf. Fig. 3.10). The mass selectivity of the side band cooling technique at REXTRAP is typically $M/\Delta M \approx 500$, and can be pushed up to $M/\Delta M \approx 30000$ under certain circumstances [110]. Due to space charge effects, the capacity of REXTRAP is limited to $<10^8$ ions/bunch.

Electron Beam Ion Source (REXEBIS)

The bunched ion beam coming from REXTRAP is injected into the Electron Beam Ion Source (REXEBIS) for charge breeding, shown in Figure 3.12. Highly charged ions with mass-to-charge ratios of $A/q<4.5$ are bred by electron impact ionization, due to collisions of the ions with a dense electron beam. For this an electron gun provides a mono-energetic beam of 3-6 keV electrons with usually 200-250 mA beam current. The electron beam is focused by a 2 T magnetic field of a superconducting solenoid, to gain a current density of typically 150 A/cm² [111, 112]. The negative space charge of the electrons forms a potential well, in which the injected ions are confined radially. In the longitudinal dire-
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Figure 3.12: Picture of the REXEBIS. The blue cylinder contains the liquid helium for cooling of the 2 T superconducting solenoidal magnet. The electron gun is placed inside the vacuum cross at the front.

Figure 3.13: (a) Radial potential for the confinement of the ions, caused by the negative charges of the electrons. (b) Electrical potential along the beam axis for closed trap and extraction (not to scale; figure was adapted from Ref. [91]).

The A/q separator

Despite the UHV inside the EBIS, the amount of contaminants in the EBIS beam, stemming from ionized residual gas atoms, can be some orders of magnitude larger than the yield of the isotopes of interest. Thus, it is necessary to select the desired mass according to a special A/q value, before injecting into the linear accelerator. Due to the potential depression caused by the electrons in the EBIS, the extracted ions have a large energy spread of $\Delta E/E \approx 5 \times 10^{-3}$. This limits the A/q resolution of an ordinary magnetic separator system. Therefore an S-shaped combination of an electrostatic bender and a 90° dipole magnet has been installed downstream of the EBIS [113]. The electrostatic deflector separates the ions according to their energies irrespective of their masses, while the correct A/q value is selected using the magnetic bender. With this system an A/q resolution of $\sim 150$ can be achieved, which is enough to select the rare radioactive ions and to suppress the residual gas contaminants in the post-accelerated beam significantly.

3.3.2 The REX-LINAC

The aim of the compact REX linear accelerator (REX-LINAC) is to post-accelerate the charge bred ions with $A/q < 4.5$ stepwise from 5 keV/u to the final beam energy of up to 3.0 MeV/u. It consists of four different types of resonant structures at room temperature, operating at 101.28 MHz and 202.56 MHz, respectively, with 10% duty cycle [88]. In a first stage the ions are accelerated from 5 keV/u to 300 keV/u by a 4-rod Radio Frequency Quadrupole (RFQ). Subsequent acceleration to 1.1-1.2 MeV/u is obtained by an Interdigital-H-type (IH)-structure with 20 accelerating gaps. To match the requirements of a wide range of physics experiments, the ions can either be decelerated down
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Figure 3.14: (a) Picture of the linear accelerator of REX-ISOLDE in operation (in 2007). The direction of the beam is from the top right to the bottom left. (b) Layout of the REX-LINAC [91] and (c) of its RF accelerating structures (all opened for test/maintenance purposes). Further information is given in the text.

To 0.8 MeV/u or accelerated up to 2.25 MeV/u in three 7-gap resonators. In the final acceleration stage a 9-gap IH-structure provides beam energies of 2.55-3.0 MeV/u. The typical energy spread after the 9-gap amounts to 0.7% [91]. The experiments on neutron-rich Mg and Na isotopes, presented in this work, were performed at beam energies of 3.0 MeV/u and 2.85 MeV/u, respectively. A 65° bending magnet directs the post-accelerated ion beam to the MINIBALL setup.

Since 2009/2010 the REX-LINAC is housed in a concrete bunker to shield the experiments against the high X-ray background from bremsstrahlung, caused by accelerated electrons in the RF-resonating structures.

3.4 The MINIBALL setup

To study the nuclear properties of the post-accelerated radioactive ions after Coulomb excitation or transfer reactions, a very efficient spectrometer for emitted γ rays and particles is necessary. For γ-ray detection the highly efficient MINIBALL spectrometer was developed [114]. In coincidence with particles, detected in Si detectors, advanced Doppler correction for rare radioactive ion beams with beam velocities of \( \beta = 0.08 \) can be realized as well as an excellent background suppression. For the study of transfer reactions the so-called T-REX setup was designed recently [115]. For experiments using projectile Coulomb excitation the MINIBALL array is combined with a CD-shaped double-sided silicon strip detector (DSSSD) [116] for scattered particles in forward direction, as shown in Figure 3.17. Two additional particle detectors can be used downstream after the scattering chamber to monitor the position of the beam and the beam composition, respectively. A position-sensitive parallel-plate avalanche counter (PPAC), can be placed right into the beam axis 1.2 m behind the target for measurement of the beam profile in \( x \) and \( y \) direction [117]. Permanent monitoring of the beam composition in mass \( A \) and charge \( Z \) is allowed either by a \( \Delta E-E \) telescope, consisting of a gas cell and a silicon detector, or by a Bragg ionization chamber [118], mounted close to the beam dump position.

Figure 3.17: Schematic view of the experimental MINIBALL setup for Coulomb-excitation experiments at REX-ISOLDE. Further information on the detector systems is given in the text.
Figure 3.15: Picture of the MINIBALL setup in 2010. The radioactive ion beam delivered by REX-ISOLDE is coming from the bottom right, hitting the secondary target right in the middle of the MINIBALL $\gamma$-ray spectrometer. Downstream of the scattering chamber additional detector systems are installed to monitor the position of the beam and its composition.

3.4.1 The MINIBALL $\gamma$-ray spectrometer

In the first REX-ISOLDE proposal a newly developed $\gamma$-ray spectrometer was already intended [103], to study de-excitation $\gamma$ rays following the induced nuclear processes. Several technical demands have to be met by this detector array: (i) Due to the low beam intensities the reactions to be observed are very rare. Thus, the spectrometer has to be highly efficient. (ii) The isotopes of interest are radioactive, creating a large amount of background radiation. Therefore high-resolution detectors are needed, to improve the peak-to-total. (iii) Scattering nuclei will recoil at velocities of almost 8% of the speed of light, causing significant Doppler shifts and broadening. Therefore a high granularity is absolutely necessary, to reduce the opening angle of the detector in a compact configuration.

As a result the high-resolution and highly efficient MINIBALL $\gamma$-ray spectrometer was developed [114]. It consists of eight triple cluster detectors, mounted on movable arms (“MINIBALL frame”) around the target chamber to allow a compact geometry. Each cryostat contains three individually encapsulated six-fold segmented high-purity germanium crystals (see Figure 3.16). The hexagonal shaped crystals have a length of 78 mm and a diameter of 70 mm. The total number of $8 \times 3 \times 6 = 144$ individual segment signals plus the signals from the 24 central electrodes, referred to as “cores”, are processed using digital electronics (“Digital Gamma Finder” DGF, XIA electronics), enabling count rates of up to 20 kHz per detector. With close distances between target and Ge-detectors of almost 12 cm, the array covers a solid angle of about 60% of $4\pi$. The photopeak efficiency of MINIBALL at 1.3 MeV is 8% after cluster addback. The detectors and the “cold” preamplifier FETs are operated near the temperature of liquid nitrogen (about 80-100 K), giving rise to an average energy resolution of 2.3 keV at $E_\gamma = 1.33$ MeV. The azimuthal electrical segmentation of the detector increases the granularity and ensures a proper Doppler correction for in-flight $\gamma$-ray emission at $\beta \sim 8\%$ even at the very close distances between target and detector. Further improvement of the position resolution can be achieved by Pulse Shape Analysis.
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Figure 3.16: (a) Picture of a MINIBALL triple cryostat, containing three segmented high-purity germanium detectors, mounted in the MINIBALL frame. (b) Layout of the six-fold segmented encapsulated MINIBALL HPGe detector (adapted from [114]).

(PSA) [114]. Combining the information of the time-dependent charge collection at the central electrode and at the segments, the interaction point of the γ ray can be reconstructed in radial and azimuthal direction. Thus, a position resolution of about 5 mm can be achieved. This feature of PSA was not used in the present work.

3.4.2 Particle detectors

Double-sided Silicon Strip Detector (DSSSD)

To ensure a proper Doppler correction for in-flight γ-ray emission at \( v/c \sim 8\% \), the angular information of the γ ray provided by MINIBALL, has to be combined with the direction and velocity of the scattered beam particle that was detected in coincidence. Therefore the scattered beam and recoiling target nuclei are detected by a CD-shaped double sided silicon strip detector (DSSSD), consisting of four identical quadrants with thicknesses between 35 and 500 \( \mu \text{m} \) [116]. As shown in Figure 3.18, each quadrant comprises 16 annular strips at 2 mm pitch at the front side and 24 radial strips at 3.5° pitch at the back side for identification and reconstruction of the trajectories of the scattered nuclei. The inner radius of the active area is 9 mm, the outer radius is 40.9 mm. Thus, the total area of the CD detector is 50 cm\(^2\), of which approximately 93% is active. The distance between the scattering target and the DSSSD is typically about 30 mm. This corresponds to a forward angle between 16.8° and 53.7° in the laboratory system, which is covered by the CD detector.

Figure 3.18: (a) Four quadrants of the double-sided silicon strip detector, mounted on the holder inside the scattering chamber. (b) Front view of the detector, showing the 16 annular segments to obtain the \( \theta \) angle of the scattered particle. (c) Back view of the CD with the mounting frame and the central hole for the beam. The 4×24 radial segments for detection of the \( \phi \) angle can be seen.
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Parallel Plate Avalanche Counter (PPAC)

A position-sensitive parallel-plate avalanche counter (PPAC), can be placed right into the beam axis 1.2 m behind the target for measurement of the beam profile in x and y direction (cf. Figure 3.15) [117]. It consists of a central anode foil and two segmented cathode foils, mounted inside a gas volume with a thickness of 17 mm and a diameter of 40 mm. Both cathode foils are segmented into 25 strips at 1.6 mm pitch, to allow a position-sensitive readout of the particle flux in x and y direction, respectively. Figure 3.19 shows a schematic view of the PPAC design. A constant gas flow of CF\textsubscript{4} at a pressure of typically ∼10 mbar enables counting rates of up to 10\textsuperscript{9} ions/s for all heavy ion beams with a proton number \( Z \geq 2 \).

Bragg detector

Close to the beam dump position a Bragg ionization chamber can be mounted, to allow a permanent monitoring of the beam composition in mass \( A \) and charge \( Z \) [118]. The detector consists of a gas volume with a length of 70 mm and an aperture of 30 mm, filled with tetrafluoromethane (CF\textsubscript{4}) at a pressure of typically 420 mbar. A homogeneous electrical field can be applied along the gas volume on 20 electrodes, each separated by 3 mm, as it is shown in Figure 3.20. The incoming ions loose their energy in the gas, following the characteristic \( dE/dx \) curve derived by the Bethe formula [119]. Due to the applied longitudinal homogeneous electrical field the generated charges drift with a constant velocity towards the anode. From the time evolution of the anode pulse the mass \( A \) and charge \( Z \) of the incoming particle can be derived. The Bragg detector was used successfully in the Coulomb-excitation experiment of \(^{31}\text{Mg}\), presented in this work.

Ionization chamber

Another possibility to monitor continuously the composition of the RIB delivered by REX-ISOLDE, is the installation of a \( \Delta E-E_{\text{res}} \) detector, the so-called “ionization chamber”. It consists of a gas-filled ionization chamber with CF\textsubscript{4} at a pressure of 300-450 mbar, generating a \( Z \) dependent energy loss signal, coupled to a silicon detector for the measurement of the residual energy \( E_{\text{res}} \). Assuming that all ions have the same energy per nucleon, the mass \( A \) can be derived from \( E_{\text{res}} \). An adjustable collimator is put in front of the entrance windows of the ionization chamber to attenuate the beam to prevent pile-up.
3.5 Time structure of the beam at REX-ISOLDE

The radioactive ion beam provided by REX-ISOLDE is not a continuous flux of particles, but it is delivered in short particle bunches with a characteristic time structure. It is caused by the time-dependent yield of the ions of interest due to their release and radioactive decay and by the duty cycles of the charge breeding and accelerating systems, as mentioned in the previous sections (see Figure 3.21). Experiments can benefit from this feature by efficient background suppression and thus increasing the peak-to-background ratio. To synchronize the data acquisition at the MINIBALL setup with the production and acceleration of the radioactive ions, different time signals are available at ISOLDE.

The first periodic time signal is the time pulse at the beginning of each supercycle of the PS Booster. Its periodicity is $n \times 1.2$ s, with $n$ the total number of proton pulses in the supercycle. This time signal can be used in experiments with laser ion sources, to drive a shutter which periodically blocks the laser light towards the ionization tube. From these so-called Laser ON/OFF measurements the amount of beam contaminants can be derived, as it is shown in section 4.5.5.

Immediately before a proton beam from the PSB impinges on the ISOLDE target, the T1 signal is generated. Since the radionuclides are only produced at the time of the proton beam impact, the amount of short-lived species detected by the MINIBALL particle detectors will decrease with increasing time difference between T1 and the detection time. Thus, the analysis of such isotopes is typically restricted to time differences of a few half-lives with respect to the T1 signal, to suppress long-lived or stable contaminants substantially.

An additional time signal is related to the injection of the charge bred ions from the EBIS into the REX-LINAC. On the one hand it is used as a hardware trigger to synchronize the accelerator with the incoming particle bunches. On the other hand it is used to trigger a 1 ms time gate in the data acquisition of MINIBALL, referred to as “On Beam” window. Due to the typical bunch length of the ion beam of 150 µs, all particles arrive at the MINIBALL target within 150 µs after the EBIS signal. For longer time differences only background should be detected. Therefore the analysis of the nuclear reaction events could be limited to $\Delta t_{EBIS} \leq 150$ µs for background suppression.

![Figure 3.21: Schematic view of the time structure of REX-ISOLDE, using the example of a short-lived light ion beam (adapted from [88]). More detailed information is given in the entire text of this chapter.](image)

3.6 Coulomb excitation

In general, the reduced transition probability $B(E2)$ can be determined by different experimental methods. One common possibility, which was already mentioned on page 7, is to measure the lifetime of the excited nuclear state via the recoil distance Doppler-shift (RDDS) or the
Doppler-shift attenuation method (DSAM). The former method was used to study the properties of $^{56}\text{Cr}$, which will be discussed in the second part of this work. For rare exotic nuclei far off stability, usually the Coulomb-excitation technique in inverse kinematics is applied to determine the $B(E2)$ value. For pure Coulomb interaction between the projectile and target nuclei, the excitation can be expressed by the same electromagnetic transition matrix elements characterizing the de-excitation of the states that are involved. Thus, measurements of the Coulomb-excitation cross sections allows a detailed study of the nuclear structure of the low-lying nuclear states.

The following sections will give an overview of the underlying theory in a semi-classical approach, which is commonly used in coupled-channel codes for the calculation of the theoretical Coulomb-excitation cross sections (e.g. CLX [120, 121], GOSIA [122, 123]). A more detailed description can be found in Alder et al. [124, 125], where also the fully quantum-mechanical approach is given.

3.6.1 Semi-classical approach

Elastic and inelastic scattering

In the semi-classical approach of the Coulomb excitation it is assumed, that the particles follow classical Rutherford trajectories during the scattering process, as indicated in Picture 3.22. The excitation process itself is treated quantum-mechanically. Thus the Coulomb-excitation cross section is given by

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{CE}} = \left( \frac{d\sigma}{d\Omega} \right)_{\text{ruth}} P_{i\rightarrow f}$$

where $\left( \frac{d\sigma}{d\Omega} \right)_{\text{ruth}}$ is the classical Rutherford cross section. $P_{i\rightarrow f}$ is the quantum-mechanical probability of the excitation from an initial state $|i\rangle$ to a final state $|f\rangle$ in a collision in which the particle is scattered into the solid angle element $d\Omega$. The Rutherford cross section of elastic scattering can be written classically as

$$\left( \frac{d\sigma}{d\Omega} \right)_{\text{ruth}} = \left( \frac{d\sigma}{d\Omega} \right)_{\text{ruth}} = \frac{a_0^2}{2} \left( \sin^4 \left( \frac{\theta_{\text{CM}}}{2} \right) \right)^{-1}.$$ 

$\theta_{\text{CM}}$ is the scattering angle in the center-of-mass system and $2a_0 = d_{\text{min}}$ is the distance of closest approach between the projectile and target nuclei in a scattering process with impact parameter $b = 0$. $a_0$ can be expressed in terms of the proton numbers $Z_p$ and $Z_t$, for projectile and target nuclei, respectively, the reduced mass $m$ and the velocity $\beta = v/c$:

$$a_0 = \frac{Z_pZ_t e^2}{2 \frac{E_{\text{CM}}}{m c^2}} = \frac{Z_pZ_t e^2}{2 \frac{mc^2}{Z_p Z_t}} \approx 0.71999 \left( 1 + \frac{A_p}{A_t} \right) \frac{Z_p Z_t}{E_p} \left[ \text{fm} \right].$$

To ensure the validity of the semi-classical description, the size of the scattering nuclei, taken as a wave packet with the de Broglie wavelength $\lambda$, has to be small compared to the dimensions of the classical orbit. Since such a wave packet will move along the classical trajectory, the semi-classical approach is justified. Therefore the so-called Sommerfeld parameter

$$\eta = \frac{a_0}{\lambda} = \frac{Z_p Z_t}{\beta}$$

is introduced, where $\alpha = 1/137$ is the fine structure constant. For the semi-classical approach the condition

$$\eta \gg 1$$

has to be fulfilled. Moreover, in heavy ion collisions well below the Coulomb barrier it guarantees that the distance of closest approach is large.
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compared to the dimensions of the nuclei, preventing the nuclei to come into reach of the nuclear interaction or even penetrate the Coulomb barrier. In the present work the Sommerfeld parameters were \( \eta \approx 52 \) for a \(^{31}\text{Mg}\) beam onto a \(^{109}\text{Ag}\) target at a beam energy of 3.0 MeV/u and \( \eta \approx 48 \) for a \(^{29,30}\text{Na}\) beam onto a \(^{104}\text{Pd}\) target at a beam energy of 2.85 MeV/u, respectively.

**First-order perturbation theory**

Due to the movement of the projectile the electromagnetic field between the incoming projectile and the target nucleus will change in time and can be described by a time-dependent interaction potential \( V(\vec{r}(t)) \). If the interaction is weak, the excitation amplitude for an excitation from a state \(|i\rangle\) to a state \(|f\rangle\) can be approximated by first-order perturbation theory [124]:

\[
a_{i\rightarrow f} = \frac{1}{i\hbar} \int_{-\infty}^{\infty} e^{i\Delta E_{if}/\hbar} \langle f | V(\vec{r}(t)) | i \rangle \, dt
\]

where \( \Delta E_{if} \) is the energy difference between the involved states. The probability for Coulomb excitation is given by

\[
P_{i\rightarrow f} = |a_{i\rightarrow f}|^2.
\]

The differential and absolute excitation cross sections are derived by a multipole expansion of the interaction potential \( V(\vec{r}(t)) \). It contains both electric and magnetic parts. Thus, the Coulomb excitation of the projectile nucleus\(^1\) can be caused either by the electric or the magnetic field of the target nucleus. Both excitation mechanisms can be treated separately. For the multipole expansion of the electrostatic part of \( V(\vec{r}(t)) \) the excitation probability is

\[
a_{i\rightarrow f}^{E\lambda} = \frac{4\pi Z_i e}{i\hbar} \sum_{\lambda,\mu} \left\langle I_i m_i | \mathcal{M}(E\lambda, \mu) | I_f m_f \right\rangle^* S_{E\lambda\mu}
\]

The factor \( S_{E\lambda\mu} \) contains the time integral along the classical trajectory of the scattered particle and depends on the parameters of the scattering process. In contrast the matrix element

\[
\left\langle I_i m_i | \mathcal{M}(E\lambda, \mu) | I_f m_f \right\rangle \text{ depends only on the nuclear properties of the scattered particle. For the absolute excitation cross section of the multipole order } \lambda \text{ it follows:}
\]

\[
\sigma_{E\lambda} = \left( \frac{Z_i e}{\hbar \nu} \right)^2 a_0^{-2\lambda+2} B(E\lambda; I_i \rightarrow I_f) f_{E\lambda}(\xi),
\]

where

\[
f_{E\lambda}(\xi) = \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \frac{d f_{E\lambda}(\theta, \xi)}{d\Omega} d\Omega
\]

is the integrated non-relativistic Coulomb-excitation function over the range of the solid angle, that is covered by \( \theta_{\text{min}} \) and \( \theta_{\text{max}} \) of the particle detector (in the CM system). The so-called adiabaticity parameter \( \xi \) will be explained at the end of this section.

The total cross section for magnetic excitation of multipole order \( \lambda \) can be derived in an analog way:

\[
\sigma_{M\lambda} = \left( \frac{Z_i e}{\hbar \nu} \right)^2 a_0^{-2\lambda+2} B(M\lambda; I_i \rightarrow I_f) f_{M\lambda}(\xi).
\]

Compared to the cross section of electric excitation of the same multipole order, magnetic excitation is suppressed by a factor of \( (\nu/c)^2 = \beta^2 \). For the typical beam energies of \( \leq 3.0 \text{ MeV/u} \) at REX-ISOLDE the maximum velocity of the incoming particle is \( \beta \approx 0.08 \). Thus, electric excitations will dominate in the Coulomb-excitation experiments presented in this work.

In an inelastic scattering process, the collision time \( \tau_{\text{coll}} = a_0/\nu \) has to be of the same order of magnitude, or even shorter than the time of the internal motion of the nucleus \( \tau_{\text{nuc}} = \hbar/\Delta E_{if} \), to excite a final state \(|f\rangle\) from a state \(|i\rangle\). The **adiabaticity parameter** \( \xi \) is given by the ratio of both times:

\[
\xi = \frac{\tau_{\text{coll}}}{\tau_{\text{nuc}}} = \frac{a_0 \Delta E_{if}}{\hbar \nu} = \frac{Z_i Z_f e^2 c \left( \frac{1}{\beta_f} - \frac{1}{\beta_i} \right)}{\hbar} \leq 1
\]

where \( \beta_i \) and \( \beta_f \) is the velocity of the incoming projectile and target, respectively [125]. If the velocity of the projectile is too slow, i.e. the collision time is comparatively long, the nucleus can follow

\[\cdots\]
the perturbation caused by $V(\vec{r}(t))$ adiabatically and thus, no excitation will occur. As shown in Figure 3.23, the Coulomb-excitation functions $f_{\pi\lambda}(\xi)$ decrease exponentially with increasing adiabaticity $\xi$. Therefore the excitation probability is reduced significantly for slow impact velocities or high excitation energies. In experiments with low-energy Coulomb excitation beam energies of only a few MeV/u, as described in the present work, the possible excitation energies are limited to typically 1-2 MeV by the adiabatic cutoff.

The excitation probability is not only affected by the adiabaticity of the transition of order $\pi \lambda$ from a state $|i\rangle$ to $|f\rangle$, but also by the so-called excitation strength parameter $\chi$. Following [125] it is defined as

$$\chi^{(E\lambda)}_{i\rightarrow f} = \frac{\sqrt{16\pi Z_f e^2}}{h \nu} \frac{(\lambda - 1)!}{(2\lambda + 1)!!} \frac{\langle I_f | \Pi(E\lambda) | I_i \rangle}{a^2_{0} \sqrt{2I_i + 1}}$$

for electric excitations. An analog expression is found for magnetic excitations:

$$\chi^{(M\lambda)}_{i\rightarrow f} = \frac{\sqrt{16\pi Z_f e^2}}{hc} \frac{(\lambda - 1)!}{(2\lambda + 1)!!} \frac{\langle I_f | \Pi(M\lambda) | I_i \rangle}{a^2_{0} \sqrt{2I_i + 1}}$$

The excitation strength can be interpreted as the possible total angular momentum $\lambda \hbar$ which can be transferred in a head-on collision of the two nuclei. An estimation is given by

$$\chi_{i\rightarrow f}^{(\pi\lambda)} \approx \frac{V^{(\lambda)}(a_0) r_{\text{coll}}}{\hbar}$$

where $V^{(\lambda)}(a_0)$ is the interaction potential of multipole order $\lambda$ between projectile and target at half the distance of closest approach $a_0$, which is proportional to $a_0^{-(\lambda+1)}$. In experiments with beam energies below the Coulomb barrier, excitation strengths of $\chi^{(E2)} \leq 10$ are possible for electric quadrupole transitions. Due to these rather large excitation strengths multi-step Coulomb excitations are possible (see Fig. 3.24). A sufficient condition for the applicability of first-order perturbation theory in the Coulomb excitation is, that all possible excitation probabilities are small. Obviously this is no longer the case for multi-step Coulomb excitation. Thus, perturbation expansion of higher order has to be considered.

**Higher-order perturbation theory**

Assuming an excitation from a state $|i\rangle$ to a state $|f\rangle$ via intermediate states $|z\rangle$, the total excitation amplitude is given to second order by [125]

$$a_{i\rightarrow f} = a_{i\rightarrow f}^{(1)} + \sum_{z} a_{i\rightarrow z\rightarrow f}^{(2)}$$

where the first term is the excitation amplitude of first order and the second term $a_{i\rightarrow z\rightarrow f}^{(2)}$ is defined as

$$a_{i\rightarrow z\rightarrow f}^{(2)} = \frac{1}{i \hbar} \int_{-\infty}^{\infty} e^{i \Delta E_{i\rightarrow f} t} \langle f | V(\vec{r}(t)) | z \rangle dt$$

$$\times \frac{1}{i \hbar} \int_{-\infty}^{\infty} e^{i \Delta E_{i\rightarrow z} t} \langle z | V(\vec{r}(t)) | i \rangle dt$$

**Figure 3.24:** (a) Schematic diagram of one-step Coulomb excitation from a state $|i\rangle$ to states $|z\rangle,|f\rangle$. (b) Possible multi-step excitations to the final states, including some virtual excitations and de-exitations.
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where \( \Delta E_{iz} \) and \( \Delta E_{zf} \) are the energy differences between the involved states. In order to simplify the summation over all intermediate states \( \{z\} \), some important cases with only one intermediate state will be discussed in the following paragraphs.

In the first case a final state with spin \( I_f \) can be excited directly or via another, low-lying state with spin \( I_s \) (cf. Fig. 3.24). As given in [125] a pure two-step excitation through an intermediate state \( \{z\} \) can be observed if the direct excitation \( I_i \rightarrow I_f \) is small or vanishing:

\[ \chi_{i\rightarrow f} \ll \chi_{i\rightarrow s}\chi_{s\rightarrow f} \]

A typical example for such a two-step excitation is the excitation of the 4\(^+\) state in even-even nuclei. Due to the strong hindrance of a direct E\(^4\) excitation to this level (cf. Fig. 3.23(a)), it will be populated preferably by two succeeding electric quadrupole transitions through the 2\(^+\) state:

\[ 0^+ \xrightarrow{E2} 2^+ \xrightarrow{E2} 4^+ \]

Another application of the second-order perturbation theory is the effect of the quadrupole moments of the involved states on the excitation cross section. In this case the intermediate state \( \{z\} \) is one of the magnetic sub-states of the initial or the final level. The transition between the final state and its magnetic sub-state occurs through the interaction with its quadrupole moment. The transition strength depends on the magnitude of the matrix element \( \langle I_f | \mathcal{M}(E2)| I_z \rangle \), which is directly proportional to the spectroscopic quadrupole moment \( Q_s^I \):

\[ Q_s^I = \sqrt{\frac{16\pi I(2I-1)}{5(I+1)(2I+1)(2I+3)}} \times \langle I | \mathcal{M}(E2) | I \rangle \]

where \( I = I_f = I_z \) [24]. In the case of a rotational nucleus, the spectroscopic quadrupole moment \( Q_s \) of a state with spin \( I \) is related to the intrinsic quadrupole moment \( Q_0 \) by [24]

\[ Q_s = \frac{3K^2 - I(I+1)}{(I+1)(2I+3)} Q_0 \]

For transitions within such a rotational band the reduced transition probability is linked to the intrinsic quadrupole moment \( Q_0 \) by [24]

\[ B(E2, I_i \rightarrow I_f)_{\text{rot}} = \frac{5}{16\pi} e^2 Q_0^2 \left| \left( I, 2K|0, I_f \right) \right|^2 \]

The effect of the quadrupole moment on the differential Coulomb-excitation cross section of a state \( I \) is illustrated in Figure 3.25, using the example of the 5/2\(^+\) state in \(^{31}\)Mg. The cross section was calculated, using a constant \( B(E2) \) value of 0.018 e\(^2\)b\(^2\) but three different quadrupole moments (0. eb and \( \pm 0.59 \) eb). For a prolate (oblate) deformation, the differential Coulomb-excitation cross section will increase (decrease) significantly with respect to the spherical configuration. Hence, for the experiment presented in this work, a change of the total integrated Coulomb-excitation cross section of about \( \pm 4.3\% \) could be expected.

For nuclei with ground-state spin equal to 0 or 1/2 it is possible to determine the quadrupole moment \( Q \) of an excited state by a measurement of the relative cross sections for different scattering angles. If the ground-state spin is equal to 1 or even larger, only a linear combination of the static moment of the excited state and the quadrupole moment of the ground state can be deduced by this method, due to interference terms arising from both moments. A detailed analysis of these effects is given in [125].

![Figure 3.25: Differential Coulomb-excitation cross section for population of the 5/2\(^+\) state of \(^{31}\)Mg, impinging a \(^{31}\)Mg beam at 3.0 MeV/u onto a 4.0 mg/cm\(^2\) thick \(^{109}\)Ag target. Depending on a possible (prolate or oblate) deformation of the nucleus, the integrated cross section obtained in the experiment will change by about \( \pm 4.3\% \), as indicated by the dashed lines. The calculation was done using the classical Coulomb-excitation code CLX [120, 121].](image-url)
3.6.2 “Safe” Coulomb excitation

In a scattering process the minimum distance \( d_{\min}(\theta_{\text{CM}}) \) between the incoming projectile and the target nucleus depends on the scattering angle \( \theta_{\text{CM}} \) (cf. Fig. 3.22). As long as the strong interaction is negligible, the semi-classical theory of Coulomb excitation gives

\[
d_{\min}(\theta_{\text{CM}}) = a_0 \left( 1 + \frac{1}{\sin^4 \left( \frac{\theta_{\text{CM}}}{2} \right)} \right).
\]

To fulfill the basic idea of Coulomb excitation, the interaction between the colliding nuclei has to be purely electromagnetic. To ensure the negligibility of any contribution from the nuclear interaction to the excitation process, the minimum distance between projectile and target in a head-on collision has to exceed the sum of both nuclear radii \( R_p \) and \( R_t \), plus an additional safe distance \( \Delta_s \):

\[
2a_0 > R_p + R_t + \Delta_s
\]

Cline et al. found that for a safe distance of \( \Delta_s = 5 \) fm and \( R_t = 1.25A_t^{1/3} \) the contribution of the nuclear interaction to the total excitation cross section is less than 0.1% [126]. This condition corresponds to beam energies below 4.5 MeV/u for heavy ions (e.g. \(^{208}\text{Pb}\)) decreasing to less than 4.1 MeV/u for light ions (e.g. \(^{40}\text{Ar}\)). If the beam energy exceeds these “safe” bombarding energies, Coulomb-nuclear interference effects can be minimized by a restriction of the scattering angle to forward angles well below the grazing angle. Thus, classical trajectories can be chosen where the distance of closest approach exceeds the safe distance mentioned above [126].

3.6.3 Relative measurement of the transition strength

In a Coulomb-excitation experiment the number of inelastically scattered projectile and target nuclei is a direct measure of the excitation probability between states \(|i\rangle\) and \(|f\rangle\) in the respective nuclei. This number can be determined experimentally by the detection of the de-exciting \( \gamma \) rays of the transition \(|f\rangle \rightarrow |f'\rangle\). For projectile excitation the number of detected \( \gamma \) rays is

\[
N_{\gamma,\text{proj}}(f \rightarrow f') = \epsilon_{\gamma,\text{proj}} b_{f \rightarrow f'} \sigma_{\text{proj}}(f) \frac{\rho d_i N_A}{A_t} I,
\]

where \( \epsilon_{\gamma,\text{proj}} \) is the absolute detection efficiency of the \( \gamma \) rays, \( b_{f \rightarrow f'} \) is the branching ratio of the transition, \( \sigma_{\text{proj}}(f) \) is the absolute Coulomb-excitation cross section of the state \(|f\rangle\) and \( I \) is the beam intensity. The number of scattering centers in the target is expressed in terms of the target thickness \( \rho d_i \) in mg/cm\(^2\), the mass \( A_t \) of the target nuclei and Avogadro’s constant \( N_A \).

In experiments with radioactive ion beams the beam intensity is normally not well known or has a rather large uncertainty. Therefore, the absolute Coulomb-excitation cross section is typically measured in relation to another, well-known excitation cross section, e.g. the excitation of the target nuclei. Analog to the number of detected \( \gamma \) rays of the projectile mentioned above, the number of \( \gamma \) rays, de-exciting a state \(|f\rangle\) of the Coulomb-excited target nucleus, is given by

\[
N_{\gamma,\text{target}}(f \rightarrow f') = \epsilon_{\gamma,\text{target}} b_{f \rightarrow f'} \sigma_{\text{target}}(f) \frac{\rho d_i N_A}{A_t} I.
\]

The ratio of projectile and target excitation is independent of the physical properties of the beam and the target (e.g. intensity, thickness, mass):

\[
\frac{N_{\gamma,\text{proj}}(f \rightarrow f')}{N_{\gamma,\text{target}}(f \rightarrow f')} = \frac{\epsilon_{\gamma,\text{proj}} b_{f \rightarrow f'} \sigma_{\text{proj}}(f)}{\epsilon_{\gamma,\text{target}} b_{f \rightarrow f'} \sigma_{\text{target}}(f)}
\]

Thus, the unknown Coulomb-excitation cross section of a state \(|f\rangle\) of the (radioactive) projectile can be derived from the ratios of the numbers of detected \( \gamma \) rays, the detection efficiencies and the branching ratios, and of the well-known target excitation cross section, which can be calculated with coupled-channel codes like CLX or GOSIA.
Chapter 4

Data analysis

Modern experiments in nuclear and particle physics record all the relevant information on an event-by-event basis. To characterize a physical event in an experiment, all information on energy, position and time of different sub-events is collected by the complex detector system of various particle- and γ-ray detectors, described in the last chapter. The information of the different detectors then has to be re-combined to the original event, for example a particle-γ coincidence. This process is referred to as “event-building”. Thus, the raw data have to be preprocessed efficiently, before the experimental data can be analyzed in detail. The following sections will therefore concentrate on the sorting of the data (Sec. 4.1) as well as careful calibration of the detector systems (Sec. 4.2 and 4.3). Due to the low beam intensities of radioactive beams, background suppression is crucial in the advanced analysis. A detailed investigation of the beam composition and the application of reasonable energy and time gates will be presented in Sections 4.5 and 4.6.

4.1 Acquisition and processing of the data

The data acquisition system MARaBOU [127] of MINIBALL is based on the GSI front-end system MBS [128] combined with the ROOT framework developed at CERN [129] for the back-end visualization. Recorded list mode data are (pre-)processed, using C/C++ based codes, and stored in the efficient, user-optimized ROOT format. In principle three different steps are implemented in the sorting routines:

1. All particle events in the DSSSD are calibrated and correlated to the corresponding time stamps. The registered γ-ray events are calibrated. Coincident events in neighboring segments are expected to belong to a single, Compton-scattered γ-ray and are added up (“add-back routine”). The segment with the highest detected energy deposition is assumed to be the point of interaction for this γ-ray event.

2. All γ-ray events within a time window of typically 4-6 µs with respect to a detected particle are correlated to this particle. This information on particle-γ coincidence is stored in a ROOT tree.

3. User-defined time gates are set, according to prompt and random particle-γ coincidences. Random coincidences are expected to contain mostly background radiation. The information on each particle is stored in a special ROOT tree with a parameter, indicating whether this particle is in prompt or random coincidence to a γ-ray.

4.2 Detector calibration

4.2.1 Energy calibration of the DSSSD

Calibration of all 160 individual segments of the DSSSD was done with an α-source, containing $^{148}$Gd, $^{239}$Pu, $^{241}$Am, and $^{244}$Cm. Thus, the energies of the α particles used for calibration were 3.183 MeV, 5.157 MeV, 5.486 MeV, and 5.805 MeV. In Figure 4.1 an α-calibration spectrum is shown, using the example of a single ring of the first quadrant.

The relevant energy range of the scattered particles detected in the present experiments is about 20-70 MeV. Due to the extrapolation of
the calibration data up to this energy range, the $\alpha$-calibration might cause large deviations of about 2-5 MeV. Thus, an optional energy offset was implemented in the analysis, to compensate possible energy differences at high energies.

### 4.2.2 Energy- and efficiency calibration of the MINIBALL detectors

To calibrate the MINIBALL clusters and to determine their absolute detection efficiency $\epsilon_{abs}$, radioactive $^{60}$Co, $^{152}$Eu and $^{133}$Ba sources were mounted onto the target frame at the target position. A sum spectrum of all MINIBALL cluster detectors can be found in Figure 4.2.

The absolute efficiency at 1.33 MeV was derived from the ratio of the intensities of the 1173 keV peak and the sum peak at 2506 keV of $^{60}$Co. Without the addback correction a value of $\epsilon'_{abs} = 7.374 \pm 0.153\%$ can be achieved, while the addback correction increases the absolute detection efficiency of the MINIBALL array up to $\epsilon_{abs} = 8.369 \pm 0.174\%$. The relative efficiency was determined as a function of the $\gamma$-ray energy in the range of 80 keV to 1.4 MeV, using Eu and Ba sources, and fitted to the absolute efficiency at 1.33 MeV (see Fig. 4.3). For the fit the function of the absolute efficiency

$$\epsilon_{abs} = \sum_{i=0}^{4} a_i (\ln(E_\gamma))^i$$

was used. For the addback corrected spectra the parameters are $a_0 = -946.6$, $a_1 = 639.0$, $a_2 = -153.5$, $a_3 = 15.97$, and $a_4 = -0.614$, where $E_\gamma$ is given in keV.

Due to recoil velocities of typically $v \approx 0.05 \, c$ and the compact geometry of the setup, states with lifetimes of several nanoseconds will decay in rest after implantation of the scattered ion in the DSSD. Hence, the $\gamma$ rays are not emitted by a “point-like” source at target position in the center of the MINIBALL spectrometer, but by a much larger area located downstream of the target. Therefore, the efficiency of each MINIBALL detector depends highly on its position in the frame, relative to the position of the implanted ion in the DSSD. To account for this effect, the detection efficiency of each individual MINIBALL cluster detector was measured as a function of the position of a radioactive source...
Figure 4.4: Energy-dependent detection efficiency of 7 individual MINIBALL cluster detectors in add-back mode, depending on the position of a $^{152}$Eu source. The source was mounted in front of the DSSSD at eight different positions (see color code). MINIBALL detectors are labeled by their $\phi_{cl}$ angle, as they are mounted in the frame. The left column shows detectors placed in forward direction, whereas the right column shows detectors placed in backward direction.
in front of the DSSSD. Therefore the “active” parts of the DSSSD, i.e. the silicon wafers and its mounting PCBs, were replaced by a special plastic disc for safer handling. An \(^{152}\text{Eu}\) source was mounted on the disc at eight different positions, corresponding to the center of the innermost and outermost rings of each quadrant of the DSSSD, as displayed in the bottom left part of Fig. 4.4.

The spectra show a significantly increased efficiency of the cluster detectors in forward direction for \(\gamma\)-ray sources in the nearby quadrant of the DSSSD. For example the absolute detection efficiency of a 500 keV \(\gamma\) ray is a factor of 2 higher for the detector in forward direction (\(\phi = 296^\circ\)), compared to the one in backward direction (\(\phi = 305^\circ\)), if the source is placed at the outermost position of the top left CD quadrant (see first row of Fig. 4.4). In a first approximation the evolution of the efficiency of a backward cluster detector, depending on the position \(\vec{r}_{\text{source}}\) of the source, can be described by the simple variation of the distance between source and detector:

\[
\epsilon(\vec{r}_{\text{source}}) = \epsilon_0 \left( \frac{|\vec{r}_0 - \vec{r}_{\text{det}}|}{|\vec{r}_{\text{source}} - \vec{r}_{\text{det}}|} \right)^2,
\]

where \(\epsilon_0\) is the efficiency at a reference point \(\vec{r}_0\). For detectors in forward direction the explanation of the observed efficiencies is much more complex, due to additional material in the line of sight between source and detector. The amount of this material, e.g. the silicon wafers, PCBs, copper cables, and the massive aluminum mounting frame of the DSSSD, depends highly on the position. Furthermore it attenuates especially low-energy \(\gamma\) radiation. Thus, in forward direction the efficiency at around 100-200 keV is lower than in backward direction for distances, that exceed the distance between the center of the DSSSD and the cluster detector (cf. Fig. 4.4).

4.3 Doppler correction

If a \(\gamma\) ray is emitted in-flight (\(\beta > 0\)), the detected energy \(E_{\gamma,\text{lab}}\) is Doppler shifted:

\[
E_{\gamma,\text{lab}} = \frac{\sqrt{1 - \beta^2}}{1 - \beta \cos \theta_{\gamma}} E_{\gamma,0},
\]

where \(E_{\gamma,0}\) is the original energy of the \(\gamma\) ray in the rest frame of the emitting nucleus and \(\theta_{\gamma}\) is the angle between the de-exciting nucleus and the \(\gamma\) ray. To determine \(\theta_{\gamma}\), the exact position coordinates of both, the detected \(\gamma\) ray and the emitting nucleus have to be known. If the nucleus is detected in the DSSSD with position coordinates \((\theta_{\text{part}}, \phi_{\text{part}})\) and the \(\gamma\) ray is detected in a MINIBALL detector with \((\theta_{\gamma,\text{lab}}, \phi_{\gamma,\text{lab}})\), the angle is given by

\[
\cos \theta_{\gamma} = \sin \theta_{\text{part}} \sin \theta_{\gamma,\text{lab}} \cos (\phi_{\text{part}} - \phi_{\gamma,\text{lab}}) + \cos \theta_{\text{part}} \cos \theta_{\gamma,\text{lab}}.
\]

All eight MINIBALL cluster detectors were mounted on movable arms around the scattering chamber (“MINIBALL frame”) and could be rotated in three angular directions: \(\theta_{\text{cl}}, \phi_{\text{cl}}\) and \(\alpha_{\text{cl}}\), as indicated in Figure 4.5. For Doppler correction, all angles of the cluster detectors had to be known exactly. Due to the construction of the MINIBALL frame and the mounting devices of the cluster detectors in the frame, only \(\phi_{\text{cl}}\) can be read at the frame with an appropriate accuracy. To determine \(\theta_{\text{cl}}\) and \(\alpha_{\text{cl}}\) an angle-calibration measurement was performed, using Doppler-shifted \(\gamma\) rays after the pick-up reactions \(d(22\text{Ne,}^{23}\text{Ne})p\) and \(d(22\text{Ne,}^{23}\text{Na})n\) (see Fig. 4.6). A stable \(^{22}\text{Ne}\) beam with an energy of 2.2 MeV/u was impinged on a typically 100 \(\mu\)m thick deuterated polyethylene target. Due to the maximum scattering angle of 4.3\(^{\circ}\) of the ejectile, the angle of the emitted \(\gamma\) ray could be approximated by \(\theta_{\gamma} = \theta_{\gamma,\text{lab}}\).

\[\text{Figure 4.5: Definition of the three angles } \theta_{\text{cl}}, \phi_{\text{cl}} \text{ and } \alpha_{\text{cl}}, \text{ which indicate the exact position of each individual MINIBALL cluster detector. The scattering target is in the center.}\]
4.3. DOPPLER CORRECTION

Figure 4.6: Sum spectrum of all MINIBALL cluster detectors containing γ-ray transitions of the \(d(^{22}\text{Ne}, ^{23}\text{Na})n\) and \(d(^{22}\text{Ne}, ^{23}\text{Ne})p\) reactions. The spectrum in (a) is not Doppler corrected. Various narrow background decay transitions can be observed as well as broad bumps at around 440 keV and 1020 keV (b) In the Doppler-corrected spectrum the prompt γ-ray transitions of both reaction channels, emitted in-flight, are clearly visible.

The neutron pick-up reaction populated the first excited \(1/2^+\) state in \(^{23}\text{Ne}\) at an energy of 1016.95(9) keV, which has a lifetime of 178(10) ps [130]. The de-excitation γ ray was emitted in-flight, hence it was Doppler shifted and could be used for angular calibration. To determine the optimum angular parameter set of each individual MINIBALL cluster detector, the angles \(\theta_{cl}, \phi_{cl}\) and \(\alpha_{cl}\) were varied recursively to optimize the peak position and to minimize the line width of the Doppler-corrected γ-ray transition. Figure 4.7 shows the evolution of the line width (FWHM) of the 1017 keV transition for different angles \(\alpha_{cl}\), which were assumed in the analysis for the positioning of one MINIBALL cluster detector. This implies an imaginary rotation of the detector between 200° and 300° around its axis of symmetry. The angle with the minimum line width indicates the optimum positioning parameter of the cluster detector, in this case \(\alpha_{cl} = 252(2)^\circ\).

Figure 4.8 demonstrates the improvement of the energy resolution after Doppler correction, including the segment information of the MINIBALL detectors. Due to the close geometry of the MINIBALL clusters, the opening angle of a single detector is quite large, approximately 30°. Due to the six-fold segmentation of the detectors, the position resolution of the interaction is increased, giving rise to a much narrower opening angle for the γ-ray detection (<15°). Thus, Doppler correction on the segment level gives an optimized energy resolution for the 1017 keV
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Figure 4.8: Detail of the γ-ray spectrum of the neutron pick-up reaction at different stages of the Doppler correction. The uncorrected spectrum is plotted in black (solid line). Applying Doppler correction on the core level (dashed line, blue), the 1017 keV transition becomes visible. Including the segment information of the MINIBALL detectors (red), the resolution is further improved.

transition of about 12 keV, which could be further improved by the use of pulse shape analysis (not implemented in this work).

To get a proper Doppler correction it is necessary to determine the precise angles of the different segments of the CD detector as well as all cluster angles. \( \theta_{\text{CD}} \) could be calculated out of the dimensions of the detector and the distance between target and detector, which amounted to about 30.0 ± 0.5 mm. Thus, \( \theta_{\text{CD}} \) covered typically the laboratory angle from 16.7° to 53.7°. To determine the exact azimuth angle \( \phi_{\text{CD}} \), the

895 keV transition of the Coulomb excitation of \(^{31}\text{Mg}\) was used. As a first estimate it was assumed that the first strip of the first quadrant of the DSSSD was pointing upwards (\( \phi_{\text{CD}} = 0° \)). Now the evolution of the line width of the Doppler-corrected transition was studied as a function of an angular offset \( \Delta \phi_{\text{CD}} \) in the analysis, implying an imaginary rotation of the par-

Figure 4.9: Evolution of the line width (FWHM) of the 895 keV transition of \(^{31}\text{Mg}\) as a function of the angular offset \( \Delta \phi_{\text{CD}} \). The optimum value was found to be 32(5)°. For detailed information see text.

Figure 4.10: γ-ray spectra of the 895 keV transition of \(^{31}\text{Mg}\) for five different angular offsets \( \Delta \phi_{\text{CD}} \) between 10° and 50°, implying an imaginary rotation of the DSSSD around its axis of symmetry.
4.5 Beam composition

In Coulomb-excitation experiments with radioactive ion beams possible beam contaminations have to be carefully investigated, because all beam components contribute to Coulomb excitation of the target material, which is used for normalization. For the extraction of the transition probabilities it was mandatory to monitor and to determine the exact beam composition during the experiment. Different sources of beam contamination were identified: Isobaric contaminants occur by β-decay of the radioactive nuclei during accumulation and charge breeding at REX-ISOLDE. Isobaric contaminants, directly produced in the primary ISOLDE target, were surface ionized due to the high tem-

4.4 Kinematic considerations

A correct Doppler correction depends largely upon the identification of the scattered projectile and target nuclei in the DSSSD. Necessary information can be obtained from the kinematics of the scattering process. Measuring the correlation of particle energy and scattering angle, different beam components can be identified and partially separated, as well as the recoiling target nuclei.

As an example the scattering of $^{29}$Na and $^{29}$Al nuclei with an energy of 2.85 MeV/u on a 4.1 mg/cm$^2$ thick $^{104}$Pd target was calculated. Figure 4.11 shows the calculated energy after the target as a function of the scattering angle. Due to the $Z$-dependent energy loss inside the target, the energy of the sodium nuclei should be slightly higher (approx. 6 MeV) than the energy of the isobaric aluminum nuclei at the entrance of the particle detector. The measured spectrum of the particle energy versus the scattering angle (see Fig. 4.12) showed the expected characteristics. The energy of the ions detected in the DSSSD was slightly lower than proposed by the calculations, which was due to disregarded energy straggling and angular straggling, as well as the spatial dimensions of the beam spot. Moreover, these properties lower the resolution, making it impossible to separate the $^{29}$Na and $^{29}$Al ions completely, especially for the higher scattering angles. Thus, the analysis of the Coulomb-excitation data was done applying a particle gate, which covered all possible isotopes (Na, Mg, Al, and Si), as indicated in Figure 4.12.

Figure 4.11: Calculated energy of $^{29}$Na, $^{29}$Al and recoiling $^{104}$Pd nuclei as a function of the scattering angle, for scattering of an $A=29$ beam with an energy of 2.85 MeV/u on a 4.1 mg/cm$^2$ thick $^{104}$Pd target. The spacial dimensions of the beam were neglected in the calculation. The dotted vertical lines indicate the angular range covered by the DSSSD.

4.5 Beam composition

In Coulomb-excitation experiments with radioactive ion beams possible beam contaminations have to be carefully investigated, because all beam components contribute to Coulomb excitation of the target material, which is used for normalization. For the extraction of the transition probabilities it was mandatory to monitor and to determine the exact beam composition during the experiment. Different sources of beam contamination were identified: Isobaric contaminants occur by β-decay of the radioactive nuclei during accumulation and charge breeding at REX-ISOLDE. Isobaric contaminants, directly produced in the primary ISOLDE target, were surface ionized due to the high tem-

Figure 4.12: Measured particle energy at the CD detector as a function of the scattering angle $\theta_{CD}$ for scattering of the $A=29$ beam on a 4.1 mg/cm$^2$ thick $^{104}$Pd target. $^{29}$Na and $^{29}$Al can be identified and partially separated. For the analysis of Coulomb-excitation events, the indicated particle gate was used, to select $A=29$ nuclei only.
perature of the hot cavity and were not separated completely in the HRS due to the small mass differences. An additional beam component in the Coulomb-excitation experiment of $^{31}\text{Mg}$ stemmed from residual argon gas in the REX-Trap and EBIS. After charge breeding, the $^{38}\text{Ar}^{11+}$ had almost the same $A/q$ ratio and was accelerated together with the $^{31}\text{Mg}^{9+}$ ions.

The beam composition was carefully monitored during the experiment using different techniques, which will be discussed in detail in the following sections.

4.5.1 Release curve analysis

Due to the pulsed proton beam impinging onto the primary ISOLDE target and due to the radioactive decay of the nuclei of interest, the intensity of the radioactive ion beam at the MINIBALL setup had a characteristic time-dependent shape, as already mentioned in Section 3.5. In general the release curve of an element can be described with an empirical formula, including four element-specific parameters [131]:

$$P(t, \lambda_r, \lambda_f, \lambda_s, \alpha) = \frac{1}{\text{Norm.}} \left(1 - e^{-\lambda_r t}\right) \times \left[\alpha e^{\lambda_f t} + (1 - \alpha)e^{-\lambda_s t}\right]$$

The release process starts with a sharp rise of intensity ($\lambda_r$), followed by a steep fall with a fast and a slow component, characterized by the parameters $\lambda_f$ and $\lambda_s$, respectively. The relative intensity of the fast component is given by the parameter $\alpha$. As mentioned in Section 3.2.1 alkali metals and alkaline earths (e.g. Na, Mg, . . .) are released very fast after proton beam impact [97, 98]. In contrast, the release of aluminum is dominated by the slow component of the fall time [98]. The corresponding release parameters for magnesium and aluminum are given in Table 4.1 as an example. Please note that the release parameters can vary significantly due to the chosen macroscopic and microscopic target and ion source characteristics (e.g. temperature, material, “grain size”). For exotic isotopes the release function is superimposed by

<table>
<thead>
<tr>
<th>Element</th>
<th>$\lambda_r^{-1}$ [ms]</th>
<th>$\lambda_f^{-1}$ [ms]</th>
<th>$\lambda_s^{-1}$ [ms]</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>66</td>
<td>190</td>
<td>860</td>
<td>0.98</td>
</tr>
<tr>
<td>Al</td>
<td>(100)</td>
<td>(500)</td>
<td>22000</td>
<td>(0.5)</td>
</tr>
</tbody>
</table>

Table 4.1: Release parameters of magnesium and aluminum for a standard ISOLDE UC$_c$ target with W ionizer at a temperature of about 2000°C/2200°C, as given in Ref. [96,98]. For a definition of the parameters see the text.
the radioactive decay of the nuclei with decay constant $\lambda_d$:

$$P'(t) = e^{-\lambda_d t} P(t, \lambda_r, \lambda_f, \lambda_s, \alpha)$$

To determine the beam composition in the MINIBALL experiments and to optimize the background suppression in the analysis, the pulse shape of the radioactive ion beam delivered by REX-ISOLDE was studied. Therefore the number of scattered beam particles detected in the DSSSD was measured as a function of the time interval since the last proton impact on the primary ISOLDE target. The binning of the measurement was given by the repetition rate of the charge breeding system of REX-ISOLDE. Figure 4.13 shows the time-dependent intensity of the radioactive ion beam with respect to the last proton beam impact onto the ISOLDE target for $^{29,30}$Na and $^{31}$Mg, taken during the Coulomb-excitation runs at REX-ISOLDE in 2007 (c) and 2009 (a-b). Both, sodium and magnesium ions were released very fast out of the primary target. Thus, the post-accelerated beams had their maximum intensity 60-80 ms after the proton beam impact, as it was expected. The decrease of intensity was dominated by the fast component of the fall and the radioactive decay of the isotope of interest and could be described by an exponential function:

$$P'(t) \approx C e^{-\left(\lambda_f + \lambda_d\right) t} = C e^{-t/\tau}, \text{ for } t > 1/\lambda_r$$

The experimentally deduced release constants $\tau_{\exp}$ are summarized in Table 4.2 and compared to the expected values $\tau_{\ref}$ by superimposing $\lambda_f$ and $\lambda_d$. The values are in reasonable agreement. Due to their fast release out of the primary target and their short lifetimes, the main intensity of $^{29,30}$Na and $^{31}$Mg was delivered within several 100 ms after the proton impact (cf. Figure 4.13). Thus, long-lived and stable contaminants dominated the beam composition for most of the time, producing a large amount of background. To reduce this background and to improve the relative intensity of the isotope of interest, the analysis had to be restricted to reasonable time differences $\Delta t = t_{\text{part}} - t_{\text{proton}}$. An appropriate time gate had to be found, to accumulate as much intensity of the relevant isotopes as well as to guarantee an optimum background suppression. Therefore Figure 4.14 shows the time-dependent evolution of the relative intensity of $^{29,30}$Na and $^{31}$Mg with respect to the integrated intensity of the beam and to the totally delivered intensity of the isotope. As expected, a saturation of the relative amount of these isotopes accumulated at the MINIBALL setup was found a few 100 milliseconds after the proton pulse. 99% of the total intensity of the isotope

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\tau_{\exp}$ [ms]</th>
<th>$\tau_{\ref}$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{29}$Na</td>
<td>49.5(5)</td>
<td>48.9(14)</td>
</tr>
<tr>
<td>$^{30}$Na</td>
<td>54.1(8)</td>
<td>51.4(23)</td>
</tr>
<tr>
<td>$^{31}$Mg</td>
<td>176.1(15)</td>
<td>121.2(41)</td>
</tr>
</tbody>
</table>

Table 4.2: The experimentally deduced release constants $\tau_{\exp}$ compared to the expected values $\tau_{\ref}$ for $^{29,30}$Na and $^{31}$Mg by superimposing $\lambda_f$ and $\lambda_d$.

Figure 4.14: Relative intensity of $^{29,30}$Na and $^{31}$Mg with respect to the integrated intensity of the beam (black) and to the totally delivered intensity of the isotope (red) as a function of the time difference to the proton beam impact. Radioactive decay during charge breeding is not taken into account.
of interest was accumulated within the time \( t_{99} \) after the proton pulse, as given in Table 4.3. Furthermore \( t_{99} \) provided an improved relative intensity

\[
r(t) = \frac{I_{(Z,A)}(t)}{I_{(Z+1,A)}(t)}
\]

with respect to the unrestricted ratio \( r(t_{tot}) \). For the short-lived \( ^{29}\text{Na} \) the improvement of the relative intensity exceeded even a factor of 6.5, while for \( ^{31}\text{Mg} \) it was still a factor of almost 1.2 (cf. Table 4.3). Thus, the analysis could be restricted to time differences \( \Delta t = t_{99} \) after the proton pulse. Due to radioactive decay during the charge breeding process, which will be discussed in detail in the following Section 4.5.2, the relative intensities derived by the release curve method were not only caused by the isotope of interest \((Z,A)\), but also by its daughter isotope \((Z+1,A)\).

### 4.5.2 \( \beta \)-decay during charge breeding

For accumulation and charge breeding at ISOLDE the radioactive ions have to be stored in the ion traps REXTRAP and REXEBIS for some time. If these trapping times are long compared to the half-lives of the ions, a significant amount of the stored ions decays during trapping and charge breeding. This process is referred to as “in-trap decay” [132]. According to the storage of the radioactive ions in two different ion traps, the total amount of in-trap decay can be calculated in two consecutive steps. Due to a continuous injection of the ions from the primary target into REXTRAP for accumulation and bunching, the trapping times depend on the arrival of the ions at REXTRAP. Thus, the exponential decay has to be averaged over the time the ions are injected into REXTRAP [132]:

\[
r_{\beta,\text{TRAP}}(T) = \frac{1}{T} \int_{0}^{T} e^{-\lambda_{d}t} dt
\]

Typically the maximum trapping time \( T \) is given by the repetition time of the charge breeding system. For charge breeding the bunched ion beam is transferred from REXTRAP to the REXEBIS and stored for a certain so-called breeding time \( t_{\text{breed}} \). Thus, neglecting any decay losses, the exponential decay in the EBIS can be calculated straightforward and the total ratio for the isotope of interest is given by:

\[
r_{\beta,\text{tot}} = r_{\beta,\text{TRAP}}(T) \cdot r_{\beta,\text{EBIS}}(t_{\text{breed}}) = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]

Table 4.4 summarizes \( r_{\beta,\text{tot}} \) for the \( ^{29,30}\text{Na} \) and \( ^{31}\text{Mg} \) runs as well as the particular breeding and repetition times. However, the processes of in-trap decay are still not fully understood. Large discrepancies between the calculated and experimentally observed beam composition were already found by [132]. Possible explanations were losses of the daughter nuclei due to the recoil energy as well as multiply

### Table 4.4: Repetition and breeding times of REXTRAP and REXEBIS for the \( ^{29,30}\text{Na} \) and \( ^{31}\text{Mg} \) runs. The calculated ratios \( r_{\beta,\text{tot}} \) of the different isotopes and decay products (up to 3\textsuperscript{rd} generation) after in-trap decay are given.

<table>
<thead>
<tr>
<th>Mass A</th>
<th>( T ) [ms]</th>
<th>( t_{\text{breed}} ) [ms]</th>
<th>( r_{\beta,\text{tot}}^{(\text{Na})} ) [%]</th>
<th>( r_{\beta,\text{tot}}^{(\text{Mg})} ) [%]</th>
<th>( r_{\beta,\text{tot}}^{(\text{Al})} ) [%]</th>
<th>( r_{\beta,\text{tot}}^{(\text{Si})} ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{29}\text{Na} )</td>
<td>20</td>
<td>13</td>
<td>70.4</td>
<td>28.8</td>
<td>0.8</td>
<td>—</td>
</tr>
<tr>
<td>( ^{30}\text{Na} )</td>
<td>20</td>
<td>13</td>
<td>72.0</td>
<td>27.8</td>
<td>0.2</td>
<td>—</td>
</tr>
<tr>
<td>( ^{31}\text{Mg} )</td>
<td>30</td>
<td>28.5</td>
<td>—</td>
<td>87.7</td>
<td>12.0</td>
<td>0.3</td>
</tr>
</tbody>
</table>
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Table 4.3: After the time \( t_{99} \) the accumulated intensity amounts 99% of the total intensity of the isotopes of interest. The relative intensity \( r(t) \) of the isotope with respect to the integrated intensity of the beam is given for \( \Delta t = t_{99} \) and for the total beam intensity \( (t_{\text{tot}}) \). For further analysis \( \beta \)-decay of the radioactive beam during charge breeding has to be taken into account (see Section 4.5.2).

\[
t_{99} = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]

or

\[
r_{\beta,\text{tot}} = r_{\beta,\text{TRAP}}(T) \cdot r_{\beta,\text{EBIS}}(t_{\text{breed}}) = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]

Table 4.4 summarizes \( r_{\beta,\text{tot}} \) for the \( ^{29,30}\text{Na} \) and \( ^{31}\text{Mg} \) runs as well as the particular breeding and repetition times. However, the processes of in-trap decay are still not fully understood. Large discrepancies between the calculated and experimentally observed beam composition were already found by [132]. Possible explanations were losses of the daughter nuclei due to the recoil energy as well as multiply

\[
t_{99} = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]

or

\[
r_{\beta,\text{tot}} = r_{\beta,\text{TRAP}}(T) \cdot r_{\beta,\text{EBIS}}(t_{\text{breed}}) = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]

Table 4.4 summarizes \( r_{\beta,\text{tot}} \) for the \( ^{29,30}\text{Na} \) and \( ^{31}\text{Mg} \) runs as well as the particular breeding and repetition times. However, the processes of in-trap decay are still not fully understood. Large discrepancies between the calculated and experimentally observed beam composition were already found by [132]. Possible explanations were losses of the daughter nuclei due to the recoil energy as well as multiply

\[
t_{99} = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]

or

\[
r_{\beta,\text{tot}} = r_{\beta,\text{TRAP}}(T) \cdot r_{\beta,\text{EBIS}}(t_{\text{breed}}) = \frac{1}{\lambda_{d}T} \left(1 - e^{-\lambda_{d}T}\right) e^{-\lambda_{d}t_{\text{breed}}}
\]
charged \((n^+, n \geq 2)\) ions after \(\beta\)-decay, inducing insufficient cooling in REXTRAP and thus a poor injection into the EBIS, differences in the charge state distributions of mother and daughter nuclei after charge breeding, or collisions of the recoiling daughter nuclei with the installations inside the trap, e.g. with inner walls and electrodes. \([132]\).

4.5.3 Measurements with the ionization chamber

For a more direct investigation of the beam composition at MINIBALL, a \(\Delta E_{\text{gas}} - E_{\text{res}}\) detector was installed at the beam dump position. Furthermore the ionization chamber allowed for a continuous monitoring of the beam composition during the experiments with the radioactive sodium beams. Figure 4.15 shows \(\Delta E_{\text{gas}} - E_{\text{res}}\) spectra, taken during the \(^{29,30}\text{Na}\) beam times without a scattering target in place. Due to the good resolution of both, the gas detector \(\Delta E_{\text{gas}}\) and the silicon detector \(E_{\text{res}}\), the different isobars at \(A = 29, 30\) could be well separated and identified. Heavier contaminants in the beam could be identified as stable isotopes (e.g. \(^{58,60}\text{Ni}, \; ^{83,86}\text{Kr}\)), partially stemming from residual gas in the EBIS, matching almost the same \(A/q\) ratio of 4.143 and 4.286 for the \(A = 29\) and \(A = 30\) beams, respectively. The excellent background suppression by applying the time gate \(\Delta t = t_{99}\), discussed in Section 4.5.1, is demonstrated. Due to their high ionization potential of 7.61 eV, magnesium isotopes will not be ionized by a surface ion source. Thus, any magnesium isotopes detected at the MINIBALL

![Figure 4.15](image-url)

**Figure 4.15:** \(\Delta E_{\text{gas}} - E_{\text{res}}\) spectra of the beam composition, taken with the ionization chamber during the \(^{29}\text{Na}\) (top) and \(^{30}\text{Na}\) beam times (bottom). The \(A = 29, 30\) isobars are well separated and can be clearly identified. Some heavier stable contaminants are observable, e.g. \(^{58,60}\text{Ni}\) and \(^{83,86}\text{Kr}\), partially from residual gas. While for the spectra (a,c) no time gate is applied, the spectra (b,d) contain only those ions, which arrive at the ionization within \(\Delta t = t_{99}\). The suppression of the stable and long-lived components is well demonstrated.
setup were caused by in-trap decay of short-lived Na isotopes during the accumulation and charge breeding process (cf. Section 4.5.2). For the silicon isotopes $^{29,30}$Si detected at the ionization chamber it is much the same. Silicon can not be extracted out of an ISOL target, and thus any silicon detected was caused by the in-trap decay of the isobaric aluminum isotopes $^{29,30}$Al, the most abundant beam components.

To account for time-dependent effects (e.g. slightly changing extraction and ionization yields, aging of the production target material), the beam composition was typically measured every 8-16 hours for about 20-30 minutes with the ionization chamber. Then the overall relative ratio $r_{IC}(t)$ of the isotopes is given by the time-averaged value of all measurements. Assuming a homogeneous distribution of the different beam components over the geometrical beam profile, the composition measured at the ionization chamber without a scattering target in place, should be the same as at the MINIBALL target position. Table 4.5 summarizes $r_{IC}(t_{99})$ of the $A=29,30$ isobars, obtained with the ionization chamber during the different runs with the $^{29,30}$Na beams. Due to the particle gate applied in the Coulomb-excitation analysis (cf. Section 4.4), heavier contaminants with $A > 50$ can be neglected.

### Table 4.5: Relative ratio $r_{IC}(t_{99})$ of the different isotopes, measured with the ionization chamber for the three experiments with $A=29,30$ radioactive ion beams.

<table>
<thead>
<tr>
<th>Mass $A$</th>
<th>Coullex target</th>
<th>$r_{IC}^{(Na)}$ [%]</th>
<th>$r_{IC}^{(Mg)}$ [%]</th>
<th>$r_{IC}^{(Al)}$ [%]</th>
<th>$r_{IC}^{(Si)}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>$^{104}$Pd</td>
<td>28.3(6)</td>
<td>11.6(3)</td>
<td>58.5(8)</td>
<td>1.6(1)</td>
</tr>
<tr>
<td>30</td>
<td>$^{104}$Pd</td>
<td>53.5(9)</td>
<td>5.8(3)</td>
<td>39.7(7)</td>
<td>1.0(1)</td>
</tr>
<tr>
<td>30</td>
<td>$^{120}$Sn</td>
<td>50.0(28)</td>
<td>14.5(13)</td>
<td>34.5(22)</td>
<td>1.0(3)</td>
</tr>
</tbody>
</table>

4.5.4 Measurements with the Bragg detector

During the $^{31}$Mg beam time the Bragg detector (see p. 32) was mounted at the beam dump position at MINIBALL, to monitor the beam composition. In particular it was used to identify the different beam components on-line for a given $A/q$ value. In the beginning of the experiment the beam was a mostly pure $^{31}$Mg beam, due to laser ionization, with a small fraction of surface ionized $^{31}$Al, as shown in Figure 4.16(a,c). After 52 hours of beam time an additional beam component appeared, which was not an isobar of $^{31}$Mg. To identify this contaminant, several measurements with the Bragg detector were performed at the end of the experiment (see Fig. 4.16(b,d)). It could be shown that the isotope had to be stable, stemming from residual gas in the EBIS, and it had a slightly higher mass $A$ and higher proton number $Z$ than $^{31}$Mg. Furthermore, the contaminant had to match an $A/q$ ratio of 3.444. Thus, it was identified as $^{38}$Ar$^{11+}$, which was part of the buffer gas in the REXTRAP.

Due to $Z = 18$, the energy loss of $^{38}$Ar was higher than for $^{31}$Mg on its way through the scattering target, and the residual energy of $^{38}$Ar, detected in the DSSSD, was similar to the residual energy of the $A = 31$ isotopes. Thus, the contaminant matched the particle gate, which was applied to select the $A = 31$ ions, and the relative abundance of $^{38}$Ar in the beam had to be analyzed accurately.

4.5.5 Measurements with laser ON/OFF

As already mentioned above, magnesium isotopes cannot be surface ionized due to their high ionization potential. Therefore the ISOLDE RILIS was used, to selectively laser-ionize $^{31}$Mg. Due to the design of the RILIS ionizer tube, consisting of a very hot metal cavity, some elements with a low ionization potential (e.g. Na, Al, ...) could get surface ionized and could contaminate the beam. The surface ionization happens continuously and completely independent from the laser ionization, so there is a possibility to investigate this source of contamination in detail. Therefore the ratio of laser ionized $^{31}$Mg over surface ionized $^{31}$Al in the beam was checked by switching the laser on and off periodically every 2.5 hours for about 30 minutes. While the laser was on, $^{31}$Mg was elastically scattered into the DSSSD as well as $^{31}$Al (see Fig. 4.17(a)). When
the laser light was blocked, only the surface ionized contaminant was detected (Fig. 4.17(b)). Again, $\beta$-decay during charge breeding has to be taken into account. The fraction $r_{\text{laser}}$ of laser-ionized magnesium ions and their daughter products in the beam was calculated out of the intensities $I_{\text{on}}$ with laser on and $I_{\text{off}}$ with laser off as

$$r_{\text{laser}} = \frac{I_{\text{on}} - I_{\text{off}}}{I_{\text{on}}}.$$

Hence, the surface ionized fraction of the beam was given by $r_{\text{surface}} = 1 - r_{\text{laser}}$. To achieve the exact beam composition, the different scattering cross sections $\sigma_{\text{ruth}}^{\text{Mg}} = 30.0 \text{ mb}$, $\sigma_{\text{ruth}}^{\text{Al}} = 31.0 \text{ mb}$, and $\sigma_{\text{ruth}}^{\text{Ar}} = 55.6 \text{ mb}$ had to be taken into account. The results, obtained for the different parts of the experiment on $^{31}\text{Mg}$, are summarized in Table 4.6.

### 4.5.6 Summary of the experimental beam parameters

In Table 4.7 the most important beam parameters of the $^{29,30}\text{Na}$ and $^{31}\text{Mg}$ beam times at REX-ISOLDE are summarized. The beam

<table>
<thead>
<tr>
<th>target</th>
<th>thickness</th>
<th>$r_{\text{laser}}$ [%]</th>
<th>$r_{\text{surface}}$ [%]</th>
<th>$r_{\text{EBIS}}$ [%]</th>
<th>amount of statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{109}\text{Ag}$</td>
<td>1.9 mg/cm$^2$</td>
<td>91.1(9)</td>
<td>8.9(9)</td>
<td>—</td>
<td>14.0%</td>
</tr>
<tr>
<td>$^{109}\text{Ag}$</td>
<td>4.0 mg/cm$^2$</td>
<td>93.4(3)</td>
<td>6.6(3)</td>
<td>—</td>
<td>34.5%</td>
</tr>
<tr>
<td>$^{109}\text{Ag}$</td>
<td>4.0 mg/cm$^2$</td>
<td>87.5(4)</td>
<td>6.2(6)*</td>
<td>6.3(6)*</td>
<td>51.5%</td>
</tr>
</tbody>
</table>

*Table 4.6: Beam compositions of the $A=31$ beam, deduced by the laser ON/OFF measurements for the two different enriched $^{109}\text{Ag}$ targets. To get the average beam composition, the different parts of the experiment have to be weighted according to their accumulated amount of statistics. To calculate the relative amount of $^{38}\text{Ar}$ it was assumed, that the ratio of laser ionized and surface ionized ions was constant in time (marked with *).
intensities were derived by the use of the Coulomb-excitation events of the target nuclei, detected with the MINIBALL detectors in coincidence with a scattered beam-like particle in the DSSSD. Thus, the beam intensity $I_{\text{beam}}$ of the nucleus of interest is given by

$$I_{\text{beam}} = \frac{N_{\gamma} \cdot r_{\text{total}}}{\sigma_{\text{CE}} \cdot \varepsilon_{\text{MB}} \cdot N_{\text{target}} \cdot T},$$

where $N_{\gamma}$ is the number of detected $\gamma$ rays following Coulomb excitation of the target nuclei, $r_{\text{total}}$ is the relative ratio of the nucleus of interest on the total beam intensity, $\sigma_{\text{CE}}$ is the Coulomb-excitation cross section of the target nuclei, $\varepsilon_{\text{MB}}$ is the energy dependent efficiency of the MINIBALL array, $N_{\text{target}}$ is the number of target nuclei, and $T$ is the duration of the measurement. The individual beam composition for each experiment was derived by the different experimental methods discussed in the last section, i.e. by release curve analysis, measurement with the ionization chamber or with laser ON/OFF. For the final beam composition the average of the individual beam compositions was calculated, taking into account the $\beta$-decay.

All beam components Coulomb excite the target material, which is used for normalization. Thus, this effect has to be taken into account carefully. Isobaric contaminants with higher $Z$ lose more energy inside the target and have a larger distance of closest approach, compared to the isotopes of interest. Therefore, the

<table>
<thead>
<tr>
<th>nucleus of interest</th>
<th>$^{29,30}$Na</th>
<th>$^{31}$Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A/q$ ratio</td>
<td>4.143</td>
<td>3.444</td>
</tr>
<tr>
<td>beam energy [MeV/u]</td>
<td>2.85</td>
<td>3.0</td>
</tr>
<tr>
<td>beam intensity [ions/s]</td>
<td>2700(100)</td>
<td>3500(200)</td>
</tr>
<tr>
<td>beam time [hours]</td>
<td>63.7</td>
<td>29.0</td>
</tr>
<tr>
<td>target nucleus</td>
<td>$^{104}$Pd</td>
<td>$^{109}$Ag</td>
</tr>
<tr>
<td>target thickness [mg/cm$^2$]</td>
<td>2.2+1.9</td>
<td>1.9</td>
</tr>
<tr>
<td>beam composition [%]</td>
<td>Na 29.5(7)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Mg 12.1(3)</td>
<td>78.4(10)</td>
</tr>
<tr>
<td></td>
<td>Al 57.7(9)</td>
<td>20.8(10)</td>
</tr>
<tr>
<td></td>
<td>Si 0.7(1)</td>
<td>0.8(2)</td>
</tr>
<tr>
<td></td>
<td>Ar —</td>
<td>3.5(7)</td>
</tr>
</tbody>
</table>

**Table 4.7:** Summary of the most important beam parameters of the different beam times, using $^{29,30}$Na and $^{31}$Mg beams at REX-ISOLDE.
Coulomb-excitation cross sections for target excitation are slightly lower for the contaminant, than the one of the desired isotope. In the case of $^{31}$Mg and its contaminant $^{31}$Al, impinging onto a 4.0 mg/cm$^2$ thick $^{109}$Ag target, the difference in the cross section is about 2.5% at a beam energy of 3.0 MeV/u. The heavier contaminant $^{38}$Ar has a target excitation cross section, which is increased by about 25% with respect to that of $^{31}$Mg, due to its higher mass and therefore higher beam energy. Thus, the final beam compositions have to be normalized by the dedicated target excitation cross sections.

### 4.6 Particle-$\gamma$ coincidence

In experiments using radioactive ion beams, $\gamma$-ray spectroscopy often suffers from the massive amount of background radiation, caused by the radioactive decay of the beam particles, which covers the very rare events of interest almost completely. Thus, in the Coulomb-excitation experiments described in the present work, digitized data were recorded using particle-$\gamma$ coincidences. To select the prompt Coulomb-excitation events and to suppress random coincidences from room background, i.e. $\beta$-decay and bremsstrahlung, a restrictive time window with a width of typically $\Delta t_p = 120$ ns up to 250 ns between the particle and the $\gamma$ ray was applied in the offline analysis, as shown in Figure 4.18. For $\gamma$-ray energies below 150 keV the coincidence window was chosen slightly broader and shifted to later times, to account for the walk effect. To minimize statistical fluctuations, background radiation was analyzed using a long time window of typically $\Delta t_r = 10 \times \Delta t_p$. As shown in Figure 4.19(a-c), the prompt Coulomb-excitation spectrum for further analysis is par-

![Figure 4.18: Detected $\gamma$-ray energy as a function of the time difference between the detected particle and the coincident $\gamma$ ray, measured during the $^{30}$Na experiment. Background radiation is characterized by continuous, horizontal lines. The time gates for prompt ($\Delta t_p$) and random ($\Delta t_r$) coincidences are given exemplarily for the first quadrant of the DSSSD.](image)

![Figure 4.19: Non-Doppler-corrected $\gamma$-ray spectra for the different coincidence gates, taken during the $^{30}$Na experiment. (a) The spectrum contains random coincidences ($\Delta t_r$), i.e. only background radiation, which is dominated by the bremsstrahlung coming from the 9-gap resonator. (b) Applying the prompt time gate $\Delta t_p$, Coulomb-excitation events can be observed besides the background. (c) After background subtraction the prompt spectrum is particularly clean of any background transitions.](image)
particularly clean of any background transitions after background subtraction. All observed γ-ray transitions are due to Coulomb excitation of either beam or target nuclei.
Chapter 5

Results

The results of all different Coulomb-excitation experiments of radioactive $^{29,30}$Na and $^{31}$Mg beams with MINIBALL at REX-ISOLDE, CERN, will be presented in this chapter. Observed $\gamma$-ray transitions were allocated in the level schemes of the nuclei. Reduced transition probabilities were determined for the different nuclei, using the coupled-channel codes GOSIA [122, 123] and CLX [120,121]. In the case of $^{31}$Mg assignments of spin and parity of the levels participating in transitions could be facilitated by the calculated transition strengths.

5.1 Coulomb excitation of $^{31}$Mg

To determine transition strengths of the neutron-rich odd-mass magnesium isotopes $^{29,31}$Mg a Coulomb-excitation experiment was proposed employing the MINIBALL setup at REX-ISOLDE. A first experiment on $^{31}$Mg in 2006 found a hint for a prominent transition at 895 keV [133]. Its transition strength could not be deduced due to several technical problems.

Therefore, another Coulomb-excitation experiment of $^{31}$Mg was scheduled and carried out at REX-ISOLDE. The radioactive $^{31}$Mg beam was delivered with a final energy of 3.0 MeV/u and an average intensity of around $3 \times 10^3$ ions/s onto the secondary target. During the experiment two enriched $^{109}$Ag targets were used with thicknesses of 1.9 mg/cm$^2$ and 4.0 mg/cm$^2$, respectively, to maximize the yield. The beam on target time added up to about 29 hours for the 1.9 mg/cm$^2$ target and 58 hours for the 4.0 mg/cm$^2$ target. Due to the fast release and the short half-life of $^{31}$Mg ($T_{1/2} = 232(15)$ ms [72]) the analysis was restricted to the first 850 ms after each proton impact at the primary ISOLDE target (cf. Sec. 4.5.1). More information on the experimental details and the beam compositions can be found in the previous chapter in Table 4.7.

5.1.1 Measurement at 3.0 MeV/u on a 4.0 mg/cm$^2$ thick $^{109}$Ag target

Coulomb-excitation data analysis commenced by identifying and selecting scattered $^{31}$Mg ions, which were identified by the CD detector (DSSSD). As shown in Section 4.4, the kinematics of the scattered beam or target nuclei is clearly separated by the measured correlation of particle energy and scattering angle. Despite increased straggling in the thick target, these characteristics could be clearly observed for the $^{31}$Mg beam, incident on the 4.0 mg/cm$^2$ thick $^{109}$Ag target at a beam energy of 3.0 MeV/u, as shown

![Figure 5.1: Particle energy versus scattering angle, measured in the DSSSD for the $^{31}$Mg beam, incident on the 4.0 mg/cm$^2$ thick $^{109}$Ag target at a beam energy of 3.0 MeV/u. Only those events are plotted, which coincide with at least one prompt $\gamma$-ray event detected at MINIBALL. The broadened energy distribution of the beam-like particles is mainly caused by straggling in the thick target.](image-url)
in Figure 5.1. A particle gate was applied, to select the scattered $^{31}$Mg ions. Using the position and energy information of the scattered particle, a proper Doppler correction of the coincident $\gamma$ rays was performed for the detected $^{109}$Ag projectile and the corresponding recoiling $^{31}$Mg target nucleus, respectively. Prompt $\gamma$-ray events were corrected for random background coincidences, as described in Section 4.6. The resulting $\gamma$-ray spectra are shown in Figure 5.2.

**Analysis of the $\gamma$-ray spectra**

Applying Doppler correction for scattered $^{109}$Ag target nuclei, strong $\gamma$-ray transitions are observed in the background-subtracted $\gamma$-ray spectra at 311 keV and 415 keV, depopulating Coulomb-excited states in $^{109}$Ag [134]. Doppler correction for beam-like particles gives rise to two transitions at 50 keV and 895 keV, already observed in $\beta$-decay studies of $^{31,32}$Na [74, 135] and assigned to the transitions of a known excited state at 945 keV in $^{31}$Mg. The small Doppler-broadening of the 50 keV transition in the spectrum corrected for $^{31}$Mg is due to the long half-life of 16(3) ns [74]. The time of flight between target and CD-detector is only 1.7-3.2 ns, thus these $\gamma$ rays were emitted at rest after implantation in the detector. There is evidence for some more transitions de-exciting states in $^{31}$Mg. Despite high background radiation, coming from bremsstrahlung, there is clear indication for two transitions at 171 keV and 221 keV, which are assigned to transitions of a known excited $3/2^-$ state at 221 keV [74, 77, 78, 135]. Two more transitions at 623 keV and 673 keV were already established by the $\beta$-decay studies as depopulating transitions of an excited state at 673 keV into the $3/2^+$ state at 50 keV and the ground state, respectively. The transition at 724 keV was observed for the first time in this work. To identify this $\gamma$-ray transition unambiguously and to place it into the level scheme, information on coincident transitions has been evaluated. Multiple $\gamma$-ray events, that are in prompt
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Figure 5.3: Prompt $\gamma$-ray coincidences in the Coulomb-excitation spectrum of $^{31}$Mg, (a) for the 895 keV transition and (b) for the 724 keV transition, respectively. Coincident $\gamma$ rays can be observed at 50 keV, 171 keV and 221 keV Doppler correction was done for the detected $^{31}$Mg nucleus.

Coincidence with a detected beam particle, have been sorted into a $\gamma\gamma$-matrix. The known coincident transitions at 895 keV and 50 keV from a $5/2^+ \rightarrow 3/2^+ \rightarrow 1/2^+$ cascade are confirmed by coincidence relations, as shown in Figure 5.3(a). Despite low statistics of 2-3 counts on a mean background of about 0.02 count/keV, which is in good agreement with the MINIBALL $\gamma$-ray efficiency of $\sim 10\%$, the cut spectrum on the 724 keV transition shows clear evidence for coincident $\gamma$ rays at 50 keV, 171 keV and 221 keV (see Figure 5.3(b)). These transition energies are all known to belong to the low-energy level scheme of $^{31}$Mg [74, 135]. The new 724 keV transition can be inserted clearly into the level scheme of $^{31}$Mg as de-exciting transition of the 945 keV state, feeding a known $3/2^+$ state at 221 keV [77, 78]. The direct decay of the 945 keV state into the ground state was not observed. A summary of the observed transitions and relative intensities can be found in Figure 5.4.

The shape of the 895 keV line in the measured $\gamma$-ray spectrum does not follow a simple Gauss distribution, but has a slightly broader base (see Figure 5.5). This characteristic can be explained by the fact that the lifetime of the 945 keV state is of the same order of magnitude than the time of flight of the excited nucleus through the target. If the Coulomb-excitation reaction takes place towards the end of the target, almost all excited nuclei will de-excite in-flight after the target. The detected energies $E_{\text{CD}}$ of the nuclei in the CD detector correspond directly
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Figure 5.4: Measured $\gamma$-ray energies and relative intensities of the transitions observed in the Coulomb-excitation experiment of $^{31}$Mg. The spin and parity assignments of the states will be discussed later in the text.

Figure 5.5: Shape of the 895 keV line of $^{31}$Mg, indicating a lifetime of the level of the same order of magnitude than the time of flight through the target. The peak is fitted with contributions from the $^{31}$Mg decaying after the target ($\beta_{\text{CD}} = \beta^*$) and during slowing down inside the target ($\beta_{\text{CD}} < \beta^*$).
to the velocities $\beta^*$ of the nuclei at the moment of de-excitation. These events are Doppler corrected properly, resulting in a narrow contribution to the peak. If the nuclei get Coulomb excited right in the beginning or in the middle of the target, de-excitation may occur even during the slowing down process in the target. In the present case the maximum energy loss in the target after the reaction is about 40.3 MeV for a scattering process with $\theta = 53.7^\circ$ at the beginning of the target. Thus, the detected particle energies $E_{CD}$ might be significantly lower, yielding slower velocities $\beta_{CD} < \beta^*$, than at the moment the $\gamma$ ray was emitted. For these events the Doppler correction fails, leading to a slight shift of the detected energies to higher or lower values, depending whether the $\gamma$ rays were emitted in forward or backward direction. Figure 5.6 shows the distribution of the Doppler-corrected $895$ keV $\gamma$ rays detected in forward ($\theta_{\text{CM}} < 90^\circ$) and in backward direction ($\theta_{\text{CM}} > 90^\circ$), respectively. The maximum time of flight through the target is about 0.45 ps. Thus, the ratio of the intensities of the narrow and broad contributions gives an estimation of the lifetime of the level at 945 keV, which yields only a few tenths of a picosecond.

**Reduced transition probabilities**

The measured de-excitation yields of the $\gamma$-ray transitions in $^{31}$Mg were used to determine the experimental Coulomb-excitation cross sections, which depend on the unknown reduced transition probabilities. These cross sections were normalized to the well-known cross sections for exciting the $3/2^-$ and $5/2^-$ states in the $^{109}$Ag target, as shown in Section 3.6.3. According to Section 4.5.6, each isotope in the beam has a different cross section for excitation of the target nuclei. Therefore, the de-excitation yields of the $\gamma$-ray transitions in $^{109}$Ag were corrected with the deduced effective beam composition, yielding a $^{31}$Mg fraction of 77.4% for the excitation of the $3/2^-$ state and 77.7% for the excitation of the $5/2^-$ state. The fit of the experimental data was performed using the coupled-channels Coulomb-excitation code GOSIA [122]. The electromagnetic transition matrix elements were fitted using a least squares fit. The calculation took into account: the energy loss of the projectile in the target material, the angular distribution of the emitted $\gamma$ ray, internal conversion coefficients, the position and efficiency of each MINIBALL cluster detector, and an integration over the scattering angle range of $\theta_{\text{CM}} = 21.4$–67.0°, which is covered by the CD detector.

Due to the unknown spin and parity values of excited states in $^{31}$Mg, different scenarios for the spin and parity of the 945 keV state and different excitation modes were assumed:

(i) The 945 keV state has a spin and parity of $5/2^+$ or $7/2^+$. Excitation takes place by a pure 2-step excitation, i.e. via $M1$ or $E2$ excitation $1/2^+_g \rightarrow 3/2^+$ and a subsequent $E2$ excitation $3/2^+ \rightarrow (5/2^+, 7/2^+)$.  

(ii) The 945 keV state has a spin and parity of $1/2^-$ or $3/2^-$ and is excited via an $E1$ excitation from the ground state.

(iii) The 945 keV state has a spin and parity of $5/2^-$ or $7/2^-$ and is excited via an $E3$ excitation from the ground state.

(iv) The 945 keV state has a spin and parity of $3/2^+$ and is excited via an $E2$ excitation from the ground state.

(v) The 945 keV state has a spin and parity of $...$
5/2$^+$ and is excited via a direct E2 excitation from the ground state.

To limit the model space of the Coulomb-excitation calculation a truncated level scheme of $^{31}$Mg was used at this point, containing the following states and connecting transitions that are relevant for excitation of the 945 keV state: the 1/2$^+$ ground state, the 3/2$^+$ state at 50 keV, and the 945 keV state. Other levels contribute less than 10\% to the excitation schemes and were neglected.

First, a possible 2-step excitation into the 945 keV state via the two consecutive transitions with 50 keV and 895 keV, respectively: $1/2^+_{g.s.} \rightarrow 3/2^+ \rightarrow (5/2^+, 7/2^+)$ is clearly excluded. The known $B(M1, 3/2^+ \rightarrow 1/2^+_{g.s.}) = 0.0190(37)$ $\mu_N^2$ value [72] for the M1 excitation implies a M1 Coulomb-excitation cross section of 0.05 mb for the 50 keV state. Consequently the next excitation to the 945 keV state, even with an E2 matrix element far beyond the recommended upper limit (RUL) of 100 W.u. for E2 strengths [136], would yield a nanobarn cross section, which is orders of magnitude less than the measured value of around 130 mb. Therefore the M1 contribution to the excitation is negligible. A large E2 component of $B(E2, 1/2^+ \rightarrow 3/2^+) = 460$ e$^2$fm$^4$ was assumed for the first excitation step, which is comparable to the E2 strength of the collective $0^+ \rightarrow 2^+$ transition in $^{32}$Mg. In order to reproduce the measured $\gamma$-ray yields, the second excitation into the 945 keV state would have to have an excitation strength of $B(E2, 3/2^+ \rightarrow 7/2^+) \approx 2300$ e$^2$fm$^4$ which is again significantly higher than the RUL for E2 strengths (cf. Fig. reftrans-prob-calc). Consequently scenario (i), a 2-step excitation process, can only play a negligible role in exciting the 945 keV state. Thus, the main contribution of the excitation comes from direct excitation from the 1/2$^+$ ground state into the 945 keV state.

In the case of a 1-step excitation via $E1$ the 945 keV level would have negative parity and the spin would be limited to 1/2 or 3/2. For the assumption of a 1/2$^-$ state at

![Figure 5.7: Calculated transition strengths of the Coulomb-excited $^{31}$Mg. Due to the unknown spin and parity value of the 945 keV state different scenarios were tested to reproduce the measured Coulomb-excitation cross section. All values are given in terms of the recommended upper limits (RUL) for transition strengths [136], i.e. transitions with values $> 1$ can be excluded (shaded interval). The only scenario giving reasonable values is a direct E2 excitation from the 1/2$^+$ ground state into a 5/2$^+$ state at 945 keV followed by a strong M1 de-excitation into the 3/2$^+$ state at 50 keV. Detailed information is given in the text.](image-url)
945 keV GOSIA calculated excitation probabilities of 0.466 e²fm², which exceeds the RUL of 0.1 W.u. for E1 transitions [136] by more than a factor 7. For a 3/2⁻ state GOSIA calculated a reduced excitation probability of \( B(E1, 1/2^+ \rightarrow 3/2_{2}^-) = 0.224 \) e²fm². For de-excitation into the 3/2⁺ state at 50 keV the calculation yielded \( B(E1) = 3.3 \) W.u. and \( B(M1) = 71.3 \) W.u. for de-excitation into the 3/2⁻ state at 221 keV, respectively. All these values are significantly higher than the recommended upper limits of each transition and scenario (ii) can be excluded. Also an excitation via E2 to a 5/2⁻ or 7/2⁻ state would yield a similar disproportionally huge value of \( B(E2) > 40000 \) e²fm⁶, which exceeds the RUL by at least a factor of 4. Thus, a negative parity state, i.e. scenario (iii), can be excluded.

The remaining possibilities to get consistent values for the excitation of the 945 keV state are the scenarios (iv) and (v). Hence, the 945 keV state has to be a 3/2⁺ or a 5/2⁺ state and the population has to proceed via a direct (1-step) E2 excitation from the ground state. Now the full known level scheme of \(^{31}\text{Mg}\) up to 1 MeV and all known and newly observed transitions were taken into account for the calculation, with adopted \( B(E1), B(E2), \) and \( B(M1) \) values for the states up to 500 keV [72, 77]. Predicted spectroscopic quadrupole moments \( Q_\pi \) and their reduced matrix elements for the 3/2⁺ and 5/2⁺ states [48, 76], so-called re-orientation matrix elements, were included into the calculation, using

\[
Q_\pi^{2\ell} = -\sqrt{\frac{16\pi I(2I-1)}{5(I+1)(2I+1)(2I+3)}} M_{a\ell, a\ell}(E2),
\]

where \( M_{a\ell, a\ell}(E2) = -\langle a\ell||\mathbf{M}(E2)||a\ell'\rangle \) is the reduced matrix element [24].

For the assumption of a 3/2⁺ state at 945 keV the reduced transition probability was calculated to be \( B(E2, 1/2^+ \rightarrow 3/2^{+}) = 198 \) e²fm⁴. De-excitation was investigated using the measured branching ratios of 74(12)% for the 895 keV transition, 24(7)% for the 724 keV transition, and an upper limit of <2.6(8)% for the unobserved direct transition to the ground state. De-excitation of a 3/2⁺ state at 945 keV would have to proceed via \( E2 + M1 \) transitions to the ground state and the 3/2⁺ state at 50 keV, respectively. The investigated branching ratios yield a ground-state transition via \( M1+E2 \) with a reduced transition probability that is hindered by a factor of about \( 10^{-4} \) compared to the 895 keV transition. This is very unlikely due to the similar \( 2p3h \) configuration of the ground state and the first \( 3/2^+ \) excited state at 50 keV [48]. Thus, scenario (iv), i.e. a 3/2⁺ state at 945 keV can be rejected.

The only remaining possibility is that the 945 keV is a 5/2⁺ state, i.e. scenario (v). The analysis yielded a reduced transition probability of \( B(E2) = 182 \pm 17 \) (stat.) \( \pm 9 \) (syst.) e²fm⁴. The error bar is dominated by the statistical error on the number of counts in the observed \( \gamma \)-ray transitions. The systematic error includes mainly the uncertainty on the beam composition, as well as the uncertainties on the \( B(E2) \) values of the \(^{109}\text{Ag} \) target excitation. Investigating de-exciting transitions, a pure \( E2 \) transition to the 50 keV state would imply an unreasonably high \( B(E2) \) value of about \( 2700 \) e²fm⁴, which is in fact about \( 4.7 \times \) RUL, to reproduce the measured intensities. Thus, de-excitation to the 50 keV state proceeds via a strong \( M1 \) transition. The magnitude of the \( M1 \) strength depends mostly on the multipole mixing ratio \( \delta \) of the transition and its absolute \( E2 \) strength. To fix these parameters, the excitation and de-excitation process was calculated for different \( B(E2) \) and \( B(M1) \) values of the 895 keV tran-
position. Figure 5.8 shows the magnitude of the resulting total $\chi^2$, depending on the $E2$ and $M1$ strengths. The $\chi^2$ contains mostly the deviation of the calculated and measured $\gamma$-ray yields, as well as of known branching ratios, lifetimes, and transition strengths. Obviously the $\chi^2$ depends weakly on the $B(E2)$ for a given $B(M1)$ value. Thus, the absolute $E2$ strength has to be determined by another technique, for example a measurement of the multipole mixing ratio $\delta$ via the angular distribution of the emitted $\gamma$ rays. For the $M1$ strength of the 895 keV transition the calculated $\chi^2$ has its minimum at $B(M1, 5/2^+ \rightarrow 3/2^+) = 0.18(5) \, \mu_N^2$. The additional de-excitation to the $3/2^-(\pi^-)$ state at 221 keV had to proceed via an $E1$ transition with $B(E1) = 12(4) \times 10^{-4} \, e^2f m^2$. A brief summary of the transition strengths calculated for the different scenarios of the spin and parity of the 945 keV state is given in Figure 5.7.

The deduced transition strengths can be used to calculate the lifetimes of the populated states. For the 945 keV state GOSIA gives an average lifetime of $\tau_{5/2^+} = 0.32(9) \, ps$, assuming an $E2$ strength of $60 \, e^2f m^4$ for the 895 keV transition, which is of the same order as the $E2$ strength of the ground-state transition. This result agrees well with the lifetime, which was estimated using the observed line shape of the 895 keV transition (cf. pages 57f).

For the 673 keV state, which is a $3/2^+$ state with a $0p1h$ configuration [78], the analysis yielded a reduced transition probability of $B(E2, 1/2^+ \rightarrow 3/2^+) = 21(8) \, e^2f m^4$. Assuming purely $E2$ de-excitation from this state as well, the calculation gives $B(E2) = 11(5) \, e^2f m^4$ and $B(E2) = 24(12) \, e^2f m^4$ for the 673 keV and 623 keV transitions, respectively. For the lifetime of this state GOSIA gives $\tau_{3/2^+} = 80(30) \, ps$. The $B(E2)$ value of the 50 keV transition could not be determined due to feeding and a complex, non-uniform efficiency for these 50 keV $\gamma$ rays in the MINIBALL detectors, as stated in Section 4.2.2.

All reduced transition probabilities that were deduced in this experiment are presented in Figure 5.9. For the first time a clear spin and parity assignment was done for the 945 keV state. This $5/2^+$ state is part of a strong collective $K^\pi = 1/2^+$ band in $^{31}$Mg.

\begin{figure}
\centering
\includegraphics[width=0.7\textwidth]{figure59.png}
\caption{Measured reduced transition probabilities for $^{31}$Mg. $B(E2)$ values are given in $e^2f m^4$, $B(E1)$ in $10^4 \, e^2f m^2$, and $B(M1)$ in $\mu_N^2$. Transition probabilities for the shaded transitions of the levels below 500 keV are taken from [72,77].}
\end{figure}

### 5.1.2 Measurement at 3.0 MeV/u on a 1.9 mg/cm$^2$ thick $^{109}$Ag target

Another part of the Coulomb-excitation experiment on $^{31}$Mg with MINIBALL at REX-ISOLDE was performed with a 1.9 mg/cm$^2$ thick $^{109}$Ag target. The intensity of the post-accelerated ion beam was 3500(200) ions/s at an energy of 3.0 MeV/u. Scattered $^{31}$Mg ions were identified and selected by means of the measured correlation of particle energy and scattering angle in the CD detector (DSSSD), as shown in Figure 5.10. Due to the thinner target, compared to the measurement presented in the last section, straggling is reduced significantly. A particle gate was applied, to select the scattered $^{31}$Mg ions (cf. Section 4.4). Using the position and energy information of the scattered particles, Doppler correction of the coincident $\gamma$ rays was performed, either in the rest frame of the projectile or the target nuclei. Additionally prompt $\gamma$-ray events were corrected for random background coincidences. The resulting $\gamma$-ray spectra are shown in Figure 5.11. Despite low statistics some de-excitation $\gamma$ rays are observed in the
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Figure 5.11: Doppler-corrected (DC) and background-subtracted $\gamma$-ray spectra in coincidence with scattered beam particles. $\gamma$-ray transitions from the Coulomb excitation of projectile and target nuclei were observed. For $\gamma$-ray energies above 550 keV the scale was zoomed in by a factor of 10 for visibility reasons. Further information is given in the text.

Figure 5.10: Particle energy versus scattering angle, measured in the DSSSD for the $^{31}$Mg beam, incident on the 1.9 mg/cm$^2$ thick $^{109}$Ag target at a beam energy of 3.0 MeV/u. Only those events are plotted, which coincide with at least one prompt $\gamma$-ray event detected at MINIBALL. Compared to Fig. 5.1 straggling is reduced significantly due to the thinner target. Thus, also some scattered target nuclei can be observed at energies below 20 MeV.

Reduced transition probabilities

The measured intensities of the $\gamma$-ray transitions depopulating Coulomb-excited states in the $^{109}$Ag target and $^{31}$Mg projectile nuclei, respectively, were used to determine the excitation strength of the 945 keV state of $^{31}$Mg. Deduced Coulomb-excitation cross sections were normalized to the well-known cross sections for exciting the 311 keV and 415 keV states in the $^{109}$Ag target nuclei. Spin and parity assignments for

background-subtracted and Doppler-corrected spectra for both, Coulomb-excited projectile and target nuclei. For $^{109}$Ag the well known transitions at 311 keV and 415 keV are identified, depopulating Coulomb-excited 3/2$^-$ and 5/2$^-$ states, respectively [134]. Applying Doppler correction for scattered $^{31}$Mg nuclei, the two transitions at 50 keV and 895 keV are visible, which are assigned to the known transitions of the 945 keV state in $^{31}$Mg [74,135]. Also the newly observed 724 keV transition (cf. p.56) can be found, even though there is poor statistics of only 5.6(2.4) counts.
the different states of $^{31}$Mg, which could be deduced in the detailed analysis of the experiment with the 4.0 mg/cm$^2$ thick $^{109}$Ag target, were taken into account. Finally the GOSIA calculations yielded a reduced transition probability of $B(E2) = 138 \pm 42 \text{ (stat.)} \pm 21 \text{ (syst.)} \text{ e}^2\text{fm}^4$ for the excitation of the $5/2^+$ state in $^{31}$Mg. The obtained value agrees well with the transition strength of $B(E2) = 182(20) \text{ e}^2\text{fm}^4$ deduced with the thicker target.

5.2 Coulomb excitation of $^{29}$Na

After the successful experiment on neutron-rich $^{31}$Mg, another Coulomb-excitation experiment was proposed with the MINIBALL setup at REX-ISOLDE to study the $N = 19$ isotope of $^{31}$Mg, which is $^{30}$Na, as well as the $N = 18$ sodium isotope $^{29}$Na. The aim was to determine their reduced transition probabilities.

The Coulomb-excitation experiment of $^{29}$Na was carried out at REX-ISOLDE at a final beam energy of 2.85 MeV/u. Due to the very short half-life of 44.1(9) ms [137] special attention had to be paid on the optimization of the working cycle of the REX-ISOLDE charge breeding system in order to minimize losses caused by in-trap decay. Therefore the charge breeding and repetition times were set to 13 ms and 20 ms, respectively. The fast release of the sodium ions out of the primary target enables the use of a very restrictive time gate of only 275(10) ms after the proton impact on the primary target in the off-line analysis. Thus, the average relative amount of $^{29}$Na in the post-accelerated radioactive ion beam was increased to 29.5(7)$\%$, which is equivalent to an absolute value of 2700(100) ions/s at the MINIBALL scattering target. To maximize the yield of the Coulomb-excitation reaction, the scattering target consisted of a stack of two $^{104}$Pd targets with thicknesses of 1.9 mg/cm$^2$ and 2.2 mg/cm$^2$, respectively. The beam on target time added up to almost 64 hours. For $\gamma$-ray detection seven MINIBALL triple cluster detectors were available. More information on the experimental details and the beam composition can be found in Chapter 4.5.

Figure 5.12: Particle energy versus scattering angle, measured in the CD detector for the $A = 29$ beam, incident on the 4.1 mg/cm$^2$ thick $^{104}$Pd target at a beam energy of 2.85 MeV/u. Due to the distinctive, $Z$-dependent energy loss in the target $^{29}$Na and $^{29}$Al can be identified and partially separated. Only those events are plotted, which coincide with at least one prompt $\gamma$-ray event detected at MINIBALL.

5.2.1 Measurement at 2.85 MeV/u on a 4.1 mg/cm$^2$ thick $^{104}$Pd target

Scattered $^{29}$Na ions were selected by a particle gate on the measured correlation of particle energy and scattering angle in the CD-detector, according to Section 4.4. As shown in Figure 5.12 the isobars $^{29}$Na and $^{29}$Al can be well identified and partially separated due to their distinctive energy losses in the target. Nevertheless the particle gate includes all $A = 29$ nuclei. Using the position and energy information of the scattered particle, a proper Doppler correction of the coincident $\gamma$ rays was performed for the detected $A = 29$ projectile and the corresponding recoiling $^{104}$Pd target nucleus, respectively. The resulting prompt, background-subtracted $\gamma$-ray spectra are shown in Figure 5.13.

Analysis of the $\gamma$-ray spectra

De-excitation $\gamma$ rays of excited states of both projectile and target nuclei were observed in the spectra, shown in Figure 5.13. The well-known $2^+ \rightarrow 0^+$ transition in $^{104}$Pd at 555.8 keV [138] was the strongest $\gamma$-ray transition in the prompt, background-subtracted spectrum. Due to the slow velocities of the scattered target nuclei ($\beta \approx 0$), which were mostly stopped in the target, no Doppler correction was necessary. Additionally at 767.8 keV the de-exciting transition of
Figure 5.13: Doppler-corrected (DC) and background-subtracted γ-ray spectra in coincidence with beam particles. γ-ray transitions from the Coulomb excitation of projectile and target nuclei were detected. Further information is given in the text.

Figure 5.14: Prompt Coulomb-excitation spectrum of \(^{29}\)Na, compared to the random background X-ray radiation, both including Doppler correction for the scattered projectile. The excess of prompt 72 keV γ rays is clearly visible.

the \(4^+\) state to the \(2^+\) state \([138]\) was observed, even though it contained only 5(2) counts.

Prior to the Coulomb-excitation experiment on the neutron-rich \(\text{Na}\) isotopes an experiment on \(^{200}\)Po was performed at the MINIBALL setup. Therefore in the analysis of the γ-ray spectra special attention had to be paid to the background radiation, coming from the long-lived decay products of \(^{200}\)Po. Strong X-ray radiation following β-decay of \(^{200}\)Pb and \(^{200}\)Tl matched the γ-ray energy of a known transition in \(^{29}\)Na at 72 keV \([81]\). Thus, careful investigation of the low-energy spectra of prompt (Coulomb excitation) and random (background) γ-ray events was mandatory (see Figure 5.14). It was possible to determine the γ-ray yield of the 72 keV transition, depopulating the Coulomb-excited proposed \(5/2^+\) state in \(^{29}\)Na with reasonable accuracy.

A detailed analysis of the line-shape of the 72 keV transition similar to the analysis of the line shape of the 895 keV transition in \(^{31}\)Mg (cf. Fig. 5.5,5.6) revealed information on the lifetime of the 72 keV state in \(^{29}\)Na. The prompt, Doppler-corrected and background-subtracted γ-ray events were plotted depending on the angle \(\theta_{\text{CM}}\) between scattered nucleus and γ-ray. The resulting spectrum for backward angles (\(\theta_{\text{CM}} > 90^\circ\)) is shown in Figure 5.15. Whereas the \(^{31}\)Mg spectrum for this angular
range showed events that were slightly shifted to lower energies due to $\gamma$-ray emission during slowing-down in the target, the line shape of the 72 keV transition shows some events that were shifted to slightly higher energies after Doppler correction. For $\theta_{\text{CM}} < 90^\circ$ some events were shifted to lower energies. Thus, most $\gamma$ rays were emitted in flight ($\beta^* = \beta_{\text{CD}}$), but some of them had to be emitted in rest after implantation in the DSSSD ($\beta^* = 0 < \beta_{\text{CD}}$), for which the Doppler correction failed. Depending on the scattering angle and velocities of $\beta_{\text{CD}} = 4.9$–6.4% for the scattered $^{29}$Na nuclei, the time-of-flight (TOF) from the target to the CD detector was between 1.7–3.5 ns. The ratio of the shifted and unshifted component, indicated in Figure 5.15, gives an estimate of the lifetime of the 72 keV state: $\tau \approx 0.90 \text{ TOF}_{\text{mean}} \approx 1.8$ ns.

Monte-Carlo shell model (MCSM) calculations by Utsuno et al. predicted $\gamma$-ray transitions depopulating deformed $3/2^+_2$, $5/2^+_2$, and $7/2^+_1$ states in $^{29}$Na at around 2 MeV, which could be Coulomb excited with a moderately large excitation strength [54]. For instance a possible $7/2^+_1$ state might be excited with a transition strength of $B(E2, 3/2^+_2 \rightarrow 7/2^+_1) = 57 \text{ e}^2 \text{ fm}^4$ [54]. No

![Figure 5.15: Shape of the Doppler-corrected 72 keV line of $^{29}$Na for $\gamma$-ray emission in backward direction ($\theta_{\text{CM}} > 90^\circ$). The peak is fitted with two contributions from decay at rest after implantation in the DSSSD ($\beta^* = 0$) and in flight ($\beta^* = \beta_{\text{CD}}$).](image1)

![Figure 5.16: Doppler-corrected and background-subtracted $\gamma$-ray spectra in coincidence with beam particles (top) compared to the background spectrum (bottom) for $\gamma$-ray energies above 1 MeV. No peak from a $\gamma$-ray transition depopulating high-lying Coulomb-excited states in $^{29}$Na was found. Possible candidates for weak transitions are indicated, e.g. the $(5/2^+_2 \rightarrow 5/2^+_1)$ transition at 1516 keV. The structure at around 1200-1400 keV is caused by statistical fluctuations of Doppler-broadened background decay transitions.](image2)
clear experimental sign was found for such transitions due to the low beam intensity of about 3500 ions/s, which was more than three times less than expected from known ISOLDE yields. Possible candidates for weak transitions were found at several energies in the range of 1500-2400 keV, as indicated in Figure 5.16. The most promising one at 1518(4) keV was already known from $\beta$-decay studies as depopulating transition of a $(5/2^+)$ state at 1588 keV [81].

**Reduced transition probabilities**

Following the method presented in 3.6.3 the unknown reduced transition probabilities of excited states of $^{29}$Na were determined using the relative de-excitation $\gamma$-ray yields between $^{29}$Na and the Coulomb-excited, well known $2^+$ state of $^{104}$Pd. The de-excitation yield of the 555.8 keV transition of $^{104}$Pd was corrected with the deduced effective beam composition, including the different Coulomb-excitation cross sections of the isobars for excitation of the target material, yielding a $^{29}$Na fraction of 32.2(10)% for the excitation of the $2^+$ state. To fit the electromagnetic transition matrix elements to the experimental data the coupled-channels Coulomb-excitation codes CLX and GOSIA were used. The calculations were performed integrating over the scattering angle range of $\Theta_{\text{CM}} = 20.9$-66.2°, which is covered by the CD detector, and the energy loss of the projectile in the target material. Corrections of the measured $\gamma$-ray yields for angular distribution effects and internal conversion were taken into account as well as position and efficiency of the MINIBALL cluster detectors.

The spin and parity of the 72 keV state were determined to be $J^2 = 5/2^+$ [83] in agreement with MCSM calculations which favor a $5/2^+$ above the $3/2^+$ ground state [54]. The spectroscopic quadrupole moment of the ground state was measured by $\beta$-NMR spectroscopy, yielding a value of $Q_{3/2^+} = +0.086(3)$ eb [80]. This quadrupole moment was included in the calculation as diagonal matrix element $(3/2^+|E2|3/2^+) = 0.121(4)$ eb. For the 72 keV state the diagonal matrix element was assumed to be $(5/2^+|E2|5/2^+) = 0.039(3)$ eb within a rotational model with $K = 3/2$.

Including this information the GOSIA calculation yielded a reduced transition probability of $B(E2, 3/2^+ \rightarrow 5/2^+) = 150(20) \text{e}^2\text{fm}^4$ for the Coulomb excitation of the $5/2^+$ state at 72 keV. The quoted error is dominated by the statistical error of almost 10% for the measured $\gamma$-ray yield, but also includes a 6% error for the correction for the X-ray radiation background and a 5% error for unobserved feeding from higher-lying excited states. Uncertainties of the beam composition and target excitation were included with 3% and 2%, respectively. The code CLX yields a consistent value of $B(E2) \uparrow = 159(21) \text{e}^2\text{fm}^4$ to reproduce the measured Coulomb-excitation cross section of 212(28) mb for the $5/2^+$ state. The obtained values agree very well with the transition strength of $B(E2) \uparrow = 140(26) \text{e}^2\text{fm}^4$, which was published by Hurst et al. [58].

De-excitation of the 72 keV state had to proceed via a strong $M1$ transition, to reproduce the estimated lifetime of less than 2 ns, described above. The GOSIA calculation yielded a lower limit of $B(M1, 5/2^+ \rightarrow 3/2^+) > 0.06 \mu_N^2$ for the $M1$ strength. Using the equation

$$\delta^2 = \frac{3}{100} \left( \frac{E_\gamma}{\hbar c} \right)^2 \frac{B(E2, J_i \rightarrow J_f)}{B(M1, J_i \rightarrow J_f)},$$

given in [24], where $E_\gamma$ is given in MeV and the reduced transition probabilities are given in units of $e^2\text{b}^2$ for $E2$ and $\mu_N^2$ for $M1$, this corresponds to a multipole mixing ratio $|\delta| < 0.025$.

From Figure 5.16 an upper limit can be calculated for the excitation of the 1588 keV state, known from $\beta$-decay studies [81, 83]. The spin and parity of this state are assigned to $1/2^+$, $3/2^+$, or $5/2^+$ due to the measured $\log f_t = 4.64$ value in combination with the $3/2^+$ ground state of $^{29}$Ne [83, 137]. However, the calculated excitation strength differed only marginally (~5%) on the spin value of the 1588 keV state, yielding $B(E2, 3/2^+ \rightarrow (5/2^+_2)) = 70(40) \text{e}^2\text{fm}^4$. For the proposed $7/2^+$ state [54], as well as for any other higher-lying excited state in $^{29}$Na, only an upper limit could be given for the reduced transition probability. Therefore a detection limit of 2.5 counts was assumed for a transition on an average background of almost 0.1 counts/keV, measured in this experiment with the MINIBALL setup in the
5.3. COULOMB EXCITATION OF $^{30}$NA

In addition to the of $^{29}$Na experiment, another Coulomb-excitation experiment on the neighboring $N = 19$ isotope $^{30}$Na was carried out, using the MINIBALL setup at REX-ISOLDE, to further study the expected transition from spherical sd-shell to deformed sd-pf-shell configurations at the island of inversion.

To achieve this a radioactive $^{30}$Na beam was accelerated by the REX-LINAC up to a final energy of 2.85 MeV/u. The fraction of $^{30}$Na in the radioactive $A = 30$ beam was determined to be almost 14%, but the ratio could be increased up to almost 50% in the analysis by applying a 285 ms wide time gate on the release curve (cf. Section 4.5). The average Na intensity was about 350-750 ions/s. The experiment was split into two separate parts with a break of two days in between due to another MINIBALL experiment on $^{204}$Po. Two different scattering targets were employed, consisting of enriched $^{120}$Sn and $^{104}$Pd with thicknesses of 4.0 mg/cm$^2$ and 4.1 mg/cm$^2$, respectively. The $^{104}$Pd target was a stack of two targets (2.2 mg/cm$^2$ and 1.9 mg/cm$^2$) and was already used during the $^{29}$Na experiment. The beam on target time added up to about 46 hours for the $^{120}$Sn target and almost 38 hours for the $^{104}$Pd target. For $\gamma$-ray detection seven MINIBALL triple cluster detectors were mounted on the support frame around the scattering chamber.

5.3.1 Measurement at 2.85 MeV/u on a 4.0 mg/cm$^2$ thick $^{120}$Sn target

A $^{30}$Na beam with an energy of 2.85 MeV/u was incident on a 4.0 mg/cm$^2$ thick enriched $^{120}$Sn target. Scattered $^{30}$Na nuclei were selected by means of the measured correlation between scattering angle $\theta_{CD}$ and energy deposited in the CD detector as shown in Figure 5.18. Apparent deviations in the detected particle energies are due to insufficient calibration data for the detector in this experiment. Nevertheless it was possible, to perform a sufficient Doppler correction of the coincident $\gamma$-ray events, using the energy and position information of the scattered particles and $\gamma$ rays. The resulting background-subtracted $\gamma$-ray spectra are shown in Figure 5.19, one of them with a Doppler correction in the rest frame of the detected projectile, the other one with a Doppler correction in the rest frame of the target nucleus.
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Figure 5.19: Doppler-corrected (DC) and background-subtracted γ-ray spectra in coincidence with scattered beam particles. Prompt γ-ray transitions from the Coulomb excitation of both projectile (30Na) and target (120Sn) nuclei were detected. Events with 511 keV coming from background radiation were suppressed in the spectra. Further information is given in the text.

Figure 5.18: Particle energy versus scattering angle, measured in the CD detector for the A=30 beam, incident on the 4.0 mg/cm² thick 120Sn target at a beam energy of 2.85 MeV/u. Only those events are plotted, which coincide with at least one prompt γ-ray event detected at MINIBALL. Apparent deviations in the detected particle energies for scattering angles around 25° and 40° are due to insufficient calibration data for the detector in this experiment.

Analysis of the γ-ray spectra

The background-subtracted γ-ray spectra taken during the experiment contain de-excitation events of excited states of both, projectile and target nuclei. Applying Doppler correction for scattered 120Sn nuclei, a weak γ-ray transition of the well-known 2⁺→0⁺ transition was observed at 1171 keV [139] with a total intensity of 12.3(34) counts. Doppler correction for scattered A=30 projectiles revealed a strong γ-ray transition at 424 keV, which was already observed by Ettenauer et al. [45] and assigned to the ground-state transition of an excited (3⁺) state in 30Na at 424 keV. De-exciting transitions of low-lying excited 1⁺ states, which were known from β-decay studies of 30Ne [83], were not observed in this Coulomb-excitation experiment. An accumulation of γ-ray events at around 924 keV could be interpreted as a possible candidate for the proposed (4⁺) state in 30Na. Its identification and placement in the level scheme will be presented later on in the analysis of the experiment using the palladium target (see Section 5.3.2).
Reduced transition probabilities

The reduced transition probability from the ground state to the \((3^+)^{\prime}\) state of \(^{30}\text{Na}\) at 424 keV was determined by means of the measured intensity of the depopulating \((3^+)^{\prime}\) \(\rightarrow\) \(2^+\) \(\gamma\)-ray transition, relative to the well-known cross section for Coulomb exciting the \(2^+_1\) state in \(^{120}\text{Sn}\). The de-excitation yield of the 1171 keV transition of \(^{120}\text{Sn}\) had to be corrected for the excitation cross sections of the beam contaminants. CLX calculations yielded an effective fraction of 50.8(30)% for target excitation caused by \(^{30}\text{Na}\).

The fit of the experimental data was performed using the coupled-channels Coulomb-excitation code GOSIA, integrating over the energy loss of the projectiles in the target material and integrating over the scattering angle range of \(\Theta_{\text{cm}} = 20.5-64.8^\circ\), which was covered by the DSSSD. Position and efficiency of the MINIBALL detectors were taken into account as well as calculated internal conversion coefficients \([140]\) and corrections for angular distribution effects.

To get the correct Coulomb-excitation cross section of the \(2^+_1\) state of \(^{120}\text{Sn}\) all excited states up to the \(3^-\) state at 2400 keV were included into the calculation, together with the data of all known transitions and transition probabilities \([139]\). Finally, a value of \(\sigma_{\text{CE},2^+_1} = 49.5\) mb was determined for Coulomb exciting the \(2^+_1\) state at 1171 keV.

The spin and parity of the 424 keV state in \(^{30}\text{Na}\) are not fixed experimentally, but recent shell-model calculations favor a deformed \(3^+\) state at this energy \([54]\). The quadrupole moment of the \(2^+\) ground state was predicted to be \(Q_0 = 58\) efm\(^2\) \([54]\). Thus, within a rotational model applied to the \(K = 2\) yrast band, a value of \(|\langle 2^+|E2|2^+\rangle| = 0.219\) eb was assumed for the diagonal matrix element of the ground state. The MCSM calculations predicted a rather large \(M1\) contribution for the \(2^+ \rightarrow 3^+\) transition with a transition strength of \(B(M1)|\langle 2^+|E2|2^+\rangle| = 0.268\) \(\mu^2\) \([45]\), which was included in the present calculations.

All information on low-lying levels up to 1 MeV, e.g. energy, spin, parity, branching ratio, etc., which were determined by \(\beta\)-decay studies \([83]\), was taken into account carefully. Finally, the GOSIA calculation yielded a reduced transition probability of \(B(E2,\ 2^+ \rightarrow (3^+)^{\prime}) = 320(100)\) e\(^2\)fm\(^4\) for the excitation of the 424 keV state in \(^{30}\text{Na}\). The quoted error is dominated by the statistical errors of 28% and 9.6% for the measured de-excitation yields of target and projectile, respectively. Systematic errors arising from uncertainties of the deduced beam composition and of the calculated target excitation cross section, were taken into account with 7% and 2%, respectively.

The transition probability deduced in the present experiment, exceeded the published value of \(B(E2,\ 2^+ \rightarrow 3^+)^{\prime} = 147(21)\) e\(^2\)fm\(^4\), which was obtained by intermediate-energy Coulomb excitation of \(^{30}\text{Na}\) \([45]\) by more than a factor of 2. Thus, it was necessary, to perform another independent and precise Coulomb-excitation measurement on \(^{30}\text{Na}\).

5.3.2 Measurement at 2.85 MeV/u on a 4.1 mg/cm\(^2\) thick \(^{104}\text{Pd}\) target

In order to solve the puzzling discrepancy in the previously measured \(B(E2)\) values and to further investigate higher-lying excited states a second Coulomb-excitation experiment on \(^{30}\text{Na}\) was performed with MINIBALL at REX-ISOLDE. Therefore the \(A = 30\) beam was accelerated up to 2.85 MeV/u and shot at a \(^{104}\text{Pd}\) target with a total thickness of 4.1 mg/cm\(^2\). The amount of sodium in the beam was 48.2(12)% for the analyzed data. The absolute sodium beam intensity was 550(60) ions/s on average, which

![Figure 5.20: Particle energy versus scattering angle, measured in the CD detector for the A=30 beam, incident on the 4.1 mg/cm\(^2\) thick \(^{104}\text{Pd}\) target at a beam energy of 2.85 MeV/u. Only those events are plotted, which coincide with at least one prompt \(\gamma\)-ray event detected at MINIBALL.](image-url)
was more than five times less than originally expected. More information on the experimental details and the beam composition is given in Chapter 4.5.

Scattered \(^{30}\)Na ions were identified and selected by means of the measured correlation between scattering angle \(\theta_{CD}\) and particle energy in the CD detector, as shown in Figure 5.20. Using the position information of the scattered particle and the coincident \(\gamma\) ray, which were provided by the segmentation of the DSSSD and the MINIBALL detectors, respectively, a proper Doppler correction of the emitted \(\gamma\) rays was performed. For the projectile Doppler correction is essential due to the relatively high recoil velocities \(\beta > 5\%\), whereas the scattered target nuclei can be assumed to be almost at rest due to the low momentum transfer and high stopping power. According to section 4.6 a time gate was applied on prompt particle-\(\gamma\) coincidences, to suppress random background events effectively. The resulting Doppler-corrected and background-subtracted \(\gamma\)-ray spectra for both kinematics of projectile and target nuclei are shown in Figure 5.21.

**Analysis of the \(\gamma\)-ray spectra**

Performing the Doppler correction according to the kinematics of scattered target nuclei, the prominent transition in the resulting \(\gamma\)-ray spectrum at 555.8 keV is the well-known \(2^+ \rightarrow 0^+\) transition in \(^{104}\)Pd [138]. Doppler correction for beam-like nuclei gives rise to a strong transition at 424 keV, which was already observed in previous Coulomb-excitation experiments of \(^{30}\)Na [45]. This transition was assigned to the de-excitation of an excited \((3^+)\) state in \(^{30}\)Ne [83], wherefrom a \(\beta\)-decay experiment of \(^{30}\)Ne [83], were not observed. Nevertheless, an accumulation of \(\gamma\)-ray events at around 924 keV was found, which could be a possible candidate for the de-excitation of a proposed \((4^+)\) state in \(^{30}\)Na. All these findings are in agreement with the results.
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Figure 5.22: Sum spectrum of the Coulomb-excitation experiments on $^{30}$Na, using the data sets taken with the $^{120}$Sn target and the $^{104}$Pd target, background subtracted and Doppler corrected for $^{30}$Na. In addition to the known 424 keV transition there is evidence for two weak transitions at 501 keV and 925 keV depopulating an excited state at 925 keV. These findings were confirmed by coincidence relations (see below). Events with 511 keV coming from background radiation were suppressed.

Figure 5.23: Prompt particle-$\gamma\gamma$ coincidence spectrum of the Coulomb excitation of $^{30}$Na, gated on the 424 keV transition. Coincident $\gamma$-ray transitions were observed at 501(5) keV, feeding the 424 keV state. Doppler correction was performed for the detected $^{30}$Na nucleus. $\gamma$ rays with a detected energy between 508 keV and 514 keV were excluded from the analysis, to eliminate possible random coincidences with 511 keV $\gamma$ rays.

from the Coulomb-excitation experiment on a $^{120}$Sn target, which was already presented in the previous section of this work.

In order to facilitate observation and identification of weak $\gamma$-ray transitions in $^{30}$Na, data sets taken with both targets, i.e. $^{120}$Sn and $^{104}$Pd, were summed. The resulting $\gamma$-ray spectrum is shown in Figure 5.22. It revealed a new $\gamma$-ray transition at 925 keV, which could be assigned to a proposed $4^+$ state in $^{30}$Na, as well as a possible branching to the $(3^+)$ state with a transition energy of 501 keV. To identify these transitions unambiguously and to allocate them in the level scheme of $^{30}$Na, experimental data were sorted into a prompt particle-$\gamma\gamma$ coincidence matrix. This technique was already established successfully in the analysis of the $^{31}$Mg Coulomb-excitation experiment (cf. Sec. 5.1.1). A coincidence gate was set on the $(3^+) \rightarrow 2^+$ transition at 424 keV to investigate $\gamma$-ray transitions feeding the $(3^+)$ state. MCQM calculations predicted a strong $4^+ \rightarrow 3^+$ transition with $B(M1, 4^+ \rightarrow 3^+) = 0.43 \mu_N^2$ [45]. With the high $\gamma$-ray efficiency of the MINIBALL array a verification of this prediction should be feasible by the measured coincidence relations. The cut spectrum on the 424 keV transition showed $\gamma$-ray events at 501(5) keV, which were coincident with the $(3^+) \rightarrow 2^+$ transition in $^{30}$Na, as shown in Figure 5.23. This would be perfectly in line with the results deduced from the $\gamma$-ray singles spectra in Figure 5.22, which favored an excited state at 925 keV with about 67% $\gamma$-ray decay branching to the $2^+$ ground state and about 33% branching to the $(3^+)$ state at 424 keV. This
state at 925 keV is a possible candidate for the proposed $4^+$ state in $^{30}$Na [54]. Moreover it is thought to form a doublet with an $1^+$ state at 924(2) keV, which was observed by $\beta$-decay studies [83]. The known decay branches of the $1^+$ state were not observed in this experiment.

**Reduced transition probabilities**

The measured intensities of the $\gamma$-ray transitions depopulating Coulomb-excited states in the $^{104}$Pd target and $^{30}$Na projectile nuclei, were used to determine the dedicated Coulomb-excitation cross sections. The Coulomb-excitation cross sections depend on the unknown reduced transition probabilities, which are of further interest. Therefore, the deduced cross sections of excited state in $^{30}$Na are normalized to the well-known cross section for exciting the $2^+$ state in $^{104}$Pd, as shown in Section 3.6.3 and all the experiments previously discussed. The de-excitation yield of the 555.8 keV transition was corrected for the effective beam composition (cf. Sect. 4.5.6), yielding a fraction of 52.6(14)% on average for $^{30}$Na exciting the $2^+$ state in $^{104}$Pd. The fit of the experimental data was performed using the coupled-channels Coulomb-excitation code GOSIA [122,123]. The calculation took into account position and efficiency of each individual MINIBALL detector, angular distribution effects of the emitted $\gamma$ ray as well as internal conversion coefficients. Integration limits of the calculation were given by the scattering angle range of $\Theta_{CM} = 20.5-66.4^\circ$, which was covered by the DSSSD, and the energy loss of the projectile in the target.

For the calculation of the Coulomb-excitation cross section of the $2^+$ state of $^{104}$Pd all excited states up to the $4_2^+$ state at 2082 keV were included into the calculation, together with the data of all known transitions and transition probabilities [138]. To complete the data sets for the Coulomb-excitation calculations of $^{30}$Na, all information available on experimentally known low-lying excited states and electromagnetic transitions as well as on predicted quadrupole moments, transition probabilities and spin assignments, was taken into account. The spin and parity of the 424 keV state were assumed to be $3^+$ [45,54]. Furthermore, shell-model calculations favored a deformed $4^+$ state at around 800 keV [54], which could be assigned to the newly observed 925 keV state. For the diagonal matrix elements of the $2^+$ ground state and the $4^+$ state values of $|\langle 2^+||E2||2^+\rangle| = 0.219$ eb and $|\langle 4^+||E2||4^+\rangle| = 0.112$ eb, respectively, were assumed within a rotational model applied to the $K = 2$ yrast band [54]. According to MCSM calculations de-excitation of the $3^+$ is expected to proceed via a strong M1 contribution with $B(M1) = 0.191 \mu_N^2$ [45], which was included in the present calculations. Additional information on low-lying $1^+$ and $(2^+)$ levels up to 1 MeV, e.g. level energies, transition energies, branching ratios, etc., which were determined by $\beta$-decay studies [83], was taken into account carefully. The unknown electromagnetic transition matrix elements were fitted by the GOSIA calculation using a least squares fit.

For the excitation of the 424 keV state in $^{30}$Na the GOSIA calculation yielded an excitation strength of $B(E2, 2^+ \rightarrow 3^+) = 230(41) e^2$fm$^4$. The possible $(4^+)$ state at 925 keV was populated by the Coulomb excitation with a value

![Figure 5.24: Measured reduced transition probabilities for $^{30}$Na. B(E2) values are given in $e^2$fm$^4$ and B(M1) in $\mu_N^2$. The dotted transitions de-exciting the $1^+$ states had not been observed in the present experiment and were taken from [83]. Thus, for those states only an upper limit of the excitation strength could be given. For detailed information see text.](image-url)
of $B(E2, 2^+ \rightarrow 4^+) = 125(45) \text{ e}^2\text{fm}^4$. De-excitation had to proceed via an $E2$ transition to the ground state, competing with a mixed $E2 + M1$ transition to the $(3^+)$ state. To reproduce the measured branching ratios the $M1$ component of the $(4^+ \rightarrow 3^+)$ transition had to be much smaller than the value of 0.43 $\mu^2_N$, deduced from MCSM calculations [45]. Assuming a moderate $E2$ strength of $B(E2) = 80 \text{ e}^2\text{fm}^4$ for the 501 keV transition, the GOSIA calculation yielded an $M1$ strength of $B(M1, (4^+) \rightarrow (3^+)) = 0.027(14) \mu^2_N$. All quoted errors are mainly dominated by the statistical errors of the measured de-excitation yields of the relevant projectile and target excitations, respectively. Systematic errors arising from uncertainties of the deduced beam composition and of the calculated target excitation cross section, were minor and were taken into account with 3% and 2%, respectively.

In $\beta$-decay experiments low-lying $1^+$ states were observed at 151 keV and 924(2) keV [83]. De-excitation $\gamma$ rays of these $1^+$ states were not observed in the present Coulomb-excitation experiment. Thus, only an upper limit of the reduced transition probabilities could be deduced. The GOSIA calculations yielded $B(E2)) \uparrow < 25 \text{ e}^2\text{fm}^4$ and $B(E2)) \uparrow < 70 \text{ e}^2\text{fm}^4$ for exciting the $1^+_1$ and $1^+_2$ state, respectively.

All reduced transition probabilities, measured in this experiment are presented in Figure 5.24. For the first time a possible $4^+$ state was observed at 925 keV.

The analysis of the previous experiment using the $^{120}\text{Sn}$ target yielded comparable results. In that experiment the $(4^+)$ state was excited with $B(E2) = 96(50) \text{ e}^2\text{fm}^4$. A discrepancy between the $B(E2)$ values of the 424 keV transition obtained in “safe” Coulomb-excitation experiments and those, obtained in intermediate-energy Coulomb-excitation experiments [45,49], is observed.

### 5.3.3 Measurement at 2.83 MeV/u on a 3.6 mg/cm$^2$ thick $^{104}\text{Pd}$ target

In 2010 and 2011 further Coulomb-excitation experiments with $^{30}\text{Na}$ were scheduled at REX-ISOLDE, to confirm the results achieved in the previous experiments. A new 3.60(25) mg/cm$^2$ thick $^{104}\text{Pd}$ target was produced to replace the stack of the two medium-sized $^{104}\text{Pd}$ targets previously used, and thus to reduce uncertainties on the composition and thickness of the target. Unfortunately the experiments in 2010 and 2011 suffered from very low $^{30}\text{Na}$ beam intensities of less than 140 ions/s and about 60 ions/s at the MINIBALL setup, respectively. Thus, both experiments were stopped after some hours of measurement. Figure 5.25 shows the final Coulomb-excitation spectrum of the experiment scheduled in 2010.
Chapter 6

Discussion and Summary

6.1 Discussion

$^{31}$Mg

The measured level scheme and reduced transition probabilities of $^{31}$Mg are compared to results from recently published shell-model calculations [48] and AMD+GCM calculations [76]. Both publications predicted a 5/2$^+$ state at 988 keV [48] and 0.89 MeV [76], respectively, which is in very good agreement with the present results for the 945 keV state in this work, as shown in Fig. 6.1. Additionally, the 673 keV present results for the 945 keV state in this work, respectively, which is in very good agreement with the results from recently published shell-model calculations [48] (left) and AMD+GCM calculations [76] (right). Excitation energies are given in keV.

The measured properties of the 945 keV state agree well with the predicted 5/2$^+$ state of the positive-parity yrast band in $^{31}$Mg. The 5/2$^+$ state has a strong coupling to the deformed ground state with $B(E2, 1/2^+ \rightarrow 5/2^+) = 182(20)$ e$^2$fm$^4$ due to its predicted dominant 2p3h intruder configuration. Combined with the 1/2$^+$ ground state and the first excited 3/2$^+$ state at 50 keV these states form a positive parity yrast band with $K = 1/2$. Moreover, intra-band decay proceeds by almost pure $M1$ transitions. Measured transition strengths of $B(M1, 5/2^+ \rightarrow 3/2^+) = 0.18(5)$ $\mu_N^2$, deduced in the present work, and $B(M1, 3/2^+ \rightarrow 1/2^+) = 0.019(4)$ $\mu_N^2$ [72] agree well with shell-model calculations done by Maréchal [48], that yield $B(M1, 5/2^+ \rightarrow 3/2^+) = 0.38$ $\mu_N^2$ and $B(M1, 3/2^+ \rightarrow 1/2^+) = 0.06$ $\mu_N^2$, respectively (see Table 6.1). For $E2$ transitions the shell-model calculations do not reproduce the measured values. With $B(E2, 5/2^+ \rightarrow 1/2^+) = 127$ e$^2$fm$^4$ [48] it is in fact a factor of 2 bigger than the result of the present measurement, that gives $B(E2) = 61(7)$ e$^2$fm$^4$.

The rigid rotor approximation allows another comparison with theory [76]. This is done by assuming a purely rotational $K = 1/2$ band in $^{31}$Mg, given by the sequence $1/2^+ – 3/2^+ – 5/2^+$. For transitions within such a rotational band the reduced transition probability is linked to the intrinsic quadrupole moment $Q_0$ by [24]

$$B(E2, I_i \rightarrow I_f)_{\text{rot}} = \frac{5}{16\pi} e^2 Q_0^2 \left| \langle I_i 2K0 | I_f K \rangle \right|^2.$$ 

For the $5/2^+ \rightarrow 1/2^+$ transition we get $B(E2)_{\text{rot}} = 69$ e$^2$fm$^4$ and $B(E2)_{\text{rot}} = 114$ e$^2$fm$^4$, calculated with predicted quadrupole moments from shell-model and rigid-rotor approximation.
calculations, respectively [48, 76]. The result from shell-model calculations is in reasonable agreement with the experimental result (see Table 6.1), whereas the rigid rotor approximation yields a transition strength that is too high by a factor of more than 1.8.

The deduced excitation probability $B(E2, 1/2^+ \rightarrow 5/2^+)$ = 182(20) e²fm⁴ of $^{31}$Mg can be compared to the $0^+ \rightarrow 2^+$ $E2$ strengths in the neighboring even-even magnesium isotopes $^{30,32}$Mg. To avoid the effect of the different spin values for the initial (ground) states, the reduced transition matrix elements $\mathcal{M}(E2)$ will be compared instead. For $^{32}$Mg the experimental results, i.e. $B(E2)$ values, were discussed by [51], including possible feeding contributions. An $E2$ matrix element of $\mathcal{M}(E2, 0^+ \rightarrow 2^+) = 0.210(13)$ eb is reported without a correction for feeding, and $\mathcal{M}(E2) = 0.182(13)$ eb includes a correction for feeding from a higher-lying state [51], which is consistent with [66]. The new $\mathcal{M}(E2, 1/2^+ \rightarrow 5/2^+) = 0.191(11)$ eb value of $^{31}$Mg compares well with the feeding corrected $\mathcal{M}(E2, 0^+ \rightarrow 2^+) = 0.182(13)$ eb of $^{32}$Mg [51], and exceeds the measured $\mathcal{M}(E2, 0^+ \rightarrow 2^+) = 0.155(10)$ eb of $^{30}$Mg [59]. This result establishes that deformed $pf$ intruder configurations exist for the ground and low-lying states of magnesium isotopes already at $N = 19$, including a sequence of collective rotational states.

$^{29}$Na

The measured reduced transition probabilities of the $N = 18$ nucleus $^{29}$Na are compared to very recently published experimental values [58] and MCSM predictions [54]. The transition strength of the $5/2^+_1 \rightarrow 3/2^+$ transition at 72 keV deduced in this work yielded $B(E2, 3/2^+ \rightarrow 5/2^+_1) = 150(20)$ e²fm⁴. This value is in good agreement with the value of $B(E2) \stackrel{\uparrow}{=} 140(25)$ e²fm⁴ published by Hurst and collaborators [58] a few months after the proposal for the present experiment was accepted. Recent shell-model calculations using the USD interaction and the SDPF-M interaction predict an excitation strength of 111 e²fm⁴ and 135 e²fm⁴, respectively, for the $5/2^+_1$ state [54]. Thus, the experimental results are consistent with the predictions by the MCSM calculations using the SDPF-M interaction, which yielded a mixing of intruder configurations by 42% and 32% for the wave function of the $3/2^+$ ground state and the first excited $5/2^+_1$ state, respectively [54, 83], confirming the onset of large intruder admixtures in the ground-state wave function already for the $N = 18$ isotope $^{29}$Na.

Moreover, the present measurement indicates that the $3/2^+$ ground state and the $5/2^+_1$ state at 72 keV are connected by a dominant $M1$ transition with $B(M1, 5/2^+_1 \rightarrow 3/2^+) > 0.06 \mu_N^2$, i.e. multipole mixing ratio $|\delta| < 0.025$. Within a simple rotational model the measured transition strengths yielded $Q_0 = 0.542(36)$ eb for the intrinsic electric quadrupole moment of $^{29}$Na, assuming a prolate deformation. The quadrupole deformation parameter is given to first order by [24]

$$\beta_2 = \frac{\sqrt{5\pi}}{3} \frac{1}{ZR_0^2} Q_0,$$

yielding $\beta_2 = 0.48(3)$. However, this simple model overestimates the quadrupole deformation of $^{29}$Na due to the different static and dynamic nuclear properties, arising from differences in the underlying single-particle configurations of the ground and first excited states. An earlier, precise $\beta$-NMR measurement pointed to slightly less deformation: $Q_0 = 0.430(15)$ eb and $\beta_2 = 0.38(2)$ [80].

<table>
<thead>
<tr>
<th>$I_i \rightarrow I_f$</th>
<th>$B(E2)_{exp}$</th>
<th>$B(E2)_{SM}$</th>
<th>$B(E2)_{rot}$</th>
<th>$B(M1)_{exp}$</th>
<th>$B(M1)_{SM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5/2^+ \rightarrow 1/2^+$</td>
<td>61(7)</td>
<td>127</td>
<td>69 / 114</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$5/2^+ \rightarrow 3/2^+$</td>
<td>106</td>
<td>20 / 32</td>
<td>0.18(5)</td>
<td>0.38</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Reduced transition probabilities of the positive-parity $K=1/2$ yrast band in $^{31}$Mg, compared to recent theoretical predictions. $B(E2)$ values are given in $e^2 fm^4$, $B(M1)$ in $\mu_N^2$. For more details see text. a from Ref. [48]. b from Ref. [76]. c from Ref. [72].
To further investigate the mechanism of intrusion in the neutron-rich sodium isotopes, the experiment searched for collective properties of possible higher-lying $3/2^+_2$, $5/2^+_2$, and $7/2^+_2$ states dominated by intruder configuration, which were predicted by MCSM calculations [54]. A possible candidate for a weak transition was observed in the present experiment at 1518(4) keV, de-exciting a known level at 1588 keV, which was assigned as $(5/2^+_2)$ state by new $\beta$-decay studies [83]. A reduced transition probability was deduced, yielding $B(E2, 3/2^+ \rightarrow (5/2^+_2)) = 70(40)$ e$^2$fm$^4$. This value is consistent with the moderately large $B(E2)$ values predicted by theory for the intruder-dominated states around 1.5-2 MeV [54]. Additionally, the measured $B(E2)$ value implies a large $2p2h$ admixture in the wave function of the 1588 keV state and a significant coupling to the ground state due to the large intruder mixing. Indeed MCSM calculations predict 77% intruder admixture for the $5/2^+_2$ state [83]. Other transitions of intruder-dominated higher-lying states predicted by theory were not observed. However, conclusive results of transition probabilities of higher-lying deformed states were not possible due to the experimental limitation and low count rates.

$^{30}$Na

The measured level scheme and reduced transition probabilities of $^{30}$Na are compared to results from recently published experimental studies [45, 83, 141] and different shell-model predictions [54]. The excited state at 424 keV was already established in previous Coulomb-excitation experiments [45, 56] and proton inelastic scattering studies of $^{30}$Na [141] to be the $J = 3$ member of the $K = 2$ rotational band built upon the $2^+$ ground state. This result fits perfectly with MCSM calculations using the SDPF-M interaction, which predicted the $J = 3$ state at 430 keV excitation energy [54]. Moreover theory predicted the $J = 4$ member of the $K = 2$ rotational band at an excitation energy of around 860 keV. The newly observed $\gamma$-ray transitions at 501 keV and 924 keV were assigned as de-exciting transitions of a level at 925 keV by coincidence relations. Coulomb-excitation relations prefer $J^\pi = (4^+)$ for this state in agreement with the MCSM predictions (see Fig. 6.2). However, this state and its $\gamma$-ray decay were not observed in the previous Coulomb-excitation experiments [45, 56]. $\gamma$-ray events de-exciting the $K = 1$ band head at 151 keV, known as strongest $\gamma$-ray transition in $\beta$-decay studies of $^{30}$Na [83], were not observed. Thus, only an upper limit for the excitation of the first $1^+$ state with $B(E2)\uparrow < 25$ e$^2$fm$^4$ could be deduced, indicating a reduced coupling of the $K = 1$ band to the $K = 2$ ground-state band. This would support the results of a proton inelastic scattering experiment on $^{30,31}$Na, assuming different proton configurations of the $K = 1$ and $K = 2$ band members [141].

The observed collective properties of excited states in $^{30}$Na are in agreement with intruder-dominated configurations, predicted by recent theoretical approaches [54] (see Table 6.2). The transition strength of the $(3^+) \rightarrow 2^+$ transition was measured to be $B(E2)\uparrow = 230(41)$ e$^2$fm$^4$ in the present experiment. This value exceeds both, the previously measured $B(E2)\uparrow = 150(21)$ e$^2$fm$^4$ value published by Ettenauer et al. [45] and the MCSM predictions, which yield 168 e$^2$fm$^4$ [54]. The possible $(4^+)$ state at 925 keV has a strong coupling to the deformed ground state with $B(E2, 2^+ \rightarrow (4^+)) = 125(45)$ e$^2$fm$^4$, in agreement with MCSM calculations, which yielded
Table 6.2: Experimentally deduced reduced transition probabilities of the positive-parity $K=2$ ground-state band in $^{30}$Na, compared to recent theoretical predictions by MCSM calculations. The first two columns represent the results of the presented experiments using the two different scattering targets ($^{104}$Pd and $^{120}$Sn). $B(E2)$ values are given in $e^2 fm^4$, $B(M1)$ in $\mu^2 N$. For more details see text. $^a$ from Ref. [45]. $^b$ from Ref. [54].

<table>
<thead>
<tr>
<th>$I_1 \rightarrow I_f$</th>
<th>$B(E2)_{exp}$ (Pd target)</th>
<th>$B(E2)_{exp}$ (Sn target)</th>
<th>$B(E2)_{SM}$ (previous exp.)</th>
<th>$B(M1)_{exp}$ (Pd target)</th>
<th>$B(M1)_{exp}$ (Sn target)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3^+ \rightarrow 2^+$</td>
<td>164(29)</td>
<td>230(70)</td>
<td>105(15)$^a$</td>
<td>120$^b$</td>
<td>0.191$^a$</td>
</tr>
<tr>
<td>$4^+ \rightarrow 2^+$</td>
<td>70(25)</td>
<td>53(28)</td>
<td>$&lt; 20^a$</td>
<td>50$^b$</td>
<td>—</td>
</tr>
<tr>
<td>$4^+ \rightarrow 3^+$</td>
<td></td>
<td></td>
<td></td>
<td>0.027(14)</td>
<td>0.43$^a$</td>
</tr>
</tbody>
</table>

$B(E2) \dagger = 90 \ e^2 fm^4$. Compared to the rotational band structure of the $N = 19$ isotope $^{31}$Mg, presented in previous sections, the $K = 2$ band of $^{30}$Na is less connected by $M1$ transitions. The $B(M1, (4^+ \rightarrow (3^+))$ value yielded $0.027(14) \mu^2 N$ and $0.43 \mu^2 N$ for the present experiment and MCSM calculations [54], respectively. Despite these differences in the observed level scheme and transition probabilities, the results of the new Coulomb-excitation experiment confirm the large quadrupole collectivity and thus, the intruder dominated $2p2h$ configuration of the ground state, for the $N = 19$ sodium isotope.

6.2 Summary

To summarize, we have investigated the Coulomb excitation of the unstable, neutron-rich nuclei $^{31}$Mg and $^{29,30}$Na. The properties of a positive-parity yrast band with $K = 1/2$, built on the $1/2^+$ ground state of $^{31}$Mg are in good agreement with a $5/2^+$ state at 945 keV. The determined $B(E2)$ and $B(M1)$ values support this assumption. The increased collectivity is well described by the deformed Nilsson model for excited states in $^{31}$Mg [142]. Finally, the quadrupole moment supports the idea that for the $N = 19$ magnesium isotope not only the ground state but also excited states are no longer dominated by a spherical configuration. The $E2$ strength of the $5/2^+ \rightarrow 1/2^+$ transition in $^{31}$Mg is quite comparable to the corresponding $2^+ \rightarrow 0^+$ transition in $^{32}$Mg, which is known to have an intruder dominated $2p2h$ configuration in the ground state and a large prolate deformation with $\beta_2 = 0.52(4)$ [50].

For exotic $^{29,30}$Na nuclei the results of previous experiments could be largely confirmed and extended. Deduced collective properties of the first excited states are well described by MCSM calculations using the SDPF-M interaction. The measured $B(E2)$ values support the idea that in the sodium isotopic chain the ground-state wave function contains a significant intruder admixture already at $N = 18$, with $N = 19$ having an almost pure $2p2h$ deformed ground-state configuration. However, higher-lying states dominated by intruder configurations, as predicted by theory, are hardly populated in the present Coulomb-excitation experiments. The ground-state transitions of the assigned $(3/2^+_1)$ state at 1588 keV in $^{29}$Na is found to have a moderately large $B(E2)$ value. In $^{30}$Na a candidate for the $(4^+_1)$ state is identified at 925 keV by coincidence relations. Excitation strengths and energies are well described by the MCSM calculations. Deviations found for the branching ratios and $B(M1)$ values indicate the importance to investigate the properties of excited states of exotic nuclei in the vicinity of the island of inversion further and to improve the shell-model description of odd-odd nuclei.
Chapter 7

Outlook

7.1 The HIE-ISOLDE project

During the last decade the REX-ISOLDE facility made it possible to perform intensive studies on a wide range of exotic nuclei in low-energy nuclear physics experiments, using e.g. Coulomb excitation, inelastic scattering, transfer and fusion reactions. To expand the physics program to nuclei even further from the valley of stability, reaction cross sections and beam intensities need to be increased. Therefore the “High Intensity and Energy ISOLDE” (HIE-ISOLDE) project was launched \[143\]. It is a major upgrade of the existing ISOLDE facility.

In a first stage the normal-conducting REX-Linac will be complemented by several superconducting cavities to increase the energy of the re-accelerated radioactive ion beam up to 5.5 MeV/u (cf. Figure 7.1). A later stage will boost the available beam energy up to 10 MeV/u. Additional improvements in the preparation and quality of the beam are intended. Furthermore ISOLDE will benefit from the increased proton beam intensity of the CERN injector chain, i.e. the new LINAC4 and upgraded PS Booster, delivering up to 6 µA to the ISOLDE target stations \[143\]. Therefore high-power targets and adequate ionization sources have to be developed. The increase in proton current will result in about three times higher yields for the radioactive ion production. To cope with this increased ion beam intensity, further upgrades of the charge breeding system, i.e. REXTRAP and REXEBIS, are necessary on the low-energy side of REX-ISOLDE.

The first stage of the HIE-ISOLDE upgrade, i.e. the energy upgrade to 5.5 MeV/u, is planned to become operational in 2014/2015. The full energy of 10 MeV/u as well as the increased intensity of the radioactive ISOLDE beams should be available as of 2016 and 2017, respectively \[145,146\].

7.2 Coulomb excitation of exotic $^{32,33}$Mg at 5.5 MeV/u with MINIBALL at HIE-ISOLDE

Despite extensive studies the nucleus $^{32}$Mg and the island of inversion \[33\] remains at the center of numerous ongoing experimental and theoretical efforts focusing on the evolution of shell structure far from the valley of stability. In $^{32}$Mg only for the $2^+_1$ and $4^+_1$ excited states are quantum numbers firmly established. Recently the first excited $0^+_2$ state of $^{32}$Mg was measured employing the $^{30}$Mg(t,p)2n-transfer reaction in inverse kinematics at ISOLDE \[70\]. A second excited $2^+_2$ state is predicted to exist on the second excited $0^+_2$ state in $^{32}$Mg. Employing the higher beam intensities and higher beam energies of HIE-ISOLDE will allow observation of these states, which are dominated by $0p0h$ configurations \[147\]. Moreover, future multiple Coulomb excitation can elucidate the collectivity of the $4^+_1$ and the high beam energy will also allow detecting the $3^-_1$ state, giving access to the size of the $\nu d_{3/2}\nu f_{7/2}$ shell gap, if the state is of single-particle character. However, a collective excitation built on the highly deformed ground state would be of even higher relevance.

An even more intriguing case is given at the moment for the neighboring $^{33}$Mg isotope. New measurements of ground-state properties of $^{33}$Mg at ISOLDE unambiguously determined the spin $I = 3/2$ and a negative $g$ factor $g = -0.4971(1)$ \[148\]. The quest for the parity
Figure 7.1: Planned layout of the new HIE-ISOLDE facility at CERN. The final stage of the superconducting accelerator has been plotted, providing post-accelerated RIIs with an energy of up to 10 MeV/u (adapted from [144]).

Table 7.1: Calculated $E2$ transition probabilities for the ground-state band in $^{33}$Mg. Values are taken from Ref. [150].

<table>
<thead>
<tr>
<th>$J_i$</th>
<th>$J_f$</th>
<th>$B(E2, J_i \rightarrow J_f) \text{ [e}^2\text{fm}^4]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3/2^-$</td>
<td>$5/2^-$</td>
<td>282</td>
</tr>
<tr>
<td>$3/2^-$</td>
<td>$7/2^-$</td>
<td>154</td>
</tr>
<tr>
<td>$5/2^-$</td>
<td>$7/2^-$</td>
<td>147</td>
</tr>
<tr>
<td>$5/2^-$</td>
<td>$9/2^-$</td>
<td>194</td>
</tr>
<tr>
<td>$7/2^-$</td>
<td>$9/2^-$</td>
<td>92</td>
</tr>
</tbody>
</table>
The accelerator efficiency for the complete HIE-ISOLDE chain from REXTRAP to the MINIBALL target was estimated conservatively to be 5%. A beam intensity of $^{32}\text{Mg}$ and $^{33}\text{Mg}$ at the secondary target inside the MINIBALL of $I(^{32}\text{Mg})=2000\text{ ions/s}$ and only $I(^{33}\text{Mg})=200\text{ ions/s}$ can be expected with an average PSB proton beam current of 1.4 $\mu\text{A}$.

Coulomb excitation will be done at “safe” energies of 5.5 MeV/u below the Coulomb barrier of a $^{196}\text{Pt}$ target. A distance of closest approach of 52.0 fm is calculated for the incoming $^{33}\text{Mg}$ ions hitting the $^{196}\text{Pt}$ target nuclei with an energy of 5.5 MeV/u at an angle of 77$^\circ$ in the laboratory. According to the work of Cline [126] the “safe” Coulomb-excitation criterion requires distances of $d > R_p + R_t + 5\text{ fm} = 16.2\text{ fm}$. The target thickness can be chosen very thick with 7.5 $\text{mg/cm}^2$ at this high beam energy. Nevertheless, the energy differences between the kinetic energy of scattered beam and target nuclei allows for a clear separation between the scattering partners in the particle detectors. The most relevant improvements of the proposed measurements with respect to the previous result obtained for $^{33}\text{Mg}$ at MSU [49] are: (i) the high energy resolution of the MINIBALL HPGe detectors, (ii) the enlarged energy range for $\gamma$-ray detection, which goes down in a reliable and controlled way to a lower threshold of 50 keV and the (iii) good $\gamma$-ray efficiency of the eight triple cluster detectors of MINIBALL.

The cross sections for the excitation of the several states in $^{32,33}\text{Mg}$ were calculated with the Coulomb-excitation code CLX. A beam en-

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$I_{\text{ISOLDE}}$ [ions/μC]</th>
<th>$I_{\text{MB}}$ [ions/s]</th>
<th>transition energy</th>
<th>$B(E2)\dagger$ [e²fm⁴]</th>
<th>$\sigma_{\text{CE}}$ [mb]</th>
<th>$I_{\gamma,\text{MB}}$ [cts/h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{32}\text{Mg}$</td>
<td>$3 \times 10^4$</td>
<td>$2 \times 10^3$</td>
<td>$0^+_1 \rightarrow 2^+_1$, 885 keV</td>
<td>454</td>
<td>110</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$2^+_1 \rightarrow 4^+_1$, 1436 keV</td>
<td>288⁴</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$0^+_1 \rightarrow 2^+_2$, 2550 keV</td>
<td>45⁶</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$0^+_1 \rightarrow 3^+_1$, 2858 keV</td>
<td>2500⁹</td>
<td>4</td>
<td>0.25⁷</td>
</tr>
<tr>
<td>$^{33}\text{Mg}$</td>
<td>$3 \times 10^4$</td>
<td>$2 \times 10^2$</td>
<td>$5/2^-_1 \rightarrow 3/2^-_1$, 485 keV</td>
<td>282⁷</td>
<td>795</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$7/2^-_1 \rightarrow 3/2^-_1$, 1243 keV</td>
<td>154⁴</td>
<td>350</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$7/2^-_1 \rightarrow 5/2^-_1$, 758 keV</td>
<td>147⁴</td>
<td></td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 7.2: Rate estimates for the proposed Coulomb-excitation experiments on $^{32,33}\text{Mg}$ at HIE-ISOLDE. For more information see text. ⁴ Taken from Ref. [147]. ⁵ Estimated excitation strength. ⁷ Count rate of the de-exciting $3^-_1 \rightarrow 2^+_1$ transition. ⁹ Taken from Ref. [150].
ergy value of 5.5 MeV/u was used. The cross section for projectile excitation was integrated for particle detection in the solid angle range in the CM-system of $\theta_{CM} = 25^\circ - 115^\circ$. These angles are covered by the particle detectors in the laboratory frame by $\theta_{lab} = 15^\circ - 77^\circ$. For $\gamma$-ray detection the measured energy dependent $\gamma$-ray efficiency was included. Effects of the $\gamma$-ray angular distribution were neglected in the estimate. As target material $^{196}$Pt was used with a thickness of 7.5 mg/cm$^2$.

For $^{32}$Mg the $B(E2)$ value for the $0^+_1 \rightarrow 2^+_1$ transition was taken from experiment [72]. CHFB+LQRPA calculations give a value of 288 $e^2$fm$^4$ for the excitation strength of the next excitation step to the $4^+_1$ state [147]. The excitation to a possible $3^-_1$ state at an energy of 2858 keV was assumed to occur with a strength of about 5 W.u.. Additional excitation to a distorted rotational band built on the excited $0^+_2$ state in $^{32}$Mg was taken into account with $B(E2, 0^+_1 \rightarrow 2^+_1) = 45 e^2$fm$^4$, i.e. an order of magnitude less than the excitation of the deformed first $2^+_1$ state. For the calculation of the Coulomb-excitation cross sections of $^{33}$Mg the calculated excitation strengths given in Table 7.1 were used in combination with the experimentally deduced level scheme presented in Ref. [149]. Due to the deduced branching of the $\gamma$-ray decay of the $7/2^-$ state, both decay transitions to the $3/2^-$ and $5/2^-$ state, respectively, need to be observed.

The estimated count rates for Coulomb-excitation experiments, employing radioactive $^{32,33}$Mg beams at HIE-ISOLDE, are summarized in Table 7.2.
Part II

Investigating the subshell closure at $N = 32$

Lifetime measurements in the neutron-rich isotope $^{56}$Cr with the Cologne plunger
Chapter 8

Motivation and physics case

8.1 Evolution of a neutron shell gap at \( N = 32,34 \)

A large number of recent experimental studies evinced changes in the shell structure for neutron-rich nuclei along the \( N = 8, 20, 28, \) and 40 isotonic sequences. These changes can be explained in terms of the monopole part of the nucleon-nucleon (NN) residual interaction. Schematically this is due to the \( (\sigma\sigma)(\tau\tau) \) part of the NN interaction, which is strongest in the \( S = 0 \) (spin-flip), \( \Delta L = 0 \) (spin-orbit partners) and \( T = 0 \) (proton-neutron) channel of the two-body interaction (cf. Sec. 1.3). Monopole shifts of neutron single-particle orbits are caused by the missing \( S = 0 \) proton partners at large neutron excess, and new shell gaps are generated. For the \( sd \) shell this was first discussed by [5, 6] and for the pf shell by [6, 152, 153]. Moreover, for heavier nuclei and increasing spin-orbit splitting near stability the tensor part of the NN interaction creates likewise a strong monopole interaction between \( S = 0, \Delta L = 1 \) and \( T = 0 \) orbits of adjacent harmonic oscillator shells [34, 154, 155].

In the pf shell above the doubly magic \( ^{48}\text{Ca} \) evolution of shell-model characteristics is driven by the strong, attractive monopole part of the NN interaction between the proton \( ^{1}\text{f}_{7/2} \) orbital and the neutron \( ^{1}\text{f}_{5/2} \) orbital. For Ni isotopes the \( ^{1}\text{f}_{7/2} \) orbital is filled completely. Thus, the \( ^{1}\text{f}_{5/2} \) orbital is lowered between the \( ^{2}\text{p}_{3/2} \) and \( ^{2}\text{p}_{1/2} \) orbits, opening the classical \( N = 40 \) shell gap between the \( ^{1}\text{p}_{1/2} \) and \( ^{1}\text{g}_{9/2} \) orbitals for Ni isotopes. Calculations show that when removing protons from the \( ^{1}\text{f}_{7/2} \) orbital the residual interaction is weakened due to the missing \( S = 0 \) partner protons and the \( ^{1}\text{f}_{5/2} \) orbital is rapidly shifted to higher energies, relative to the \( ^{1}\text{p}_{1/2} \) and \( ^{1}\text{p}_{3/2} \) single-particle states. In the Ca isotopes the proton \( ^{1}\text{f}_{7/2} \) orbit is empty. Between the \( N = 29 \) isotones \( ^{49}\text{Ca} \) and \( ^{57}\text{Ni} \) this shift in energy amounts to almost 3 MeV [156]. Thus, the \( N = 40 \) shell gap closes and new sub-shell gaps are predicted at neutron numbers \( N = 32,34 \) between the \( ^{2}\text{p}_{3/2} \) and \( ^{2}\text{p}_{1/2} \) and the \( ^{2}\text{p}_{1/2} \) and \( ^{1}\text{f}_{5/2} \) orbits [157] for the neutron-rich Ca, Ti and Cr isotopes, as illustrated in Figure 8.1. Moreover, the \( N = 32 \) shell gap results from the large spin-orbit splitting between the \( ^{1}\text{p}_{1/2} \) and \( ^{1}\text{p}_{3/2} \) orbitals [158].

Effective interactions such as KB3G [159] and GXPF1 [160] with empirically tuned monopoles mimic this NN interaction, which \textit{a priori} is not well accounted for in G-matrix-based realistic two-body matrix elements. The full pf shell-model calculation using the effec-

![Figure 8.1](image-url)

\textbf{Figure 8.1:} Effective single-particle energies (ESPE) of the neutron \( p_{1/2} \) (black) and \( f_{5/2} \) (gray) orbitals relative to the energy of the \( p_{3/2} \) orbital as a function of \( N \) for even-even Ca, Ti, and Cr isotopes, calculated by the three effective interactions KB3G, GXPF1, and GXPF1A. See text for definition of the acronyms. The figure was adapted from Ref. [158].
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Figure 8.2: Comparison between recent shell-model calculations and experimental results in even-even Ca-, Ti- and Cr isotopes for $E(2^+)$ energies and $B(E2, 2^+ \rightarrow 0^+)$ values for neutron numbers between $N = 20$ and $N = 38$. See text for definition of the acronyms.

tive interaction GXPF1 shows a sub-shell gap at $N = 34$ for Cr and Ti isotopes. The newer interaction, GXPF1A [158], predicts a less pronounced $N = 34$ gap and reproduces well the known $2^+$ excitation energies. To complete the list of interactions in this model space we refer as CO2 to a $V_{\text{low-k}}$ interaction with the emphasis on a good description of nuclei beyond $^{48}$Ca [161], which predicts an even larger, $N = 34$, gap. Recently, a new interaction, called LNPS, has been developed to study Cr and Fe isotopes around $N = 40$ [162]. It predicts a new “island of inversion” with strong quadrupole correlations in Cr and Fe for $N \geq 38$. Similar conclusions were drawn from shell-model results for Cr isotopes employing a pairing-plus-multipole interaction [163]. Therefore the Cr isotopes with $N \geq 28$ are a good testing ground to study the rapid shape evolution from a near-spherical to the well deformed region close to $N = 40$.

8.2 The neutron-rich Ca, Ti, and Cr isotopes

Intensive efforts were undertaken to verify the theoretical findings and predictions for the light rare neutron-rich isotopes in the $pf$ shell. While there is no spectroscopic information available on $^{54}$Ca, the less neutron rich $N = 34$ isotones have been explored to probe the subshell closure at $N = 34$. The monopole driven evolution of shell-model characteristics concurs for the neutron-rich chromium nuclei halfway between
the Ca and Ni isotopes. The status of the various predictions for $E(2^+)$ and $B(E2, 2^+ \rightarrow 0^+)$ vs. experiment is summarized in Figure 8.2 for the Ca, Ti and Cr isotopic chains.

In the Ca isotopes beyond $N = 28$ an increased neutron gap at $N = 32$ can be deduced from the $E(2^+)$ energy. However, conclusions on an $N = 34$ sub-shell are based on extrapolations [164,165]. Detailed investigations of neutron-rich even-even Ti and Cr isotopes were performed recently with various techniques, e.g. $\beta$-decay studies [166, 167], fusion evaporation reactions [168], Coulomb excitation [169,170], or deep inelastic reactions [166,171]. The sub-shell closure at neutron number $N = 32$ for $^{54}$Ti and $^{56}$Cr was found to be apparent in both nuclei from the maximum in $E(2^+)$ at $N = 32$.

A crucial test for a sub-shell closure is provided by the $B(E2, 2^+ \rightarrow 0^+)$ values which are less affected than $E(2^+)$ by pairing in the ground state. Therefore Coulomb-excitation experiments with secondary beams after fragmentation reactions were performed for the $N = 32, 34$ nuclei in the Ti and Cr isotopes. The chain of $^{52,54,56}$Ti nuclei was studied by Dinca et al. with intermediate-energy Coulomb excitation at MSU and established a minimum in the $B(E2, 2^+ \rightarrow 0^+)$ value for $^{54}$Ti [169]. The first excited $2^+$ states in $^{54,56,58}$Cr were populated by Coulomb excitation at relativistic energies and $\gamma$ rays were measured using the RISING setup at GSI [170] (see Fig. 8.3). For $^{58}$Cr and $^{58}$Cr the $B(E2, 2^+ \rightarrow 0^+)$ values were determined as 8.7(3.0) W.u. and 14.8(4.2) W.u., respectively. These results are consistent with an enhanced energy of the first $2^+$ state and a local reduction of the collectivity at $N = 32$ in the Ca, Ti and Cr isotopes. The sub-shell gap is most pronounced for $^{52}$Ca and decreased $2^+$ energies are found in $^{54}$Ti and $^{56}$Cr. For the heavier isotones $^{58}$Fe and $^{60}$Ni neither the $2^+$ energies nor the $B(E2)$ values indicate a $N = 32$ sub-$p$-$f$-shell gap in agreement with theoretical predictions.

The different shell-model approaches are in line with the trend in the $E(2^+_1)$ excitation energies. But surprisingly the staggering of the $B(E2, 2^+ \rightarrow 0^+)$ values with a local minimum along the isotope chains at $N = 32$ is not reproduced, as shown in Figure 8.2. The theoretical $B(E2)$ values for the Ti and Cr isotopes are virtually unchanged and follow a more or less constant trend from $N = 30$ to 34. The experimental $B(E2)$ value of $^{56}$Cr lies clearly below the shell-model predictions by about two standard deviations. The uncertainty of the value, however, does not allow to establish the discrepancy in absolute value and staggering trend with an accuracy similar to the observation in Ti isotopes.

To resolve the puzzling discrepancies between the measured and calculated $B(E2)$ values at $N = 32$ two different theoretical approaches suggested the following solutions. First of all shell-model calculations with the GXPf1 and KBG3 interaction were performed with effective charges that include a polarization isovector charge [172], referred to as KBG* in Figure 8.2. The resulting larger neutron effective charge enhances the contribution of the
neutrons to the transition in absence of the (sub)shell closure, and it reduces the transition rate for the $N = 28$ and $N = 32$ Ti isotopes. The calculated $B(E2)$ values for the neutron rich Ti isotopes show the staggering and compare better with the experimental data points [173]. For the Cr isotopes the situation remains almost unchanged.

The second approach is based on a beyond-mean-field theory employing the finite range density dependent Gogny interaction [174]. Comparison with the experimental data for the neutron rich Ca, Ti, and Cr isotopes shows a good agreement for the excitation energies and a reasonable one for the transition probabilities in Ca and Ti, but the decrease of the $B(E2)$ value in $^{56}$Cr is not reproduced. It is important to note that these calculations support only a shell closure for $N = 32$ [174] and do not involve the use of effective charges.

In order to allow a conclusive comparison between theory and experiment, the $B(E2, \, 2^+_1 \rightarrow 0^+)$ value in $^{56}$Cr had to be determined more precisely. This motivated a lifetime measurement with the Cologne coincidence plunger, employing the $^{48}$Ca($^{11}$B,p2n)$^{56}$Cr fusion evaporation reaction. $\gamma\gamma$-coincidences of the subsequent decay of populated high spin states (cf. Fig. 8.4)
are observed in this recoil distance Doppler-shift (RDDS) measurement and are analyzed by the differential decay curve method (DDCM). In this work, level lifetimes and transition probabilities of the first excited states of $^{56}$Cr will be presented and compared to recent theoretical predictions.
Chapter 9

The experimental setup and technique

In order to allow a conclusive comparison between the theory, presented in the last chapter, and experiment, the $B(E2, 2^+ \rightarrow 0^+)$ value in $^{56}$Cr was determined very precisely by a lifetime measurement. The experiment was performed at the FN tandem accelerator of the University of Cologne combining the Cologne plunger device with a setup of one EUROBALL Cluster Ge-detector and 5 single Ge-detectors for a $\gamma\gamma$-coincidence recoil distance measurement. Excited states in $^{56}$Cr were populated by the $^{48}$Ca$(^{11}$B,p2n)$^{56}$Cr reaction using an $^{11}$B beam with an energy of 32 MeV. An overview of the setup used and the most important experimental details will be given in the following sections.

9.1 Beam production

Preparation of intense (stable) heavy ion beams starts with the ionization of neutral atoms in an ion source. In general there are two different types of ion sources, either producing positively or negatively charged ions. Positively charged ions, even at high charge states, can be produced by a large variety of ion sources, for example by plasma driven ion sources, such as a Penning ion gauge (PIG) or a vacuum arc ion source (VARIS/MEVVA), and ion sources of the electron cyclotron resonance (ECR) or electron beam (EBIS/EBIT) type. To provide negatively charged ions for an FN tandem accelerator, as in the present experiment, a sputter ion source is the most common and most versatile technique among the RF charge exchange ion source.

The $^{11}$B beam used in this experiment was provided by the Cologne sputter ion source. The sputter ion source uses cesium vapor from a reservoir of cesium, heated up to approximately 90°C. The neutral Cs-atoms are thermally ionized on a tantalum ionizer, heated up to about 1000°C. Applying a voltage of some kV the positively charged Cs$^+$ ions are accelerated towards the sputtering target serving as cathode. In the experiment presented in this work, the cathode was made of boron. The cathode is cooled, hence it is covered by a thin layer of condensed Cs-atoms. The accelerated Cs-ions bombard the cathode, sputtering atoms from the cathode. By passing through the thin cesium coating on the cathode's surface some of the sputtered atoms gain an electron. These negatively charged ions can be extracted out of the ion source and accelerated towards the FN tandem accelerator by applying a voltage of some 10 kV.

9.2 The Cologne FN tandem Van de Graaff accelerator

The negatively charged ion beam provided by the sputter ion source is accelerated to its final beam energy by the Cologne FN tandem Van de Graaff accelerator. It is an electrostatic linear accelerator operating since 1968. The basic principle of the accelerator is quite simple. A central metal electrode, the so-called “terminal”, is charged to a high positive potential $U$ of up to almost 11 MV. Originally the charging was done using a rubber belt, which was replaced in 2004 by a modern, inductive pelletron chain system. To isolate the highly charged electrodes of the accelerator and to prevent sparking, the FN tandem accelerator is housed in a large steel vessel, 13 m long and 3.66 m in diameter, which is filled with an insulating gas mixture of 20% SF$_6$ and 80% N$_2$ at about 12 bar (see Figure 9.1). Neg-
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Figure 9.1: The Cologne FN tandem Van de Graaff accelerator, which accelerated the $^{11}$B beam up to an energy of 32 MeV for the lifetime measurement of $^{56}$Cr. The large yellow pressure tank houses the electrostatic accelerating structures.

Atively charged ions of charge state $1^-$ are accelerated inside an evacuated beamline towards the terminal, gaining kinetic energy $E_1 = eU$. Inside the terminal the ion beam passes through a thin carbon foil (“stripper foil”) with a thickness of typically some $\mu g/cm^2$, which strips electrons from the ions, leaving it positively charged with charge state $q^+$. The stripping efficiency typically exceeds 90%. The positively charged ion beam is accelerated away from the high positive potential at the terminal, gaining the kinetic energy $E_2 = qU$. Thus, the final energy of the ion beam is $E_{beam} = (q+1)U$. Due to the population of different charge states by the stripping process, ions with different kinetic energy exit the accelerator. Therefore the ions are bent by a 90° analyzing magnet, to select a charge state, and thus, to specify the beam energy.

In the experiment presented in this work, a $^{56}$Cr beam was accelerated to a final beam energy of 32 MeV, giving the maximum amount of about 2.6% for the $^{48}$Ca($^{11}$B,p2n)$^{56}$Cr reaction relative to the 1020 mb total reaction cross section (calculated using PACE [175]). The charge state used was $4^+$, giving rise to an average $^{11}$B beam intensity of about 2.5 pnA, which was provided for the plunger experiment.

9.3 The Cologne plunger setup

The accelerated $^{11}$B beam was directed to the plunger setup, located at the beamline “R15”. The Cologne plunger setup was designed to allow sensitive $\gamma\gamma$-coincidence recoil distance measurements even of weakly populated reaction channels. It combined the advanced Cologne plunger device with a set of large volume HPGe detectors in close geometry located around the target chamber. A schematic layout of the setup is shown in Figure 9.2.

9.3.1 The Cologne plunger device

The Cologne plunger apparatus was specially designed to allow for RDDS lifetime measurements of highest precision in the picosecond range.

The principal components of a plunger are the target and stopper foils and the electronic control system for precise adjustment of the distance between target and stopper. To ensure a well-defined target-to-stopper distance, both foils have to be planar and parallel. Therefore the foils are carefully stretched on conical target holders, which can be positioned by three micrometer screws. A picture of both foils mounted
on their holders inside the plunger device is shown in Fig. 9.3. The distance between the foils is varied by a piezoelectric linear motor, the so-called inchworm. Using the inchworm motor, the distance between the foils can be roughly adjusted up to 10 mm with a global accuracy of 0.5 µm. For fine-tuning an additional piezoelectric crystal is mounted between the inchworm motor and the target holder, which is capable to regulate small changes in the target-to-stopper distance up to 30 µm. The relative distance between target and stopper foil is measured by two different systems. An optical metering system is coupled to the inchworm motor. To account for any changes in the distance, e.g. caused by the additional piezoelectric crystal, an independent inductive measuring system has been installed, a so-called TESA sensor.

Due to energy deposition in the target foils by the beam, the assembly of the plunger is subject to thermal expansion. Thus, the plunger apparatus used was equipped with a feedback system for compensation of slow changes in the target-to-stopper distance [176]. The isolated target and stopper foils form a parallel plate capacitor. Applying a well-defined electrical signal, the distance between the foils can be monitored continuously by means of the measured capacitance. If the capacitance, i.e. the target-to-stopper distance, exceeds a specified threshold, this is compensated automatically by the piezoelectric crystal. Thus, the accuracy of the relative distances were measured to be better than 2-3% in the relevant range of the target and stopper foils, e.g. 0.04 µm at a distance of 1.51 µm.

In the present experiment data were taken at 12 different target-to-stopper distances ranging from 0.5 µm to 80 µm. The target consisted of a 0.5 mg/cm² thick layer of enriched ⁴⁸Ca which is sandwiched by two gold foils of 2.0 mg/cm² and 40 µg/cm² thickness, respectively. The recoiling nuclei left the target with approximately 1% of the speed of light and were stopped in a 2.15 mg/cm² Au foil. The ¹¹B beam passing both foils was stopped in a 1-2 mm thick ²⁰⁹Bi sheet.

### 9.3.2 γ-ray detector setup

The γ rays emitted by the fusion evaporation products were measured with one EUROBALL Cluster Ge-detector [177], containing 7 encapsulated HPGe crystals, which was positioned at a close distance of 8.5 cm between target and front side of the central Ge detector. This close distance was chosen to improve the efficiency. The original design distance between target and front side of central Ge detector for EUROBALL cluster detectors was 44.5 cm. Thus, the six crystals surrounding the central detector did not point towards the target exactly and determination of the mean γ-ray detection angle is not trivial. In this experiment the seven Ge capsules inside the EUROBALL Cluster detectors were used as seven individual detectors, arranged in forward angles of 0° and 27.4°, respectively. In
addition, 5 single Ge-detectors were arranged in one ring at backward angle with a central angle at 142.5° with respect to the beam axis. To reduce background contributions in the X-ray region and to suppress summing the Cluster Ge-detectors were shielded by Cu, Cd, and Pb sheets. During experiment the EUROBALL cluster is positioned as close as possible to the plunger device (distance < 5 mm).

9.4 Lifetime measurements with a plunger

To measure lifetimes of excited nuclear states in the range of about 1 ps up to several hundred picoseconds, the plunger technique is a powerful tool. Its basic principle is the application of two separate foils at variable distance, employing the recoil distance Doppler-shift (RDDS) method. Performing γγ-coincidence measurements with a plunger device, the differential decay curve method (DDCM) [178, 179] has become the well-established analysis technique to extract the lifetime of a nuclear state out of the RDDS data. Both techniques were used in the present experiment and will be explained in more detail in the following sections.

9.4.1 The recoil distance Doppler-shift method

As already stated above a plunger employs the recoil distance Doppler-shift (RDDS) method. In principle a plunger is made up of two foils – a target foil and a stopper foil – mounted parallel to each other. The distance d between both foils can be varied precisely in the micrometer to millimeter range. In the target foil highly excited nuclei are produced by fusion-evaporation reactions. Due to the momentum transfer, the nuclei recoil out of the thin target foil towards the second foil (“stopper”), where they are stopped after the flight path d. Recooling nuclei may emit de-excitation γ rays either in flight in the vacuum between both foils or at rest after implantation in the stopper foil. If de-excitation occurs in flight, the emitted γ ray will be detected with a certain Doppler shift, depending on the velocity β of the recoiling nucleus and the detection angle θγ:

\[ E_\gamma' = \frac{\sqrt{(1 - \beta^2)}}{1 - \beta \cos \theta_\gamma} E_{\gamma,0}, \]

where \( E_{\gamma,0} \) is the γ-ray energy emitted in rest. Therefore in the γ-ray spectrum a Doppler-shifted component of the original transition can be observed at \( E_\gamma' \) additionally to the original γ-ray energy \( E_{\gamma,0} \) (see Figure 9.5).

Normally the line width of the Doppler-shifted component is clearly broadened compared to the general detector resolution of the transition with \( E_\gamma \). This is mainly caused by the relatively large opening angles of the HPGe detectors mounted in close geometry and the distribution of the recoil velocities around a mean value \( \langle v \rangle \). This distribution can be explained by different energy loss in the target, depending whether the reaction takes place at the beginning of the target or at the end. For the present experiment the recoil velocity of \(^{56}\text{Cr}\) was calculated to be \( \langle v \rangle \approx 0.011 \pm 0.003 \text{ c using the LISE} \)
9.4. LIFETIME MEASUREMENTS WITH A PLUNGER

The following paragraphs a brief summary of the method and its necessary equations will be given. Further details are given in the publications of Dewald et al. and Böhm et al., which were quoted above.

In general the lifetime $\tau$ of an excited nuclear state can be deduced from the decay function. However, the decay function of a state depends on the time characteristics and intensities of all feeding transitions. Figure 9.6 shows a schematic drawing of a decay scheme with $i$ the level of interest. Its lifetime is $\tau_i$ and it is depopulated by the transition A to a state $j$. Higher-lying states $f$ are feeding into level $i$, where directly feeding transitions are labeled with B, and indirectly feeding transitions are labeled with C.

The time derivative of the population $n_i(t)$ of the level $i$ is given by

$$\frac{d}{dt}n_i(t) = -\lambda_i n_i(t) + \sum_f b_{fi} \lambda_f n_f(t),$$

where $\lambda_{i,f}$ is the decay constant and $b_{fi}$ the branching ratio of the transition $f \rightarrow i$. After a certain time $t$ the number of decays $N_{fi}(t)$ ($N_{ij}(t)$), which can be observed as feeding (depopulating) transitions of the level $i$, are given by the integrals

$$N_{fi}(t) = \int_t^\infty \lambda_f n_f(t') dt'$$

$$N_{ij}(t) = \int_t^\infty \lambda_i n_i(t') dt'.$$

**Figure 9.5:** Schematic drawing of the RDDS method. Excited nuclei produced in the target recoil out of the target foil. De-excitation may occur in flight or at rest in the stopper foil. Depending on the detection angle, an additional, Doppler-shifted component of the transition can be observed in the spectrum at lower or higher energies.

**Figure 9.6:** Schematic decay scheme with $i$ the level of interest. More information is given in the text.
Thus, introducing the branching ratio \( b_{ij} \) of the depopulating transition \( i \rightarrow j \), the lifetime of the level of interest can be determined by the following equation:

\[
\tau_i(t) = \frac{-N_i(t) + b_{ij} \sum_j b_{ij} N_j(t) \frac{d}{dt} N_j(t)}{\frac{d}{dt} N_i(t)}.
\]

The quantities \( N_j(t) \) and \( N_i(t) \) are proportional to the intensities of the non-Doppler-shifted \( \gamma \)-ray transitions feeding and depopulating the state \( i \) after implantation in the stopper foil. These numbers can be deduced from the RDDS data for each measured target-to-stopper distance \( d \), i.e. for each flight time \( t = d/v \).

For a measurement in singles mode the proportionality constant depends on the detection efficiency and angular distribution effects of the detector at its position. The calculation of the time derivative of \( N_i(t) \) is achieved by fitting a continuous sequence of second or third order polynomials to the data points and differentiating the fit function. Since the lifetimes \( \tau \) are calculated for every flight time \( t \) one obtains a function \( \tau(t) \) or \( \tau(d) \) i.e., the so-called \( \tau \) curve which is expected to be a constant. Deviations from a constant behavior indicate the presence of systematic errors.

The most important disadvantage in the DDCM analysis of RDDS data taken in singles mode, is the imperative to measure the intensities of all directly feeding transitions very precisely. It may happen that weak feeding transitions are superimposed by stronger transitions or can not be detected at all, yielding an incorrect lifetime value.

These inaccurate feeding issues (e.g. the unobserved “sidefeeding”) can be improved considerably by a \( \gamma \gamma \)-coincidence measurement. In the following we will use the notation \( \{X,Y\} \) for a sequence of coincident transitions \( X \) and \( Y \):

\[
\{X,Y\} \equiv f \xrightarrow{X} i \xrightarrow{Y} j
\]

In RDDS measurements usually Doppler-shifted and unshifted components of a \( \gamma \)-ray transition are observed. The different components will be indicated by the subscripts \( S \) and \( U \), respectively. Therefore, a cascade of two coinciding RDDS events can be decomposed by

\[
\{X,Y\} = \{X_S,Y_S\} + \{X_S,Y_U\} + \{X_U,Y_U\}.
\]

The case \( \{X_U,Y_S\} \) is not possible, because a nucleus which is at rest for the emission of \( X \) can not emit the subsequent \( \gamma \) \( Y \) in flight.

Using this nomenclature for \( \gamma \gamma \)-coincidences and the definitions given in Figure 9.6 the equation for the lifetime \( \tau \), which was already derived for a measurement using singles data above, can be rewritten as

\[
\tau_i(t) = \frac{\{C_S,A_U\}(t) - \alpha \{C_S,B_U\}(t)}{\frac{d}{dt} \{C_S,A_S\}(t)},
\]

where \( \alpha \) includes the branching ratio of a sequence of a directly feeding transition \( B \) and a directly depopulating transition \( A \), independently from the time of flight \( t \):

\[
\alpha = \frac{\{C,A\}}{\{C,B\}} = \frac{\{C_S,A_U\} + \{C_S,A_S\}}{\{C_S,B_U\} + \{C_S,B_S\}}.
\]

Thus, applying the coincidence condition on a directly feeding transition \( B \) and applying a gate on its Doppler-shifted component, the lifetime \( \tau_i \) of the state of interest can be calculated, using

\[
\tau_i(t) = \frac{\{B_S,A_U\}(t)}{\frac{d}{dt} \{B_S,A_S\}(t)} = \frac{I_U(t)}{\frac{d}{dt} I_S(t)},
\]

with \( I_S \) and \( I_U \) the measured intensities of the coincident depopulating transition \( A \) and its shifted and unshifted components, respectively.
Chapter 10

Data analysis

In $\gamma$-ray spectroscopy relevant information on the underlying nuclear structure can be obtained from the measured characteristics of the $\gamma$ rays, i.e. their energy, time-dependence and geometrical distribution. Modern experiments with $\gamma$-ray spectrometers are capable to measure, store and analyze these information accurately on an event-by-event basis.

In the lifetime measurement presented in this work, experimental data were taken in $\gamma\gamma$-coincidence mode. Important procedures of the analysis of the RDDS lifetime measurement, e.g. calibration measurements, normalization of the transition yields measured at different target-to-stopper distances, and determination of the mean recoil velocity, will be presented in the following sections.

10.1 Acquisition and processing of the measured data

To allow for a precise RDDS lifetime measurement of excited states in $^{56}$Cr using the differential decay curve method, experimental data were taken in $\gamma\gamma$-coincidence mode. All relevant information of the observed $\gamma$-ray events, i.e. their energy, time and detector-ID, was recorded in list mode format on event-by-event basis. For the analysis data were processed using C based codes. Processing included energy calibration, setting of prompt and background coincidence time gates, as well as sorting into $\gamma\gamma$-matrices. Sorting was done for each measured target-to-stopper distance separately. Detectors positioned at identical angles $\theta_{\gamma}$ with respect to the beam axis were grouped into rings. Consequently the spectra measured with detectors belonging to one ring show the same Doppler shifts. In the present experiment one EUROBALL detector was positioned at 0° (ring-ID 0), the six exterior EUROBALL detectors of the cluster were positioned at a mean angle of 27.4° (ring-ID 1) and five large volume HPGe detectors, including one 12-fold segmented MINIBALL detector, were positioned at 142.5° (ring-ID 2).

10.2 Calibration measurements

10.2.1 Energy calibration of the HPGe detectors

The analysis of an experiment always commenced by calibrating the detectors thoroughly. In order to calibrate the HPGe detectors used in the present lifetime experiment, different radioactive sources containing $^{60}$Co, $^{152}$Eu, and $^{226}$Ra, respectively, were mounted close to the detectors. Figure 10.1 shows such a $^{226}$Ra cali-

![Figure 10.1: Calibration spectrum of one $\gamma$-ray detector, containing several decay transitions of $^{226}$Ra and its daughter products.](image)
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Figure 10.2: Low-energy part of the spectrum with a dominant Coulomb-excitation transition of $^{197}$Au at 279 keV in the beginning of the experiment (lower part) and after 3 hours of beam time (upper part) for one EUROBALL detector. Due to instabilities in the analog amplifier electronics the gain of this particular detector was shifted by almost 3%.

During the experiment, the gain of some amplifiers showed a long-term shift due to instabilities in the analog amplifier electronics of the detectors (cf. Fig. 10.2). A first-order approximation of these shifts yielded a linear function, fitted to the relative positions of two time-independent $\gamma$-ray transitions in the spectrum. The transitions must have a stopped component only, e.g. from Coulomb excitation, radioactive decay, nuclear isomerism, etc. In the present case the 191.44 keV transition, de-exciting a well-known Coulomb-excited $3/2^+$ state in $^{197}$Au, and the 1460.82 keV transition of the $^{40}$K decay from background radiation were used to fit the linear polynomial for each detector in each experimental run.

### 10.2.2 Efficiency calibration of the HPGe detectors

To determine the absolute detection efficiency $\varepsilon_{\text{abs}}$ of the germanium detectors, a $^{226}$Ra source was mounted at target position on the support frame of the stopper target. Its activity was 98.7 kBq. The major $\gamma$-ray transition energies and absolute $\gamma$-ray emission intensities of $^{226}$Ra and its daughter products were taken from the work of Morel et al. [183]. Including dead time information of the detectors, it was possible to determine the absolute detection efficiency of each individual $\gamma$-ray detector used in the setup (cf. Table 10.1). Thus, the total $\gamma$-ray detection efficiency of the detector setup is about 1.8% at 1.3 MeV.

### 10.2.3 Time gate for $\gamma\gamma$-coincidences

To select real $\gamma\gamma$-coincidences and to suppress random background events a restrictive coincidence gate had to be applied. Therefore, a $\gamma\gamma$ time-difference spectrum was generated for each of the 66 possible combinations of two Ge detectors. A prompt coincidence gate $\Delta t_p$ was applied with a width of typically 40-60 ns, as shown in Figure 10.3 using the example of $\gamma\gamma$-coincidences in a detector combination of one EUROBALL detector (ge2) and one detector positioned at backward angle (ge11). To account for random background coincidences two background gates $\Delta t_r$ were applied. The total width of the background gates was identical to the width of the prompt coincidence gate.

<table>
<thead>
<tr>
<th>$\theta_\gamma$</th>
<th>$\varepsilon_{\text{abs}}$ [%]</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td>0.20</td>
<td>EUROBALL detector</td>
</tr>
<tr>
<td>27.4$^\circ$</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>142.5$^\circ$</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>12-fold segmented</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>MINIBALL detector</td>
</tr>
<tr>
<td><strong>total</strong></td>
<td><strong>1.85</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 10.1: Absolute detection efficiencies $\varepsilon_{\text{abs}}$ of the individual germanium detectors used in the setup for the 1238 keV transition of the $^{226}$Ra decay.
10.4 YIELD NORMALIZATION

In general the lifetime of an excited nuclear state is determined by a measurement of its decay function. In an RDDS measurement all in-
formation on the decay function is included in the measured intensities of the Doppler-shifted and unshifted components of populating and depopulating transitions. According to the equations given in Section 9.4.2 the differential decay curve method uses the developing of those quantities, measured at different target-to-stopper distances, to deduce the lifetime of the state. However, the measured intensities were not only subject to the lifetime of the state, but depended e.g. on the duration of the measurement and the beam intensity. Thus, the measured de-excitation yields had to be normalized to ensure the same amount of reactions occurring in each measurement.

In order to account for possible time- and energy-dependent effects, e.g. varying cross sections of fusion evaporation reaction channels, it is strongly recommended to use coincident transitions of the nucleus of interest for normalization. For the experiment presented in this work this was not possible due to significant contaminations in the gated spectra of $^{56}$Cr. However, time-dependent deviations in the beam energy were found to be negligible, therefore it was decided to use the $\gamma$-ray transitions of $^{56}$Mn for normalization of the measured de-excitation yields. Figure 10.6 shows a partial level scheme of $^{56}$Mn with the strong $\gamma$-ray cascade used for normalization. To reduce the systematic error of the deduced normalization factors, independent gated spectra were generated for different detector combinations (rings) at each target-to-stopper distance. Short-lived, coincident $\gamma$-ray transitions at 541 keV, 526 keV, 642 keV, 631 keV, and 943 keV were not affected by contamination, thus they were used for normalization. The deduced normalization factors of the measurements at the different target-to-stopper distances are shown in Figure 10.7. The weighted mean of the independently measured normalization factors reproduced very well constant $\gamma$-ray yields out of the measured transition intensities of $^{56}$Mn (see Figure 10.8) and $^{56}$Cr. Thus, these values were used in the DDCM lifetime analysis of the excited states of $^{56}$Cr.

### 10.5 Recoil velocity

Moreover the recoil velocity $v$ of the $^{56}$Cr ions was needed for the DDC method, to determine the flight time $t_i$ out of the target-to-stopper distance $d_i$:

$$d_i = v \cdot t_i$$

The velocity of the recoils after the target has a certain distribution, which is mainly caused by the different energy loss in the target. Fusion evaporation products produced at the beginning
of the target loose more energy than those ions produced at the end of the target. The mean recoil velocity was accurately determined via the measured Doppler shift of the $\gamma$-ray transitions emitted in flight at a certain detection angle $\theta_\gamma$, using

$$\frac{v}{c} = \frac{1}{\cos \theta_\gamma} \left( \frac{E_{\gamma}^{(sh)}}{E_{\gamma}^{(us)}} - 1 \right),$$

where $E_{\gamma}^{(us)}$ is the original transition energy and $E_{\gamma}^{(sh)}$ is the Doppler-shifted transition energy. Due to the geometry of the setup used, the detection angles of two detector groups were known. The central EUROBALL detector was positioned at $0^\circ$, while all HPGe-detectors positioned at backward angles yielded $142.5^\circ$. The mean detection angle of the detector ring formed by the six exterior EUROBALL detectors depended on the distance between target chamber and cluster, thus it was not used in this part of the analysis. The Doppler shift of the different transitions was determined for various target-to-stopper distances by fitting the peak positions of shifted and unshifted component. Table 10.2 shows the mean values of the measured transition energies and the resulting recoil velocity. Finally the experimental data yielded a value of $v/c = 1.006(9)\%$ for the mean recoil velocity of $^{56}$Cr ions after the target. This agreed very well with the calculated recoil velocity of $v/c = 1.1(3)$ using the LISE code [180,181].

<table>
<thead>
<tr>
<th>$\theta_\gamma$</th>
<th>$E_{\gamma}^{(us)}$ [keV]</th>
<th>$E_{\gamma}^{(sh)}$ [keV]</th>
<th>$v/c$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td>1006.47(3)</td>
<td>1017.20(19)</td>
<td>1.066(19)</td>
</tr>
<tr>
<td></td>
<td>1069.42(14)</td>
<td>1079.52(12)</td>
<td>0.944(17)</td>
</tr>
<tr>
<td></td>
<td>1175.53(40)</td>
<td>1185.85(67)</td>
<td>0.878(67)</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td></td>
<td>0.994(13)</td>
</tr>
<tr>
<td>$142.5^\circ$</td>
<td>1006.74(4)</td>
<td>998.95(9)</td>
<td>0.975(13)</td>
</tr>
<tr>
<td></td>
<td>1069.74(6)</td>
<td>1060.93(16)</td>
<td>1.038(20)</td>
</tr>
<tr>
<td></td>
<td>1174.94(12)</td>
<td>1164.54(19)</td>
<td>1.116(24)</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td></td>
<td>1.022(14)</td>
</tr>
<tr>
<td></td>
<td>total mean</td>
<td></td>
<td>1.006(9)</td>
</tr>
</tbody>
</table>

Table 10.2: Mean values of the measured Doppler-shifted and unshifted transition energies and the resulting recoil velocity $v/c$ of $^{56}$Cr for different detectors positioned at forward and backward angle.
Figure 10.8: Normalized γ-ray intensities of coincident transitions in $^{56}$Mn. The detectors used for the cut-spectra and yield measurements are indicated by their ring-ID (in brackets). The dotted line is the average value. Thus, the weighted mean of the independently measured normalization factors reproduces very well constant γ-ray yields for all target-to-stopper distances. More information is given in the text.
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### Results

The results of the precise lifetime measurement of excited states in $^{56}$Cr performed with the Cologne coincidence plunger will be presented in this chapter. Lifetimes of the first excited 2$^+$ and 4$^+$ states were deduced for the first time, employing the differential decay curve method (DDCM) to data of a coincidence recoil distance Doppler-shift (RDDS) measurement.

The experiment was carried out at the FN tandem accelerator of the Institute for Nuclear Physics of the University of Cologne, employing a stable $^{11}$B beam at an energy of 32 MeV, incident on a 0.5 mg/cm$^2$ thick enriched $^{48}$Ca target. The relevant fusion evaporation reaction channel $^{48}$Ca($^{11}$B,p2n)$^{56}$Cr was populated rather weakly yielding almost 2.6% of the total reaction cross section of about $\sigma_{\text{fusion}} = 1.02$ b. Other residual nuclei, such as $^{55}$Mn and $^{56}$Mn in the 4n and 3n channel, respectively, were produced much more numerously, as shown in Table 11.1. De-excitation of the odd-Z manganese isotopes proceeds by a large number of $\gamma$-ray cascades, which appeared as strong decay-transitions in the measured spectra. Moreover, in an plunger measurement the line density is almost doubled due to the observed Doppler-shifted and unshifted components of the transitions. Hence, the relevant transitions of $^{56}$Cr were partly superimposed by $\gamma$-ray transitions of background reactions. To obtain almost clear spectra, $\gamma\gamma$-coincidence information was required (see Figure 11.1 (a-c)). Despite the rather weak population of the p2n-channel, the DDC method could be applied to $\gamma\gamma$-coincidence data. To determine the lifetime of a state and to avoid systematic errors applying the DDC method it is crucial to generate cut spectra which are locally clean, i.e. the transition of interest must not be interfered with by any $\gamma$-ray transition of a background reaction. Due to the occurrence of doublets even in the gated spectra, not all possible gates and matrices generated from the different ring combinations could be used for the lifetime analysis.

For each target-to-stopper distance $x_i$ the data were sorted into $\gamma\gamma$-matrices corresponding to all possible ring combinations (cf. Sec. 10.1). For $j$ different matrices the corresponding lifetimes $\tau_j$ were determined as mean value of the $\tau(x_i)$; they are statistically independent and allow for consistency checks. The weighted mean value of the independent lifetimes $\tau_j$ was finally taken as the adopted level lifetime $\tau$.

Effects due to the deorientation of the recoiling nuclei in vacuum do not enter the DDCM analysis of a coincidence RDDS measurement as gates are set on feeding transitions of the level of interest [184]. Effects of the Doppler-shift attenuation occurring during the slowing down in the stopper account for a correction factor of less than 0.5% at a lifetime value of 2.6 ps [182]. Thus, they can be safely neglected for $\tau > 3$ ps.

<table>
<thead>
<tr>
<th>nucleus</th>
<th>channel</th>
<th>$\sigma$ [mb]</th>
<th>$\sigma/\sigma_{\text{fusion}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{55}$Mn</td>
<td>4n</td>
<td>472</td>
<td>46.3</td>
</tr>
<tr>
<td>$^{56}$Mn</td>
<td>3n</td>
<td>412</td>
<td>40.4</td>
</tr>
<tr>
<td>$^{53}$V</td>
<td>$\alpha$2n</td>
<td>74</td>
<td>7.3</td>
</tr>
<tr>
<td>$^{56}$Cr</td>
<td>p2n</td>
<td>26</td>
<td>2.6</td>
</tr>
<tr>
<td>$^{57}$Mn</td>
<td>2n</td>
<td>11</td>
<td>1.1</td>
</tr>
<tr>
<td>$^{55}$Cr</td>
<td>p3n</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>$^{54}$V</td>
<td>$\alpha$n</td>
<td>6</td>
<td>0.6</td>
</tr>
<tr>
<td>$^{52}$V</td>
<td>$\alpha$3n</td>
<td>5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

*Table 11.1: Absolute and relative production yields of residual nuclei in the $^{48}$Ca($^{11}$B, x$p$+$\gamma$)$\times$ reaction at a beam energy of 32 MeV. The values were calculated using the code PACE [175].*
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Figure 11.1: γ-ray spectra obtained during the lifetime measurement of $^{56}$Cr at a target-to-stopper distance of 21 µm. (a) All γ-ray events (singles) detected in two of the five Ge detectors at backward angle. (b) Prompt coincidence spectrum of γ rays emitted in backward direction, which were coincident to a γ-ray detected in the EUROBALL detectors at forward angle. Energies of Doppler-shifted transitions in $^{56}$Cr are indicated by arrows. Transitions of other residual nuclei: • $^{56}$Mn, * $^{55}$Mn, □ $^{53}$V (c) Same as (b) but with a coincidence gate applied on the Doppler-shifted component of the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr. γ rays emitted in flight, de-exciting known states up to $J = 13$, can be observed in an almost clean spectrum. For the $2^+ \rightarrow 0^+$ transition both the Doppler-shifted and the unshifted component were detected.

11.1 Lifetime of the $2^+$ state

DDCM lifetime analysis always commenced by selecting appropriate γγ-coincidence gates to obtain the intensities $I_{sh}$ and $I_{us}$ as a function of the target-to-stopper distance. For the lifetime analysis of the $2^+$ state various gated spectra were carefully investigated for contaminating transitions, interfering with the Doppler-shifted and unshifted components of the depopulating $2^+ \rightarrow 0^+$ transition at 1007 keV. Cut spectra of most detectors showed a transition at 1015 keV coming from Coulomb excitation of $^{27}$Al in random coincidence. Therefore cut spectra measured with the EUROBALL detectors at forward angles could not be used in the lifetime analysis of the $2^+$ state due to the interference of the $^{27}$Al γ-ray transition with the Doppler-shifted $2^+ \rightarrow 0^+$ transition. The analysis was restricted to cut spectra obtained with the Ge detectors at backward angles. Fig. 11.2 illustrates the line shape analysis of the $2^+ \rightarrow 0^+$ transition at 1007 keV in $^{56}$Cr and shows examples of gated spectra for different target-to-stopper distances.

Three different types of coincidence gates
11.2 Lifetime of the $4^+$ state

Figure 11.2: (a)-(d) Gated spectra for the $2^+ \rightarrow 0^+$ transition at 1007 keV in $^{56}$Cr at the indicated distances from the five Ge detectors at backward angles. The gate was set on the shifted component of the $4^+ \rightarrow 2^+$ transition in $^{56}$Cr, measured in the six EUROBALL Ge detectors at forward angles.

were used in the lifetime analysis of the $2^+$ state, which will be discussed in the following. First of all a coincidence gate was applied on the Doppler-shifted component of the directly feeding transition, i.e. the $4^+ \rightarrow 2^+$ transition at 1070 keV. The intensities of the Doppler-shifted ($I_{sh}$) and unshifted ($I_{us}$) components of the coincident depopulating $2^+ \rightarrow 0^+$ transition were determined in the corresponding cut spectra. The lifetime of the $2^+$ state was deduced by the evolution of the measured intensities as a function of target-to-stopper distance according to the formulas given in Section 9.4.2, using the program “Napatau” [185]. The final \( \tau \) curve is shown in Figure 11.3, yielding \( \tau(2^+) = 5.49(15) \) ps.

Secondly the lifetime of the $2^+$ was derived by gating on the Doppler-shifted component of the $6^+ \rightarrow 4^+$ transition at 1175 keV, indirectly feeding the $2^+$ state via the $4^+ \rightarrow 2^+$ transition. The intensities of the Doppler-shifted and unshifted components of both the directly feeding $4^+ \rightarrow 2^+$ transition and the depopulating $2^+ \rightarrow 0^+$ transition had to be determined in the cut spectra. Following the analysis given in Section 9.4.2 the lifetime of the $2^+$ level was measured as \( \tau(2^+) = 5.48(50) \) ps (see Figure 11.4).

Another possibility to deduce the lifetime using the DDC method is to gate on the unshifted component of the depopulating 1007 keV transition and to analyze the evolution of $I_{sh}$ and $I_{us}$ of the directly feeding $4^+ \rightarrow 2^+$ transition at 1070 keV in the cut spectra (so-called “gate from below”). The corresponding \( \tau \) curve is shown in Figure 11.5, yielding a consistent value of \( \tau(2^+) = 5.49(12) \) ps for the lifetime of the $2^+$ state in $^{56}$Cr.

The weighted mean value of the three independently determined lifetimes was finally taken as the adopted level lifetime \( \tau(2^+)_{\text{mean}} = 5.49(14) \) ps.

11.2 Lifetime of the $4^+$ state

\( \gamma \gamma \)-coincidence gates for the lifetime analysis of the $4^+$ state in $^{56}$Cr were much less affected by interfering background transitions than for the $2^+$ state. Thus, all possible gates and ring combinations could be used in the analysis. The corresponding \( \tau \) curves are given in Fig. 11.6-11.12 together with the quantities which were used to calculate the \( \tau(x) \) values.

Gating on the Doppler-shifted component of the directly feeding $6^+ \rightarrow 4^+$ transition at 1175 keV yielded lifetime values of 2.81(23) ps.
Table 11.2: Deduced lifetimes of the 2$^+$ and 4$^+$ state of $^{56}$Cr, employing the DDC method on $\gamma\gamma$-coincidence data obtained with different coincidence gates. Gates on the Doppler-shifted component of the (in)directly feeding transitions are labeled “(in)direct”, while gates on the unshifted component of the depopulating transition are named “below”. More information is given in the text.

<table>
<thead>
<tr>
<th>level</th>
<th>gate type</th>
<th>gated transition</th>
<th>$\theta_\gamma$ [°]</th>
<th>$\tau$ [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2$^+$</td>
<td>direct</td>
<td>$4^+ \rightarrow 2^+$ (sh)</td>
<td>142.5</td>
<td>5.49(15)</td>
</tr>
<tr>
<td></td>
<td>indirect</td>
<td>$6^+ \rightarrow 4^+$ (sh)</td>
<td>142.5</td>
<td>5.48(50)</td>
</tr>
<tr>
<td></td>
<td>below</td>
<td>$2^+ \rightarrow 0^+$ (us)</td>
<td>142.5</td>
<td>5.49(12)</td>
</tr>
<tr>
<td></td>
<td>weighted mean</td>
<td></td>
<td></td>
<td>5.49(14)</td>
</tr>
<tr>
<td>4$^+$</td>
<td>direct</td>
<td>$6^+ \rightarrow 4^+$ (sh)</td>
<td>27.4</td>
<td>2.81(23)</td>
</tr>
<tr>
<td></td>
<td>direct</td>
<td>$6^+ \rightarrow 4^+$ (sh)</td>
<td>142.5</td>
<td>3.11(19)</td>
</tr>
<tr>
<td></td>
<td>indirect</td>
<td>$7 \rightarrow 6^+$ (sh)</td>
<td>27.4</td>
<td>4.2(15)</td>
</tr>
<tr>
<td></td>
<td>indirect</td>
<td>$7 \rightarrow 6^+$ (sh)</td>
<td>142.5</td>
<td>2.89(81)</td>
</tr>
<tr>
<td></td>
<td>indirect</td>
<td>$8^+ \rightarrow 6^+$ (sh)</td>
<td>142.5</td>
<td>3.78(54)</td>
</tr>
<tr>
<td></td>
<td>below</td>
<td>$4^+ \rightarrow 2^+$ (us)</td>
<td>27.4</td>
<td>3.39(19)</td>
</tr>
<tr>
<td></td>
<td>below</td>
<td>$4^+ \rightarrow 2^+$ (us)</td>
<td>142.5</td>
<td>3.18(15)</td>
</tr>
<tr>
<td></td>
<td>weighted mean</td>
<td></td>
<td></td>
<td>3.15(11)</td>
</tr>
</tbody>
</table>

All lifetime values deduced from the present data are summarized in Table 11.2. The weighted mean value of all independently determined lifetimes of the 4$^+$ state was finally taken as the adopted level lifetime $\tau(4^+)_{\text{mean}} = 3.15(11)$ ps.
11.2. LIFETIME OF THE 4$^+$ STATE

\begin{itemize}
  \item Figure 11.4: (a) Lifetime values \( \tau \) as a function of target-to-stopper distance for the \( 2^+ \rightarrow 0^+ \) transition at 1007 keV in $^{56}$Cr, determined by using a coincidence gate on the Doppler-shifted component of the indirectly feeding transition at 1175 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at backward angles are also shown.
  \item Figure 11.5: (a) Lifetime values \( \tau \) as a function of target-to-stopper distance for the \( 2^+ \rightarrow 0^+ \) transition at 1007 keV in $^{56}$Cr, determined by using a coincidence gate on the unshifted component of the depopulating transition at 1007 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at backward angles are also shown.
  \item Figure 11.6: (a) Lifetime values \( \tau \) as a function of target-to-stopper distance for the \( 4^+ \rightarrow 2^+ \) transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the Doppler-shifted component of the directly feeding transition at 1175 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at forward angles are also shown.
\end{itemize}
Figure 11.7: (a) Lifetime values $\tau$ as a function of target-to-stopper distance for the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the Doppler-shifted component of the directly feeding transition at 1175 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at backward angles are also shown.

Figure 11.8: (a) Lifetime values $\tau$ as a function of target-to-stopper distance for the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the Doppler-shifted component of the indirectly feeding transition at 1196 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at backward angles are also shown.

Figure 11.9: (a) Lifetime values $\tau$ as a function of target-to-stopper distance for the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the Doppler-shifted component of the indirectly feeding transition at 1196 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at forward angles are also shown.
11.2. LIFETIME OF THE 4+ STATE

Figure 11.10: (a) Lifetime values $\tau$ as a function of target-to-stopper distance for the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the Doppler-shifted component of the indirectly feeding transition at 1501 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at backward angles are also shown.

$\tau = 3.78(54)$ ps

Figure 11.11: (a) Lifetime values $\tau$ as a function of target-to-stopper distance for the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the unshifted component of the depopulating transition at 1070 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at backward angles are also shown.

$\tau = 3.39(19)$ ps

Figure 11.12: (a) Lifetime values $\tau$ as a function of target-to-stopper distance for the $4^+ \rightarrow 2^+$ transition at 1070 keV in $^{56}$Cr, determined by using a coincidence gate on the unshifted component of the depopulating transition at 1070 keV. The intensity curves of (b) the Doppler-shifted and (c) the unshifted components measured at forward angles are also shown.

$\tau = 3.18(15)$ ps

$\theta = 142.5^\circ$

$\theta = 27.4^\circ$
Chapter 12

Discussion and Summary

12.1 Shell-model theory and discussion

The measured lifetime value $\tau = 5.49(14)$ ps for the first $2^+$ state in $^{56}\text{Cr}$ corresponds to $B(E2, \ 2^+ \rightarrow 0^+) = 11.33(31)$ W.u.. For the $4^+ \rightarrow 2^+$ transition the precise lifetime value of $\tau = 3.15(11)$ ps would correspond to $B(E2, \ 4^+ \rightarrow 2^+) = 14.59(53)$ W.u. for the $4^+$ state. Within errors the new and precise $B(E2, \ 2^+ \rightarrow 0^+)$ value is consistent with the previous result of $B(E2, \ 2^+ \rightarrow 0^+) = 8.7(3.0)$ W.u. from [170]. Together with the value of $B(E2, \ 2^+ \rightarrow 0^+) = 14.6(6)$ W.u. for $^{54}\text{Cr}$ [186], a considerable reduction of transition strength is observed going from $N = 30$ to $N = 32$, which is in line with the increase in $E(2^+)$. In comparison with the semimagic $N = 28$ value of $B(E2, \ 2^+ \rightarrow 0^+) = 11.4(5)$ W.u. for $^{52}\text{Cr}$ [187], an equally low result is observed for the $N = 32$ case. The accuracy of the experimental result for $^{58}\text{Cr}$ of $B(E2, \ 2^+ \rightarrow 0^+) = 14.8(4.2)$ W.u. from Ref. [170] allows only a coarse extrapolation to $N = 34$. The $B(E2, \ 4^+ \rightarrow 2^+)$ shows the same isotopic trend, it is smaller than in $^{54}\text{Cr}$ (29(6) W.u. [186]) but larger than in the semimagic $^{52}\text{Cr}$ (6.0(1.6) W.u. [187]). In the latter case the seniority $\nu = 2$ conserving transition $4^+_2 \rightarrow 2^+$ was chosen for comparison, as it corresponds to the $4^+_1 \rightarrow 2^+$ transitions in the isotones $^{50}\text{Ti}$ (proton 2p) and $^{54}\text{Fe}$ (proton 2h) which are $\nu = 2$ by definition.

These results were compared with large-scale shell-model calculations using different effective interactions in the $pf$ shell: KB3G [159], KB3Gm [188], and the GXPF1A [155] interactions. The KB3Gm interaction was obtained by a readjustment of the KB3G monopoles. $B(E2)$ values were calculated with equal (isoscalar) polarization charges for protons and neutrons $\delta e_p = \delta e_n = 0.5e$. Although all the interactions reproduce the increase in the excitation energy of the $2^+$ at $N = 32$, none of the results obtained reproduces the corresponding lowering of the $B(E2)$ value for $^{56}\text{Cr}$. On the contrary, the calculations show a slight monotonic decrease in $B(E2)$ strength along the $^{54,56,58}\text{Cr}$ isotopic chain. The effective interactions that better describe both the excitation energies and the $B(E2)$ values are KB3Gm and GXPF1A. These results are reported in Figure 12.1 in comparison with the experimental values.

As stated above, in Ref. [173], it was shown that the use of different effective charges for protons and neutrons, $e_p = 1.15e$ and $e_n = 0.80e$, could reproduce a marginal staggering of the $B(E2, \ 2^+ \rightarrow 0^+)$ values along the chain of even-even $^{48-56}\text{Ti}$ isotopes (see Figure 8.2 on...
These effective charges, deduced from the \( T = 1/2 \) mirror nuclei of mass \( A = 51 \) [172], result from an additional isovector polarization charge. In fact, the trend of the \( B(E2) \) values in the Ti chain is correct, but the calculated values are still far from the experimental ones. Recently, it was shown that these effective charges do not reproduce the \( B(E2) \) values measured in the neutron-rich nuclei \(^{50}\text{Ca}\) and \(^{51}\text{Sc}\) [27]. For this work the \( B(E2) \) values were computed for the Cr isotopes using these effective charges with the different effective interactions. The results are listed in Table 12.1 and denoted by a superscript asterisk. In all cases, the \( B(E2) \) strengths remain almost unchanged; the differences amount to just a fraction of a W.u.. It is only with the GXPF1A interaction that the use of these effective charges gives a slight, relative reduction of the \( B(E2) \) in \(^{56}\text{Cr}\) with respect to \(^{54,58}\text{Cr}\) but remaining still far from the experiment.

A dedicated shell-model study of neutron-rich Cr nuclei was performed recently by Kaneko et al. in the \( fpfg \) model space [163]. This valence space comprises the full \( pf \) active proton orbitals and the \( vp_{3/2}, \, vf_{5/2}, \, vp_{1/2}, \) and \( vg_{9/2} \) neutron orbitals. The schematic pairing-plus-multipole interaction was developed to reproduce the available data in neutron-rich Cr isotopes. For calculation of the \( B(E2) \) values, standard polarization charges \( \delta e_p = \delta e_n = 0.5e \) were used. Although a small relative decrease in the transition strength is obtained at \( N = 32 \), these calculations do not reproduce the experimental energies and \( B(E2) \) of \(^{56,58}\text{Cr}\). Increasing \( B(E2) \) values are predicted for heavier Cr nuclei until a drastic drop at \( N = 46 \).

The recently developed LNPS interaction describes with good accuracy the level schemes of Cr and Fe isotopes around \( N = 40 \) [162]. It has been applied with success to the description of recent data on lifetimes in heavy Fe isotopes [189]. The model space includes the full \( fp \) orbitals for protons and the \( vp_{3/2}, \, vf_{5/2}, \, vp_{1/2}, \, vg_{9/2}, \) and \( vd_{5/2} \) shells for neutrons. This new effective interaction accounts for the development of strong quadrupole correlations that drive the Cr and Fe isotopes to large deformations towards \( N = 40 \). The adopted \(^{48}\text{Ca}\) core in these calculations – as well as in those of Kaneko et al. [163] – prevents the excitation of neutrons from the \( vf_{7/2} \) shell. While this is sensible for heavy Cr isotopes around \( N = 40 \), its influence in the description of the spectroscopy of lighter isotopes increases with decreasing neutron number, in particular, for \(^{56}\text{Cr}\).

The evolution of the \( 4^+ \rightarrow 2^+ \) transition strength from \( N = 28 \) to \( N = 32 \) shows the expected increase for \( N = 30 \) owing to seniority mixing by proton-neutron interaction, followed by an unexpected decrease for \( N = 32 \). This corroborates the \( B(E2), 2^+ \rightarrow 0^+ \) trend and is likewise not borne out by the shell-model results (see Table 12.1).

### 12.2 Summary

In summary, the decrease in \( B(E2) \) values for both the \( 2^+ \) and \( 4^+ \) states in \(^{56}\text{Cr}\), and therefore their staggering from \( N = 28 \) to \( N = 32 \), is now firmly established by several standard deviations. This and the corresponding opposite trend in \( E_x(2^+) \) are consistent with the obser-
RATION in Ti isotopes (see Figure 8.2) and in open-shell nuclei with the Grodzins-Raman systematics [25, 190]. Despite the large difference in $E_x(2^+)$, the $B(E2)$ values in Ti and the mid-proton-shell Cr isotopes are almost identical for $N = 28$ and $N = 30$. The staggering amplitudes as defined by

$$A_{st} = B(E2)_{N=30} - \frac{B(E2)_{N=28} + B(E2)_{N=32}}{2}$$

agree in both chains within experimental uncertainties, namely, $A_{st}(\text{Ti}) = 4.2(11)$ W.u. and $A_{st}(\text{Cr}) = 3.8(6)$ W.u.. The available shell-model approaches using various interactions and/or effective charges account for the global trend of $E_x(2^+)$ and $B(E2)$ but fail to reproduce the local staggering, which, on the other hand, indicates an $N = 32$ subshell. The theoretical $B(E2)$ values in the Ca, Ti and Cr isotopic chains beyond $N = 28$ show a smooth and unstructured trend (see Figures 8.2 and 12.1). From this evidence one may conclude that the reason for the failure of the theoretical approaches lies in the neutron channel and is caused by either $T = 1$ monopoles or an imbalance in the pairing and quadrupole part of the neutron-neutron two-body matrix elements. In the former case, from the disappearance of the staggering in the Fe isotopes it can be concluded that $T = 1$ monopoles involving $\nu f_{5/2}$ orbit need retuning, as this changes position dramatically from $Z = 20$ to $Z = 28$ owing to the filling of the $\pi f_{7/2}$ shell. Core excitations of protons across the $Z = 20$ gap are unlikely to cause the observed effect beyond the Ca isotopes. The increase in the transition probabilities for heavier Cr isotopes predicted by the recent theoretical works will have to wait for the measurement of transition probabilities by means of radioactive beams.
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