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The Power of OCHRE’s Highly Atomic Graph
Database Model for the Creation and Curation of

Digital Text Editions

Miller C. Prosser, Sandra R. Schloen

Abstract

The Online Cultural and Historical Research Environment (OCHRE) is a research
database platform that provides a suite of tools to aid in the curation of digital
text editions. The power and flexibility of the OCHRE system is predicated on the
underlying data model, which is constructed as a graph database. OCHRE is based
on a semi-structured, item-based data model where data are atomized into granular
items and organized through hierarchical arrangement and cross-cutting links. In this
paper, we describe OCHRE’s graph data model and demonstrate how this approach
revolutionizes digital philology.

1 Introduction

The Online Cultural and Historical Research Environment (OCHRE) is a research
database platform that provides a suite of tools to aid in the curation of digital text
editions.1 But that was not the original mandate of the program. OCHRE was created
as a tool for archaeological data management.2 Because no two archaeologists can
be compelled to agree on a common system for excavation or on a single controlled
vocabulary for describing their data, OCHRE was created to be customizable. Further,
because an archaeologist typically needs to describe a wide variety of data, from
a single botanical sample to an entire watershed region, OCHRE was designed to
manage data at any level of abstraction or observation – indeed, at multiple levels
of abstraction, or with multiple observations. Finally, because archaeology creates
data of many types – such as images, geo-spatial (GIS), and daily journal entries to

1 We use the term curation to refer to the activities and processes performed to capture, create, edit,
publish and archive data—essentially the entire data life-cycle.

2 Sandra R. Schloen and J. David Schloen invented OCHRE as a data management system for David
Schloen’s archaeological research. As a trained software developer, Sandra Schloen implemented their
plan as a database platform. Over decades of use and decades of technological advancement, OCHRE
has evolved through many phases. For more information on OCHRE in general, see Schloen and Schloen
(2012).
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name only a few – OCHRE was built to integrate any and all types of project data.3
The database, the underlying data model, and the user interface evolved to become
highly flexible, generic, and extensible. For these reasons, it became clear that the
system could be applied to a variety of other research domains. Based as it is at the
Oriental Institute (OI) of the University of Chicago, the next logical application of the
OCHRE system was the field of philology, one of the other core research areas at the
OI. The same affordances granted the archaeologist are available to the philologist.
Researchers are free to use a set of descriptive terms that are recognized in their
specific area of study or to create their own knowledge representation vocabulary.
Observations can be made by multiple authors or editors at any level of detail, from a
single grapheme to an entire corpus. Data of all types are integrated in a common
platform, allowing the presentation of text images, bibliography, and commentary
along with textual data.

The power and flexibility of the OCHRE system is predicated on the underlying data
model, which is constructed as a graph database. OCHRE is based on a semi-structured,
item-based data model, where data are atomized into granular items and organized
through hierarchical arrangement and cross-cutting links. In this paper, we describe
OCHRE’s graph data model and demonstrate how this approach revolutionizes digital
philology.

2 The OCHRE Data Model

As mentioned already, data in OCHRE is highly atomized. By atomized, we mean
that data is broken down into minimal meaningful parts, each of which is stored as a
separate XML document.4 Data is not stored in a tabular format – the data model used
by a typical relational database. Data is not stored in fully composed and marked-up
documents – the data model often used as the default approach for textual research.
Instead, in OCHRE, items are arranged in a semi-structured, hierarchical model, an
arrangement that is supplemented by cross-cutting links between items. The result
is an integrated graph of data nodes. These nodes are categorized according to a
generic upper ontology that specifies the classes and relationships between the nodes.
The high-level data categories in OCHRE are the following: Agents, Bibliography,
Concepts, Dictionary units, Periods, Resources, Spatial units, Texts, and Writing
systems. Agents are people, real or fictional, ancient or modern, including even

3 On issues related to using digital tools for archaeological data management, see Prosser (2020), “Digging
for Data.”

4 OCHRE is implemented using the Tamino XML database, the first enterprise-level native-XML database
(developed by Software AG, Germany). While data in OCHRE is stored as documents, the database is
more accurately described as a semi-structured graph database rather than as a document-oriented
database because it is characterized by relationships between highly atomized database items.
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project team members. Resources are images, PDFs, audio files, or any other external
file. Spatial units are any items, real or otherwise, that can be contextualized in
space, meaning that they can be organized according to their location. A Spatial
unit may have a latitude-longitude coordinate; it may be a single point or an entire
region. Along with space, time is also data, which is recorded in OCHRE’s Periods
category. Even the controlled vocabulary of the project is stored as data. A hierarchy
of variables and values that define the descriptive properties of all the other items
forms a project Taxonomy. OCHRE manages a master taxonomy, from which projects
may borrow to create their own local taxonomy. However, project personnel can
customize their taxonomy to include unique variables and values needed to describe
their research. Any OCHRE item can be described with properties as allowed by the
project taxonomy. In addition, any OCHRE item can be linked to any other OCHRE
item(s) using a variety of mechanisms. As we go on to define the details of the Text
category of items below, keep in mind that, at its core, all data in OCHRE is a network
of data organized within these high-level categories, or node classes, described by
properties, and related by links.

2.1 Textual Data

Contrasting with what can be called the document model, wherein a series of string
characters are stored in a sequence that corresponds to the layout of the text on the
page, OCHRE’s data model breaks down textual data into items that correspond to
either words or graphemes.5 Each item is uniquely identified and stored as a separate
XML document. These items can be combined and organized to produce any vari-
ety of derived formats appropriate for viewing, analysis, publication, or even good
old-fashioned printing. Each item can be addressed individually by the researcher:
identified, commented upon, or reused in a variety of overlapping hierarchical con-
texts.
To make this point from another perspective, when guidelines from the Text

Encoding Initiative (TEI consortium 2019) are used to record and describe the structure
of a text, the result is a richly marked up single XML document for the entire text.6

5 We use the linguistic term grapheme to refer to any minimal and meaningful unit of writing, more
colloquially referred to as a letter, sign, accent, or punctuation. On the difference between a document
model and a database model, see Schloen and Schloen (2014).

6 We bring TEI into the discussion here because it is so commonly implemented in textual studies and
because we want to emphasize that our use of XML is not the same as TEI-XML. In the simplest
implementation of TEI markup, an entire text is stored as a single XML file. There is good reason for
doing this and we have no criticism of this approach. It has utility in certain contexts. Textual data
from OCHRE can be exported, then styled with an XSLT stylesheet to create well-formed TEI-XML. We
allow the researcher to make this transformation to TEI to avoid imposing any single implementation
of TEI on a researcher.
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By contrast, in the OCHRE data model, we create a separate XML document for every
word or grapheme or minimal meaningful part of the text. So, instead of one XML
document per text, we work with hundreds or thousands of XML documents for each
text.7 The structure of the text is represented, in part, by hierarchical arrangement
of these items. The hierarchy, itself, is a separate XML document that organizes
its content. That is, the hierarchy has links to those items that it contains, and the
items in turn link back to the (potentially many different) hierarchies in which they
are contained. This approach allows any item to participate in multiple hierarchies.
OCHRE represents this complex network of data in a natural and intuitive user
interface. To the end user, a text view looks very much like a sequence of string
characters.8

To illustrate the highly atomic and granular data model implemented in OCHRE, let
us turn to the manner in which textual data is represented. First, we separate the idea
of the object and the text. The object is what the paleographer refers to as the writing
support, i.e., the surface or object on which the text is present. The object, a Spatial
unit in OCHRE’s ontology, has its own set of metadata properties and descriptions.
Objects may have coordinates that represent where they were discovered – important
for archaeology projects; or a designation to indicate where they are stored – useful
for managing an inventory of objects in a museum context.
As distinct from the object, the Text item in OCHRE is composed of two major

classes of items.9 Specifically, a text consists of collections of epigraphic units and
discourse units. The class of items called epigraphic units are organized hierarchically
as recursive elements to describe the epigraphic layout of the text on the writing
support, whether it be a folio, page, or ancient clay tablet. From broadest to most
narrow, the recursive hierarchy of epigraphic units may be, as one example, Recto,
Line 01, Latin uppercase D.

In addition to the epigraphic hierarchy, a text is defined using a discourse hierarchy,
which represents a scholarly interpretation of the text. Any text may consist of
multiple discourse hierarchies: for example, one for a word-by-word interpretation,
one for a poetic analysis, or one for a syntactic analysis. A text may have multiple

7 We admit that it may well be possible to implement a highly atomized and granular approach to texts
using TEI. It may be possible to utilize the pointing mechanism of TEI to define a text as being composed
of thousands of external files. However, in this scenario, one wonders what value is gained by encoding
the XML files as TEI. The highly atomized approach we use in OCHRE is better implemented as a
graph database. On the use of pointers in TEI see TEI Consortium 2019, ch. 16. https://www.tei-
c.org/release/doc/tei-p5-doc/en/html/SA.html#SAXP, last accessed April 2, 2019.

8 OCHRE has a sophisticated import tool built in to atomize a text document of the ordinary kind into a
network of highly granular but related parts. The user need only set a few options and click the Import
button.

9 Here we use the word “class” to refer to a component of an ontology, a category of similar concepts.

https://www.tei-c.org/release/doc/tei-p5-doc/en/html/SA.html#SAXP
https://www.tei-c.org/release/doc/tei-p5-doc/en/html/SA.html#SAXP
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Figure 1. Partial view of the epigraphic structure of a Jefferson Letter.

Figure 2. Partial view of the discourse hierarchy of the Jefferson Letter.

discourse hierarchies that represent interpretations of various scholars.10 A discourse
hierarchy consists of discourse units such as paragraph, sentence, stich, phrase, clause,
or word. The smallest discourse unit is usually the word. Any given discourse unit
can be reused in multiple discourse hierarchies. The same XML file that represents the
word, for example, may point to a discourse hierarchy representing poetic analysis
and a discourse hierarchy representing syntactic analysis. Reuse of data in this fashion
solves the problem of multiple overlapping hierarchies in textual data. Further, the
database item that represents the word is linked to the epigraphic units that represent
the graphemes that are its constituent parts. Stated inversely, a series of epigraphic
units is linked to a discourse unit.
To use the semantics of graph theory, a text is an atomized network of nodes and

edges. An epigraphic unit – whether it be a grapheme or one of the larger epigraphic

10 Especially in the world of ancient texts, there are often disagreements about the interpretations of
graphemes and words.



60 Miller C. Prosser, Sandra R. Schloen

sections – is available for reuse and sharing among multiple texts, because it is simply
a node in a network. These multiple contexts may be editions prepared by different
editors, or even separate texts copied by ancient scribes. We demonstrate below a
practical application of this approach. An epigraphic unit records these network
connections as a list of links that represents the edges that point to other nodes
to which it is related. Each epigraphic unit is a node that may have an unlimited
number of edges, i.e., the pointers that record where in the text a given node exists. In
other words, there is no proscribed definitional boundary to the set of nodes that can
link to each other. The node that represents a given word may link to any number
of other larger discourse units such as couplets, lines, sentences, or paragraphs.
Further, that same word may link to competing scholarly interpretations of couplets,
lines, sentences, or paragraphs. This highly atomized graph approach to textual
data provides an elegant solution to the problem of representing the same data in
overlapping or competing hierarchies.11
Although the underlying OCHRE structure is modelled as a graph, OCHRE uses

hierarchical structures to organize the nodes (items) and edges (links), rather than
using node-edge style visualizations commonly associated with network analysis
and graph databases. (See the two figures above for sample hierarchies.) It is worth
noting that there is no need to choose between a hierarchy and a graph. A hierarchy
is a graph, and OCHRE exploits the advantages of graphs in general, and hierarchies
more specifically.12 The hierarchical arrangement of graphemes within words, within
phrases/clauses, within sentences/lines, within pages, and so on, is an intuitive con-
struct, and closely parallels how scholars naturally work with, and think about, their
textual data (and lexical, taxonomic, archaeological, and many other types of research
data). OCHRE also recombines, on demand, the highly atomic items into composite
views that are displayed to the scholar in familiar formats.

11 The so-called problem of multiple, overlapping hierarchies when representing texts is well attested in
the literature, usually in the context of applying markup (e.g., TEI) to documents. For a discussion of
this issue see Schloen and Schloen (2014). But multiple overlapping hierarchies are unproblematic in
the context of representing texts using an item-based approach, where each hierarchy is treated as a
discrete item and even, potentially, representative of a work of scholarship. That is, each epigraphic or
discourse hierarchy is simply a node of a graph that links to many other nodes (epigraphic or discourse
units) in conformance to carefully applied rules.

12 According to Robinson et al (2015, 109) “A graph database’s structured yet schema-free data model”
makes them “ideally applied to the modeling, storing, and querying of hierarchies…”. Examples are given
of how to represent “cross domain models” (ibid., 41ff), which is analogous to how OCHRE manages
multiple overlapping hierarchies without difficulty using a graph approach.
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Figure 3. Recomposed document view of the Jefferson Letter example with associated image. (http://www.
loc.gov/exhibits/jefferson/images/vc109a.jpg).

3 Critical Editions, Collations, and other Implementations

In the following section, we present two models for working with textual data in
OCHRE: the text corpus model and the critical edition model. In the text corpus
model, the researcher creates diplomatic editions of texts in a corpus. Typically, the
researcher is establishing a new or updated edition of a text. In the critical edition
model, the researcher may be creating text editions, but is also leveraging the graph
data model to align various copies of a given text to compare manuscripts and trace
transmission variations.

3.1 The Text Corpus Model

First, we illustrate a standard text corpus project and outline some of the most common
tasks that take advantage of OCHRE’s item-based approach. The Ras Shamra Tablet
Inventory (RSTI) is an OCHRE research project, based at the Oriental Institute of
the University of Chicago. RSTI is directed by the author (Prosser) and Dennis
Pardee, professor of Northwest Semitic Philology in the Department of Near Eastern
Languages and Civilizations at the University of Chicago. In this project, we organize
our research on the culture of Late Bronze Age Ugarit. Ancient Ugarit (modern Ras
Shamra) was a city and minor kingdom of the same name in what is now modern-day
Syria. The site of Ugarit was occupied almost continuously for nearly six millennia,

http://www.loc.gov/exhibits/jefferson/images/vc109a.jpg
http://www.loc.gov/exhibits/jefferson/images/vc109a.jpg
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Figure 4. Dictionary unit for the Akkadian verb erēbu, “to enter,” with the grammatical form irrub, and
attested form ir-ru-ub.

from the Neolithic Period through to the beginning of the 12th century BCE.13 Since
its discovery in 1929, archaeologists have uncovered thousands of tablets and other
inscribed objects. To date, we have assembled a catalog of over five thousand objects
in the project.14 We are in the process of creating digital text editions of the texts
recorded on these objects. Also, we have integrated the largest body of digital images
of the Ras Shamra tablets.15 The project serves two purposes: (1) it serves as a central
repository for our research, and (2) it provides a mechanism through which we publish
our data online. From a practical perspective, in RSTI we make a declarative statement
– an interpretive observation – about every grapheme in every text. On this very
specific level, we identify the reading of each cuneiform sign, record metadata about
the level of preservation, and even write sometimes lengthy prose descriptions to
document our epigraphic observations.
The glossary is where we record information about every lexeme attested in our

corpus. Every word in a text – a unit of discourse and, conceptually, a node of the
graph that represents the text – is associated with a Dictionary unit in a project
glossary. A Dictionary unit consists of various grammatical forms, each of which
may consist of various attested forms or spellings.

In RSTI, we have two glossaries, one for words in the Akkadian language and one
for words in the Ugaritic language, each represented as a hierarchy of lexical entries.
The Akkadian texts from Ras Shamra are written in a logosyllabic cuneiform writing
system. The Ugaritic texts are, for the most part, written in an alphabetic cuneiform
writing system. We transcribe both languages using the Latin script. The writing
systems are also OCHRE items, capturing the attributes of different languages and

13 See Yon et al (1995). Among the many reasons that Ugarit draws the attention of researchers is that
the inhabitants of the site produced a fascinating corpus of textual material, from grand mythological
tales, to personal letters, down to simple administrative records. See the contributions in Chapter 3 of
Watson and Wyatt (1999).

14 See the project website http://ochre.lib.uchicago.edu/RSTI/teo.html (last accessed September 22, 2020)
and blog https://voices.uchicago.edu/rsti/ (last accessed March 17, 2019). For a description of how we
have integrated GIS data with the object and text data, see Prosser (2018).

15 Many of these photos were produced by the epigraphic team of the joint Syro-French Mission de Ras
Shamra.

http://ochre.lib.uchicago.edu/RSTI/teo.html
https://voices.uchicago.edu/rsti/
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providing a catalog of all valid graphemes and values against which to match and
validate textual content. In either system, any given grammatical form of a word
may be written in a variety of orthographic forms. Further, there is a high degree of
homography in both writing systems. Any given spelling may represent one of many
words, or even one of many grammatical forms of those words. The structure of the
glossary allows the researcher to disambiguate various word forms.
A word in a text is linked to an attested form in the glossary. Because this at-

tested form is defined as a hierarchical child of a grammatical form, the word in
the text inherits the grammatical properties assigned to the grammatical form in
the dictionary.16 In other words, OCHRE’s data model represents the attested and
grammatical forms as nodes in the graph that captures the relationships among these
lexical entries.

Many of these texts are personal correspondence and other types of administrative
documents from the royal palace: letters from the king and queen of Ugarit, letters to
foreign dignitaries, letters of international intrigue, lists of land distribution to and
from named individuals. These texts attest a wide variety of personal names. We
are working to identify a prosopography of the persons named in these texts.17 The
graph data model has proven to be a powerful and flexible approach to this research
goal. Specifically, the problem is to identify discrete individuals mentioned in texts,
what we refer to in OCHRE as agents. In the Agent category, we identify an ancient
person.18 Here we can disambiguate various persons who share the same personal
name.19 In the semantics of graph networks, this person is a node in the graph. The
many attestations of the person’s name in texts are nodes of a discourse unit type.
These are linked to the items (nodes) representing the persons being identified as
agents. The network extends to include the glossary. Each attestation in a text is
linked to a node in the glossary that represents the grammatical form of the name. In
the end, we create a network of three nodal hubs: the agent, the textual attestations,
and the grammatical entry. This arrangement helps us disambiguate names that are
shared by different persons.
As mentioned above, RSTI includes a large collection of digital images of clay

tablets. These images are all accessible through OCHRE, where they are presented
alongside views of the text. To further integrate the textual and image data, we
use a process called hotspotting to link graphemes to regions of the image where

16 For a longer discussion of RSTI and its use of OCHRE to perform digital philology, see Prosser (2018),
Digital Philology.

17 In this context, we use the term prosopography to refer to the assembled set of familial, occupational,
and other information that identifies a person and their relationships to other persons.

18 See below a discussion of the ontological categories of data in OCHRE.
19 In our texts, there are many persons identified by a single name only. In this period, there are no

surnames, per se. Sometimes persons are listed with a patronymic affiliation, i.e., PN1 son of PN2.
However, it is very common for persons to be identified by a single name only.
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Figure 5. Image showing hotspot links between transcription and image (a click on ḫ in the image lights
up the letter in line 13).

these graphemes are visible. In other words, each image can be marked up with
polygons that are linked to epigraphic units in the text. When viewed together in
OCHRE, the transcribed text can be synchronized with the hotspot polygons so that
a click on a polygon in the image highlights the associated epigraphic unit in the text
transcription. This tool has pedagogical utility, but it also useful for clarifying one’s
interpretation of a damaged sign.

3.2 Text Critical Model

The RSTI text corpus project in OCHRE is representative of numerous other projects
that follow this same model: objects, texts, persons, images, analysis, and publication.
A different group of text-based projects having different research goals and different
source materials falls in a category that we think of as the text critical model. These
projects, such as the Critical Editions for Digital Analysis and Research project (CEDAR),
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use the OCHRE platform to perform text criticism and to produce critical editions.20
From the CEDAR website:

[t]he goal of the project is to develop, test, and document new methods
of digitally representing, displaying, and analyzing manuscripts, textual
variants, and diverse editorial readings and translations, enabling views
of these data that are not possible using traditional printed editions, with
explicit representation of all the intra- and intertextual relationships a scholar
may wish to note.21

These new methods benefit from reuse and sharing of items made possible by
OCHRE’s item-based approach, creating somewhat different kinds of graphs as com-
pared to the text corpus projects, but using the same strategies of organizing (hier-
archies) and linking of nodes. CEDAR demonstrates that the granular and generic
structure of OCHRE suits text critical studies over a wide variety of text corpora. To
date, CEDAR includes: (1) the Sumerian editions of the Gilgamesh epic; (2) Hebrew,
Greek, Latin, Syriac, and Coptic manuscripts of selected chapters of Genesis, Proverbs,
and Daniel; and (3) Shakespeare’s Hamlet and Taming of the Shrew. Plans are already
underway to expand CEDAR to include additional Biblical books, selections of San-
skrit and Middle Bengali literature, as well as editions of the Egyptian Book of the
Dead. Note that text critical projects are an extended use case of the text corpora
model, benefiting from all the features described above.

Using OCHRE’s item-based approach, the CEDAR project compares textual variants
across manuscripts on a letter-by-letter basis. For Biblical scholars interested in text
criticism, it is standard to compare a wide variety of manuscripts to investigate the
transmission history of a given text. For example, one may wish to compare Medieval
Hebrew manuscripts like the Leningrad Codex, Dead Sea Scrolls that attest Biblical
passages in Hebrew, Greek manuscripts of the Septuagint, and later Latin and Coptic

20 The CEDAR project brings together University of Chicago faculty member from various departments:
Simeon Chavel (Associate Professor of Hebrew Bible, The Divinity School), Whitney Cox (Associate
Professor and Chair, Department of South Asian Languages & Civilizations), Thibaut d’Hubert (Associate
Professor, Department of South Asian Languages & Civilizations), Ellen MacKay (Associate Professor,
Department of English Language & Literature), David Schloen (Professor of Near Eastern Archaeology,
Department of Near Eastern Languages and Civilizations), Jeffrey Stackert (Associate Professor of
Hebrew Bible, The Divinity School), and Christopher Woods (John A. Wilson Professor of Sumerian,
Department of Near Eastern Languages and Civilizations). The project has benefitted greatly from
project personnel: Sarah Yardney (PhD, Divinity), Joseph Cross (PhD Candidate, NELC), Doren Snoek
(PhD Candidate, NELC), Andrew Wilent (PhD Candidate, NELC), Ashleigh Cassemere-Stanfield (PhD
student, English Language & Literature), Arianna Gass (PhD student, English Language & Literature),
Sarah-Gray Lesley (PhD student, English Language & Literature), and Colton Siegmund (PhD student,
Near Eastern Languages and Civilizations).

21 See https://cedar.uchicago.edu/ (Last accessed March 19, 2019).

https://cedar.uchicago.edu/
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manuscripts. For these scholars, it is critically important that every letter – and even
every accent, vowel mark, or punctuation – is a discrete unit for study.
Let’s take the Hebrew text of Genesis chapter 1 as an illustrative example. The

CEDAR team wishes to compare roughly a dozen Hebrew manuscripts that span
about a millennium. Instead of representing each of these Hebrew texts individually,
in CEDAR we create a single text that represents all actual content and potential
textual variations of the theoretical Hebrew text of Genesis chapter 1. This single
text is called a content pool. The content pool is a network of epigraphic units and
discourse units, created as a text in exactly the same way as the texts from RSTI
described above.

Here we celebrate the power of the item-based data model. Any item in the content
pool can be reused, shared among any number of other specific representations of
actual texts, what we call local texts. A local text has its own unique epigraphic and
discourse hierarchies, but its epigraphic units are borrowed from the content pool. In
other words, a user will pick and choose from among the content represented in the
content pool, linking in the epigraphic units needed to articulate the structures of the
local text. When a given manuscript – i.e., a local text – attests a variant, that variant
is added to the content pool and is aligned with the non-variant letter by means of a
targeted link, thereby extending the pool of available content. To allow for describing
variants, adding annotations, or providing extended scholarly commentary, discourse
units in local texts are not reused as-is from a content pool, but are auto-aligned with
items in the content pool. This arrangement also allows us to compare and align
manuscripts across different languages. See more on this below.
From the point of view of the individual nodes, any given epigraphic unit in the

graph maintains a list of the necessary edges that identify the texts wherein it appears.
For example, the very first letter of the Hebrew text of Genesis chapter 1 is a ב (bêt), a
preposition meaning “in,” as in the phrase, “In the beginning.” This epigraphic unit
exists in the content pool. The XML document that represents this item lists twelve
paths to identify the twelve texts in which it appears. This letter is one node. The
twelve texts are each a node. Similarly, each of the over 5,000 epigraphic units in
Genesis chapter 1 maintains its own list of the contexts it which it is used, or rather,
reused.
This systematic reuse of existing textual data whenever possible, eliminates the

need for string manipulation when it comes time to compare multiple manuscripts.
Texts are automatically aligned by virtue of sharing the exact same database items.
Extensive reuse also eliminates the need to proliferate secondary links to make explicit
alignments, thereby dramatically reducing redundancy since there is only one copy
of the underlying textual content.

As a practical example, for the dozen Hebrew texts of Genesis chapter 1, we do not
create a new letter ב (bêt) for each phrase, “In the beginning.” We reuse the same ב (bêt)
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Figure 6. Comparing two Hebrew manuscripts of Genesis chapter 1. Green shows agreement, black shows
no overlap.

by adding an edge to point to each text where it is attested. Instead of loading multiple
texts, then comparing whether twelve different texts all contain the letter ב (bêt) in
the opening phrase, the OCHRE network generates subsets of the single content pool
to represent any specific text. In this way, because all similarities and differences are
defined in the underlying data, comparisons do not need to be performed through
a secondary process. Any given Hebrew text is simply the selection of nodes that
contain the edges that define those nodes as part of the given text. In the opening
phrase, “In the beginning,” our ב (bêt) is the same ב (bêt) in every text.
To compare texts across languages, we use cross-cutting links. In a local text, a

discourse unit that represents the Hebrew word for “created” is linked to a discourse
unit in the Hebrew content pool that represents that same word. This edge creates the
discourse relationship between the local text and content pool in Hebrew. The same
is true for local texts in other languages, like Greek and Latin. Each discourse unit in
those local texts is linked to the appropriate discourse unit in its respective content
pool. Creating relationships across languages is done by aligning their content pools.
In the Greek content pool, the Greek words for “in the beginning” are aligned with
the Hebrew word for “in the beginning” in the Hebrew content pool.22 Picture, then,
the network of words, from a Hebrew local text, through to the Hebrew content pool,

22 Relationships between discourse units in content pools of different languages can be one-to-one, one-
to-many, or many-to-one.
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Figure 7. Details of the first letter of the verse, showing all texts where it is attested.

Figure 8. Hebrew, Latin, and Greek comparison with a click and automatic highlighting.

then to the Greek content pool, and finally to a Greek local text. This is the network
that allows a user to compare local texts across various languages. Note that with a
single mapping between the content of one language pool to the content in another
language pool, by following the links from the local texts back to the content pool,
any text in one language can be compared to any text in another language using the
already-established links between their respective content pools.

4 Implications

The highly granular, item-based, generic model presented by OCHRE for content
management will be seen as novel and unfamiliar to many scholars. However, the
model is straightforward and easy to understand: items, described by properties,
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enriched by annotation, organized into hierarchies, and linked to other items. In
addition, the undemanding playground of OCHRE’s highly generic or upper ontology
may seem insufficient to the task of competing in the richly-tagged, extensively
marked-up world of TEI, or in the universe of the Semantic Web where rival standards
– some old, some new – like Dublin Core, FOAF, CIDOC-CRM, FRBR, and so on,
vie for adoption, or are constantly being extended. But, allow us to highlight some
important implications of OCHRE’s approach, not just for textual scholarship, but for
scholarship in many academic domains.
First and foremost, the OCHRE approach offers flexibility. The high degree of

atomization makes possible the modeling of any type of data. Indulge the following
metaphor. If we start with prefabricated walls and floors and roofs, we can build
many beautiful and functional structures that conform to the specifications of the
original components and the designs of the architects. But if we start with bricks,
we can build anything. By atomizing research data to its most minimal meaningful
parts, it can be reconstructed in many different ways and for unlimited purposes. The
designs are those of the scholar.

The semi-structured, graph data model implemented in OCHRE offers the scholar
freedom – freedom not to be locked into a schema designed by someone else or
for some other purpose; freedom not to have to decide in advance which schema
among many options should be adopted, and then to be trapped in it; freedom not
to have to re-tool or transform when standards change or when new best-practices
are recommended. OCHRE is, in effect, ontology agnostic. If we need to tag a new
concept or feature, we can simply add a new property to the rigorously structured,
user-defined taxonomy of our OCHRE project. There is no waiting for an update to an
official schema specification to be approved. This is not to say that standards should
be ignored. But when using the OCHRE platform, decisions regarding ontological
standards are a secondary process, not a primary one. For example, the researcher
can map the project-specific taxonomy to the TEI specification and use OCHRE’s
export or publish function to transform the OCHRE textual items into TEI.23 Similarly,
a different mapping would be used to export OCHRE spatial items to conform to the
CIDOC-CRM specification, and so on. A feature to export data as RDF/XML will
transform those very same OCHRE items and post them to an RDF triple store. In
these transformation processes, OCHRE items, including taxonomic properties, can
be mapped onto any number of published ontologies. With tools such as these for
exporting and publishing based on semantic mappings, the highly granular OCHRE
model gives the user the freedom to play nicely with standards, without first having
to store the data in compliance with any single pre-selected ontology.

23 OCHRE makes it easy to share taxonomies among users or projects, and even to share partial branches
of existing taxonomies. In fact, a surprising outcome of the ease of sharing was that, despite OCHRE’s
extreme flexibility, it had the effect of fostering collaboration rather than encouraging diversity.
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The simplicity of the OCHRE data model is matched by the simplicity of a graphical
user interface that masks the underlying data format. There are no raw XML files to
be edited in oXygen. There is no need to manipulate comma-separated-value (CSV)
files. Hundreds, thousands, and even millions of items can be neatly organized into
hierarchies within OCHRE’s built-in categories of data using a consistent set of tools.
The mechanics of the technological tools should not unduly distract the scholar from
managing research data.

5 Conclusion

In summary, OCHRE’s data model, implemented as a semi-structured graph database,
is highly flexible and customizable, yet organized according to a general ontological
framework. OCHRE has been used for over a decade now for text corpus projects.
Managing approximately 20,000 texts in various languages and writing systems,
200,000 images of texts, and tens of thousands of dictionary entries, the system has
proven to be a powerful tool for philological study. As it enters its third year of use
for text critical projects, OCHRE continues to evolve. It is the underlying graph data
model that makes this recent innovation possible: highly atomized data, organized
hierarchically into broad ontological classes, supplemented by cross-cutting linking,
all the while supporting reuse wherever possible.
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