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“Standing-off Trees and Graphs”: On the Affordance
of Technologies for the Assertive Edition

Georg Vogeler

Abstract

Starting from the observation that the existing models of digital scholarly editions
can be expressed in many technologies, this paper goes beyond the simple opposition
of ‘XML’ and ‘graph’, It studies the implicit context of the technologies as applied to
digital scholarly editions: embedded mark-up in XML/TEI trees, graph representa-
tions in RDF, and stand-off annotation as realised in annotation tools widely used
for information extraction. It describes the affordances of the encoding methods
offered. It takes as a test case the “assertive edition” (Vogeler 2019), in which the text
is considered in a double role: as palaeographical and linguistic phenomenon, and as
a representation of information. It comes to the conclusion that the affordances of
XML help to detect sequential and hierarchical properties of a text, while those of
RDF best cover the representation of knowledge as semantic networks of statements.
The relationship between them can be expressed by the metaphor of ‘layers’, for
which stand-off annotation technologies seem to be best fitted. However, there is no
standardised technical formalism to create stand-off annotations beyond graphical
tools sharing interface elements. The contribution concludes with the call for the
acceptance of the advantages of each technology, and for efforts to be made to discuss
the best way to combine these technologies.

1 Introduction

The debate surrounding the best technology stack for digital scholarly edition is ongo-
ing. Recently it has focussed on an opposition between XML and graph technologies.
Formally, this opposition does not exist, as you can use XML as a serialisation of
graphs (RDF/XML being the best example), and you can express the XML meta-model
as a graph (the XML tree is just a rooted and ordered graph). The debate is also a
debate between established XML users, backed by the wide availability of suitable
technologies, and the more recent graph database users1, experimenting with new
solutions, and finding help from a very supportive software company (neo4j.com), for
instance. This paper goes beyond the social context and the mathematical models in

1 See the contribution of Sippl et al. in this volume for an example.
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use. It will explore the implicit contexts of the technologies under debate by examin-
ing the metaphors used for the meta-models, the serialisations, and the tools applied
to create and process data in scholarly editions. It focusses on one type of scholarly
edition (for which I coined the term “assertive edition” (Vogeler 2019), which could
also carry labels like historical edition, content-oriented edition, or semantic edition)
but will try to transfer observations from this type to other editorial genres.

The assertive edition is a type of scholarly edition that focuses on the content
dimension of text in Sahle’s text wheel (2013, III, 45–49). The assertive edition tries
to represent the information that the authors of the texts want to communicate, or
that the readers expect to be communicated, and thus the real world described by
the text. At the current stage of development, it includes the annotation of terms
and named entities, and the addition of descriptive metadata traditionally applied
to scholarly editions, while extending editorial practice to add a data layer repre-
senting the assertions made by the text. The method has precedents in scholarly
editions created by historians. The idea of taking textual documents as information
carriers reporting historical facts is, of course, widespread in the context of historical
research, but has also been applied to scholarly editions of philosophical texts (Pichler
& Zöllner-Weber 2013, Pichler 2020). Indeed, kleio databases (Thaller 2003–2009),
or relational databases/spreadsheets inserting transcription into column-based data
structures, can be considered as early examples of the assertive edition. The devel-
opment of W3C standards for formal representations of graph-based data models
made the method more viable. The assertive editions created at the Zentrum für
Informationsmodellierung at Graz University in the context of its humanities research
data repository and publication platform GAMS (Zentrum für Informationsmodel-
lierung 2014–2020), and those created in the context of symogih-infrastructure in
Lyon (simogih.org 2012–2020, Beretta 2020) mix representations of the data in RDF
with TEI/XML. The question is, is this a good choice? What effect does it have?

The paper discusses the technical solutions to realise assertive editions by the
affordances of the technology used. Affordance refers to the concepts of James J.
Gibson (1977) and Don Norman (1988). Gibson describes the affordance of an object
as the possible action of any object, and Norman restricts this to the perceivable
actions. I would like to apply it not to a single object, but to a technology, in order
to formalise a definition. Thus, the affordances of XML encoding, of RDF formal
semantics and triple stores, of Graph databases, of annotation tools etc., are here
neither only the theoretical mathematical and computational capabilities of these
technologies, nor the human–computer interfaces of the individual implementations.
Rather, they refer to the mental models of activities associated with the metaphors
dominating the technology in daily scholarly editing practice. The affordance of these
technologies can be described as the easily perceivable activities of marking up text,
structuring text, connecting entities in a text, expressing knowledge as triples, etc.
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Affordance, in this sense, includes prototypical and widely used tools and elements of
code, but is not restricted to them.

This follows the pragmatic concept of modelling in the digital humanities forwarded
by Arianna Ciula, Øyvind Eide, Cristina Marras and Patrick Sahle (2018, Ciula &
Eide 2017). It recognises that epistemological work in the Digital Humanities is often
based on external meta-models. This work uses non-computational representations,
iteratively translates them into computational implementations, and uses the response
to modify the model. This highlights the importance of serialisations and tools
for knowledge creation both in and with the model, as they can trigger different
metaphors.

Therefore, the affordance of a technology can be considered as the trigger for the
selection of a non-technological meta-model. The technical solutions use metaphors
like ‘hierarchies’ (e.g., as ‘trees’, or ‘nested lists’), ‘annotations’, ‘links’, ‘graphs’,
‘triples’ etc., to describe their meta-model. Which possible use cases are brought to
mind by these metaphors? When creating an assertive edition, is it easier to think
in terms of hierarchical structure and embedded annotation (XML in an XML editor
like Oxygen XML or XMLSpy, and using XPath- and XQuery-based querying), vertex
and edge relationships (graph technologies such as RDF in triples stores and labelled
property graph databases like neo4j), or separation of base-text and annotation (stand-
off annotation tools)?

This approach explicitly mixes data model, serialisations and available tools. The
human interaction is with a mixture of the three, and it is human interaction with
technology that creates the affordance of the technology.

This paper leaves out several technologies that are theoretically available for digital
scholarly editing, but have not gained much acceptance in the scholarly editing
community. Relational databases, for instance, are extensively used in software
engineering, but are not widely used in the field of scholarly editing, so it makes
sense not to discuss affordances of XML-enabled relational SQL database systems,
or the implementations of conceptual models using SQL instances. The same is true
for scholarly editions based on default content management systems like Drupal
or Typo3, which are not used by the wider community of digital scholarly editors.
Certainly, it would be worth to study social context of technologies as a reason for
their acceptance, but this study focusses on the epistemological implications of the
technologies.

The same is true for technologies that were previously used to create scholarly
editions, but have fallen out of use — or technologies that were only proposed, but
never put into editorial practice. This teaches us again, that social context is one of
the things that drive a community to adopt one or the other technology. Sometime, it
is hard to distinguish if affordance or social context drives decisions, as affordance,
in part, shapes the social context. Manfred Thaller’s kleio (Thaller 2003–2009), for
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instance, was a very effective way of representing complex data structures together
with the original transcription. However, the programming language used for creating
and manipulating these structures did not correspond to the skills taught in computer
science introductions, and the software lacked a graphical user interface for a long
period. Thus, the emerging digital humanists started their work with tables (and
spreadsheet software) and standard relational databases. While SGML, to give another
example, had mechanisms to handle overlapping mark-up in concurrent trees, and
was therefore well-suited to scholarly editing problems, computer scientists preferred
the strict hierarchy of XML. Suggestions for inline mark-up handling overlapping
structures like TexMECS (Huitfeldt & Sperberg-McQueen 2001), LMNL (Tennison &
Piez 2002), GODDAG (Sperberg-McQueen & Huitfeld 2004), or EARMARK (Peroni
2012–2020; Di Iorio et al. 2009) never offered enough data manipulation possibilities
for the technologies to flourish beyond the academic context of proposals and single
projects. Excluding these technologies that are not really used in digital scholarly
editing reduces the influence of group behaviour in the analysis. It can focus on the
perceived affordances of the established technologies, and the metaphorical concepts
related to these affordances.

2 XML/TEI

Themajor technological standard for current editing practice is XML/TEI. For instance,
the German research funding scheme DFG this is, for instance, recommended as
standard for any scholarly edition (DFG 2015). The digital preservation community
accepts XML/TEI as storage format because the definitions of the TEI to encode
texts added to the documents gain a semantic explicitness beyond the individual
project, and make them fit for digital archiving. Sociologically, the full set of W3C
standardised X-technologies offers a well-established technological infrastructure for
XML/TEI. The Text Encoding Initiative is probably the largest Digital Humanities
semantic data modelling community, and has, since its foundation, focused on creating
a terminology as close to the humanities tradition as possible.

Considering the implicit consequences of this technology stack, it is necessary
to distinguish between XML and TEI. James Cummings (2018) has argued that the
model of the TEI expressed in the TEI Guidelines goes beyond assumptions based
on perceived affordance of XML. Indeed, the semantics of the TEI offer so many
mechanisms that XML can be considered as merely one possible serialisation of the
definitions in the TEI Guidelines. Mathematically, there is no problem in serialising
the description of a person in tables instead of in a list of elements nested in the
XML/TEI element <person>, or to use the TEI parallel segmentation annotation for a
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critical apparatus to express textual variance as a variant graph as, for instance, is
done in CollateX (Dekker & Middell 2011).

The main purpose of the TEI community is to provide interchangeable semantics to
the annotation expressed in the tag labels (TEI Consortium 13.2.2020). The affordance
in this approach is the transportation of established concepts in the humanities
into a computer-processable formal language, the ability to speak to the computer.
For the assertive edition, this affordance seems to be highly useful, as it offers a
substantial range of semantic annotations for text: names of persons (persName),
places (placeName), geographic entities (geogName), organisations (orgName), physical
objects (objectName), and structured descriptions for each of them (person, place,
org, object). Bibliographic items may be identified in the text (bibl, title) and
described with a variety of nested elements (e.g., author, title, publisher, date,
textLang) or in predefined structures (biblStruct, msDesc). There is mark-up for
terminological words (term) which can be linked to taxonomies (taxonomy). Index
terms (index/term) can be associated with positions in, or ranges of, text. The editor
can reuse the established concepts to identify functions of text.

Thus, the TEI offers the possibility to enrich the text with interpretations of its
meaning, using terms close to natural language for the purpose. Still, affordance
based on the semantics of natural language can be confusing. In court records, for
example, a person could have the role of a witness; however the TEI uses witness to
encode a textual witness in the context of critical apparatus. For the assertive edition,
the main concern regarding the semantics provided by the TEI is whether it fits to the
domain of interest in the particular case. The TEI semantics still offer easy-to-grasp
solutions for this by providing attributes to define specialisations of existing labels
(@type) or reference to interpretations (@ana).

The affordance of XML is quite different from semantic tagging of entities: XML
annotations follow the paradigm of embedded mark-up in a single rooted tree. In
the context of scholarly editions, the main consequence of this affordance of XML
mark-up is the conceptualisation of text as a sequence of strings, separated into ranges
by start and end tags. These text fragments can carry annotations expressed in the
labels of the tags. XML implements the basic ideas of the OHCO (Ordered Hierarchy
of Content Objects) model of text (Renear et al. 1990), i.e., the metaphor that text can
be handled by super-/substructures, and by order assigned to textual fragments, as
‘content’, As long as you describe texts as a collection of sentences, and each sentence
as a collection of words, the OHCOmodel fits activities necessary for scholarly editing
– and, in particular, assertive editions, where sentences and words build basic entities
to represent real-world phenomena. Recently, Steven DeRose has summarised the
relationship between the OHCO conceptual model of text and XML and concluded
“XML is particularly good for documents not because of syntax details, but because
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its native constructs map readily to document models which have proven useful for
serious work with non-ephemeral text documents.” (DeRose 2020)

However, the metaphorical potential of the element hierarchy of XML extends the
OHCO model. Jennifer Tennison describes the distinction between “containment” as
a happenstance relationship between ranges of text and “dominance” as the hierar-
chical relationship with a meaningful semantic (Tennison 2008). Thus, the nesting
of elements can either be just a mereological relationship of containers of several
objects, or form a semantic context for the nested elements.

The XML definitions of the TEI semantics make use of the canonical order of the
XML syntax for the semantic order of the textual objects modelled. The ranges defined
by the TEI mark-up divide the text into a collection of textual fragments, e.g., sections
(div), paragraphs (p), and referencing strings (rs, name etc.). These ranges can nest, i.e.,
one textual fragment can be part of another (containment), and this creates semantic
context (dominance). For the assertive edition, semantic context is crucial: a headline
to a list, for instance, adds semantics to each entry in the list (Goody 1977, Dolezalova
2009). The XML metaphor fits this need, and, in fact, in XML this context can easily
be accessed from each entry in the list by an XPath pointing to the containing list
and its heading (./ancestor::list[1]/head) or just to the first preceding heading
(./preceding::head[1]).

Thus, we have two affordances to consider: the affordance of the TEI vocabulary, and
the affordance of its serialisation in XML. The main affordance of the X-technologies
stack remains the manipulation of OHCO, that is, as nested textual fragments. They
can easily be addressed by expressions in XPath, which was designed to navigate
the hierarchy and sequence of XML elements. Finally, embedded mark-up creates
pointers to text ranges which are described in the annotation, imitating, at least
partially, manual annotations in a physical text.

3 Graph Databases

The second major data modelling method in the digital humanities is grounded in
graph theory. A graph model of text has been considered by digital scholarly editors
(Van Zundert & Andrews 2016; Dekker and Birnbaum 2017). The application of graph
models was strongly triggered by its affordances for the representation of variants. A
graph model can easily represent paths of alternative readings (Schmidt & Fiormonte
2006; Schmidt and Colomb 2009; Schmidt 2010). However, this use-case does not
readily apply to assertive editions.

Andreas Kuczera (2016a, 2016b) has made a case for the graph model from the
perspective of an historian. He claims that the graph model makes annotation more
flexible. In fact, when all textual entities become identifiable entities, they can re-
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combine in multiple ways: a linguistic fragment can reference single content entities,
such as named entities, it can be part of a complex graph, representing assertions,
or it can reference the complex graph itself. Having single words as identifiable
entities, co-references can be expanded beyond textual sequences (“dieser – jener”,
“the first, the second,….”): Expressions like “Count Eberhard and his son donate their
property in Schmie to the monastery of Maulbronn. The latter promises to add the
Wannenwald after the death of his father” (my example), can use expressions of
equivalence between the references “the latter” and “his son” (both to be identified
as viaf:80363599), or “his father” and “Count Eberhard” (both to be identified as
viaf:80337369). These abstract identifiers can be considered implementations of the
conceptual separation between signifier and signified (De Saussure 2013), or between
thought, symbol, and referent (Odgen & Richards 1923); or, more simply, support
the idea of the assertive edition, that information conveyed by text can be presented
separately from the text itself.

The network metaphor lead to very early realisations of assertive editions: digital
scholarly editions can enrich named entities in the text by pointing to identifiers
from authority files (Poupeau 2006) or in structured data. The Carl Maria von Weber-
Gesamtausgabe (Allroggen et al. 2011–2019) serves as an example of a ‘linked data
edition’, as it provides a JSON-LD representation of its rich indices on persons, places,
letters, works, documents and even commentaries. They reference the idea of the
semantic web as a “giant global graph”, in which the reader/user of a scholarly edition
can drag information from many resources into the edition (Wettlaufer 2018). The
assertive edition includes the concept of linked data editions: globally identifiable
data points are a good representation of the semantic layer of a text, and the idea
of contributing to the general knowledge graph is a valid metaphor for the general
purpose of scholarship.

Graph theory implies an affordance which has made it highly attractive for social
analysis: network structures can be visualised as graphs. Edges as links between ideas
were connected to associative thinking in Deleuze and Guattari’s “rhizome” image of
thought (1980). One main attraction of graph technologies comes from visualisations
that allow jumping from one node to the next. Force-directed graph drawing methods
(Eades 1984; Fruchterman & Reingold 1991) create visual impressions of groups with
high interconnection, and give an easy overview of the organisation of a graph.
This kind of affordance is used when conceptualising textual relationships as nets
(Andrews & Macé 2013; Andrews & Van Zundert 2012). As every social network
can be expressed as a graph, the meta-model supports the historian’s interest in
people connected with one another. This affordance, at the very least, makes graph
technologies attractive for the implementation of assertive editions.

Graph-based technologies are linked also to knowledge representation in semantic
networks (Quillian 1967). James Hendler demonstrated that a substantial part of
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description logic can be expressed with an RDF-based vocabulary (Hendler et al. 2005;
Bechhofer et al. 2000). Based on this, the Web Ontology Language (OWL) (Lacy 2005,
134; W3C OWL Working Group 2012) was created. It is a vocabulary that realises
graphs that express the logic of OWL-DL. In encoding practice, the class hierarchies,
which form the entry screen to the main OWL editor Protégé, are often taken as the
main affordance of OWL. In fact, the formal affordance of OWL is not really exploited
in Digital Scholarly Editions, or even in Digital Humanities at all. A practical effort
to define digital editing-related concepts as a formal ontology is made by the Swiss
NIE-INE project (NIE-INE 2020)2.

In the context of the assertive edition, a special type of graph comes into play:
the sentence. The W3C Resource Description Framework (RDF) adds this metaphor
to a basic graph model: ‘subject predicate object’ structures translate easily into
directed graphs (W3C 2014). In promoting the semantic web, this metaphor helps
one to talk about the data formalised in RDF. The metaphor even leads to suggestions
like that by Roland Kamzelak (2016) of taking an approach to creating RDF triples
that is based more on natural language. This suggestion is close to the affordance
of controlled natural languages like Attempto Controlled English (ACE) (Fuchs et al.
2006; Fuchs 2018), which are used for knowledge representation. Alexandr Ivanovs
and Alexey Varfolomeyev (2014), for instance, have used ACE experimentally in a
scholarly edition of charters.

The W3C has realised that this metahpor can be misleading: the label “semantic
web” contributed to an unnecessary combination of the concepts of “linked data” with
“knowledge representation”. W3C has changed the label for its activities in the field
since 2013 to “Web of Data”. In fact, RDF can be used to model hierarchical knowledge
systems as well: The Simple Knowledge Organisation System (SKOS) recommended
by the W3C (W3C 2009) proposes a set of broader and narrower relationships which
are the major type of relationship in most use cases of SKOS.

The triple-based sentence metaphor of RDF has drawbacks. Firstly, simple ‘subject
predicate object’ sentences do not suffice to express the context of propositions such
as The people of London swear allegiance to King George I. – in 1723 (Vallance 2013) and
The city of Basel received 31 and a half pounds on wine tax – in Füllinsdorf, Lupsingen
and Zieten (Burghartz et al. 2015), which add temporal or geographical constraints to
the proposition. The standard RDF solutions for these extended sentences are blank
nodes (W3C Working Group 2014, #section-blank-node) and property singletons
(Nguyen et al. 2014; Nguyen et al. 2015). Both methods are much less intuitive
than labelled property graph technologies, e.g., Apache TinkerPop (Apache Software
Foundation 2015–2019) or Neo4j (Neo4j 2010–2020), which allow the description of
edges with properties.

2 See also the contribution by Cools & Padlina in this volume.
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Therefore, the major affordance of graph databases in an assertive edition is the
use of a semantic network to connect pieces of information. The specifications of
RDF add the metaphor of a ‘statement’ to express data as simple propositions. The
W3C web-of-data stack adds to this the creation of abstract identifiers, helping to
separate text and data, and to prepare the data for integration into a global network
of information.

4 Stand-Off-Annotation

4.1 Layers

The assertive edition has a multi-layered approach to text. From the theoretical
point of view, this need is well explained by Börje Langefors’ “Infological equation”
(1966): information is a function of time and data. The content of the edited text
is information extracted by the editor from the base text under specific conditions.
Editorial annotation and formal representation of scholarly readings of the text should
be separated from the text, as Manfred Thaller has pointed out (Thaller 2012). In fact,
scholarly discourse on the content of the text of an edition is very often triggered by
the attempt to avoid combining scholarly interpretations with documented physical
and graphical observations on the manuscripts (Zeller 1971).

There are a number of technologies dedicated to stand-off annotation. The separation
of primary data and mark-up by semantic links dates back into the 1990s (Thompson
& McKelvie 1997) and is the de facto standard in the annotation of image, audio and
video material, mainly because the encoding of the annotated data is significantly
different from that of the annotation (literals). Stand-off annotation has been applied
to linguistic annotation of texts for a long time. Several approaches to encoding this
annotation are in use: tabular lists of tokens (e.g., TCF Weblicht 2015), pointers to
offsets in the text stream (e.g., PAULA, Zeldes et al. 2013), or pointers to other anchors
in text (ISO-LAF 2012; Ide & Sudermann 2014) such as, for instance, embedded mark-
up. The general affordance of stand-off annotation methods for assertive editions
lies, on the one hand, in the effective processing of the annotations themselves, as
they become separate objects with own properties, and, on the other, in the layered
semantic conceptualisation of the text. Here, I want to argue that the combined
affordances of XML and RDF are not sufficient for this layered approach.

Stand-off annotation is very often introduced as a solution to the problem of
overlapping mark-up in XML. This opposition is informative for the perception of
affordances of the technologies. Many stand-off annotation formats use XML for
serialisation, and the Guidelines of the TEI have a full section describing how to create
stand-off mark-up with the TEI (TEI Consortium 2020b; Cummings 2018). Still, XML
is perceived as a strict hierarchy.
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As explained above, the implicit semantics of XML attributes support a layered
approach. Syntactically, attributes are only one type of nested node. The standard
semantics assigned to this type of substructure supports this multi-layered approach:
The distinction between the three types of nodes (attributes, sub-elements, and con-
tent) suggests that attributes are a separate information layer to the annotated text.
In fact, attributes in the TEI can create alternative representations (e.g., date@when,
num/@value, measure/@unit|@commodity|@quantity), and this fits in very well with
the concept of the assertive edition. The generic @ana attribute allows these to be
extended to include a layer that is completely defined by the editor.

However, the TEI does not insist on the layer metaphor for attributes: on the
one hand, nesting of elements can also create layers of text, e.g., the choice or the
app-element expressing alternative representations of one text. On the other hand,
attributes suggest an isomorphismmetaphor, when they encode specialisations (@type),
or a network metaphor when they encode references (@ana, @ref, @target, @spanTo,
@facs). This last affordance, i.e., the reference from names or reference strings to
formal descriptions of the entities is, as explained above, very close to the needs of
the assertive edition, but would be used rather in the context of the layer metaphor
than as a network.

This is not a critique of the XML implementation of the TEI, but demonstrates
that the metaphors applicable to XML’s syntax might be stronger than the semantics
proposed by the TEI. The expectation that nesting should be more than just an issue
of serialisation, that it should have a specific meaning, drives well-known discussions
of the type “why can’t element X contain element Y?” In fact, the TEI goes beyond
the primary affordance of XML, when it breaks the logic of embedded mark-up:
semantic annotation in the TEI, for instance, uses pointers from a linguistic fragment
to form a list-like data structure: persName points via @ref to person, for example, and
listPerson/person describes the person as a list of properties. TEI has introduced
other constructs to handle typical drawbacks of XML, like the @part attribute for
overlapping mark-up, and a more generic method to create a sequence of XML
elements beyond the sequence in the document (@prev, @next).

The distance between the technologies used to process XML and the formal open-
ness of the TEI can be demonstrated in the handling of overlapping mark-up. TEI
proposes @part=I|M|F or @prev and @next. Both need complex XSLT or XQuery
expressions to create the merged node (listing 1a and 1b). By contrast, stand-off
technologies could just use a single name[offset−start, offset−end] expression,
if the stand-off annotation were expressed by offsets in the range of the basic text.

The same is true for stand-off annotations expressed in XML/TEI, which need to
resolve the ID-references provided in @ref or @spanFrom/@spanTo.

The same observation can be made when expressing layered information with graph
technologies: RDF offers the reification vocabulary to express that statements aremade
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by a person about a subject. Reified statements can express a single interpretation
of a given text, and also the fact that this interpretation might be different from
interpretations by other scholars. Reification proposes the creation of a statement
graph (rdf:type rdf:Statement) that is composed of triples describing the role of
entities and literals in a statement (rdf:subject, rdf:predicate, rdf:object). The
mathematical affordance of RDF is sufficient to model the problem, but the solution
does not meet the intuitive needs of scholarly editors. W3C has introduced named
graphs as an alternative solution. Named graphs use an IRI to identify a full graph
consisting of many triples (Carroll et al. 2005; Bizer & Cyganiak 2014). The method
fits much better with the everyday experience of receiving RDF as document on the
web via a specific URL.
<xsl:template match="*[@next]">
<xsl:element name="name()">
<xsl:apply−templates/>
<xsl:apply−templates select="following::*[@xml:id=current()/@next"/>

</xsl:element>
</xsl:template>

<xsl:template match="*[@part='I']">
<xsl:element name="name()">
<xsl:apply−templates/>
<xsl:apply−templates select="intersect(current()/following::*[name()=current

()/name()][@part='F'][1]/preceding::*[name(), current()/name()][@part='M
'])"/>

<xsl:apply−templates select="current()/following::*[name()=current()/name()][
@part='F'][1]"/>

</xsl:element>
</xsl:template>

Listing 1. sample XSLT code merging TEI encoding for overlapping mark-up: a) expressed via @next
pointer, b) expressed via @part

An alternative approach is to define a vocabulary with semantics dedicated to the
layer metaphor: an XML element <layer> can create the necessary affordance, and
the recently introduced <standOff> element in the TEI might serve this purpose. In
RDF, the W3C web annotation data model (Sanderson et al. 2017) and ISO 24612:2012
(ISO-LAF 2012) describe stand-off annotations in a more generic way in RDF.

4.2 Tools

There are a range of tools supporting the layered approach. The definition of the web
annotation model by the W3C is rich, but implementations in generic web annotation
tools like hypothes.is (hypothes.is [2011–2020]) create only plain text annotation.

Other stand-off annotation tools focus on overlapping mark-up. Catma (Petris
et al. 2008–2020), for instance, is extensively used in digital philology (Petris et
al. 2008–2020, /publications). It foregrounds the basic idea of annotation by using
coloured underlines linked to tag sets. The TEI export of this annotation (Petris



84 Georg Vogeler

Figure 1. Screenshot from the SPEEDy annotation editor.

et al. 2008–2020, /documentation/tei-export-format/) creates a TEI structure with
pointers between text, empty <seg> elements, and feature structure declarations
(<fs>) referenced by the @ana attribute.

A similar approach is taken by the annotation tool “SPEEDy” (Figure 1) developed
by Iian Neill in the context of Codex-net (Neill 2013–2019).3 It creates rich stand-off
annotations, which are exportable in JSON (argimenes 2018–2020). The editor is
still close to the surface of the text, and it focuses on allowing overlapping mark-up
(visualised as coloured underlines). However, the abstract concept of this tool is
different. It considers annotations as claims about text (or other entities). Thus, there
is the possibility of creating more complex data structures.

Still, in the context of the assertive edition, the current affordance of the
‘overlapping-mark-up’ approach of Catma and SPEEDy does not extend much beyond
embedded mark-up: the annotation is defined by generic tag sets, not by references
to individuals.

SPEEDy’s ‘claim’ approach is similar to the factoid model proposed by John Bradley
and Harold Short for prosopographical databases (2005; Pasin & Bradley 2015). It
models a tripartite data structure, in which the text is only a source of information on
a person. The factoid model has been applied to several applications, though typically
hidden in the database model, and usually away from the user, behind graphical user
interfaces, for instance in the Personendaten-Repositorium of the Berlin-Brandenburg

3 See also the contribution by Neill & Schmidt in this volume.
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Academy of Sciences (BBAW 2009; Neumann et al. 2011) and its Archiveditor (BBAW
2011).

The Archiveditor creates the semantic annotations needed in an assertive edition.
Oxygen plugins such as ediarum (BBAW [2014–2019]; Dumont & Fechner 2014) offer
similar affordance in the XML/TEI technology stack: users utilise graphical interface
elements to link text ranges in TEI encoding to controlled vocabularies or to lists of
entities. Users can switch between the XML representation of the text and separate
XML documents for the annotations.

The scholarly edition of the letters of Jakob Burkhardt (Ghelardi & European Re-
search Advanced Grant Project EUROCORR 2019) demonstrates semantic annotation
using the RDF stack, which meets the needs of assertive editions. For semantic anno-
tation, it used thepund.it, by Net7 (Net7 [2015–2020]), which creates annotations in
the form of RDF-based triples (Morbidoni & Piccioli 2015). It allowed for the insertion
of text fragments into triples, linking them to other text fragments or concepts defined
by the user (Figure 2).

Using stand-off annotation tools to represent relational semantics is a good fit for
the use case of the assertive edition: when applying automatic information extraction
methods, the identification of named entities, and their position in syntactic structure,
creates a different layer of information from the information usually used in databases.
Only the extraction of “Who did What to Whom, and When, Where, and How?”
converts the text into propositions in a formal structure, and this does not have to
be close to the original text. This conversion includes phenomena like co-reference
resolution and entity identification, where the linguistic surface cannot be used as
identifiers in a semantic representation.

There are several tools for the annotation of semantic relations, and their affordance
leads to a common meta-model beyond the representation of overlapping mark-
up. The BRAT annotation tool (brat contributors 2010–2018), for instance, has an
easy-to-use graphical user interface (see Figure 3), in which the user can identify
entities of interest, and link them together. While text fragments represent the
entities, label arrows indicate the relationships between the entities. The very similar
design of the annotation tool in Recogito (Pelagios Network 2014–2020) (see Figure 4)
demonstrates a recognition of the basic affordance of stand-off mark-up to be able to
create links between references to named entities in a text. They both use flat text
as a reference point. Recogito exports it to a combination of file-types: RDF files,
using web annotation vocabulary; TEI files, with mark-up for the main entity types;
and, as CSV lists of nodes and edges, prepared for Gephi to represent the relations
between the entities. Brat exports as a list of numbered tokens and plain text. Even
the far more feature-rich linguistic annotation platform inception (de Castilho et al.
2018–2020, https://inception-project.github.io/) makes use of the BRAT tool for its
annotation.

https://inception-project.github.io/
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Figure 2. Triples for https://burckhardtsource.org/letter/273 as annotations with thepund.it in burckhardt-
source.org/. Screenshot from 2018, in August 2021 the functionality was disabled.

Figure 3. Stand-off annotation with BRAT. While BRAT itself is out of development, many features have
been integrated into inception.
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Figure 4. Stand-off annotation with Recogito.

To summarise the current state of research, the only technologies that provide
explicit affordance for stand-off annotation are graphical tools. For the end user this
is no problem. For technically informed users it is less comfortable: even if the design
language for BRAT and Recogito is highly similar, the semantics of the stored data
structures can vary significantly, as the brief overview of formats to store stand-off
annotations above has shown. There is no encoding standard for stand-off mark-
up that is as easy to grasp and to manipulate as pointy brackets in XML, mark-up
languages that allowing overlapping mark-up like TAGML (Dekker et al. 2018), or
RDF triples expressed in Turtle.

5 Conclusion and Future Work

In the considerations above, I have identified the sequence, the hierarchy, the statement,
the network, and the layer asmetaphors that describe the interactions of the editor with
the data in the creation of an assertive edition. Of course, other edition types might
prefer different metaphors. The tree is the basic metaphor of classical stemmatology.
Recently, the graph metaphor has been particularly successful in the analysis of
textual variants, as it can describe the complexity of diverging text sequences that do
not produce a hierarchy. Genetic editions build on generative metaphors like ‘parents’,
‘derived from’, or on temporal sequences (‘protograph’, ‘apograph’). Documentary
editions have a slight tendency towards a topological metaphor, positioning texts in a
two-dimensional space, and often realised in stand-off annotations as the standard
serialisations of the visual representation (as a matrix cannot easily be inserted
into hierarchical models). When Scholarly editing is taken as a basis for linguistic
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or philological analysis, it shares the tendency towards stand-off solutions, as this
analysis is often conceptualised as a multi-layer annotation.

The affordances of the existing technologies as serialisations, as tools, as well as the
conceptual meta-models do not support all of these metaphors in the same way. The
editor will therefore select technologies better adapted to single tasks, and combine
as many of the technologies as possible. The debate about the best technology stack
should therefore move towards a debate on the best method for a given combination.
To facilitate the interchange of data we should take care to avoid implicit semantics, for
instance, by making relationships in TEI that result from the XMLmeta-model explicit.
Effort should be put into the development of formal procedures for converting one
serialisation into another, or into making as many data formats as possible available
to a single tool, designed for a specific task, without losing the expressiveness of the
original data. The DH community should indeed consider standing-off the idea that
trees and graphs are fundamentally in opposition to one another. It should consider
them rather as metaphors more helpful for one scholarly editing task than for others.
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