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Formal Semantics for Scholarly Editions

Hans Cools (†), Roberta Padlina

Abstract

In the NIE-INE project based at the University of Basel, Switzerland, a national IT-
infrastructure is being developed to support scholarly editions. In a first phase, it
focuses on data representation and publication, and in a second phase on online
editing. The paper deals with the Semantic Web technological (SWT) part, based on
W3C standards, used to express edition project data and related knowledge in a formal
way. A section on the project objectives discusses the benefits of formalizing the
editions, ensuring the FAIR-principles. The hurdles of this process are also described.
The state of the art deals with the components of the infrastructure. The development
has a complex group of dependencies, of which the core technology provider (graph
database and API) has the most impact. A first step, and major part of the SWT, is the
development of formal vocabularies (ontologies) to express the editions’ semantics.
Also, external generic ontologies (e.g., CIDOC-CRM) are used, together with basic
modeling patterns. The important features of the modelling process are described, for
example, that expressing data in machine-interpretable standard languages requires
explicitness. The results describe the differentiation and integration of ontologies,
which are highly reusable for future projects. Different ontological graphics are used
for different purposes.

1 Introduction

The aim of this paper is to present the implementation and development of Semantic
Web technology (SWT) within the ongoing project National Infrastructure for Editions
(NIE-INE 2019a).

The overall goal of NIE-INE, funded by swissuniversities1 in 2016, is to create
a Swiss infrastructure that includes an environment for the online publishing and
editing of scholarly editions produced by projects in the Humanities. The chosen
core technologies are the SWT standards developed by W3C (W3C 2001). The work
comprises creating vocabularies or ontologies based on these standards, to convert

1 https://www.swissuniversities.ch/en/themen/digitalisierung/p-5-wissenschaftliche-information/
projekte/nie-ine.

https://www.swissuniversities.ch/en/themen/digitalisierung/p-5-wissenschaftliche-information/projekte/nie-ine
https://www.swissuniversities.ch/en/themen/digitalisierung/p-5-wissenschaftliche-information/projekte/nie-ine
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existing or new scientific data models and research data into formal machine inter-
pretable expressions for long-term preservation, as well as further processing with
machine reasoning.

SemanticWeb technologies are particularly suitable for representing highly complex
entities (like scholarly editions) and their relationships. Since questions of meaning
and interpretation are central in the Humanities, it is essential to provide scholars with
tools to express their research data and results in a formal, explicit, and self-descriptive
way – and this is exactly where SWT proves its efficacy. The implementation of this
technology initially corresponds to the creation of ontologies which, in the Semantic
Web context, are formal data models that specify the concepts (classes), and the
relations between concepts (properties), belonging to a domain knowledge. The W3C
gives two concise definitions of an ontology in SWT: “a conceptualization of a domain
to enable knowledge sharing” (W3C 2009) and “a representation of terms and their
interrelationships” (W3C 2004b).

The most innovative aspect of the Semantic Web, in comparison to traditional
formats and standards (e.g., TEI2/XML3), is that in an ontology, not only entities and
their relations (linked data) are formally expressed, but also the tacit domain knowl-
edge that forms the foundation of research data (for example, editorial principles and
decisions, domain assumptions and perspectives, methodologies and workflows, and
so on). This knowledge is crucial for an overall understanding, but is often implicitly
hidden in the data. Texts and their editions, for example, are embedded in complex
webs of discourse and narratives setting multidimensional relations (Robinson 2013,
107; Gabler 2010, 44). There is a well-known tension between two editorial perspec-
tives (text-as-work and text-as-document), but, even if these perspectives set different
interpretation contexts, they are indissolubly connected, and a scholarly edition must
account for both (Robinson 2013, 123). SWT is precisely designed to cope with a wide
range of information variance, and to allow multiple (even opposite) viewpoints to
coexist within a single system. The conceptual description of the document-text-work
triad, as well as concepts like authority, intention, agency and meaning, can hugely
vary from one edition to another, but, from the moment that these fundamentally
interpretative conceptualizations are explicitly formalized, the Semantic Web allows
them to exist in a common semantic space wherein they are also explicitly related,
and not locked in self-contained models or semantic silos.

Of course, to introduce variance, you first need commonality, and this is why
knowledge formalization requires a minimal commitment and consensus on the part
of domain experts. Achieving this is not without challenges, but the effort required

2 The Text Encoding Initiative is a consortium that maintains a standard for the representation of text in
digital form, http://www.tei-c.org/index.xml.

3 The eXtensible Markup Language is another standard maintained by the W3C, https://www.w3.org/TR/
2008/REC-xml-20081126/.

http://www.tei-c.org/index.xml
https://www.w3.org/TR/2008/REC-xml-20081126/
https://www.w3.org/TR/2008/REC-xml-20081126/


Formal Semantics for Scholarly Editions 99

pays off, as it dramatically increases the expressiveness and the reusability of data
and domain knowledge. It also eases interdisciplinary exchange, representing a clear
benefit for other existing or future editions and humanities projects. Indeed, the lack
of consistent authority files is one of the major challenges that Linked Open Data is
facing at the moment. Therefore, the adoption of SWT will facilitate the establishment
of formal linked data encompassing the FAIR-principles4. We believe that developing
and implementing SWT represents a service for research in the Humanities, which,
given the ever-increasing amount of digital data that scholars are producing, will
prove more and more crucial.

2 Objectives

The main objective of the NIE-INE project in using Semantic Web technologies is
the formal expression of scholarly editions, enabling semantic interoperability across
editing projects, and, in the long run, creating a semantic space for an interdisciplinary
formal knowledge domain for the Humanities. This interoperability is meant for both
humans and machines, and, hopefully, will contribute to the long-term preservation
of scientific data. To the best of our knowledge, the development of a variety of
domain-specific ontologies for scientific editing in Humanities is quite a new niche, in
which no comparable work has been done. The aim of NIE-INE is to create such a new
digital environment, via the synthesis of existing technologies, and by creating new
components i.e., formal ontologies, queries and rules, as well as a back- and front-end
environment.

NIE-INE adheres to the FAIR-principles for scientific data management: scien-
tific data should be findable, accessible, interoperable, and reusable. This requires
appropriate data storage, editing and publication of scientific data.

The advantages of SWT translate to the FAIR-principles as follows:
• Accessibility is a feature (not equal to openness) of the Internet and Web technol-
ogy, thus also of SWT.

• On the Internet andWeb, resource locations are findable by their identifiers (URL5).
On the Semantic Web all resources are identified (IRI6). Having an identifier
ensures the ability to talk about the same thing, and having ontological elements
as semantic identifiers enables mutual understanding.

• Reusability is enabled by the use of explicit, self-descriptive semantics to express
information, with minimal ambiguity, in formal ontologies, providing data trans-
parency and quality assurance. The terminological and conceptual consensus

4 The FAIR-principles are: Findable, Accessible, Interoperable, and Reusable (Wilkinson et al. 2016).
5 Uniform Resource Locator.
6 Internationalized Resource Identifier. A URL is a type of IRI.
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process for including domain knowledge in the ontologies also contributes to
this principle.

• Due to the built-in logic (Berners-Lee 1998) of the formal standard languages,
the ontology and data expressions are machine interpretable, enabling semi-
automated semantic interoperability, going beyond the mere linking of hardware
and software. The abstract expressions are natural language independent, en-
abling global information exchange. Thus, it is possible to link data from disparate
sources and knowledge domains, adding domain knowledge and, therefore, facil-
itating reuse and multidisciplinarity.

The machine-interpretable semantics of the formal ontologies, data, and rules hugely
increases the information expressiveness, and also allows rule-based machine rea-
soning. This kind of Artificial Intelligence further improves data quality through
consistency and validity constraints checks. It is used to enhance data expressiveness
by means of many kinds of calculations, for example, interval calculus for temporal
reasoning, calendar conversion, data comparison and analysis.

The formal data models in SWT are much more flexible, and independent from the
technological implementation, than the models in relational databases or XML; new
data models can therefore be implemented in a more sustainable way. In comparison
to SQL7 databases, where column names and identifiers are local, IRIs make links and
values explicit and globally identifiable. Another main advantage of the Semantic
Web model is that it is non-hierarchical. That is why it can represent complex entities
and their relationships in a better way than is possible in a hierarchical, tree-based
data model like XML. Thus, SWT can overcome problems resulting from XML im-
plementations (e.g., developing a native stand-off solution), which can also have
repercussions for the usage of the TEI guidelines. TEI is considered the standard
for the representation of textual resources, but, being an XML-based language, TEI
is more a syntactic and serialization language than a formal semantic model. TEI’s
usage in the community is largely influenced by circumstances and pragmatic factors,
since the TEI guidelines allow for many ways of expressing the same textual feature,
while the same TEI element can be subject to different interpretations depending on
the context. Moreover, in XML and TEI the text has to be organized according to a
single “ordered hierarchy of content objects” (OHCO), which makes it very difficult
to represent concurrent hierarchies and overlapping features of textuality (DeRose et
al. 1990; Renear et al. 1996). This is why some proposals to formalize the semantics
of the TEI framework have already been made (Ciotti 2018).

The implementation of SWT, including the migration of existing data to the RDF
format, isn’t effortless, but entails some hurdles and challenges, of which it is important
to be aware:

7 Structured Query Language, used for managing data in relational databases.



Formal Semantics for Scholarly Editions 101

• SWT is often perceived as replacing existing database systems (mainly SQL
and XML). However, being one of the most modern data technologies, it is,
rather, offering a complementary environment to the classical databases and data
processing tools.

• SWT is not yet perceived as a standard in the Humanities. On one hand, being
situated in the back-end as a middleware, it is not directly visible for non-IT
specialists; on the other hand, being declarative and quite different from other,
imperative programming, it is perceived as an extra challenge: notably the “open
world assumption” often makes people feel uncomfortable.

• SWT needs the implementation of a complex environment with different elements
covering it end-to-end, from input database, through formal semantic data model,
to user interface. It is not merely another data model, but also includes reflections
on semiotics, semantics, linguistics (in relation to different natural languages),
logic, and IT, comprising standard formal languages and their ontologies, a query
language, and rule-based machine reasoning. According, a learning curve has to
be taken into account.

• Developing an ontology for a new given domain also requires an initial over-
head building up the foundation of a semantic space, needing discussions and
consensus with domain experts.

3 State of the Art

In the NIE-INE project, different technological domains are brought together: SWT,
an overall Web framework called inseri (former NIE-OS)8, as well as the coordination
and development of digital editing tools9. For development using SWT, the W3C
formal standard languages are used:

• the Resource Description Framework (RDF) (W3C 2004a; W3C 2014a), RDF
Schema (RDFS) (W3C 2014b), and Web Ontology Language (OWL) (W3C 2004b;
W3C 2012), are used to express formal ontologies and data;

• the RDF Query Language SPARQL (W3C 2013), for information retrieval from an
RDF graph database;

• Notation3 (N3) (W3C 2011), to express formal inference rules for machine rea-
soning.

These standards are based on set theory, model or interpretation theory, and first
order logic.

8 The source code is published in open access as a Git repository, https://github.com/nie-ine/inseri. A test
instance is available at http://test-nieos.nie-ine.ch/.

9 The presentation of the state of the art of inseri and editing tools is beyond the scope of this paper.

https://github.com/nie-ine/inseri
http://test-nieos.nie-ine.ch/
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The machine reasoner used is Euler Yet another proof Engine (EYE) (Verborg & De
Roo 2015).

The NIE-ontologies are serialized in Turtle (W3C 2014c), a subset of N3, which is
much more human-readable than the initial RDF-XML standard format.

Of course, the NIE-INE project did not start creating formal ontologies from scratch.
Concerning modelling OWL-ontologies in general, we refer to Allemang and Hendler
(2011), and in Humanities we refer to Eide and Ore (2018).

Standard ontologies such as Friend of a Friend (FOAF) (Brickley & Miller 2014),
Dublin Core Metadata Initiative (DCMI 1995), and Simple Knowledge Organization
System (SKOS, Miles & Bechhofer 2009) are used, together with some of the basic
ontologies of the SWEET series (ESIP 2019).

Concerning domain-oriented terminology for the Humanities, NIE-INE ontologies
are based on:

• International Committee for Documentation – Conceptual Reference Model
(CIDOC-CRM) (CIDOC 2006);

• Functional Requirements for Bibliographic Records object-oriented extension to
the CIDOC-CRM (FRBRoo) (Dunsire 2014; IFLA 1998).

4 Methodologies

4.1 Dependencies

In the NIE-INE project there are a series of dependencies that directly influence the
implementation of SWT, especially the modelling of ontologies:

• The project makes use of the W3C standards, the aforementioned standard and
existing domain ontologies, basic modelling patterns, and best practices.

• NIE-INE supports overall eleven projects, eight of which are currently using
SWT. Moreover, several new projects have already indicated their willingness to
collaborate with us. The input dependency is represented by the original data
model and data, mostly in XML (5 projects, which primarily, but not exclusively,
use TEI), SQL (2 projects), or mixed (1 project).

• Last but not least, there is a dependency on the tacit knowledge of the domain
specialists working on the editing projects, which is required for the implemen-
tation of domain knowledge beyond the restricted database models. To uncover
this knowledge, a commitment to modelling on the part of domain specialists
is needed, in order to reach consensus on semantics beyond their own specific
research objectives.

All these dependencies represent a major challenge and, initially, a substantial over-
head, but the return on investment (ROI) is big, and will be even bigger the more
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project database models are formalized using SWT. This formalization will also con-
tribute to the more general cross-project semantics, removing the need to model the
same concepts for new projects multiple times. Reaching a wide consensus (ideally,
on an international scale) on domain terminology contributes to the ROI and semantic
interoperability.

4.2 Preliminary Analysis

Knowledge of the W3C standards and the aforementioned standard and basic on-
tologies, together with knowledge of input data model formats like XML, especially
TEI, and SQL, was present from the start of the NIE-INE project. Existing domain
ontologies, like CIDOC and FRBRoo, and the applied framework10 had to be analysed.
For every edition project that NIE-INE supports, an in-depth investigation of the
data model is also provided. This implies a deep understanding of digital scholarly
editing, requiring models to be produced as the result of an iterative epistemological
hermeneutic process (Pierazzo 2015).

4.3 Basic Modelling Patterns

By conceiving or adopting basic modelling patterns that will be abundantly used in
ontologies, modelling begins before an ontology is actually declared. Such patterns
comprise one or more basic concepts and their sets of relations (properties). Examples
of such patterns are event and role11. Event and its consecutively derived concepts
process, action, and procedure are considered as four-dimensional entities described in
time (start, end) and place (geographic names and coordinates), having inputs and
outputs (process), with agents (person, organization, and even software) having roles
(functions) in an action. Procedure is a particularly useful pattern. It captures both the
perspectives of a time-space entity and the result thereof, making it possible to clearly
distinguish between, for example, an edition as a procedure (editing), and an edition
as a resulting product; it is therefore well-suited for describing scientific editing as a
variety of procedures, involving agents with different roles, and having a variety of
in- and outputs.

Moreover, in the Humanities, it is essential that data are positioned in time and
space. Therefore, indicators for dates and places are primordial. Even approximate
indicators can be used (which is especially useful for data concerning ancient times).

Amore domain-oriented modelling pattern concerns the concept of reference, which

10 https://www.knora.org/
11 For more information on basic modelling patterns, http://e-editiones.ch/ontology-modeling#basic-

modeling-patterns.

https://www.knora.org/
http://e-editiones.ch/ontology-modeling#basic-modeling-patterns
http://e-editiones.ch/ontology-modeling#basic-modeling-patterns
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Figure 1. Basic modelling pattern for the concept reference.

is especially important for the Humanities. Figure 1 shows the concepts involved
using the footnote entity as an example.

4.4 Development

Ontologies, SPARQL queries and N3 rules are created with a text editor, and ontologies
are checked on syntax and logic consistency in the open source editor Protégé12.

The whole development evolves in a very iterative way, requiring the connection
of different roles and expertise. It is very important to have regular discussions
between NIE-INE modelers (4) and edition projects contacts (5), as well as with
domain specialists (12), as it is impossible to capture the required project semantics
all at once.

4.5 Identification and Structure

The basic expression unit structure in SWT is the triple, consisting of a subject, a
property (predicate), and an object, each being an IRI, or, in case of an object, also a
plain or typed literal value. A set of triples makes a graph: an ontology and RDF data
are graphs; the result of a SPARQL query is also a graph. Figure 2 shows an example
of such an identification and serialization of a sentence in natural language, encoded
in XML, and converted into RDF triples.

12 Protégé is an ontology editor developed by the Stanford Center for Biomedical Informatics Research,
https://protege.stanford.edu/.

https://protege.stanford.edu/
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Natural Language expression as literal:
''The person has the name Petrus Lombardus.''

In XML:
<person>
<name>Petrus Lombardus</name>

</person>

RDF triples in Turtle:
example:personX a human:person . # 'a' is syntactic sugar for rdf:type
example:personX human:hasNameLiteral ''Petrus Lombardus'' .

Note:
example:, rdf: and human: are replacments of the respective namespace part of
a full IRI, e.g. <http://www.e−editiones.ch/ontology/human\#>, making Turtle
more redable.

Figure 2. Sentence in natural language and XML converted in RDF triples.

4.6 Modelling

Explicit Statements

Since the W3C OWL ontologies contain the built-in logic of the RDF model theory,
they are machine interpretable. When basing an own ontology on these, its elements
have to be declared in an explicit way, with minimal hidden assumptions, to keep
them machine-interpretable. Being explicit also represents a good way to reveal flaws
in the original or formal data model.

It is important to point out that this process of introducing standards and being
explicit does not reduce the expressiveness of the data. On the contrary, RDF permits
the co-existence of distinctive expressions of domain knowledge, as long as they are
made explicit.

For human development and usage, ontologies and ontological elements obtain
clear multilingual labels and a description. We think it is important to keep the latter
concise, because the longer it is, the more scope there is for interpretation, rather
than clarifying meaning.

Reification and Abstraction

CIDOC-CRM and FRBRoo come with extra levels of abstraction and reification.
Examples of reification are the class cidoc:E41_Appellation, and the subclass
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cidoc:E44_Place_Appellation. An instance of the latter has an IRI – that is, it
is a thing, not a string – which, in turn, has a name as a literal string value, e.g.,
“Lausanne”. Similarly, all instances of the class cidoc:E33_Linguistic_Object

have an IRI, which in turn are linked to literal expressions. Examples of ab-
straction levels are the basic classes frbroo:F1_Work, frbroo:F2_Expression,
frbroo:F4_Manifestation_Singleton, and frbroo:Item.

Building further on these FRBRoo classes, in the NIE-INE ontologies there are e.g.,
four different classes dealing with page:

1. information−carrier:Page: a physical surface of a leaf, e.g., in a manuscript or
a book;

2. document:Page: a content structure with information, e.g., text lines and graphs,
as part of a document expression, on an information carrier page;

3. text−structure:Page: text structure as part of a document page and a text
expression; and

4. text−editing:Page: text page of a scientific edition.

Middle-Out

Adhering to the principles as simple as possible, as complex as needed, and the least
ontologic commitment (i.e., providing the necessary and sufficient semantics), the
modelling faces a challenge in finding the right balance between ground elements and
details. Deep grounding is provided by very basic or upper ontologies, e.g., CIDOC-
CRM. On the other end of the spectrum, there is the rather ad hoc project-specific
modelling in a stand-alone way, which is not useful for semantic interoperability.
Middle-out modelling begins with some required points of depth and detail, in a way
that makes it possible to easily extend ontologies.

Multitude of Namespaces

In creating a semantic space for broad applicability, ontology size, and consequently
the number of ontologies developed, also matters. Having an all-in-one approach is
rather difficult if the intended research-space is broad, implying multiple domains.
A scientific project always needs general concepts such as person, document, text,
image; these concepts are typically reused from more general ontologies. A project
ontology can exist, but should be based on these general ontologies, and only contain
project-specific elements, for example, the concept of Dreissiger (a set of about 30
verses) used in the Parzival-project.

Partitioning knowledge over ontologies upfront is also a challenge, but doing so is
important in order to avoid the need for later division of an ontology. Moreover, new
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knowledge is constantly produced, possibly leading to deprecation of old knowledge
and, thus, requiring the splitting of ontologies.

Property Oriented

Entities obtain meaning based on the way, and in the extent to which, they are
related to other entities via properties. Databases often contain implicit, condensed,
or shortcut semantics. In order to be explicit, it is important that these semantics are
unravelled, and consequently that more properties are added: a simple example is the
conversion of a name to a family name and a given name. Together with the previous
modelling feature (multitude of namespaces), this leads to a network or a web of OWL
ontologies and RDF data graphs.

Consensus

Last, and certainly not least, iterative discussions with the project domain specialists
must lead to a minimal consensus about domain concepts. As previously stated, con-
sensus is also essential for enabling semantic interoperability. This makes modelling
a very collaborative and multidisciplinary activity.

4.7 Database to RDF Mapping

Once the semantics of a project are covered in the ontologies, the original data model
can be mapped to RDF using the classes and properties defined in the ontologies. This
is done in a spreadsheet, using the following methodology.

For XML, parent nodes are mapped to RDF classes, and child nodes and attributes
are mapped to properties. Content and attribute values become property values of
instances.

For SQL, table names are mapped to RDF classes, and column headers are mapped
to properties. Keys are used to instantiate a row as a member of a class, with a series
of properties mapping to the field values.

After the mapping is complete, a script is written (e.g., in XSLT or Python) to
convert project data in XML or SQL to RDF, in order to import the data into an RDF
database or triple store. During conversion, the data elements obtain an IRI, and are
checked for consistency with the built-in logic of the applied W3C standards part.

Once in the triple store, RDF data can be checked using large SPARQL queries,
covering the whole semantics of an edition. From this point forward, RDF data can be
retrieved with specific SPARQL queries, converted to JSON and then either consumed
by JavaScript-based web frontends, or further processed. Repeated representation
or functionality can be supported by existing SPARQL query libraries, which can
retrieve the necessary parts of RDF data.
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The following is a summary of the tasks in the workflow of formal semantic
modelling in NIE-INE:

1. Ontology development as servicexs and products
1.1. Initiating new project
1.2. General semantics emerged, but independent from individual edition

project
1.3. Modelling iteratively, multiple projects simultaneously
1.4. Change management (e.g. dependency on application)
1.5. Graphics
1.6. Information

2. Mapping original data model to RDF using ontologies
2.1. Test ontology XML-schema generation (application)

3. Import scripts for bulk data import
4. Test triple store data with SPARQL
5. Create SPARQL query sets for apps
Future:
6. Notation3 rules for machine reasoning

6.1. Second setp (semantic conversion) in the 2-step formalization
7. 2-step formalization

The most demanding tasks are 1.2, 1.3, 2, 3, 6 and 7.

4.8 Future

Machine Reasoning

In the near future, we intend to apply machine reasoning on the formal data using the
built-in logic of the formalisms. Besides the ontologies, these formalisms will comprise
N3-rules for different purposes: to provide automated data quality assurance through
consistency checks (e.g. cardinality of instance existence); to infer new data from
existing data using the built-in domain knowledge of N3-rules, thus enhancing data
expressiveness in a multidisciplinary environment; to perform temporal reasoning
(interval calculus). Temporal reasoning can be applied, for example, in case of an
event (basic modelling pattern) that is lacking start or end date, e.g., when a birthdate
of a life (as an event) is missing. By defining a maximum life span, a certainty period
can be established, calculating the earliest birthdate. Similarly, in a case where two
different birthdates are mentioned for the same person, a certainty interval for the
birth event, comprising both dates, can be calculated, together with the certainty
interval of the derived life event, with the earliest birthdate as the start. Concerning
time indicators NIE adopts the EDTF level 0 (Library of Congress 2019). The other
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Figure 3. 1-step vs. 2-step formalization from source database model to formal domain ontology.

levels are already partially supported with N3-rules, and can be further implemented.
RDF result sets of the machine reasoning process are then added to the triple store.
As already mentioned, the reasoner being used is EYE13.

2-Step Formalization

To formalize the data in a flexible and convenient way, a so-called 2-step formalization
is planned for the near future, decoupling the database semantics from the formal
domain knowledge. Until now, RDF data representing formal domain ontologies are
created in one step, and have a direct link to the original source data. In a 2-step
system, the first step corresponds to a 1-1 conversion of the original data to RDF,
without interpretation, or making explicit all of the semantics (see Figure 3). The data
can then be stored in this format in the RDF database. In a second step, the RDF data
are converted to explicit, enriched semantics using domain ontologies and N3-rules.
In this way, it is possible to enable semantic interoperability in a more decoupled way,
that is less dependent on data source and application specificities.

Another example of temporal reasoning can be seen at the second step: the
simple literal time indicators are converted to typed literal data values, i.e., year,
month, and day, go from being three fields in a relational data table, to being
represented as an interval of one year with a start and end xsd:dateTime (e.g.,
from 1886, 9, and 4 to start: 1886−09−04T00:00:00.0Z^^xsd:dateTime and end:
1886−09−04T23:59:59.999997854Z^^xsd:dateTime).

13 EYE is an open source reasoning engine, https://github.com/josd/eye.

https://github.com/josd/eye.
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Number of → Ontology Rdfs:Class owl:ObjectProperty
in ↓ owl:DatatypeProperty

Generic ontologies 37 671 497
Project ontologies 8 135 44
Total 45 806 541

Table 1. NIE ontologies in numbers.

Collaboration

It is also our intent to strengthen the collaboration with other projects using SWT, in
particular with histHub14, the Scholastic Commentaries and Text Archive (SCTA15),
SARI (Swiss Art Research Infrastructure), and the Zentrum für Informationsmodel-
lierung at the University of Graz16.

5 Results

All ontologies created in the NIE-INE project are open source and published on GitHub
as Turtle files (NIE-INE 2019b). There are two series: generic and project ontologies.
The former is, grosso modo, further divided into four levels: 1) general domain, 2)
general Humanities, 3) specific Humanities, and 4) external terminology and code
systems ontologies (see Figure 4). They differ quite a lot in size, granularity and
specificity. This division is somewhat arbitrary, meaning that it isn’t formalized, but
it is convenient to illustrate the articulation of ontologies and their interrelations.
Table 1 shows the status of the modelling at the end of September 2019. The most
populated ontologies are human, information carrier, document, text, text-expression,
text-structure, scholarly-editing, publishing, literature, and linguistic-morphology. The
time-ontology contains properties mainly for N3-rule declarations.

Ontologies can easily be added to or extended. In the development phase until end
2019, we still foresee possible splits of faster growing ontologies, and the transfer or
replacement of elements.

Ontologies and their elements can be analysed from different perspectives and
entry points. In NIE-INE, four kinds of graphics are used to illustrate the ontologies,
to show classes and properties and instances in different ways.

14 The aim of histHub is to establish and operate a research platform for the historical sciences, https:
//histhub.ch/.

15 SCTA’s aims is to connect and freely distribute the intellectual history of the scholastic tradition,
https://scta.info/.

16 https://informationsmodellierung.uni-graz.at/.

https://histhub.ch/
https://histhub.ch/
https://scta.info/
https://informationsmodellierung.uni-graz.at/
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Figure 4. A simplified representation of the NIE-INE web of ontologies.

A first, manually created, graphic type (Figure 5) shows different core domain
ontological elements in a simplifiedway, offering a broad overview of the dependencies
between the ontologies, while enabling a focus on certain semantics, (e.g., on text and
critical editing,) while also providing more general semantics.

A second type of graphic (Figure 6) centers one entity, e.g., event, relating it to
elements from different domain ontologies, and adhering (in a reducedway) to the RDF
structure, e.g., indicating prefixes and full property names. Classes are represented
by circles; properties by rectangles. Classes from external ontologies are colored
orange in the upper part. The subclass property is represented by a dotted arrow. This
graphic is created with Grafo17.

A third type of graphic (Figure 7) focuses on (a part of) an ontology, also repre-
senting properties as nodes. It is created with the open source SPARQL-visualizer18,

17 Available at https://gra.fo/.
18 Available at https://github.com/MadsHolten/sparql-visualizer.

https://gra.fo/
https://github.com/MadsHolten/sparql-visualizer
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Figure 5. Graphic representing core classes and properties from different domain ontologies.

filtering some ontological elements out (labels, comments, and blank nodes) to en-
hance readability. It is particularly suitable for discussions on terminology with
domain specialists.

A fourth type (Figure 8), created with Protégé, depicts a subsumption tree of a
merged group of ontologies. It is very useful to get a quick and broad hierarchical
overview during the modelling stage. In the example, two trees are shown, building
on CIDOC-CRM and FRBRoo. The left tree contains document expression, text
expression, and subclasses. The right tree contains document structure, text structure,
and subclasses (note: not all document structure subclasses are shown).

For further graphic examples we refer to the NIE-INE GitHub site. We will now
discuss in more detail the different levels of ontologies.

5.1 General Domain Ontologies

Although all ontological classes are instantiable, the more general ones will often
function as glue to search in an RDF-database with SPARQL queries, and to enhance
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Figure 6. Graphic representing classes and properties from different ontologies concerning the concept
event.
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Figure 7. The concept-ontology.

machine reasoning, e.g., for subsumption (subclassing). For example, if a scholar
wants to search for all the languages in which a text is translated, the property is
translated into can be used without specifying the language. In other words, all
instances of all subclasses of the class human natural language are retrieved. In
another case, one would like to find all information carriers (e.g., manuscripts and
prints) bearing creations from of a certain author, across more than one project: one
project refers to prints existing in an archive and having a signature, and another
project uses manuscripts preserved in a library with a manuscript identifier; in this
instance, both the manuscripts and prints can be found with a super-property is on
carrier.

As a general domain ontology, the concept-ontology (see Figure 8) describes, among
other things, concepts created by a person as abstract ideas, e.g., symbolic and propo-
sitional, basing on CIDOC-CRM and FRBRoo. It contains entities such as information,
identifier, and thought-method, and their relations to each other, and to other entities,
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Figure 8. Two subsumption trees representing classes from different ontologies concerning the concepts
document expression and text expression on the left and document structure and text structure
on the right.
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e.g., persons. The document-ontology (see also Figures 5 and 8) describes documents
and document structures, e.g., tables, identifiers, and references, such as footnotes.
It also contains the abstract document expression as based on FRBRoo19, and the
different relations between document structures.

5.2 General Humanities Ontologies

The general Humanities ontologies comprise the core concepts of scholarly editions,
and the major part of entities common to the individual models of single editions.
The following is a description of five core vocabularies used for scholarly editing in
Humanities (see Figures 5 and 8, above).

• Text: this ontology describes text as a human natural language expression, seri-
alized in writeable form. It contains all kinds of text forms (e.g., written, type-
written, transcribed, and printed) and the roles of persons processing text (e.g.,
editor, annotator, and citer). It serves as the basis for all text-related ontologies:
text-expression, text-structure, text-editing, and literature ontology.

• Text expression: the eponymous core concept bases (via the document-ontology)
on FRBRoo, that abstracts text from its carrier (see Figure 8). The ontology defines
further related roles (e.g., author and commentator) and general expression types
(e.g., draft and commentary). It provides the basis for the literature- and scholarly-
editing-ontology.

• Text structure: this ontology describes all kinds of textual structures (see Figure
8), e.g., syntactic, compositional, content, scientific, readability. They form an
upper layer to enable more flexible and extensive search, as well as machine
reasoning. More specific entities are word, sentence, paragraph, section, line, and
text column. Extensions of this ontology are the prosodic-structure-ontology and
the note-structure-ontology, containing entities such as verse and strophe, and
marginal note and gloss, respectively. An important relation between structures is
part of, which, by its transitive nature, enables searching and machine-reasoning
in a way that does not require explicitly stating all possible relations between
structures in the data, since they can be inferred via transitivity.

• Text editing and scholarly editing both of these terms describe the necessary
semantics for editing, the latter extending the former with specific scholarly
entities, e.g., diplomatic transcription, critical edition, different types of apparatus,
lemma, variant, editorial comment, witness, siglum and so on. Also, related roles
are declared, e.g., editor, glossator, and critical text editor. An extensive set of
properties relates these entities to one other, as well as to text, text structure and
expression elements (see Figures 5 and 8).

19 FRBRoo provides the concept of expression, abstracted from its carrier.
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• Publishing: this ontology describes classes and properties related to publishing,
that is, to publication and its subclasses: printed and web publication, serial-like
newspaper, periodical, magazine, etc. There is a substantial set of properties
relating expressions and other entities to elements in this ontology.

• Literature: this ontology describes literary genres such as narrative, different
kinds of poetry, and further different types of literary expressions (e.g., poem,
hymn, novel) and their subclasses. It also contains related roles, e.g., poet and
novelist. Different types of literary structures are declared, e.g., foreword, preface,
prologue, and epilogue, and related properties (see Figures 5 and 8).

5.3 Specific Humanities Ontologies

This series comprises more specific entities, as used in different specialized domains
in the Humanities, e.g., about scholasticism in medieval philosophy. Some ontologies
(e.g., indology, catholic organization and philosophy) are for the moment only providing
the more general concepts as needed for the current projects, but they can, and
will, be extended. Catholic orders and philosophies describe subclasses of classes in
aforementioned ontologies, which will also be extended.

Although the scope of these ontologies is narrower, i.e., more project-oriented, the
entities can be reused in another context, if applicable, meaning that they do not need
to be restricted to a specific project.
External terminology and code systems ontology This ontology contains for-

mal descriptions of terminology and code systems, and their datatypes, as links
between such systems’ data, OWL-ontologies and RDF-data. Examples of termi-
nology and code systems in the Humanities are the ISO20 standard OAIS21, and the
GND22 for the DACH countries. A generic system, for example, is using hexadec-
imal color coding to describe e.g., text color. Other datatypes are declared in re-
spective domain ontologies. Examples are calendar:julianDate in the calendar-
ontology, to type a Julian date literal, languages:iso639−2 in the languages-
ontology, to type ISO language standard codes, and text:characterSize in the
text-ontology, to type a numeral representing character size.

Project ontologies These ontologies contain entities that are only used in their
respective projects, but which are still usable outside those projects, if applicable.
For example, the Parzival-ontology contains the concept of Dreissiger, (being a
set of about 30 verses,) which would be reusable in another project about the
verse novel Parzival.

20 International Organization for Standardization. Cf. https://www.iso.org.
21 Open Archival Information System. Cf. http://www.oais.info/.
22 Gemeinsame Normdatei. Cf. https://www.dnb.de/DE/Professionell/Standardisierung/GND/gnd_node.

html.

https://www.iso.org
http://www.oais.info/
https://www.dnb.de/DE/Professionell/Standardisierung/GND/gnd_node.html
https://www.dnb.de/DE/Professionell/Standardisierung/GND/gnd_node.html
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All other generic ontologies are, to different degrees, re-used in the project
ontologies by creating subclasses or subproperties from definitions in the generic
ontologies.
Generally, another project about a same author could reuse some ontological
elements in order to be linkable with one of the projects supported by NIE-
INE. It then would be possible to query the two different SPARQL endpoints
simultaneously, which is essential for research, since the triple stores can contain
complementary information on the same subject. This is actually the case for the
DRCS project (dealing with the commentaries on the Sentences of Peter Lombard),
which is linked to another project at the University of Baltimore, U.S. This case
demonstrates the added value of semantic interoperability between disparate
databases, facilitated by the use of the same external ontologies CIDOC-CRM
and FRBRoo.

Atharvaveda-ontology This ontology represents the formal description of specific
concepts in the critical edition of the Paippalāda Recension of the Indian Athar-
vaveda (UZH 2020), an anonymous collection of verse songs about everyday life
(c. 1200-1000 BC). It contains subclasses and subproperties of elements in the
text, text expression, text editing, prosodic structure, literature, and Indology
ontologies, thus, modelling a sub-set of the Indian Veda literature.

Delille-ontology This ontology represents the formal description of specific con-
cepts in the scientific edition of the third canto of Jacques Delille’s (1738–1813)
verse poem L’homme des champs (The Rural Philosopher ) (Marchal 2020). One
of the main goals of the project is the reconstitution of the reception of Delille’s
poetry. The main concepts concern poetic expression and its structures, the
works (e.g., anthologies, dictionaries, and articles) and their authors (and other
actors) that cite verses of the canto, and the scientific commentaries on the citers
and their works.

Dietrich-ontology This ontology represents the formal description of specific con-
cepts in the critical edition about father Joseph Dietrich’s monastery diary (1670-
1704) (WSU 2020). The concepts are diary-related. The majority of the semantics
are expressed using more generic ontologies.

DRCS-ontology This ontology represents the formal description of specific concepts
in the scientific study Digital Repertory of Commentaries on Peter Lombard’s
Sentences (DRCS, Peter Lombard c.1096–1160) (Zahnd 2020). The project collected
over 1700 commentaries, from which further data has been extracted, such as
the identification of the authors, their names and life dates, their membership
of religious orders, their philosophical thinking and tradition, their roles in the
editing processes (e.g., editor, abbreviator, corrector), along with all graspable
information about the text itself, like genre, location and time of creation, as
well as bibliographic information. The specific Humanities ontologies containing
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those concepts are shown in Figure 4. The DRCS-ontology itself mostly contains
the different types of commentaries and the Stegmueller-related concepts. In-
terlinking this collected data through our ontologies provides highly dynamic
possibilities for evaluating and detecting as-yet-unknown patterns, interrelations
and networks in medieval philosophy and intellectual history. The reception of
texts and writers, thought patterns, writing traditions or thought methods can
be detected and traced down through time.

Kuno Raeber-ontology This ontology represents the formal description of specific
concepts in the online publication of the lyric work of the Swiss poet Kuno Raeber
(1922–1992) (Morgenthaler 2020). As the first model of a project-ontology in the
learning curve of NIE, it contains more than the average number of multiparent
subclasses. On the other hand, there is also the need for single instance classes
leading to a more extensive ontology, than for other projects. The concepts mainly
concern the different expression formats (written, typed, etc.), their carriers, and
their convolutes, strongly representing the FRBRoo ontology.

Lavater-ontology This ontology represents the formal description of specific
concepts in the critical edition of correspondence of Johann Caspar Lavater
(1741–1801) (UZH Deutsches Seminar 2020). All concepts in this ontology are
letter-related, as subclasses of more generic classes, enabling the internal structure
to be kept close to other sources, as in the example e-manuscripta.ch.

Meyer-ontology This ontology represents the formal description of specific con-
cepts in the critical edition of the correspondence of Conrad Ferdinand Meyer
(1825–1898) (Lukas 2020). As in the Lavater-ontology, above, in this ontology all
the concepts are letter-related, as subclasses of more generic classes; this occurs
on the level of expressions and information carriers, as defined by FRBRoo.

Parzival-ontology This ontology represents the formal description of specific con-
cepts in the critical and digital edition of the verse novel Parzival by Wolfram
von Eschenbach (c. 1160-c. 1220) (Stolz 2020). One part of the concepts describes
a series of transcriptions (or parts) of the verse novel, and corresponds therefore
with the levels of expressions and information carriers in FRBRoo; the other part
of the concepts describes the critical edition with different apparatus. This can
be achieved by making extensive use of the scholarly editing ontology.

Wölfflin-ontology This ontology represents the formal description of specific con-
cepts in the scientific study Heinrich Wölfflins gesammelte Werke (1864–1945)
(UZH Kunsthistorisches Institut 2020). Due to the current absence of a consoli-
dated source data model, the ontology is not yet published. However, it should
be noted that most of the required semantics is already covered in more generic
ontologies.
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The Kritische Robert Walser-Ausgabe (1878–1956) (UNIBAS Deutsches Semi-
nar 2020) and the Anton Webern Gesamtausgabe (1883–1945) (UNIBAS Musikwis-
senschaftlichen Seminar 2020) govern their own ontologies, which they intend to link
to our ontologies at a later stage.

5.4 Expected Results

We will further develop application-independent SWT, enabling semantic interop-
erability and reusability adhering to the FAIR-principles. The ontology library will
grow, and the generic ontologies will stabilize, but still be extendable. We will in-
creasingly model to allow for broader usage in the Humanities, beyond scholarly
editing, and in consensus with aforementioned parties. The ontologies will be declared
with enhanced expressiveness, considering the whole of RDF/S and OWL ontological
elements. We will also start implementing machine-reasoning in different ways, to
enrich research data with inferred domain knowledge; temporal reasoning will be
an important part of this. We will have more ontological graphics, and extend the
documentation, particularly regarding our modelling methodology, workflow, and
best practices.

6 Conclusion

Being able to connect different research projects using formal semantics is more a
consequence of the implementation of the SWT standards and modelling, than the
primary intention of research projects. Of the eleven editions we support, only DRCS
initially expressed the need for semantic interoperability (in this case with another
US project with the same subject).

Even if researchers tend to focus on the specificities of their topics and objects,
they have an important part of the basic semantics of research projects in common. It,
therefore, makes sense to invest a little more effort to obtain broadly reusable models,
which capture these common semantics. Such models, which come about as the result
of consensus (without loss of expressivity), and which are based on standards of W3C
and the domain of Humanities (e.g. CIDOC-CRM and derivatives), are necessary
in order to avoid project-specific semantic silos, in which the same concepts are
modelled over and over again for different projects, in a multiplication of effort and
cost. Only in this way is the need for tedious reverse engineering minimized.

In our experience, researchers on an individual project quickly become aware of
the advantages of RDF-izing their data, from the quality assurance on different levels
(due to the explicitness of the formal data), to performing machine-reasoning on
that data to answer research questions. Domain specialists don’t have to dive into
SWT themselves to understand its functionality and potential. We are aware that the
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following is a bold statement, but we are convinced that with RDF-data, one can infer
new data in a way that is impossible with other data models, because of the lack of
the built-in logic of the formal languages RDF/S, OWL and Notation3 (N3).

Although the notion of interoperability is included in the FAIR-principles, the
understanding of semantic (machine) interoperability is growing slower. It is not
enough to use the SWT standards and adopt upper ontologies. Consensus about
domain semantics at different levels of specificity is indispensable. The willingness
of domain specialists to discuss terminology in order to obtain a critical mass of
consensus models is growing due to the aforementioned direct RDF advantages. Al-
though domain specialists do have discussions among themselves to reach a semantic
consensus, this consensus remains on the level of human understanding and is not
explicitly formalized in the data models to be machine-interpretable and reusable.
This is why there is a real need for SWT experts who are able to liaise between domain
specialists and IT staff, in order to bring the semantic consensus to a new level. Also,
the creation of a collaborative online environment to create a library of ontologies
has been very helpful, e.g., the NIE-INE GitHub repository (NIE-INE 2019b).

The project terminology discussions concerning the formalization of domain knowl-
edge, facilitated by a SWT expert who operates across various projects and domains,
complies with the tendencies ofmultidisciplinaritization and Linked Open Data (LOD)
promoted by politics and policies. Of course, the intellectual property rights aspects
have to be dealt with appropriately.

Because the formal data are independent from natural language, foreign collabora-
tion is also facilitated, internationalizing domain semantics.

Different projects that deal with the same topics are likely to cover different aspects
that are complementary, and very worthwhile to connect on the formal semantic
level, increasing the chance of new research findings. Here, the next step in the
technological implementation comes into play: machine-reasoning based on N3-rules
consuming RDF-data and OWL-ontologies, for semantic conversion and for answering
research questions.
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