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I can’t believe schools are still teaching kids about the null hypothesis.  

I remember reading a big study that conclusively disproved it years ago. 

 

- Randall Munroe, xkcd 
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Summary 

This dissertation offers a comprehensive critique of the current state of research on 

violent game playing and aggressive outcomes. It discusses twenty-five years of research on 

violence in digital games and aggression, including empirical evidence, theoretical 

perspectives, and the heated debates in both the public and academia. The main focus here 

is on methodological issues limiting the conclusiveness of the research, particularly 

experiments conducted in psychological laboratories. By suggesting methodological 

advancements in the study of game violence effects, the thesis wants to offer new 

perspectives on digital games and aggression to move forward the field and the ideological 

debates that surround it. The thesis comprises a total of 5 peer-reviewed journal articles (of 

which 3 are published, one is accepted and in press, and one is under review) that include 

data from one original study and a secondary analyses of 3 further studies.  

The first part of the thesis consists of a detailed review of the current scientific 

literature on violent game effects with a focus on the theories that have been developed to 

explain the relationship between the use of digital games and aggression. Important 

theoretical shortcomings and fallacies of social-cognitive perspectives on how aggression is 

acquired through violent media contents are identified and discussed.  

The second part is a methodological critique of laboratory experiments in research 

on the effect of violent games. First, common problems and pitfalls in the manipulation of 

violence as an independent variable and improper control of relevant confounding factors 

are discussed. The modification of game content (“modding”) is suggested as a novel method 

to meet the requirements of rigorous internal validity and sufficient external validity in 

psychological laboratory experiments. The advantages of this method are illustrated by the 

results of an experiment in which it was used. This is followed by an examination of one of 

the most popular laboratory measures of aggressive behavior (the Competitive Reaction 
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Time Task), providing evidence from three studies that the unstandardized use in the 

scholarly literature poses a threat to its interpretability and generalizability. 

The dissertation concludes with an analysis of the scientific discourse on the game 

violence-aggression link, and the ways in which it is shaped by ideological convictions that 

affect both the theoretical assumptions and the methodological procedures. This duality of 

ideologies present in theory and methods constitutes a threat to violent game effects 

research, as it causes the field to stagnate. It is argued that this stagnancy can only be 

resolved through methodological rigor that will, ultimately, advance inadequate theories of 

media effects. 
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Introduction 

The debate about harmful effects of popular media began long before the television 

or the personal computer entered our everyday life. During the first half of the 20th century 

it were mostly the radio and comic books that came under criticism (Ferguson, 2013a), but 

already in the late 18th century the so-called “reading mania”, particularly regarding the 

excessive consumption of fiction novels by females, caused a heated dispute. Now, as then, 

there are two sides arguing whether and how morally objectionable media content (such as 

displays of violence) can affect its users. While the link between exposure to violent media 

and aggression has been debated in academia for decades (J. Anderson, 2008), the rise of the 

medium of digital games as a means for media users to cause (and enjoy) on-screen violence 

with a simple press of a button sparked a new controversy in science and the public, that has 

been ongoing for more than twenty-five years now. 

Researchers on both sides of this debate (sometimes dubbed “believers” and 

“skeptics”) have a great interest in understanding the antecedents and underlying 

mechanisms of aggression, as well as in reducing violence in society. Many scholars are 

convinced that a strict regulation of violence in games would lead directly to a reduction of 

problematic behaviors and crime rates, and that those opposing regulation induce a societal 

risk (e.g., Huesmann & Skoric, 2003). Others worry that the debate on media violence could 

distract from societal issues they consider more relevant to the etiology of aggression, such 

as poverty or inequality, and ultimately cause harm as these factors get ignored (Ferguson, 

2013b). This tension between groups of scholars who are, naturally, convinced of the 

validity of their scientific opinion, but who also consider the behavior of the ‘other side’ to 

be harmful or dangerous, is a breeding ground for a heated debate often torn by ideological 

convictions (Grimes, J. Anderson, & Bergen, 2008). Yet both sides agree that science can only 
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provide an answer to the question whether violence in digital games can cause aggression 

on two conditions:  

1. Theories and models must be able to accurately describe the effect mechanisms 

of violent games and offer predictions from which testable, falsifiable hypotheses 

can be derived. 

2. Empirical operationalizations of these mechanisms and the measurement of 

aggression need to be objective, reliable, and valid, so that they can be properly 

interpreted and generalized. 

One major reason for disagreement among scholars, however, is a dissent whether 

(or to what extent) these two conditions have been met.  

The belief that exposure to violence in games increases aggression has been closely 

tied to a social-cognitive perspective on media effects and aggression, specifically Bandura's 

(1978) observational social learning theory. The underlying assumption is, in essence, that 

media characters function as models for behavior and that humans learn through the 

observation of game avatars just like they learn through the observation of others in their 

physical environment. Thus, observing on-screen violent behaviors being rewarded or 

punished would respectively increase or decrease aggressive tendencies in game players. 

Given that the playing of many games, e.g. the notorious first-person shooters, is somehow 

tied to the killing of opponent avatars, one might argue that, theoretically, the conditions for 

this mechanism are met. A popular formula for testing these assumptions empirically in 

laboratory experiments is to have study participants play one of two games (a violent and a 

nonviolent one), after which they partake in a laboratory procedure intended to measure 

aggressive behaviors. This “boilerplate” for experiments has been replicated dozens, if not 

hundreds of times, and makes up large parts of the foundation of empirical evidence on 

digital game violence effects (and media violence effects in general).  
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However, some media effects researchers have expressed doubts regarding the 

usefulness of conventional social-cognitive theories in predicting media violence effects, and 

criticized them for offering too simplistic views on the etiology of human aggression 

(Ferguson & Dyck, 2012). There are also profound concerns whether common empirical 

approaches to studying these effects in psychological laboratories, particularly regarding the 

methodology of measuring aggression, allow drawing meaningful conclusions about media 

violence (Ritter & Eslea, 2005; Tedeschi & Quigley, 1996). 

This dissertation critically examines four theoretical and methodological aspects in 

game violence effects research: (1) extant models and perspectives predicting relationships 

between violent games and aggression, (2) the manipulation of independent variables and 

control of confounds in experiments on game effects, (3) the measurement of aggression in 

psychological laboratories, and (4) ideological biases that shape both the research as well as 

the academic debate that surrounds it. 

The first paper (Elson & Ferguson, 2014a) included in this dissertation was 

published in European Psychologist and presents an overview of the theoretical and 

empirical literature on the effects of displayed violence in digital games on aggressive 

cognitions, emotions, and behaviors. It focuses on theoretical shortcomings of conventional, 

social-cognitive views on aggression and media violence effects, and discusses relevant gaps 

in the empirical scholarship. This review offers some new perspectives on potential 

mechanisms of media effects that could guide future empirical research in this area. Four 

scholars with opposing or diverging views were invited to comment on this article 

(Bushman & Huesmann, 2014; Krahé, 2014; Warburton, 2014) and offer a rebuttal to the 

issues that were raised. 

The second paper (Elson & Ferguson, 2014b) is a response to these comments and 

was, hence, also published in European Psychologist. Due to the nature of the three 
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comments, this article reiterates some of the theoretical concerns in greater detail, but 

largely constitutes a discussion of the scientific discourse around violent digital games 

research rather than the science itself. It offers explanations why there is such a heated 

debate around violent game effects in the scientific literature, how this might pose a threat 

to the credibility of media effects research in general and its ability to inform society about a 

topic of public interest in particular. 

The third article (Elson & Quandt, in press), to be published in Psychology of Popular 

Media Culture, constitutes a transition from theoretical considerations to novel 

methodological approaches to studying game effects. The article presents a rationale why 

using multiple games (violent and nonviolent ones) to create different conditions in 

laboratory experiments in order to study the effects of one specific variable (violence) 

violates fundamental assumptions of experiments as a scientific method. Put briefly, by 

using different games to manipulate the target variable of violent content, one is likely to 

accidentally manipulate other variables in this process that could easily conflate or 

confound any findings on dependent variables, if not properly controlled for. Next to a 

thorough examination of this problem and its prevalence in experiments with games, the 

article offers game modifications (“modding”) as a viable solution readily available to all 

game researchers. 

The fourth article (Kneer, Elson, & Knapp, under review) corroborates these 

methodological considerations with empirical data from a 2x2 experiment in which the 

violent content and difficulty of one game were manipulated (while holding all other game 

characteristics constant) instead of using different games for each condition. The data 

confirm the assumption that game difficulty is a key variable when studying the effects of 

game violence, particularly regarding emotional responses, and that modifying games 

constitutes a useful approach to studying the effects of individual game variables.  
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The fifth paper (Elson, Mohseni, Breuer, Scharkow, & Quandt, 2014), published in 

Psychological Assessment, concludes this dissertation by raising methodological concerns 

regarding the measurement of aggression in laboratory experiments. The paper discusses 

psychometric properties of one of the most widely used paradigms to measure aggression, 

the Competitive Reaction Time Task, and focuses specifically on objectivity and 

standardization issues. These concerns are confirmed by data from three studies that show 

that analyzing the same data with different variants of this test leads to large differences in 

significance levels, effect sizes, and even the direction of effects. Implications for the 

empirical literature on violent digital games and aggression research in general are 

discussed and practical suggestions on how this test should be used in order to arrive at 

more objective results are provided. 
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Learning to be Aggressive from Violent Games 

Given the large popularity of digital games, the implications of their presumed effects 

on aggression would be unsettling. For example, at least one quarter of the German 

population plays digital games (Quandt, Breuer, Festl, & Scharkow, 2013). If the use of 

digital games did, indeed, have an effect on aggression, this would imply a substantial 

societal problem. But what exactly are the purported psychological mechanisms that would 

make people more aggressive from their exposure to violent digital games? Historically, 

many researchers have defaulted to a socio-cognitive perspective on the etiology of 

aggression in general and specific to the role of media violence. The following sections 

present an overview of proposed socio-cognitive mechanisms and their shortcomings, while 

arguing for the adoption of theories focused on biological determinants and influences from 

the social environment (such as family and peer groups). 

Definitions of Aggression and Media Violence 

The disagreement whether violent games cause aggression begins in basic scientific 

questions, such as the definitions of violence and aggression. The field of media violence 

effects research started out with operational definitions of aggression focused purely on the 

outcome of behaviors. Buss (1961), for example, defined aggression as one organism 

presenting painful stimulation to another organism. While this behavioristic approach to 

aggression had great merits for researchers in practice, it was eventually considered 

insufficient as it could not distinguish between accidental and intentional behaviors causing 

harm (which of course can be crucial, for example, in court decisions on crimes). A 

commonly used definition of aggression is the one by Baron and Richardson (1994), who 

defined aggression as any behavior that is intended to cause harm to another person who 

intends to avoid this harm. However, Grimes et al. (2008) cautioned against defining 

aggressive behaviors through preceding intentions, as it might entice psychologists to 
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measure cognitive processes underlying aggression rather than whether any harm or injury 

has actually been inflicted. Grimes et al. (2008) criticize that, as violent behaviors are simply 

considered extreme forms of aggression (C. Anderson & Bushman, 2002), measuring these 

cognitive variables is, accordingly, also a sufficient proxy for violent behaviors, or even 

violent crimes. To address this problem, van der Dennen (1980) suggested to separate 

aggression and violence as completely distinct categories. According to this definition, as 

long as a drive, impulse, or desire to inflict pain is operative, a behavior should be 

considered aggressive (motivational component). Violence, on the other hand, describes a 

category of behaviors involving harm, elimination, or destruction, which can be direct or 

indirect, and physical or mental (behavioral component). As such, there are four types of 

behaviors: Aggressive violent behaviors (e.g., a crime of passion), aggressive nonviolent 

behaviors (e.g., gossip), nonaggressive violent behaviors (e.g., executions), and, of course, 

non-aggressive non-violent behaviors (the residual category). 

Defining media violence or determining how violent one game is compared to 

another seems even more intricate, and varies substantially. The reason why psychological 

definitions of aggression or violent behaviors, such as the ones discussed above, might not 

be applicable to games is that a) since all game violence is virtual, and not physical, it is 

questionable whether any harm is actually being inflicted, and b) the narrative intentions of 

avatars might not be congruent with the intentions of players. Usually, empirical 

publications do not provide a definition at all since the difference in violent contents 

between games selected for experiments often has a high “face validity” (e.g., when one 

involves a considerable amount of combat, and the other is an abstract puzzle game). Of 

course, this theoretical gap becomes apparent when the public turns to psychologists and 

asks to apply their research to practical decisions. For example, a proper definition of media 

violence becomes necessary when lawmakers or judges decide whether specific violent 

contents are harmful enough to warrant censorship or legislation that limits access to games 
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(Brown v. Entertainment Merchants Association, 2011), or simply when concerned parents 

wonder which games are and which are not suitable for their children. The increased 

graphicness of violence through technological advancements has alerted researchers to 

study potential increases in their effects (e.g., Ivory & Kalyanaraman, 2007), yet in most 

cases it does not seem to be a relevant factor when it comes to defining what makes a game 

violent. At least historically, researchers seemed more concerned with whether any violence 

is being rewarded in games rather than the magnitude of violent content itself, and 

considered seemingly innocuous titles like Super Mario violent as well (C. Anderson & Dill, 

2000). According to Ferguson (2014), however, this rather vague perspective could render 

the category “violent games” useless. Recently, there have been more sophisticated 

attempts, and scholars suggested describing game violence through multiple technological 

and narrative components, such as graphicness, realism, and justification (Tamborini, 

Weber, Bowman, Eden, & Skalski, 2013).  

The General Aggression Model 

In 2002, C. Anderson and Bushman published a revised version of the General 

Aggression Model (GAM), a synthesis of several social-cognitive and neoassociative theories, 

that has become the default model for many game violence researchers, particularly for 

those who believe games to be a strong cause for aggressiveness. The GAM is strongly 

rooted in Bandura's (1978) social learning theory (SLT) of aggression, which predicts that 

aggressive behaviors can be reinforced either through direct experience or vicarious 

observation of aggressive acts being rewarded. The greater the rewards, the greater the 

reinforcement and, consequently, the likelier the chance of imitating what has been 

observed. According to SLT, a repeated experience or observation of aggressive behavior 

being rewarded results not only in a higher frequency of aggressiveness as the reward 

expectation increases, but also alters concepts regarding the appropriateness of aggressive 

behaviors in a wide range of situations. Thus, these rewarded models cause a greater 
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preference for aggression as instrumental to reaching goals, shape aggressiveness as a 

general response class, and ultimately consolidate it as a social norm.  

Through repeated exposure to aggression, the GAM also predicts changes in 

knowledge structures, such a perceptual and behavioral schemata. As such, aggressive 

behaviors are also accompanied by an increasingly hostile perception of the world and the 

presumed intents of other persons. Whether a person responds aggressively or not to a 

particular event is determined in the GAM’s tripartite process model. Situational 

characteristics (e.g., aggressive cues) and personality variables (e.g., traits, learned scripts) 

are located on the input side. The interpretation of the environmental input depends on 

internal states of cognitions (e.g., hostile thoughts), affect (e.g., mood), and 

psychophysiological arousal. This can be a relatively effortless, impulsive, and automatic 

process. However, when the immediate appraisal is not satisfactory and resources are not 

limited (usually time and capacity), any given information can be re-evaluated numerous 

times. Either way, this immediate or thorough evaluation determines a behavioral response 

as the outcome. The response to this outcome, again, becomes part of the information for 

the next episode. Ultimately, repeated episodes of actions and reactions result in more 

permanent perceptual, attitudinal, and behavioral patterns. And, in accordance with SLT, 

this mechanism also works when such action-reaction-chains are observed in the behavior 

of others. 

Theoretical Shortcomings of the GAM 

The GAM does not differentiate sufficiently between observations in physical and 

digital environments. The way violence is being rewarded in digital games, e.g. as a 

necessary condition to win the game, in-game benefits (e.g., better equipment), or through 

scores on leaderboards, is considered to be sufficient as a reinforcement of aggressive 

behaviors for game players. Accordingly, repeated exposure to games with such contents 
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would be considered a risk factor in the etiology of aggression. The first publication included 

in this thesis (Elson & Ferguson, 2014a) discusses at least 5 major weaknesses of the GAM 

perspective on the development of aggression in general and its specific assumptions about 

effects of game violence.  

1. While offering simple and testable predictions about the antecedents and 

consequences of human aggression, the GAM is heavily focused on cognitive 

scripts and does little to elucidate motivational and personological variables that 

may influence aggressive behaviors. Within the GAM’s line of argument, 

personality characteristics and motivations for behaviors are, in essence, nothing 

more than strongly and repeatedly reinforced cognitive scripts, thereby 

rendering it a “tabula rasa” theory (Pinker, 2002). 

2. Particularly biological and genetic factors are neglected despite their importance 

in predicting aggression and even crime in individuals (Ferguson, Ivory, & 

Beaver, 2013). It remains especially unclear how they interact with supposedly 

acquired aggressive scripts. There is also a lack of specific variables explaining 

individual susceptibility or immunity to potential effects of violent games. 

3. Despite its popularity in psychological media effects research, the GAM is not 

actually used by clinicians or other professionals in the field dealing with 

pathological forms of aggression (Ferguson & Dyck, 2012). Neither are there 

clinical diagnostic instruments based on the GAM, nor is the GAM being used to 

inform programs aimed at reducing pathological aggression, as opposed to 

biopsychosocial models of aggression that dominate clinical psychology. 

4. The GAM does little to account for competing schemata and scripts. Even 

assuming that violent games are able to model aggression in their players, these 

models will sooner or later either be contradicted by punishments for aggressive 

behaviors, or contested by rewards for prosocial models, for example through 
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parents or peers. The GAM does neither predict the outcome of competing 

models, nor which kind of rewards for aggressive scripts might supersede 

nonaggressive scripts (and vice versa). 

5. The GAM equates the effects of observations of rewarded aggression in virtual 

and physical environments, and predicts that it makes no difference for the 

underlying mechanisms to work whether the observed violence is fictional or 

real. 

The fifth point deserves some further attention, since Bushman and Huesmann 

(2014) responded to it specifically by arguing that the assumed equality of learning 

opportunities constitutes a theoretical advantage of the GAM, not a limitation. Bushman and 

Huesman explicitly ask for a theory that would explain how viewing violence mass media 

could be different from, for example, observing violence in war-torn countries (Boxer et al., 

2013). Therefore, the second publication (Elson & Ferguson, 2014b) expatiates on this 

argument further. Briefly, assuming that these two experiences could be similar is faulty on 

three grounds: 

5a. The experience or observation of fictional acts of violence (e.g., a knight killing a 

dragon) is not similar in its qualities to the experience and observation of real 

violence (e.g., a news report on an ongoing war), even when both are presented 

on screen. This is corroborated by evidence showing that children at the age of 

five (or younger) are already able to distinguish between real and fictional 

television (Wright, Huston, Reitz, & Piemyat, 1994). 

5b. Observing violence in digital games does not have similar psychological effects 

as observing proximal acts of violence (e.g., in the family), even when both acts 

would be similar. This is substantiated by a large body of research findings (e.g., 

Ferguson, San Miguel, & Hartley, 2009) as well as decades of clinical practice and 
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psychological assessments of children witnessing domestic violence in their 

families (Levendosky, Huth-Bocks, Semel, & Shapiro, 2002). 

5c. There is no theoretical explanation how observations of violence in virtual 

worlds (e.g., soldiers fighting) generalize to actual behaviors that are completely 

different in the real world (e.g, domestic abuse). While one could make a strong 

case for how digital games teach that violence is a promising and successful 

measure in other similar games, the transfer from behaviors in digital 

environments to other behaviors in physical environments (that are different in 

many aspects from the virtual environments) is at least not a natural given.  

Finally, even ignoring all the issues raised above and assuming that repeated 

exposure to violence games would incrementally make players more aggressive, it must be 

taken into account how others would react to these changes in behaviors. A progressive 

increase in aggressive behaviors would usually get punished by peers or the family, thus 

decreasing them through undesired consequences. If, however, aggressive or antisocial 

behaviors are tolerated or even rewarded, does not the real issue lie within an unhealthy 

environment that fosters aggressiveness rather than peacefulness? 
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Violent Digital Games: Manipulation and Control of a Multifaceted 

Stimulus 

Taken together, the first two publications (Elson & Ferguson, 2014a, 2014b) offer an 

overview of the results obtained in laboratories and the field with a strong focus on 

methodological rigor, and integrate different perspectives and interpretations to explain 

their relevance to the understanding of media effects. The main body of psychological 

research on the effects of digital games consists of laboratory experiments. Many of these 

studies share a certain design: Study participants (typically college students, most of them 

psychology or communication majors) either play a violent game (mostly a first-person 

shooter) or a nonviolent game. Psychophysiological arousal (heart rate, skin conductance 

level) is sometimes measured during, or before and after play. After playing one of the 

games, participants are subjected to a test or fill out a questionnaire to assess aggressive 

cognitions, emotions, or behaviors, which are then compared for the two groups. Any 

observed differences between those groups are then usually explained with the 

manipulation of violent content. An example for this kind of research design can be found in 

the study by K. Williams (2009) in which participants played either Mortal Kombat: 

Deception (Midway, 2004) or Dance Dance Revolution Max 2 (Konami, 2003). Mortal Kombat 

is a fighting game in which players control a character engaged in close combat with an 

opponent. One match usually involves several rounds of fighting in an arena. Dance Dance 

Revolution, on the other hand, is a rhythm game in which players typically have to mimic 

dancing instructions to pop songs on special dance mats that serve as input devices. In this 

study, participants completed a hostility scale after playing and the results show that those 

who played Mortal Kombat reported significantly stronger feelings of hostility. K. Williams 

(2009) concludes that “[t]his supports past evidence that exposure to violent video games, 

when compared to nonviolent video games, results in aggressive affect” (p. 303).  
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However, this way of manipulating game contents as independent variables could 

violate fundamental assumptions of experiments as a scientific method. In his classic 

Experimental Psychology, Woodworth (1938) describes the defining elements of the 

scientific method of experiments in psychological science as we still know it today: For a 

study to qualify as an experiment, the researcher “holds all the conditions constant except 

for one factor which is his ‘experimental factor’ or his ‘independent variable.’ The observed 

effect is the ‘dependent variable’ which in a psychological experiment is some characteristic 

of behavior or reported experience’’ (p. 2). And while this assertion is being taught in any 

ordinary introductory psychology class, it has serious consequences for research on and 

with digital games. 

Arguably, it is very convenient and certainly bears convincing face validity to divide 

games into two groups according to the current variable of interest (e.g., violent and 

nonviolent games). Yet with a complex stimulus like games it should be considered that 

violence is unlikely to be the only difference between two games that have been selected for 

research purposes. Any of those additional differences constitutes a potentially confounding 

factor that might bias results if not controlled for. This problem is particularly intricate as 

there are common cooccurrences of themes, contents, and mechanisms in certain game 

genres (Apperley, 2006) that could lead to a systematic conflation in larger bodies of 

research. Although not a genre in itself, it is certainly possible that violent games commonly 

share some other characteristics that could be relevant for aggression research. 

Adachi and Willoughby (2011b) argue that when investigating effects on 

aggressiveness, scholars should consider the difficulty, pace of action, and competitiveness of 

a game as possibly relevant variables besides violent content. A genre that most often 

features displays of violence is the first-person shooter. These games are usually also fast-

paced, likely to be played competitively against other human players, and highly demanding 

in terms of perception and motor abilities – not to mention that first-person shooters are 
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always played from the first-person perspective. By contrast, the puzzle games (e.g., Tetris) 

that are popular stimuli for “control groups” are typically nonviolent, but also rather slow-

paced, usually played alone, and require cognitive efforts, such as problem-solving abilities 

and mental rotation. So when observing differences in measurements between those groups 

after playing, does it mean that one particular game characteristic, such as violence, affected 

human behavior? This example illustrates that studies attributing changes or group 

differences in aggression to violent contents specifically might be severely confounded by 

other contents that were not properly controlled for, or even accidentally manipulated by 

using different games that varied on multiple dimensions. 

The third publication (Elson & Quandt, in press) provides a detailed discussion on 

the problem of stimulus control in research with digital games. First, advantages and 

disadvantages of previous approaches to this problem are considered (e.g., using Likert 

scales to rate and control for relevant third variables), followed by the introduction of game 

modifications (or “mods”) as a viable alternative to manipulate independent variables and 

control confounding factors. Of the different types of mods Scacchi (2010) identifies, the 

most relevant to psychological researchers are so-called partial conversions, which are 

smaller alterations or additions to an existing commercial game. These mods range from 

relatively small and cosmetic additions, such as new textures for existing objects and clothes 

for characters, to entirely new environments the game can be played in. While mods are 

usually being created for entertainment purposes, they could arguably be used as powerful 

manipulations of independent variables, while at the same no other aspects of a game would 

be changed and thus exerting meticulous control over confounding variables. To assess the 

relevance of modding for digital games effects research, Elson and Quandt (in press) 

conducted a three-step systematic literature review with the aim to estimate to what extent 

researchers already used modding techniques, but also which proportion of the 

experimental work on games could potentially benefit from it. 
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First, several academic databases were searched for all peer-reviewed entries using 

the following three terms in the field All Text (TX): modding; video game* and mods; video 

game* and modif*. This resulted in a total of 52 publications that either dealt with the topic 

of modding specifically or utilized modding techniques for research purposes. Naturally, this 

type of literature search was unable to retrieve publications in which scholars make use of 

modding techniques without referring to them as such or using the terminology more 

common among game designers than social scientists. Therefore, the literature review was 

extended in a second step. The last ten volumes (total number of articles N = 4,160) of the 

journals Communication Research (Sage), Computers in Human Behavior (Elsevier), 

Cyberpsychology, Behavior, and Social Networking (Mary Ann Liebert), Human 

Communication Research (Wiley), Journal of Communication (Wiley), and Media Psychology 

(Taylor & Francis) were searched for games-related articles to which modding could, in 

theory, be applied as a means of stimulus creation, manipulation, or control. Of the n = 145 

studies that employed digital games as stimuli, 26 (18%) used materials that were modded 

by manipulating contents so that the games would be more suited for their research 

questions (e.g., varying contents to create conditions, or removing unwanted contents to 

exert greater stimulus control). In 42 studies (29%) at least one independent variable was 

manipulated by using two or more completely different commercial off-the-shelf titles 

(potentially diminishing internal validity), and for 28 studies (19%) entirely new games 

were created as stimulus materials (potentially diminishing external validity). At least in 

these cases, modding one game instead, or using different playing modes of the same game 

(as suggested by McMahan, Ragan, Leal, Beaton, & Bowman, 2011) might have been viable 

alternatives. 

Psychologists interested in game violence effects have benefited from utilizing mods 

in laboratory studies in the past. The earliest example is identified is the study by Staude-

Müller, Bliesener, and Luthman (2008), whose participants either played a conventional 
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first-person shooter (FPS), or a mod in which avatars are being frozen instead of killed. Of 

course, this sophisticated mod might not fully solve problems of stimulus control, as it could 

be questioned whether freezing someone should be considered truly “nonviolent” (after all, 

like dying, freezing is not a very desirable experience). However, it still constitutes a highly 

functional approximation of a clear relative difference in degrees of violence between 

conditions. Any outcome variable that differs between the “kill” and the “freeze” version 

could be attributed to the degrees of manipulation, even when the latter version does not 

remove all violence from the former. Following the suggestions by Adachi and Willoughby 

(2011b), Elson, Breuer, Van Looy, Kneer, and Quandt (2013) studied the isolated and 

interaction effects of violence and pace of action in digital games on cardiovascular 

responses and aggressive behavior, They assigned their participants to play one of four 

versions of a FPS: normal-paced (default speed level) vs. fast-paced (speed level at 140%), 

violent (wielding a grenade launcher) vs. nonviolent (wielding a toy nerf gun). Hartmann, 

Toz, and Brandon (2010) created two mods to assess the effects of (un)justified violence on 

feelings of guilt: Their participants were either playing UN soldiers attempting to shut down 

a torture camp, or paramilitary forces defending the camp and continuing the cruelty. 

In order to offer researchers a good rationale where to start when considering 

modding for an upcoming experiment, the third publication (Elson & Quandt, in press) also 

includes a brief overview of the modding tools currently available. While it cannot replace 

the study of elaborate tutorials, it aims to provide a rough idea of which tools might and 

might not suit researchers’ needs. 

Game Difficulty as a Relevant Confound in Game Violence Research 

Further corroborating the theoretical considerations by Adachi and Willoughby's 

(2011b) about the relevance of other game characteristics, the fourth publication (Kneer et 

al., under review) presents an experiment examining the effects of violence and difficulty in 
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digital games. Difficulty is a particularly important variable as an unsatisfactory in-game 

performance might be frustrating to players. In line with the classic frustration-aggression 

hypothesis (Berkowitz, 1989; Dollard, Miller, Doob, Mowrer, & Sears, 1939), frustration 

resulting from a mismatch between game difficulty and player skills could lead to increases 

in aggression. Conversely, a game being too easy might be quite boring to players, 

particularly highly skilled ones. Past studies, however, have rarely controlled for game 

difficulty. When using different games to manipulate violent contents this could present a 

considerable problem as these games might also differ on their difficulty levels. In these 

cases, it would be quite problematic to determine whether increases in aggression can be 

traced back to the level of displayed violence or occur as a negative response to unattainable 

in-game challenges.  

In the study by Kneer et al. (under review), N = 90 participants played the first-

person shooter Team Fortress 2 (Valve, 2007) in which two teams both try to capture and 

hold a control point while preventing the other team from doing so (in this study, 

teammates and the opponent team were controlled by the computer). Participants were 

assigned to one of four conditions with either high or low difficulty settings and a high or 

low amount of violent content. These conditions were created with in-game options and 

through publicly available modding tools. In the high violent conditions, the player and all 

bots wielded flamethrowers, and the portrayed deaths of characters in the game were 

rather bloody and graphic. In the low violent conditions, everyone was equipped with a 

‘rainbowblower’ that blasted rainbows instead of fire while playing bubbling sounds, and 

instead of dying, this weapon incapacitated characters by making them drop to the ground 

convulsing with laughter. Difficulty was manipulated by altering the weapon’s damage 

output, the player’s resistance to enemy damage, and the speed at which the control point 

could be captured. Thus, instead of four different games, participants played one of four 

versions of the same game only differing with regard to the independent variables while 
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holding all other variables constant. The dependent measures were psychophysiological 

arousal (interbeat intervals and electrodermal activity measured continuously during play), 

aggression-related associations (measured with a lexical-decision task after play), 

aggressive behaviors (measured with the standardized Competitive Reaction Time Task 

after play), as well as positive and negative emotions (measured with Renaud and Unz's 

[2006] affect scale). 

Results show that there was no influence of violent content on psychophysiological 

arousal, aggression-related associations and aggressive behavior, or positive and negative 

affect. Difficulty did not have any appreciable effect on psychophysiological arousal, 

aggressive behavior, and positive or negative affect. However, a higher difficulty was 

significantly associated with higher response latencies for aggressive words in the lexical 

decision task. Thus, a higher difficulty inhibited aggression-related associations. This 

difference was not significant for neutral words but the trend was similar, showing higher 

response latencies when the difficulty was increased. The reason for this finding might be 

that a higher difficulty of a game leads to exhaustion, resulting in slower responses in the 

lexical decision task in general. The interaction of violent content and difficulty did not 

produce any significant changes in any of the dependent variables. However, the results 

provide strong evidence that in-game performance (measured through the total number of 

opponents killed by the participant) predicts both positive and negative affect after play. 

This study adds to the emerging literature on game characteristics particularly 

relevant to violent game effects research, such as pace of action (Elson et al., 2013), 

competitiveness (Adachi & Willoughby, 2011b), or technological advancement (Ivory & 

Kalyanaraman, 2007). While this study provides no evidence that game difficulty confounds 

measures of aggressive behaviors, its results suggest that difficulty and in-game 

performance should be taken into account when studying cognitive and affective processes 

during and after the exposure to violent game contents. This is further supported by studies 
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investigating other factors than difficulty that might elicit frustration in game players. For 

example, the studies by Breuer, Scharkow, and Quandt (2013) and Elson, Breuer, Scharkow, 

and Quandt (2014) show that, next to the outcome of the game (winning or losing), the 

behavior of others (e.g., their playing abilities, or their friendliness) can significantly 

frustrate players, which, in turn, predicts aggressive and cooperative behaviors towards 

their coplayers. These are, of course, variables related to the playing situation rather than 

the game itself. Finally, the study by Kneer et al. (under review) can be considered an 

example of how using options provided by games and modding tools can help psychologists 

to carefully design experiments that meet the requirements of clean variable manipulation 

and rigorous variable control. 
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Measuring Aggression in Laboratories: A Cautionary Tale 

After presenting approaches to the precise manipulation of independent variables in 

violent game effects research, the following section is concerned with methodological 

concerns regarding the dependent measures, i.e. aggression. A large number of studies 

investigated the facilitation of aggressive cognitions (e.g., thoughts) through violent digital 

game playing. Aggressive cognitions themselves, or even simple aggressive thoughts are, 

however, quite difficult to assess as they cannot be observed directly and would need to be 

verbalized – or expressed in a different manner – by study participants. Instead, 

psychologists usually measure superficial correlates of aggressive thoughts, such as 

automatic semantic activations or the accessibility of words and concepts related to 

aggression. Popular measures of these associations are, for example, lexical decision tasks 

(see above) or the word stem completion task, in which participants are presented with a 

series of ambiguous items that can make more than one word by filling in the respective 

letters. Depending on which letters are inserted, the meaning of the word can either be 

related to aggression or to something else (e.g., “k i _ _” having the two possible completions 

“kill” and “kiss”). The underlying idea is, in essence, that a higher number of aggression-

related completions indicates a greater accessibility of aggressive cognitions.  

Arguably, these types of measures severely limit the real-world relevance of the 

results, as they cannot be generalized to actual aggressive thoughts, let alone aggressive 

behavioral tendencies. While these measures might be helpful when investigating which 

concepts (including aggression-related ones) are being primed by specific types of games, 

and which concepts might be suppressed (e.g., Kneer, Glock, Beskes, & Bente, 2012), they do 

not allow inferring any intent to commit aggression or violent crimes. Unsurprisingly, the 

majority of studies using these and similar measures do find that games with violent 

contents increase the accessibility of aggression-related concepts (Barlett, Branch, 
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Rodeheffer, & Harris, 2009; Sestir & Bartholow, 2010) compared to nonviolent games. To 

what extent these studies contribute to the understanding of violent game effects, however, 

remains debatable. They certainly do no warrant an alarmist warning of hazardous effects of 

digital games on the way we think, or even react to stimuli from our environment. 

The Unstandardized Use of the Competitive Reaction Time Task 

Most of the discussion about the potential harm of violent games within the scientific 

community, news media, and the general public has focused on the issue of whether violent 

digital game exposure results in aggressive or violent actions. However, this has been a 

difficult question to answer. Legal and ethical restrictions make measuring aggressive 

behavior in a laboratory a difficult enterprise. As can be imagined, it is generally not possible 

to create a scenario in which individuals will attack each other in the laboratory 

environment. Unfortunately, this means that most experiments must rely on instruments 

that do not measure aggression or violence directly, but vaguely approximate it in some 

way. Notable examples of these measures are the amount of hot sauce used by the 

participant to spice bowl of chili for someone else (Lieberman, Solomon, Greenberg, & 

McGregor, 1999), the number of needles used to pierce a voodoo doll (DeWall et al., 2013), 

or the accuracy of darts thrown at pictures of human faces (Mussweiler & Förster, 2000). An 

instrument used in many experimental studies (not only in media violence effects research) 

is the Competitive Reaction Time Task (CRTT). In the original version of the CRTT by Taylor 

(1967), the Taylor Aggression Paradigm, participants were led to believe that they would be 

playing 25 consecutive rounds of a reaction time game against another participant in which 

the winner of a round would punish the loser with an electric shock. Participants who lost a 

round would receive shocks of varying intensity and when participants won a round they 

could adjust the shock levels for their alleged opponents. The intensity level of the shock 

was used as the measure for aggressiveness. Recent adaptations of the CRTT allow 

participants to set the intensity (usually volume and/or duration) of a noise blast instead of 
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an electric shock, as they are easier to use and bring up fewer ethical issues (Ferguson & 

Rueda, 2009). As there is no real opponent, the sequence of wins and losses, as well as the 

settings “chosen” by the opponent, are typically randomized and preset. Generally, louder 

and longer noise blasts are considered indicators of higher levels of aggressiveness. 

However, the CRTT has been used in many different versions in the past. 

Inconsistencies are found in the procedure of the CRTT, as well as in the ways in which the 

CRTT data are analyzed by different (and sometimes even the same) authors. While the 

procedural aspects refer to the setup of the test, i.e., how the raw data are generated, the 

statistical differences refer to how the data are analyzed. Of course, the procedural decisions 

also affect the options for statistical analyses. At least 13 different variants to calculate a 

score for aggressive behavior can be found in the literature: Multiplication of each trial’s 

volume and duration (Bartholow, Sestir, & Davis, 2005), volume and square root of duration 

(Carnagey & C. Anderson, 2005), or volume and log-transformed duration (Lindsay & C. 

Anderson, 2000); standardized and summed volume and duration (Bartholow, Bushman, & 

Sestir, 2006); separate average volume and log-transformed duration settings for each 

outcome (wins and losses) (C. Anderson & Dill, 2000); average volume, not allowing any 

duration settings at all (Sestir & Bartholow, 2010); sum of high volume settings, i.e. 8 to 10 

on a scale from 1 to 10 (C. Anderson & Carnagey, 2009); separate volume and duration 

setting of only the first trials (Bushman & Baumeister, 1998); the setting of the first trial and 

the means of trials 2-9, 10-17, and 18-25 (C. Anderson et al., 2004); volume and duration in 

a two-phase version of 25 trials each, in which the participant can retaliate in the second 

phase for the punishment received during the first (Bartholow & C. Anderson, 2002). 

From a methodological point of view, inconsistent procedures and analyses are 

highly problematic because they infringe upon the objectivity criterion of psychological test 

theory (Kaplan & Saccuzzo, 2009). Simmons, Nelson, and Simonsohn (2011) pointed out 

that flexibility in data collection, analysis, and reporting in psychological research 
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dramatically increases actual rates of false-positive findings. Moreover, if there is no 

standardized procedure for a test and no standardized way to process the raw data into a 

meaningful score, the question remains whether the unstandardized value really 

approximates the true value of the construct. Aggression scores that are calculated with 

different procedural versions of the same test become very difficult to compare. Under the 

assumption that all these different procedures and analyses are equally capable of 

measuring the construct of aggressiveness, it is unclear why so many versions exist. Without 

a doubt, theory-driven modifications of a method such as the CRTT, with the aim of 

answering specific research questions, can contribute to the understanding of psychological 

processes and extend the area in which a certain test can be applied. However, many 

authors do not explain in detail why they decided on a specific test procedure or on the 

aggression score they calculated from the raw data. In many cases, it is not clear why a 

particular score should be more suitable than others to address the respective research 

questions. Sometimes, the decision to focus on one of many possible scores seems to have 

been made post hoc, not prior to data collection.  

While there have been several studies that examined at the validity of the test 

(Ferguson, Smith, Miller-Stratton, Fritz, & Heinrich, 2008; Suris et al., 2004; Tedeschi & 

Quigley, 1996), until now, there has been no study that addresses the aforementioned 

objectivity issues by systematically comparing the different analysis procedures for the 

CRTT. The fifth publication (Elson, Mohseni, et al., 2014) presents data from three studies 

that were conducted to investigate the effects of digital games on aggressive behavior 

(measured with the CRTT). All analysis procedures that could be identified in the literature 

were applied to the three datasets with the aim to investigate whether there would be any 

variability of results when using different CRTT scores within each study, and whether this 

variability could be replicated across studies. The analyses showed that there was a 

considerable range of significance levels (from p = .070 to .934 in study 1; p = < .001 to .959 
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in study 2; p = .096 to .212 in study 3) and effect sizes (from  = .0 to .10 in study 1;  = .0 to 

.39 in study 2;  = .09 to .20 in study 3). Thus, it seems that the calculation of different 

aggression scores can lead to results that are substantially different from each other; in one 

case, even diametrically opposed. Depending on which aggression score was calculated (and 

reported) with the data from study 2, results could provide evidence that playing a violent 

digital game increases aggressive behavior, decreases it, or has no effect at all. The findings 

also suggest that volume and duration do not measure the same construct, although they 

clearly seem to be related. This does not necessarily constitute a problem with the CRTT. In 

fact, it could be considered a benefit if the CRTT was capable of capturing different (sub-) 

dimensions of aggressive behavior. However, no attempts to systematically disambiguate 

the latent variables supposedly measured by volume and duration have been made thus far. 

These findings suggest that concerns about the CRTT’S standardization issues were 

justified. Of course, as the CRTT is the most common measure for aggressive behavior in the 

scholarly literature on violent game effects (C. Anderson et al., 2010), this has considerable 

implications. The results of studies that use the CRTT and meta-analyses that include these 

have to be interpreted with great caution. Moreover, given the questionable external validity 

of the test (Mitchell, 2012; Ritter & Eslea, 2005; Suris et al., 2004), researchers should be 

careful when they generalize results to situations outside the lab or make inferences about 

potential long-term effects to the point of public health issues. Of course, this issue is not 

limited to media effects research, as the CRTT is being used in a large variety of fields. This 

includes investigations of social and cerebral response in criminal psychopaths (Veit et al., 

2010); effectiveness of prescription drugs in reducing hostility in panic disorders (Bond, 

Curran, Bruce, O’Sullivan, & Shine, 1995); and the facilitation of aggression through various 

substances, such as alcohol (Pihl et al., 1995). In some cases, practical recommendations for 

clinicians regarding the diagnosis (McCloskey, Berman, Noblett, & Coccaro, 2006) and 

treatment (Ben-Porath & Taylor, 2002) of patients are made based on results obtained with 
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the CRTT. Given the impact of clinical research on the definition, assessment, diagnosis, and 

treatment of disorders in clinical practice, the importance of using objective, reliable, and 

valid measures cannot be overstated. The unstandardized use of the CRTT violates these 

requirements and, thus, poses a potential threat to the credibility of all laboratory research 

on aggressive behavior. 

 

How to Advance a Field that is Loaded with Ideology 

In view of the presented issues in theoretical conceptualizations, in manipulation and 

control of independent variables, and in the operationalization and measurement of 

dependent variables, it would not be sound to make any claims about conclusive evidence 

based on the available research. The conclusiveness of existing research on violent game 

effects is frequently overstated, and indulgence in ideological claims commonly go beyond 

what scientific evidence supports (Grimes et al., 2008). There appears to be a discrepancy 

between what media effects scholars find, and what some proclaim it means. Scholars have 

conjured violent games (and violent media in general) as a public health crisis, and claimed 

that it accounts for up to 30% of all violence in society (Strasburger, 2007), or that a strict 

ban of media violence would lead to an decrease of 10,000 homicides, 70,000 rapes, and 

700,000 injurious assaults each year in the US alone (Centerwall, 1992). C. Anderson, 

Gentile, and Buckley (2007) consider violent video games as one of several risk factors that 

may cause aggressive, violent behavior and, in highly extreme and rare cases, even school 

shootings. Others draw rather curious comparisons, such as that the link between violent 

game use and aggression is as powerful as the link between condom use and prevention of 

HIV transmission, or as hazardous as smoking effects on lung cancer (C. Anderson et al., 

2003). Not only does the alarmist manner in which a diffuse concept, such as aggression, is 

compared to a serious medical condition, such as cancer, unnecessarily heat the debate, it is 
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also faulty on methodological grounds as the methodologies of media effects research and 

oncology are so drastically different that a comparison of the resulting effect sizes is invalid. 

If cancer studies would consist of participants smoking cigarettes for 5–10 min and then 

rating their cancer severity on a 5-point Likert scale or pushing a button when they 

recognize cancer-related words, then yes, such analogies would be eligible. But fortunately, 

cancer research does not have the methodology or validity issues that media effects studies 

do. Ironically, tests for cancer have everything that currently employed aggression tests do 

not. They are standardized, they are clinically validated (according to the results, one either 

has cancer or not), and they have a high reliability and external validity (someone who has 

cancer in a laboratory also has it outside the laboratory). Unfortunately, the same cannot be 

said about measurements of aggression. 

There appears to be a discrepancy between what social scientists commonly 

measure in their laboratories and the behaviors that the public (or policy makers) are 

concerned about. Past research has usually not been conducted to inform public policy 

directly, but to advance academic knowledge of fundamental cognitive and behavioral 

processes in controlled laboratory environments. Consequently, when policy makers (e.g., 

Brown v. Entertainment Merchants Association, 2011) evaluated the empirical evidence, 

they did not find compelling proof of a link between media use and real-world violent 

behaviors – they could not, simply because the academic research, with few exceptions, has 

little bearing on societal violence. Unfortunately, scholars themselves are not always 

cautious, generalizing findings from weak laboratory studies to societal violence in ways 

that are inappropriate. The rhetoric to characterize these measures is exaggerated in the 

same way as the effects they ostensibly provide evidence for. Bushman and Gibson (2011), 

for example, describe the CRTT as “a weapon that could be used [by the participants] to 

blast their partner” (p. 30). Bushman and Huesmann (2014) compare the CRTT’s noise 

blasts to the rock music played at excruciating volumes prisoners in Guantanamo Bay have 
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been tortured with. To what extent this torture scenario, involving nonconsenting prisoners 

exposed to hours upon hours of sleep depriving noise, resembles the CRTT with its brief 

exposure and ostensibly consenting opponents in university laboratories remains unclear. 

Equating the CRTT to torture seems to be one more example of the irresponsible overreach 

to which this field has become accustomed. 

The Disease of Moral Panic in Violent Games Research 

But why is the public and scientific debate on violent games riddled with such a 

heated rhetoric? Offering one potential explanation, Gauntlett (2005) describes a 

phenomenon called moral panic. In a moral panic, a part of society considers certain 

behaviors or lifestyle choices of another part to be a significant threat to society as a whole, 

particularly when an older generation is not familiar with the behaviors of a younger 

generation (Kneer et al., 2012; Przybylski, 2014). In this environment, moral beliefs can 

substantially influence scientific research, and its results are readily used as confirmation 

for what has been suspected. Game researchers involved have a great interest in 

understanding the mechanisms of aggression to inform efforts at reduction of violent crime 

in society. Tackling an overt, proximal behavior, such as media use, has great merits: 

Attributing violence to manifest displays of media content that are considered immoral has 

convincing face validity. Moreover, media production and distribution could, in theory, be 

easily policed and regulated by state agencies. If media were causing harm in society, 

regulating them would be a fairly easy way of taking action against violent crime. 

However, particularly when exaggerated, the danger of alarmist warnings about an 

overt, proximal behavior such as violent game use is a potential distraction from covert, 

distal issues rooted deep within society, such as poverty or inequality. Those problems are 

major sources of various societal issues, including violent crime, and are usually intangible, 

providing no ready ‘bogeyman’ in the parlance of moral panic theory – and are difficult 
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issues to address. Just as testimony regarding the ‘harmfulness’ of comic books given to 

governments by mental health professionals in the 1950s now looks to be an example of a 

nannying excess on the part of the scientific community, so too, as Hall, Day, and Hall (2011) 

argue, will the extreme statements about effects of violent games do little other than to 

damage the credibility of the field. More than ten years ago, the journal Nature (2003) called 

on media violence researchers to “tone down the crusading rhetoric until we know more” 

(p. 355). Ten years later, we do know more, and what we know now does not suggest that it 

is time to return to crusading rhetoric. Far from it, it is increasingly time for the scientific 

community to employ a more cautious language and act as a voice of reason in the face of 

societal moral panics. It is imperative that the scientific community remains alert to these 

issues moving forward. 

The Future of Game Violence Effects Research 

Revisiting the four major issues this dissertation addresses, there is evidence for 

problems in (1) extant theories on the relationships between violent games and aggression, 

(2) the manipulation of independent variables and control of confounds as well as (3) the 

measurement of aggression in game violence experiments, and (4) ideological biases that 

shape both the research as well as the academic debate that surrounds it. Future research 

must tackle each of these problems to be able to determine whether a link between violent 

games and aggressive behaviors exist, and to inform the public about these results. 

The future of violent game effects research needs testable theories predicting the 

role of game violence in aggressive behaviors. Biopsychosocial diathesis-stress approaches, 

such as the Catalyst Model (Ferguson, Rueda, et al., 2008), already account for how exposure 

to games might shape the individual ways violent crimes are ultimately committed. Given 

the relatively small role games play in the etiology of criminal behavior in this model, 

however, the psychological functions of game use are rather underdeveloped. Integrating 
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these approaches to criminal behavior with motivational models of game use, such as mood 

management (Bowman & Tamborini, 2012; Zillmann, 1988) or uses-and-gratifications 

(Sherry, Lucas, Greenberg, & Lachlan, 2006), might be a viable solution. In contrast to socio-

cognitive theories of aggression and media effects, these approaches are usually less 

concerned with passive learning through media contents, and more user-centric in 

explaining the functional link between psychological states and media exposure (Przybylski, 

Rigby, & Ryan, 2010). Such considerations are necessary when trying to explain why 

individuals may use the same media in very different ways, with very different outcomes 

(both intra- and interindividually). Thus, they could provide useful guidance when 

investigating whether specific use patterns of games, and not their contents, could be 

potentially detrimental to psychological well-being (including aggression). 

On the empirical side, in light of the concerns about aggressive behavior or violent 

crimes precipitated by violent games, future studies should consider discontinuing 

investigations of game uses and effects in samples mostly consisting of college students. 

Studying game use patterns of offenders and those who have committed acts of violence 

against people or property instead could potentially yield highly interesting insights to our 

understanding of how and when violent media pose a risk. In addition, the identification of 

specific risk (and resilience) factors, such as an unfavorable family environment or mental 

health issues, preferably in prospective studies with actual control groups, might be an 

important future tasks for game violence researchers. Naturally, to be able to conduct these 

studies, the discussed problems in game effects research methodology have to be addressed 

first. 

Methodological Rigor: A Potential Cure 

While, as pointed out earlier, the propagation of extreme statements not supported 

by the available evidence is a problem of ideological convictions, the key condition enabling 
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this current state of affairs are the insufficient or ambiguous methods employed to measure 

human aggression (Elson, Mohseni, et al., 2014; Ritter & Eslea, 2005), improper 

manipulations of conditions to test effects of game violence (Elson & Quandt, in press), or 

artificial situations under which games are studied (Elson & Breuer, 2014; D. Williams, 

2005). With a corpus of precise and valid measurements for the different aspects of 

aggressiveness (thoughts, emotions, and behaviors), study results could no longer be 

subjected to interpretations from drastically different perspectives. In the case of research 

on the effects of violent digital games, the value of empirical evidence suffers greatly from 

the improper conclusions drawn based on results obtained through questionable methods. 

Accordingly, Elson and Ferguson (2014b) recommend scholars to adhere to two steps: First, 

not to generalize important findings further than the employed methods would allow (e.g., 

to consider aggression-related semantic activations simply as associations and not as 

‘‘aggressive thoughts’’). Second, to overcome these limitations by developing standards to 

ensure objectivity and focus research on the proper validation of key measurements. There 

are current attempts to implement this, for example for the Hot Sauce Paradigm (Beier & 

Kutzner, 2012), and further investments in these directions should be encouraged. 

In light of the recent replication crisis shaking up psychological science (Pashler & 

Harris, 2012), primarily research linking effects of cognitive priming with behavioral 

outcomes (Pashler, Coburn, & Harris, 2012), it became evident (more than ever) that 

ensuring the objectivity, reliability, and validity of research designs and key measures is 

paramount. This crisis has increased the awareness of scientific misconduct in relatively 

common questionable research practices (John, Loewenstein, & Prelec, 2012) and issues of 

undisclosed “methodological flexibility” (Simmons et al., 2011). It seems that “hot-button 

issues” in science are even more susceptible to these problems (Ioannidis, 2005), such as 

research on behaviors that large parts of the population engage in (e.g., playing digital 

games) or those that present a threat to societal values and norms (e.g., violence). Scientists 
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are entrusted by the public to act as advocates when accumulated evidence is compelling. 

Yet, at the same time, they are obliged to be rather conservative and acknowledge the gaps 

and boundaries of scientific knowledge at any given point in time. The debate on whether or 

not playing violent games causes aggression or crime cannot be resolved simply because a 

large number of prominent scholars believe they do (as suggested by Bushman & 

Huesmann, 2014). One can clearly make an argument that games feature a large amount of 

morally objectionable content, and be offended by the excessive displays of violence in them. 

Others may object that whether or not violent content in games is repulsive, objectionable, 

or immoral might be relevant to policy makers, but not to researchers (Grimes et al., 2008).  

But the scientific opinion of whether these contents lead to problematic behaviors in 

game players can and should only be formed through compelling methodologies that are 

able to produce a corpus of unambiguous findings. For the effects of violent games, however, 

this corpus can currently only be described as fragmentary, at best.  Neither does the 

current state of research allow drawing the conclusion that violent games are harmful, nor 

does it allow inferring that they are completely harmless – simply because it is doubtful 

whether harm is actually being measured. From a scientific perspective, the development of 

improved methods and measures to close this gap is the key to overcome this problem. Yet 

what can be observed instead is that, as the results of certain studies reinforce the belief in 

harmful effects of violent games, some scholars have developed an ideological belief in the 

validity of the methods repeatedly employed in those studies as well. When it is argued that 

the empirical evidence on the link between game violence and aggression is not substantial 

enough to warrant definitive conclusions, responses usually point to the large number of 

experiments (in which the CRTT is very common) allegedly proving a causal relationship. 

The issue of lacking evidence for the external validity of those measures, which is necessary 

to make such a claim, is then refuted by claiming that the convergence of studies on media 

violence and aggression substantiates the validity of the measures commonly used (an 
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example of this chain of arguments can be found in Bushman and Huesmann, 2014). This 

way, scholars develop a recursive argumentation in which a theoretical consideration 

demonstrates validity for methodological approach derived from it, and vice-versa. 

This duality of ideologies, both on a theoretical and a methodological level, creates a 

vacuum in which science must necessarily stagnate. As Greenwald (2012) observed so 

keenly, “there is nothing so theoretical as a good method”, by which he argued that the 

multidecade durability of theory controversies in psychology can often be resolved through 

methodological advancements generating new data, which, in turn, can inspire novel 

theoretical considerations. The ideological rigidity in theory and methods that can be 

observed in violent game effects research, however, could stifle this synergy, as scholars try 

to find theoretical arguments why their methods are sufficient, and use the same methods to 

prove their theories were veritable in the first place. Whether or not the methodological 

insights presented in this dissertation (Elson, Mohseni, et al., 2014; Elson & Quandt, in press; 

Kneer et al., under review) and elsewhere (Adachi & Willoughby, 2011a; Ferguson & Savage, 

2012; Järvelä, Ekman, Kivikangas, & Ravaja, 2014) will be able to ultimately overcome this 

impasse, however, remains speculative at this point. But as social-cognitive theories on 

violent games and aggression appear to be growing in their rigidity (Elson & Ferguson, 

2014a, 2014b), especially in the face of an increasing number of failed replications, only 

methodological innovations can enable researchers to inform the public debate in a 

meaningful way, and enable the scientific field as a whole to advance as it should. 
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Twenty-Five Years of Research
on Violence in Digital Games

and Aggression
Empirical Evidence, Perspectives, and

a Debate Gone Astray

Malte Elson1 and Christopher J. Ferguson2

1Department of Communication, University of Münster, Germany,
2Department of Psychology, Stetson University, DeLand, FL, USA

Abstract. Violence in digital games has been a source of controversy in the scientific
community and general public. Over two decades of research have examined this
issue. However, much of this research has been undercut by methodological
limitations and ideological statements that go beyond what scientific evidence could
support. We review 25 years of experimental, cross-sectional, longitudinal, and meta-
analytical research in this field. Empirical evidence regarding the impact of violent
digital games on player aggression is, at best, mixed and cannot support unambig-
uous claims that such games are harmful or represent a public health crisis. Rather,
indulgence in such claims risked damage to the credibility of games effects research,
credibility which can only be restored through better empirical research and more
conservative and careful statements by scholars. We encourage the field to engage in
a responsible dialog and constructive debate that could continue to be enriching and
invigorating.

Keywords: digital games, mass media, aggression, violence

If expressed concerns about digital game violence as a
cause of aggression and violent crimes were true, such as
that they and other violent media are responsible for as
much as 30% of societal violence (Strasburger, 2007), the
implications would be extremely worrisome. Today, 1 in
4 Germans (Quandt, Scharkow, & Festl, 2010), 41% of
Flemish residents (iLab.o, 2011), and more than half of
the Finnish population (Karvinen & M�yr�, 2011) consider
themselves regular digital game players. As such, this is an
important issue to consider, as much given the public per-
ceptions of digital games and violent crimes as well as the
practical implications of this argument. Similar to the
public debate, a lively discussion has occurred within the
scientific community about whether a causal or even corre-
lational connection exists between digital game violence
and real-life aggression and violence. This discussion has,
at times, become polemic and, as Grimes, Anderson, and
Bergen (2008) argue, the lines between objective science,

politics, and advocacy have often become blurred. In this
article we hope to examine this debate, particularly from
a European perspective, and elucidate both the evidence
for and against beliefs that digital games are involved in
real-life violence, as well as the sociological processes that
may have led to the scientific community speaking beyond
the data available to support those causal beliefs. Instead of
providing a definitive Yes or No answer regarding the
impact of digital games on real-life aggression, we try to
report findings from different perspectives on underlying
explanatory mechanisms, consistencies and contradictions
in empirical findings, views on the practical impact, and
the role of digital game violence in society. Our goal is
to present the state of the art of violent game effects
research, but also what other variables might play a (more)
important role on player behavior and need consideration in
forthcoming studies. We also discuss ‘‘what went wrong’’
in the past scholarship, as we believe this is a necessary
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precursor to improvement in the field and advance our
understanding of the mechanisms behind violence in digital
games.

The Debate on Digital Game Violence

At least historically, many researchers have been convinced
of the detrimental effects of virtual violence (e.g., Anderson
& Dill, 2000; Fischer, Aydin, Kastenm�ller, Frey, &
Fischer, 2012; Huesmann, 2010) particularly on player
aggression. This was particularly true in the past decade
when the field became dominated by advocates of the
social-cognitive view of aggression, a theoretical model
often closely tied to the ‘‘harm’’ position on digital games.
In more recent years, however, there have been an increas-
ing number of scholars (e.g., Ferguson & Kilburn, 2010;
Sherry, 2007; Ward, 2011) who have expressed vocal skep-
ticism of the ‘‘harm’’ view, or consider links between dig-
ital games and real-life aggression or violence to be weak
or unimportant compared to other influences, especially
in childhood and adolescence.

Historically, advocates of the ‘‘harm’’ view had taken to
claiming that universal consensus existed to support their
position. As early as 2003, some scholars declared that
‘‘the scientific debate over whether media violence
increases aggression and violence is essentially over’’
(Anderson et al., 2003; p. 81). Despite this, debates within
the scientific community have continued and only intensi-
fied in subsequent years. Even Huesmann’s (2010) attempt
of ‘‘(n)ailing the coffin shut on doubts that violent video
games stimulate aggression’’ did not seem to have the
desired outcome. How then is it possible that different
researchers come to diametrically opposed conclusions
about the state of the research when looking at the same
published evidence?

Grimes et al. (2008) observe that the field of media vio-
lence is one example of wherein the politics, ideology, and
personal beliefs on controversial societal issues fuel a
heated scholarly debate. In this field, it had become com-
mon for scholars to assert rather extreme claims such as that
the influence of digital games on aggression was similar in
magnitude to the effect of smoking on lung cancer
(Anderson et al., 2003), that a near universal consensus
existed among scholars, or that the interactive nature of dig-
ital games made them more dangerous than other media.
Grimes et al. note that in such an environment it is difficult
to maintain scientific discourse on an objective examination
of data and facts rather than a defense of rigid ideological
positions. In the case of digital game violence, this has gone
so far that instead of considering exclusively methodologi-
cal rigor and validity of scientific research, some scholars
supporting the ‘‘harm’’ view claim to have analyzed the
expertise of scholars supporting and opposing California
in Brown v. Entertainment Merchants Association (2011).
Perhaps not surprisingly, they concluded that they and their
colleagues must be considered ‘‘true aggression and vio-
lence experts’’ (Bushman & Anderson, 2011, p. 9), and
those opposing California ‘‘are relatively unqualified to

offer ‘expert’ opinions’’ (Sacks, Bushman, & Anderson,
2011, p. 12). However, independent scholars not involved
in either amicus brief have already evaluated these claims
and found them to be faulty on both methodological and
theoretical grounds (Hall & Hall, 2011). To paraphrase Hall
and Hall (2011), finding that one group of scholars com-
pares themselves to their opponents and declares, by happy
coincidence, that it is they and not their opponents who are
the true experts is neither surprising nor illuminating. In
fairness, once a debate becomes heated, both sides are
likely to focus on refuting the other side rather than looking
for ways to dialog and improve the science.

The risk, however, is the potential loss of credibility to
the field (Hall, Day, & Hall, 2011). This potential ramifica-
tion became particularly apparent when looking at how the
scientific evidence had been perceived by courts and gov-
ernments, such as the US Supreme Court in its Brown v.
EMA (2011) decision. In this court case, the majority deci-
sion of the Supreme Court emphasized that the evidence
presented by the state of California in its attempt to ban vio-
lent digital game sales to minors was not compelling. The
court commented that the state had not presented studies
showing a causal link between violent game playing and
real-life acts of aggressiveness. Following the same ratio-
nale in an extensive literature review that expressed pro-
found criticism of the existing evidence, the Australian
attorney-general department (2010) decided to lift the ban
on games exceeding the criteria for a 15+ rating. Similarly,
a review of the evidence by the Swedish media council
(Statens Medier�d, 2011) declared that the research evi-
dence did not support links between digital games and
real-world aggression and many of the existing studies, par-
ticularly those conducted in support of the ‘‘harm’’ position,
were deeply flawed methodologically.

It is therefore commendable that scholars in the field
have started to consider the complexity of digital games
as stimuli (Ravaja & Kivikangas, 2009), to refine concep-
tual definitions of violence and/or aggression (Ferguson
& Dyck, 2012; Grimes et al., 2008), and to promote more
rigorous and effective research methods (Adachi &
Willoughby, 2011a; Ferguson & Savage, 2012).

Explanatory Models and Theories

So far, two models explicitly trying to explain the role of
violent games in real-life aggression have been published.
Anderson and Bushman’s (2002) General Aggression
Model is based on several domain-specific social-cognitive
theories, such as social learning, cognitive neoassociation,
and excitation transfer. It has become the default model
for many digital game researchers, particularly those who
endorse the ‘‘harm’’ view when designing studies and inter-
preting results. Ferguson, Rueda, et al. (2008) took a differ-
ent approach with their Catalyst Model, which is focused
on biological determinants as well as the social context of
family and peer groups. We discuss these models in some
detail here.
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General Aggression Model (GAM)

The GAM has its roots in social learning theory. The social
learning theory of aggression (Bandura, 1978) explains that
aggressive behavior is acquired by either direct experience
or observation of attractive, rewarded models and subse-
quent imitation. Thus, new expectations about social mech-
anisms are developed, and old concepts are altered under
frequent observation of certain behaviors. This approach
explains how instrumental aggressive behaviors are under-
stood and acquired, and beliefs about social behavior (e.g.,
hostility) are internalized. It is widely assumed that avatars
in digital games can function as social models, and people
can acquire knowledge structures and behaviors from them
through in-game rewards (e.g., high scores) much as they
learn from humans. Many scholars employing social learn-
ing theory suspect that games containing realistic violence
that is not socially sanctioned within the game have a
potentially strong detrimental effect on their users. Longer
playing times also would facilitate this effect due to greater
consolidation and reinforcement of the modeled behavior.

The basic assumption of the GAM (Anderson &
Bushman, 2002) is that knowledge structures like percep-
tual and person schemata or behavioral scripts develop
from experience and can influence (social) perception,
behavior (conscious and automated), affect, and beliefs.
The GAM focuses on episodes or ‘‘persons in situations.’’
Situational features (e.g., aggressive cues, incentives) and/
or personality variables (e.g., traits, beliefs, learned scripts)
are considered input variables. Naturally, these features are
highly interdependent. For example, increasingly violent
persons might interpret ambiguous situations as more hos-
tile than they actually are. The subsequent situational inter-
pretation and behavioral intent is influenced by the current
internal state that consists of cognition (e.g., hostile
thoughts, scripts), affect (mood and emotion, expressive
motor responses), and arousal. Resulting outcome behavior
is dependent on either automatic or heavily controlled pro-
cesses. Immediate appraisal and automatic (re-)action is rel-
atively effortless and impulsive, occurring unconsciously
and without requiring many cognitive resources. If a person
has enough resources (mostly time and mental capacity)
and the output is important, but the immediate appraisal
is unsatisfying, the decision can be reappraised (numerous
times, if necessary). In any case, the output determines a
reaction, which becomes part of the input for the next epi-
sode. And in the long term, repeated episodes form more
permanent perceptual, attitudinal, or behavioral patterns.

The Catalyst Model

The Catalyst Model of violent crime by Ferguson et al.
(2008) focuses on innate motivations, biological disposi-
tions, and other more fundamental environmental factors
such as peer and family influences. The model states that
an aggression-prone personality develops mostly through
biological and genetic dispositions. However, these rela-

tively invariant factors are moderated by environmental
aspects (e.g., the family) in a positive or negative direction.
Circumstantial short-term stressors or catalysts (e.g., finan-
cial difficulties, relationship problems) increase the likeli-
hood for more aggressive behaviors in individuals with a
relatively predisposed disposition toward aggression. Or
put simply, biological factors combined with proximal
social factors such as parental abuse or peer delinquency
can make a person prone to aggressive behavior, but stress
from the environment determines the motivation to do so.
The likelihood to act aggressively or violently is increased
in times where environmental stressors are plentiful or par-
ticularly prominent. Individuals with a high proneness to
violence would naturally have a lower threshold to act
aggressively, requiring fewer environmental stressors to
motivate them, while others might have a relatively high
tolerance for potentially stressing events.

The role of digital game violence in this model is not
causal. Like other forms of media, digital games are consid-
ered potential stylistic catalysts, meaning that a person with
a disposition for violence may act aggressively with similar
‘‘signature’’ elements to actions seen in a digital game. The
way in which violent behaviors are expressed specifically
may be influenced by violent media (e.g., wearing the same
clothes like a violent media character), but not be the reason
or motivation to act violently in the first place. The acts of
violence would still occur in another form, even without
previous exposure to violent games. An individual with a
disposition for violence would be susceptible to violence
even when presented with contrasting modeling opportuni-
ties. However, individuals with an aggressive personality
would be more attracted to violent media.

Strengths and Weaknesses

The distinct strength of the GAM lies within its unification
of several social-cognitive learning theories, cognitive asso-
ciation processes, and moderators like physiological arou-
sal. Theoretical foundations are combined into a simple
model that aims to predict antecedents and consequences
of human aggression. It includes many social-cognitive fac-
tors and thus provides a comprehensive social-cognitive
research framework, making it the ‘‘default model’’ in
media effects research (at least historically). However, the
simplicity is a double-edged sword, and comes at a price.
Concerns are raised such as that it overfocuses on cognitive
scripts and does little to elucidate affective or personologi-
cal variables that may influence aggression, thereby render-
ing the GAM a ‘‘tabula rasa’’ theory (Pinker, 2002) in
function if not form. Interestingly, although social-cogni-
tive learning processes are the hub of the GAM, it only
marginally accounts for competing cognitive schemata.
Even when considering that aggressive schemata and
scripts are learned by playing violent games, people tend
to do other things as well, and subsequently acquire differ-
ent or contradicting schemata. It is also questionable how
media are understood within the GAM, since they are
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considered to be equally capable of modeling aggressive
behavior as actual incidents of aggression (e.g., within a
family). One further criticism of the GAM is that the perso-
nological and biological inputs (and immunizing factors)
are so underdeveloped in the model that they function as
‘‘fig leaves’’ to mask what is, in effect, little more than a
basic script theory of aggression (Ferguson & Dyck,
2012). Also, it is not actually used by clinicians or other
professionals in the field of pathological aggression
(Ferguson & Dyck, 2012). We understand that the GAM
is commonly used when researching social-cognitive pro-
cesses of aggression, but are skeptical about its use in pre-
dicting media effects.

Contrary to the GAM, the Catalyst model considers
individuals ‘‘active’’ modelers of their own behavior, so
they seek out modeling opportunities according to the
innate motivational system. Individuals with a predisposi-
tion for violence would try to seek models from which vio-
lent behaviors could be learned, and they would still be
prone to act aggressively when presented with contrasting
modeling opportunities. Similarly, less susceptible individ-
uals would try to find nonviolent behavior modeling oppor-
tunities and be resistant to adverse models. However, the
Catalyst model is a relatively new theoretical model of vio-
lent behavior and has received only little attention com-
pared to the GAM.

Empirical Evidence

Empirical research on adversarial effects of digital games
can be divided into three categories: experimental and cau-
sal studies, cross-sectional correlation and longitudinal
studies, and meta-analyses. In the following section, we
will present different empirical findings regarding the
effects of digital violence on aggressive cognitions, emo-
tions, and behaviors, and the methods used to assess them.
Our aim is to give an exhaustive review of results obtained
in laboratories and the field, to integrate different perspec-
tives and interpretations, and to explain their relevance to
the understanding of media effects.

Experimental and Causal Studies

The main body of psychological research on the effects of
digital games consists of laboratory experiments. Many of
these studies share a certain design: Study participants
(mostly college students, often psychology or communica-
tion majors) either play a violent (mostly a first-person
shooter) or a nonviolent game. Physiological arousal (heart
rate, skin conductance level) is sometimes measured simul-
taneously, or before and after play. Afterwards, participants
perform a test or fill out a questionnaire to assess aggressive
cognitions, emotions, or behaviors, which are then com-
pared for the two groups.

Aggressive Cognitions

There are a number of studies that investigate the facilita-
tion of aggressive cognitions (e.g., thoughts) through vio-
lent digital game playing. While cognitions themselves
are difficult, if not impossible to assess, there are superficial
features of actual cognitions like semantic activation or
accessibility of aggression-related concepts that are rela-
tively easy to measure. However, the mere accessibility is
not problematic, as it does not consequently result in any
form of intent, let alone behavior. We would not reasonably
conclude that having such associations leads one to intend
to commit aggression or violent crimes or go to war
any more than being primed with an image of whiskers
would lead one to intend to be a cat. In fact, it would probably
be evidence of neuropsychological impairment if a stimulus
did not cause any associations with related constructs in a per-
son. Still, measuring aggressive cognitions can help us in
understanding how players experience (violent) games.

One popular way to measure accessibility of aggressive
thoughts is the word completion task, which involves filling
in one or more missing letters in a list of ambiguous items
that can make more than one word (e.g., ‘‘explo_e’’ having
the two possible completions ‘‘explore’’ or ‘‘explode’’). An
‘‘aggressive cognition’’ score is then calculated for each
participant by dividing the number of aggressive word com-
pletions by the total number of completions. This measure-
ment has been used by several authors with significant
results, indicating that playing violent digital games facili-
tates the accessibility of aggressive thoughts (Anderson
et al., 2004; Barlett, Branch, Rodeheffer, & Harris, 2009;
Barlett & Rodeheffer, 2009; Carnagey & Anderson, 2005;
Sestir & Bartholow, 2010), although Cicchirillo and
Chory-Assad (2005) did not find any such differences
between experimental groups.

There are other methods to measure the accessibility of
aggressive thoughts: Anderson and Carnagey (2009) found
that playing a violent game led to shorter reaction times
between on-screen presentation and verbal identification
of aggressive words (e.g., assault, choke) compared to play-
ing a nonviolent one. This effect was largely moderated by
high trait aggression, however. Similarly, Giumetti and
Markey (2007) found that only participants with a high dis-
positional anger in a violent-game condition gave more
aggressive responses when they were asked to write down
20 unique things that protagonists of short stories with neg-
ative outcomes might do, feel, or think. Using the same
method, Hasan, B�gue, and Bushman (2012) replicated
the game violence effect, although unfortunately they did
not measure their participants’ trait aggressiveness. Another
method was used by Ivory and Kalyanaraman (2007), who
let their participants rate the similarity of aggressive (e.g.,
choke, wound) and ambiguous (e.g., animal, drugs) word
pairs. A higher accessibility of aggressive thoughts should
have led to relatively more aggressive interpretation of
ambiguous words, resulting in higher similarity ratings.
However, the test did not yield any significant results
between the experimental groups.
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As a measure for hostile perception, Brady and
Matthews (2006) showed their participants a video in which
a teacher asks a student to speak with him at the end of
class, and rated the likelihood that the teacher would accuse
the student of cheating. However, the authors did not find a
difference between a high violent and a low violent game
group. Focusing on implicit associations of aggressive cog-
nitions with the self, Uhlmann and Swanson (2004) mea-
sured the effects of violent games on implicit self-concept
with the implicit association task using the focal categories
‘‘aggressive’’ and ‘‘peaceful’’ on the target categories ‘‘self’’
and ‘‘other.’’ Playing a violent game leads to shorter
reaction latencies on the ‘‘self = aggressive’’ than the
‘‘self = peaceful’’ tasks (this finding was replicated by
Bluemke, Friedrich, and Zumbach, 2010). Thus, although
there are some inconsistencies in the research, many studies
suggest that people who have just played a violent video
game subsequently have more aggression-related associa-
tions than people who played another, nonviolent game.
This sort of finding was described as ‘‘common sense’’
by the US Supreme Court, noting (correctly) that there
was no evidence such cognitions led to intent, let alone
behavior. Indeed the very use of the term ‘‘aggressive
thoughts or cognitions’’ may be disingenuous to the degree
they conflate intents or cognitive hostility with priming of
cognitive associations.

There are, however, other factors besides just displayed
violence to be considered when measuring accessibility of
aggressive thoughts. Schmierbach’s (2010) study on the
mode of play indicates that playing cooperatively leads to
a significantly lower accessibility of aggressive thoughts
compared to playing competitively or solo. Moreover, the
gender of the opponent has an influence on aggressive
thoughts as well (Eastin, 2006). The importance of consid-
ering motivational aspects in digital game effects was
underlined by Denzler, H�fner, and Fçrster (2011) who
found that when playing a violent game with the goal to
vent anger, accessibility of aggressive thoughts (measured
with lexical decision tasks) was actually inhibited. Kneer,
Munko, Glock, and Bente (2012) showed that young adults
suppressed aggressive concepts when primed with violent
game content as an implicit defense mechanism for their
own gaming habits or even those of the generation they
belong to (see also Kneer, Glock, Beskes, & Bente,
2012). Thus, many investigations found that violent content
in games increases the accessibility of aggressive thoughts.
However, this effect appears to be far more context specific
than had previously been indicated and is mitigated or even
inverted by many internal and external variables.

Aggressive Emotions

A large body of research on effects of violence in games
deals with aggressive affect like anger or hostility, usually
by means of participants’ self-reports or rather distal phys-
iological indices. Arriaga, Esteves, Carneiro, and Monteiro
(2006) used the State Hostility Scale (SHS; Anderson,
Deuser, & DeNeve, 1995) to describe the participants’ cur-
rent aggressive feelings, using ratings of 35 items, yielding

significantly higher hostile feelings for participants who
played a violent game compared to a nonviolent one. This
finding is consistent with some other research reports (e.g.,
Barlett et al., 2009; Carnagey & Anderson, 2005; Saleem,
Anderson, & Gentile, 2012; Sestir & Bartholow, 2010),
but there are quite a few who found mixed evidence
(Anderson & Carnagey, 2009), or no effects (Ballard, Ham-
by, Panee, & Nivens, 2006; Ferguson & Rueda, 2010; Ivory
& Kalyanaraman, 2007; Valadez & Ferguson, 2012).

There has been some more content-specific research,
investigating particular properties of displayed violence.
Barlett, Harris, and Bruey (2008) found a significant
increase in hostility when moderate and high amounts of
blood were visible, but not with low or no blood. The
results of Jeong, Biocca, and Bohil (2012), however, sug-
gest that this effect might be fully mediated by spatial pres-
ence. In another study, presence of blood did not have any
effect on hostility (Farrar, Krcmar, & Nowak, 2006).
Barlett and Rodeheffer (2009) investigated the effects of
realism in digital games, and found that participants who
played a realistic violent game had a higher SHS score than
those who played an unrealistic violent or nonviolent game.
Eastin (2007) also showed that group size and game mode
(cooperative vs. competitive) might be confounding factors
to consider when measuring effects of displayed violence.
Further research has been conducted on other negative
emotions (sometimes linked to aggression, and sometimes
not). Brady and Matthews (2006) found that playing a
highly violent game (compared to a less violent one)
increased negative emotions in general, while Baldaro
et al. (2004) found no significant effect on physical aggres-
siveness, indirect hostility, irritability, negativism, resent-
ment, suspiciousness, verbal hostility, or feelings of guilt.
In another study, participants reported more positive atti-
tudes toward traffic delinquency using a delinquency-
reinforcing game, while there was no effect on aggressive
emotions (Fischer et al., 2012). In-game justification of
the digital violence also seems to matter, as participants
in the study of Hartmann, Toz, and Brandon (2010) felt
guiltier when their violent actions were presented as unjus-
tified (see also Hartmann & Vorderer, 2010).

While there are already considerable limitations of
using self-report data to assert temporary changes in aggres-
sion affect, even more methodological issues are introduced
by employing measurements specifically designed to mea-
sure trait aggression. Uhlmann and Swanson (2004) mea-
sured postgame trait aggression without any significant
findings regarding violent content. By contrast (and quite
puzzlingly given the presumed consistency of trait aggres-
sion), Frindte and Obwexer (2003) observed changes in
trait aggression after violent game play, but not in state
anger.

Unsworth, Devilly, and Ward (2007) were concerned
with the overall generalizability of violent game effects
on aggressive feelings in studies like the ones cited above.
They found that the significant effect on state anger in their
sample was actually caused by a small subsample of 1.87%
that had a clinically relevant aggression score, while the
main body of participants remained unaffected (or in some
cases even experienced a decrease in anger). This suggests
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that only a very small part of the population could be prone
to possibly detrimental effects of game violence. As such
the body of work on aggressive emotions presents a com-
plex array of significant and null studies. Many of the stud-
ies find inconsistent and often opposing results. Overall,
results linking violent digital games with aggressive affect
were less consistent and yielded smaller effects than for
aggressive cognitions. Such studies were also often
impaired by high potential for demand characteristics
achieved through presenting independent and dependent
variables very close temporally and using highly obvious
measures of aggressive affect (i.e., having participants play
a violent game, then asking them if they feelings of aggres-
sion). Given the issues in measuring a complex variable
like aggressive emotions, and the many context variables
that appear to be important but are often not considered,
the results in this area are overall fairly inconclusive.

Aggressive Behavior

Even if violent digital games consistently caused an
increase in aggressive semantic activations and affect
across studies, most of the discussion of potential ‘‘harm’’
within the scientific community, news media, and the gen-
eral public focused on the issue of whether violent digital
game exposure results in aggressive or violent actions.
However, this has been a difficult question to answer. Legal
and ethical restrictions make measuring aggressive behav-
ior in a laboratory a difficult enterprise. As can be imag-
ined, it is generally not possible to create a scenario in
which individuals will attack each other in the laboratory
environment. Unfortunately, this means that most experi-
ments must rely on instruments do not measure aggression,
but vaguely approximate it in some way. An instrument
used in many experimental studies is the Competitive Reac-
tion Time Task (CRTT, originally by Taylor, 1967), in
which the participants play a number of trials of a reaction
time game against a (fictional) opponent and the loser of
each trial gets punished by the winner. In digital games
studies, the electric shocks that Taylor used as punishment
have been replaced with noise blasts, whose intensity and/
or duration (the measure for aggressiveness) can be varied
by the participant. While this test has received a lot of crit-
icism for its lack of standardization and validity (Ferguson,
Smith, Miller-Stratton, Fritz, & Heinrich, 2008; Savage,
2004; Tedeschi & Quigley, 1996), it is still widely being
used. Using at least 13 different modifications to the
CRTT’s procedure or raw score analysis, several authors
have found that playing a violent game compared to a
nonviolent resulted in higher CRTT scores (Anderson &
Carnagey, 2009; Anderson et al., 2004; Bartholow &
Anderson, 2002; Bartholow, Bushman, & Sestir, 2006;
Bartholow, Sestir, & Davis, 2005; Carnagey & Anderson,
2005; Konijn, Nije Bijvank, & Bushman, 2007; Sestir &
Bartholow, 2010), while others found mixed evidence
(Anderson & Dill, 2000; Arriaga, Monteiro, & Esteves,
2011), or no effects at all (Ferguson & Rueda, 2010;
Ferguson, Rueda, et al., 2008; Elson, Breuer, Van Looy,
& Kneer, 2012).

However, the implications of the results gathered with
the CRTT are diminished by its methodological flexibility,
as the lack of standardization in test procedure and data
analysis breeds problems for the test’s objectivity (Breuer,
Elson, Mohseni, & Scharkow, 2012). Unstandardized test-
ing and processing of raw data yield unstandardized test
scores, thus constraining the test’s approximation to the true
value (aggressive behavior), and making it difficult to com-
pare studies that used the test differently (e.g., in meta-
analyses). It remains puzzling to us why so many different
versions exist and the field has resisted agreement on a
standardized measurement technique for this measure. Fur-
thermore, the CRTT does not appear to predict real-world
aggression (Ferguson & Rueda, 2009) nor is it influenced
by actual habitual media violence use in real life as would
be expected by the ‘‘harm’’ view (Krah� et al., 2011). Nor,
despite being quick, easy to use, and freely available, is the
CRTT used to predict aggression in clinical settings. Again,
we strongly believe that researching causes and antecedents
of aggression is a highly relevant undertaking. However,
the problems associated with the CRTT, at least as it is cur-
rently being used, are constraining the credibility and sig-
nificance of laboratory research on human aggression.

Another laboratory measure used for aggressive behav-
ior is the Hot Sauce Paradigm (Lieberman, Solomon,
Greenberg, & McGregor, 1999), in which aggressiveness
is measured by the amount of hot sauce that participants
use to prepare a cup of chili sauce for another (fictional)
participant. Some studies found that playing violent games
leads participants to use more hot sauce to spice the chili
(Barlett et al., 2009; Fischer, Kastenm�ller, & Greitemeyer,
2010), while Adachi and Willoughby (2011b) demonstrated
that this is likely caused by a game’s competitiveness, not
its violent content. Like the CRTT, however, the validity
of the Hot Sauce paradigm has been questioned (Ritter &
Eslea, 2005). A main issue with measures such as the
CRTT and Hot Sauce Paradigm is not only their unstan-
dardized use but their generalizability to real-world aggres-
sion. Naturally, children (and adults) wishing to be
aggressive do not chase after their targets with jars of hot
sauce or headphones with which to administer bursts of
white noise.

Other researchers were interested in hostile or mildly
delinquent behaviors rather than aggression. Participants
in the study of Fischer et al. (2012) were likelier to steal
pens or candy bars from the laboratory after playing a delin-
quency-reinforcing game compared to a delinquency-
neutral game. Using a similar procedure, this finding was
replicated by Happ, Melzer, and Steffgen (2011), who also
observed that playing a violent game leads to less prosocial
behavior, which was assessed by the willingness to fill out
an optional questionnaire. Greitemeyer and McLatchie
(2011) showed that another participant’s (a confederate)
job-relevant qualifications were evaluated less positively
after playing a violent game. Similar to the measures dis-
cussed above, however, there is a lack of evidence to which
situations or behaviors these results might be generalized.

A large body of research does not focus on aggressive
behavior, but instead measures related constructs like
cooperativeness (usually with ‘‘mixed-motive’’ games).
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For example, Brady and Matthews (2006) showed that dis-
played violence led to more uncooperative behavior in a
game with another (fictional) participant. The results of
Rothmund, Gollwitzer, and Klimmt (2011) suggest that
cooperativeness is diminished in particular when the in-
game violence is perceived from a victim’s perspective.
However, using a similar decision dilemma, Greitemeyer,
Traut-Mattausch, and Osswald (2012) show that playing a
violent game cooperatively leads to more postgame cooper-
ative behavior compared to playing alone, or playing a neu-
tral game. This result is corroborated by two other recent
studies that found, compared to competitive play, playing
violent games cooperatively increases helping behavior
(Ewoldsen et al., 2012; Velez, Mahood, Ewoldsen, &
Moyer-Gus�, 2012). Recent work by Jerabeck and
Ferguson (2012) found that playing violent games had no
influence on either aggressive behavior or prosocial behav-
ior. However playing video games cooperatively, whether
violent or nonviolent, increased cooperative behavior. A
recent Swedish study (Bennerstedt, Ivarsson, & Linderoth,
2012) found that players actually increased their coopera-
tive behaviors while playing violent video games. The
authors further concluded that many past studies had made
serious errors in setting up artificial scenarios rather than
examining more closely the experience of gamers.

As such, the body of research on the link of violent
games and aggressive behavior is inconsistent. Many stud-
ies pointing to such an effect suffer from weak methodolo-
gies and an artificial setup of both the measures and the
playing situation itself, while more carefully designed
experiments show there are many variables to be consid-
ered that are more important than violent content. This
regards characteristic features in game design besides vio-
lence that need to be considered (e.g., competitiveness),
as well as playing modes (competitively vs. cooperatively),
and contextual variables (e.g., playing against a friend vs.
the computer). Without proper stimulus selection and
experimental control of other variables, the current evi-
dence does not provide the consistent results necessary to
resolve this controversial debate. Further, experiments
employing standardized outcome measures are less likely
to demonstrate negative effects than those employing
unstandardized measures (Ferguson & Kilburn, 2009) giv-
ing credence to the methodological flexibility issue. Media
effects research requires standardized and validated instru-
ments in order to come to consistent and convincing
conclusions.

Cross-Sectional Correlation and Longitudinal
Studies

With the growing body of evidence from experimental
studies, which had remained inconsistent in outcome, there
has been a stronger demand for longitudinal work to deter-
mine whether exposure to violent digital games could lead
to long-term negative outcomes. Many researchers have
noted the lack of an observable impact of violent digital
games on actual crime rates, as there seems to be a negative

relation between the spread of digital games and violent
delinquency over the last decades (Ferguson, 2010; Sherry,
2007; Ward, 2011). Although the considerable declines in
youth and adult violence cannot be attributed to the prolif-
eration of violent games (such would be an ecological fal-
lacy), it is nonetheless a compelling piece of evidence
demonstrating extreme claims (e.g., stating the risks of vio-
lent games are greater than parental abuse) are simply
nonsensical.

Unfortunately, there is yet no standardized instrument to
assess violent game exposure. Most researchers tend to use
some variant of the Violent Video Game Exposure (VVGE)
questionnaire first introduced by Anderson and Dill (2000),
in which participants’ playing frequency and violent content
ratings of their five favorite games are multiplied and aver-
aged to form a composite score. Recent work has suggested
such approaches to media violence exposure may not be
accurate in representing adolescent’s actual exposure to vio-
lent content and may spuriously inflate effect size estimates
(Fikkers, Valkenburg, & Vossen, 2012). Several studies have
linked VVGE to self-reported aggression-related variables,
such as delinquency (Anderson & Dill, 2000), physical and
verbal aggression (Anderson et al., 2004; Bartholow et al.,
2005), or anger (Koglin, Witthçft, & Petermann, 2009), while
other studies have not found a correlation between VVGE
and trait aggression (Ferguson & Rueda, 2009; Ferguson,
Rueda, et al., 2008; Ferguson, San Miguel, & Hartley,
2009; Puri & Pugliese, 2012), youth violence (Ferguson,
2011; Gunter & Daly, 2012; von Salisch, Vogelgesang,
Kristen, & Oppl, 2011), or attitudes toward violence (Brady
& Matthews, 2006). Ferguson and Rueda (2010) even found
that participants with a high VVGE had a significantly
reduced state hostility after a stressful task. This is corrobo-
rated by the results of Puri and Pugliese (2012) who found
that use of digital role-playing games (that include violence)
was negatively related to aggression. However, there is evi-
dence that any link between VVGE and aggressive behavior
is largely mediated by other variables, such as hostile expec-
tations, beliefs about aggression, or arousal (Barlett et al.,
2009; Zhen, Xie, Zhang, Wang, & Li, 2011). Then again,
Gunter and Daly (2012) show that any correlation between
VVGE and self-reported delinquency in an unmatched sam-
ple was turned to nonsignificance when the sample was
matched using propensity scores. In a survey of correctional
inmates, Surette (2012) found weak evidence for violent
game effects, but stronger evidence for their function as
stylistic catalysts. Ferguson and Garza’s (2011) results even
show that exposure to action games interacted with parental
involvement to increase the likelihood of volunteering for
civic engagement.

In the 2-year prospective study of German adolescents
by Hopf, Huber, and Weiß (2008), VVGE at time 1 was
a significant (yet small) predictor of aggressive behavior
and delinquency at time 2. Mçller and Krah� (2009) found
similar effects of violent game playing on physical aggres-
sion in a sample of German students 30 months later; with
mediators and moderators like hostile attribution and nor-
mative beliefs taken into account, however, this effect
was reduced to nonsignificance. In an annual survey of
US adolescents over 3 years, Willoughby, Adachi, and
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Good (2011) showed that sustained violent game play was
significantly related to steeper increases in US adolescents’
trajectory of aggressive behavior, yielding a small effect
even when taking numerous covariates (such as demo-
graphic variables, academic performance, peer deviance,
or parental relationship) into account. However, they con-
cluded this may be due to competitive gaming rather than
violent content. Using three samples from Japan and the
US, Anderson et al. (2008) found a weak link between
VVGE and physical aggression (assessed with a different
measure in each sample, ranging from a 1-item self-report
scale to teacher and peer reports) 4 to 6 months later. In
most of these prospective analyses (with the exception of
Willoughby et al., 2011) little effort was made to control
for other important risk factors for youth aggression such
as family, peer, and personality factors. Furthermore, in
all of these studies, the outcome measures used were not
well-validated clinical measures of aggression.

There are other prospective and longitudinal studies
which do not support a direct link between violent game
exposure and aggressiveness over time. In a Finnish adoles-
cent sample, Wallenius and Punam�ki (2008) did not find
violent game playing to be a significant predictor of direct
aggression 2 years later when controlling for the potential
confounding variables such as sex, age, and parent-child
communication. In a Hispanic US sample, using ESRB rat-
ings for violent content instead of self-report, Ferguson
(2011) did not find a relationship between game playing
at time 1 and aggression or delinquency at time 2 one year
later. A 3-year longitudinal study with a sample from the
same population yielded no effects of violent games on
delinquency, aggressiveness, or dating violence (Ferguson,
San Miguel, Garza, & Jerabeck, 2012). A recent publication
from a second sample of Hispanic youth likewise found no
evidence for a link between violent digital game exposure
and youth violence, bullying, or a reduction in civic or pro-
social behaviors 1 year later (Ferguson, Garza, Jerabeck,
Ramos, & Galindo, 2013). Instead of the standard self-
report measures, von Salisch et al. (2011) used expert rat-
ings of digital game violence, as well as peer and teacher
nominations for aggressive behavior. Taking into account
several important third variables, they did not find game
violence exposure to increase aggressiveness in a 1-year
cross-lagged panel study. However, the authors found a
considerable preference in participants with a high aggres-
siveness at time 1 to play violent games at time 2, a selec-
tion effect likely to skew results in correlational and
longitudinal studies when not controlled for.

These longitudinal studies have generally been more
effective in controlling for other important risk factors
and using well-validated clinical measures of aggression,
bullying, and violence. Although the overall evidence is,
again, mixed, we conclude that studies which use more
careful methodologies are least likely to find negative
effects. Longitudinal work has been useful in identifying
the mechanisms behind the link of aggressive personalities
and violent media use often obtained in correlational stud-
ies, as there seems to be strong evidence for a selection
effect. Due to the lack of proper variable control, there is
little empirical evidence for whether specific situational

or personological variables might exist that would foster
the selection of violent games as a risk factor for aggres-
siveness or other detrimental behaviors.

One issue people are particularly worried about is the
impact of digital games on children and adolescents. There-
fore, longitudinal studies are particularly helpful when con-
sidering developmental effects of media use. Von Salisch
et al. (2011), for example, suspect that the strong selection
they found could be the beginning of a downward spiral
(see also Slater, Henry, Swaim, & Anderson, 2003), in
which problematic behaviors would manifest only in later
developmental stages, particularly adolescence. As this is,
however, not supported by their own data on 9- to
13-year-old children, further research would need to iden-
tify the stage in which selection effects would turn into a
reciprocal behavior effect. There are other longitudinal
studies (e.g., Ferguson, 2011; Wallenius & Punam�ki,
2008) that do not provide evidence for this hypothesis.
Adachi and Willoughby (2012) lament that research on
positive outcomes of game playing is relatively neglected
compared to the vast amount of deficit-oriented studies.
They conclude that digital games may facilitate positive
youth development, and call for further research to deter-
mine when games might be a serious risk factor, and when
they might benefit children and adolescents.

Meta-Analyses

In spite of the debate about conceptual and methodological
issues in game violence research, several authors tried to
summarize the primary experimental and correlational data
into meta-data, and to determine the overall effects on all
aspects of aggression. Anderson et al. (2010) found a total
of 136 published studies and found overall small effects
(ranging from r = .07 to .21) for all of GAM’s aggression
components (cognitions, affect, behavior, and arousal).
Effects for longitudinal studies, in particular, were negligi-
ble with r = .075 when controlling for time 1 aggression
(but no other of the many relevant variables). They also cat-
egorized studies according to their methodological rigor
with a criteria catalog by the authors, and found that
research with ‘‘best practice’’ finds stronger results com-
pared to ‘‘not best practice.’’ Unfortunately, this coding
guide is described only rather vaguely, and – for the lack
of a clear definition – some points have been left entirely
to their subjectivity (e.g., ‘‘the violent game contained little
or no violence’’). We would also suggest extending the cat-
alog by some specific critical coding issues, namely the
misuse of unstandardized aggression measures (such as
the CRTT). Further, the authors included many of their
own unpublished studies and those of close colleagues,
but they did not solicit unpublished studies from authors
whose work differed in results from their own, thus setting
up selection bias problems (Ferguson & Kilburn, 2010).
Thus, even though reporting mostly weak links, the Ander-
son et al. (2010) meta-analysis has to be considered with
reasonable caution.

The meta-analytical work of Sherry (2001, 2007)
yielded somewhat weaker effects for the overall link
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between violent game playing and aggression (r = .15), and
also showed that survey studies and paper-pencil measures
tend to produce larger effects than experimental studies and
behavioral measures. Sherry specifically questions the prac-
tical implications of these results and dismisses the alleged
observable impact of digital violence in society. The meta-
analysis of Ferguson and Kilburn (2009) strengthens this
observation, yielding effect sizes of a similar magnitude.
However, they also accounted for the presence of a publi-
cation bias in the literature, resulting in a marginal effect
size of r = .08. Both Ferguson and Kilburn (2009) and
Sherry (2001, 2007) have rejected the view that the data
supports a link between violent digital games and aggres-
sion. They consider the possibility of finding effects in
the controlled environment of a laboratory, but express
doubts about a notable impact of those small effects in real
life. Ferguson and Kilburn (2009) also reject the idea that
these small effects could be additive over time, as longitu-
dinal studies usually find the weakest evidence that violent
games increase aggressive behavior. Both Sherry (2001)
and Ferguson and Kilburn (2009) also find evidence that
mean effect sizes in meta-analyses are likely inflated due
to weak methodology, the use of unstandardized outcome
measures (i.e., methodological flexibility), and publication
bias. As such, the ‘‘true’’ effect of video games is probably
smaller than the mean effect found in any of the meta-
analyses. Thus the conclusions of Anderson et al. (2010)
are not replicated by other meta-analyses.

Moving the Debate Forward

Violence in digital games has been the center of several
decades of research, as well as considerable controversy
regarding the meaningfulness of that research. In the cur-
rent review we agree with the recent assessments of the
US Supreme Court (Brown v. Entertainment Merchants
Assn., 2011), Australian Government (2010), and Swedish
Government (2011) that the research has been inconsistent,
and often besotted with serious methodological limitations.
Furthermore, we agree with Hall et al. (2011) that peer
review in this field has been insufficient, allowing for the
proliferation of extreme statements that went beyond the
available data, ultimately damaging the field’s credibility.
We lament this state of affairs, although we acknowledge
that considerable strife between diametrically opposed posi-
tions is natural during a period of paradigm change. And
although we cannot agree with the statements made by
some scholars on this issue, we recognize that these state-
ments were made in good faith. Further, we do also
acknowledge that some scholars, who have advocated for
the ‘‘harm’’ position (Coyne, Nelson, Graham-Kevan,
Keister, & Grant, 2010; Gentile, 2012), have made efforts
to ‘‘dial back’’ their language on this issue and reach out
to their colleagues on the opposite side of the debate. We
are not so much concerned that some scholars argue violent
digital games might increase aggression. Differing opinions
could be part of a lively and stimulating debate! Our con-
cern is that the ‘‘harm’’ position has, too often, been stated
in a way that the current evidence does not yield and is

greatly misleading to both the scientific community and
general public.

There are myriad reasons why this occurred. Media
experience cycles of ‘‘moral panic’’ (Ferguson, 2010;
Kutner & Olson, 2008) in which they are blamed for all
manner of social ills. These panics usually take a familiar
pattern with elder adults less inclined to use the new media
(including politicians and scholars) making extreme claims
of the harmfulness of the new media that is primarily used
by youth. As those youth age and become active members
of society, the panic dies away, although this can take dec-
ades. The professional organizations, particularly the
American Psychological Association (APA, 2005) and
American Academy of Pediatrics (AAP, 2009), arguably
failed particularly in ensuring that objective science was
upheld rather than indulging in convenient but hysterical
political rhetoric. Policy statements on media by the APA
and AAP have been found to be riddled with egregious mis-
takes, such as inflating the number of studies by a factor of
10 (Ferguson, 2009; Freedman, 2002), failing to cite
numerous studies than conflicted with the ‘‘harm’’ view
(Ferguson, 2010; Hall et al., 2011), and repeating debunked
‘‘scientific urban legend’’ claims such as comparisons with
smoking and lung cancer (Ferguson, 2010). Arguably, pol-
icy statements by the APA and AAP violate their own eth-
ical codes regarding careful and objective dissemination of
research-related results to the general public. When drafting
their policy statements, both the AAP and APA relied on a
narrow group of scholars ideologically invested in the
‘‘harm’’ view of media effects. These scholars then often
refer back to these policy statements they themselves
drafted as a kind of ‘‘echo attribution’’ (Rosen & Davison,
2001) to imply an independent review of their work that, in
fact, never occurred. The resulting policy statements are
noncredible and present a glaring example of the break-
down of the scientific process. They, further, are now
directly opposed by independent reviews of scholars not
involved in either side of the debate, such as the justices
in Brown v. EMA (2011), and by the governments of Aus-
tralia and Sweden. Just as testimony regarding the ‘‘harm-
fulness’’ of comic books given to governments by mental
health professionals in the 1950s now looks to be an exam-
ple of nannying excess on the part of the scientific commu-
nity, so too will the existing policy statements of the AAP
and APA do little other than to damage the credibility of the
field (Hall et al., 2011). We recommend that such policy
statements be repealed, and more careful peer-review of
policy statements implemented in the future. In fairness,
the APA appears to have evidenced some development
on this issue, declining to participate in the Brown v.
EMA (2011) case and citing inconsistencies in the literature
(see Azar, 2010).

Improving Our Methods

While, as we have pointed out earlier, the propagation of
extreme statements not supported by the available evidence
is a problem of ideological convictions, the key condition
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enabling this current state of affairs are the insufficient or
ambiguous methods employed to measure human aggres-
sion (Ritter & Eslea, 2005) or the artificial situations under
which games are studied (Williams, 2005). With a corpus
of precise and valid measurements for the different aspects
of aggressiveness (thoughts, emotions, and behaviors),
study results could no longer be subjected to interpretations
from drastically different perspectives. We feel that the
point of empirical evidence, being to provide definite
answers to debatable questions, suffers greatly from the
arbitrary methodology and consequentially drawn conclu-
sions in the case of game violence research. We recom-
mend scholars to adhere to two steps: One, not to
generalize important findings further than the employed
methods would allow (e.g., to consider aggression-related
semantic activations simply as associations and not as
‘‘aggressive thoughts’’). Two, at the same time, to over-
come these limitations by developing standards (to ensure
objectivity) and focusing research on proper validation of
key measurements. We acknowledge there are current
attempts to realize this, for example for the Hot Sauce Par-
adigm (Beier & Kutzner, 2012), and we encourage further
investments in these directions.

Conclusions

Media moral panics tend, ultimately, to burn down. This
happens, generally, for several reasons. First, as noted,
the youth who are used to the new media eventually
become the influential elder adults. Being comfortable with
the new media, they are less inclined to disparage it or iden-
tify it as a source of societal ills (although they may simply
replace their new media with their children’s new media in
a kind of ‘‘Goldilocks Effect’’). Second, the implication that
the new media is a public health crisis crumbles when it
becomes plainly apparent that no public health crisis
emerged. We have now clearly reached that state, given
that the current generation of youth is the least violent or
suicidal, and most civically engaged on record, while
remaining academically successful (Ferguson, 2010).

We are, thus, most concerned about the academic cul-
ture which emerged in the decade of the 2000s in which
scholars appeared to be encouraged to make more and more
extreme statements about violent digital games and the state
of research. We do not believe these statements serve schol-
ars well, and certainly do damage to the field. This does not
mean that scholars cannot make arguments that digital
games may lead to aggression. Rather, it is a matter that
such arguments must be careful, take care not to be alarm-
ist, and ethically note opposing research. We are pleased to
see that some scholars are responsibly taking such steps
(e.g., Coyne et al., 2010; Gentile, 2012), and look forward
to debating them in the future! Historically, research has
been focused on a social-cognitive perspective. We believe
the field of media effects research could prosper through
the adoption of different perspectives, and consideration
of specific biological, developmental, and environmental
risk and resilience factors.

We conclude by encouraging the field to turn a corner.
We advocate a critical debate in which claims about effects
of violence in digital games are made (and revoked!) based
only on existing scientific evidence. We encourage scholars
from all perspectives to actively participate, to reach a
responsible dialog and constructive debate that could con-
tinue to be enriching and invigorating. Transitioning from
rigid ideology to something that is perhaps less conclusive
but more sophisticated will do much to restore the credibil-
ity of this field.
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Commentaries

Does Doing Media Violence
Research Make One Aggressive?

The Ideological Rigidity of Social-Cognitive Theories
of Media Violence and a Response to Bushman

and Huesmann (2013), Krahé (2013),
and Warburton (2013)

Malte Elson1 and Christopher J. Ferguson2

1Department of Communication, University of Münster, Germany, 2Department of Psychology,
Stetson University, DeLand, FL, USA

We thank Bushman and Huesmann (2013), Krah� (2013),
and Warburton (2013) for taking the time to comment on
our review of digital game violence research. This is obvi-
ously a field where considerable controversy continues to
exist and an opportunity for cordial debate could help
resolve differences in the field. The current crop of com-
ments run the gamut from keeping to reasonable points
of disagreement (Warburton), to relying on sometimes
snide comments (‘‘The art of omission,’’ Krah�), to the
comment by Bushman and Huesmann which makes use
of ad hominem attacks. They also tend to restate old argu-
ments that have been discredited either in our review or
other past reviews (e.g., Adachi & Willoughby, 2011; Hall,
Day, & Hall, 2011a, 2011b). Some of these statements
confirm our initial concerns that the debate on violent
media effects has shifted from science to ideology.

In the following, we examine some of the statements by
our colleagues that we find to be problematic or misleading.

Theoretical Perspectives on the
Effects of Violent Games

Bushman and Huesmann start out by explaining that there
is abundant evidence for the harmful effects of observing
violence in the home, at school, in the community, or in
the culture on children. They refer to studies investigating

the development of aggression through observation of vio-
lence in the Israeli-Palestinian conflict (Boxer et al., 2013),
or the effects of exposure to rocket attacks on distress and
violence (Henrich & Shahar, 2013). Then they turn to the
audience by asking a rhetorical question (p. 3): ‘‘How, then,
could viewing violence in the mass media not be harmful to
children?’’ They ask for a psychological theory that
explains how the risk of violence is increased by observing
violence in the home, school, community, or culture, but
not by observing it in the media.

We, in turn, might ask what one thing has to do with the
other. Bushman and Huesmann imply two things here: (1)
The experience or observation of real acts of violence is
qualitatively similar to those of fictional violence. This is
quite a stretch given that children aged five or younger
are already able to distinguish between real and fictional
television (Wright, Huston, Reitz, & Piemyat, 1994).

(2) Observing proximal acts of violence (e.g., in the
family) has similar psychological effects as watching vir-
tual displays of violence (e.g., in a digital game). This argu-
ment is certainly not supported by the clinical practice of
this comment’s second author, in which he has regularly
observed the devastating influence of family violence on
children, but cannot think of a single case in which watch-
ing Woody Woodpecker or playing Call of Duty was the
root of a child’s mental health suffering. This argument
can be dismissed by considering a simple, but obviously
unethical and illegal hypothetical experiment. Take 200
children and randomize 100 to watch their parents viciously
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attack one another for a hour a day, the other 100 to watch a
violent television program an hour a day, then assess their
mental health after one month is over. Although this exper-
iment will obviously always remain in the realm of the
hypothetical (one hopes at least), to suggest the mental
health outcomes for these children would be even remotely
identical is absurd.

Bushman and Huesmann then respond to our review of
explanatory models and theories. Apparently, their biggest
criticism of the Catalyst Model that we discuss as one the-
oretical perspective is that it is not ‘‘new.’’ This assertion is
correct, given that it was published 5 years ago (Ferguson,
Rueda, et al., 2008) and is certainly supported by recent
empirical investigations (e.g., Ferguson, Ivory, & Beaver,
2013; Surette, 2013). Perhaps they mean that, as a diathe-
sis-stress model, it is similar to other diathesis-stress mod-
els, which is certainly the case.

Bushman and Huesmann and Krah� accuse us of selec-
tively citing only evidence for the Catalyst Model (the
‘‘selection path’’) and against an effect of violent games
on aggression (the ‘‘socialization path’’). This claim is sim-
ply nonfactual. One might take a look at the reference list
of our review article to find well over 30 publications in
which research questions and results are explicitly
explained with the General Aggression Model (GAM;
Anderson & Bushman, 2002). Conversely, neither of them
cites any existing evidence or perspectives opposing their
own views in their comments (other than a select few to
criticize). As one example, readers might compare
Dr. Bushman’s section of a recent National Science Foun-
dation (NSF) report on gun violence (Subcommittee of
Youth Violence, 2013) to a review of media violence
almost simultaneously released by Common Sense Media
(CSM, 2013), a traditionally anti-media watchdog group.
Although we do not agree with the conclusions of CSM,
we admire the latter as a model for making an honest and
balanced argument for the ‘‘harm’’ perspective. We invite
readers to consider these two contemporary reports
side-by-side, and examine their differences.

They reject our criticism of the GAM mainly on three
grounds: First, that the GAM is a social-cognitive model
intended to be used by aggression researchers, not clini-
cians in the area of pathological aggression. This is in stark
contrast with the degree to which these authors themselves
generalize the GAM to criminal behavior (Huesmann,
2013) and clinical realms (see, once again, Subcommittee
of Youth Violence, 2013). Bushman and Huesmann under-
line the historical importance of the GAM for the field of
aggression research. We are certainly well aware of its
impact (although we do note it is seldom used in fields out-
side of media effects such as criminology), which is why
we presented it as one theoretical approach to media vio-
lence effects research in our literature review. However,
we are uncertain where exactly (and why) the GAM draws
the line between the general kind of aggression that
researchers are supposedly interested in, and the patholog-
ical aggressiveness only clinicians are concerned with. It
also does not reflect recent developments in clinical psy-
chology and diagnostics (such as the DSM-5; American
Psychiatric Association, 2013), which tend to understand

more and more disorders as a spectrum, and not as distinc-
tively ‘‘pathological’’ or ‘‘non-pathological.’’ Proponents of
the GAM should explicate the subgroups of the population
and the kinds of behaviors covered by the GAM, and those
‘‘too pathological.’’ We believe, however, that this could
severely limit the significance and relevance of the GAM,
as the general public is concerned with antisocial, violent,
or criminal behaviors, rather than higher-order cognitive
processes.

We endorse Warburton’s call for empirical research that
examines the boundaries of media effects, and would like to
take this one step further to theoretical and conceptual
work. We believe that the strength of every theory or model
lies within the differentiated and accurate description of its
boundaries and limitations. For the GAM, however, we are
currently observing the opposite, as there are attempts to
extend it to other areas, such as suicide and global warming
(DeWall, Anderson, & Bushman, 2011). Nevertheless, we
welcome Warburton’s suggestion and see this as a potential
starting point for a fruitful debate: What kind of processes
can be explained by the GAM, and for which behaviors are
other theories or models (such as the Catalyst Model) more
suited? Or, indeed, can we advance our understanding of
media effects research by reconsidering theoretical models
altogether? Is it time to replace social-cognitive theories of
media effects such as the GAM with more user-driven
media theories such as Uses and Gratifications (Sherry,
Lucas, Greenberg, & Lachlan, 2006)?

The second argument is that there are strong effects of
social-cognitive processes and priming on behavior, for
which Krah� cites the famous study by Bargh, Chen, and
Burrows (1996) as one example. While discussing the
mechanisms of such cognitive activations is beyond the
scope of this response, we point to recent failed direct
and conceptual replications of the Bargh et al. study
(Doyen, Klein, Pichon, & Cleeremans, 2012) and others
(Pashler, Coburn, & Harris, 2012; Shanks et al., 2013),
which put the robustness of priming effects on behavior
into question. Thus, we see a different similarity between
the fields of social priming and media violence than Krah�:
Both have been considered ‘‘received wisdom’’ and are
now experiencing replication crises against which their pro-
ponents appear to be extremely defensive. Far from ‘‘easily
refuting’’ (p. 5) our comments, Krah�’s observation rein-
forces our concerns about the overstatement of mixed
research results.

Third, Bushman and Huesmann argue that social learn-
ing through observation of violence in the school, home, or
community is a strong predictor of aggressive and violent
behavior. It is wrong to assume that we are denying the
effectiveness of social learning, which is also why, in fact,
family and peer violence is an important risk factor in the
Catalyst Model. This misconception probably stems from
the fact that we consider violent games (and other media)
to be rather limited as ‘‘teachers’’ or models compared to
other influences (e.g., parents). The GAM certainly does
not discern between different modes of observation (virtual
vs. real) nor different types of observed violence (fictional
vs. nonfictional). It fails to explain how observations of fic-
tional violence in virtual worlds (e.g., soldiers fighting)
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generalize to actual behaviors that are completely different
in the real world (e.g., domestic abuse). Also, it equates
media experiences with real experiences (e.g., watching
violent cartoons vs. watching parents fighting), as Bushman
and Huesmann, and Warburton do in their comments. We
find this to be a major weakness, not a strength of their
model.

The GAM also does not specify the outcome when one
observes competing behavioral models in different con-
texts, for example, rewards for aggressive behavior in
games, and punishment for aggressive behavior/rewards
for prosocial behavior in the family. The GAM does in
no way explain which of the two models would be the ‘‘bet-
ter’’ or more important one, and why. Even under the
assumption violent games were effective models for behav-
ior, children would progressively express aggressiveness in
the school or family, for which they would usually get pun-
ished, and as such, observe and learn that aggressive acts
lead to undesired consequences. If on the other hand antiso-
cial behaviors are tolerated or rewarded, does not the real
issue lie with an unhealthy environment that fosters aggres-
siveness rather than peacefulness?

Empirical Evidence and
Methodological Issues

The perspectives on empirical evidence by the commenters
can be divided into two sections. The first regards the
appropriateness and validity of common methodological
procedures in the research. They defend the Competitive
Reaction Time Task (CRTT) in particular on the ground
that it supposedly has a high experimental or psychological
realism. However, neither of them cites any study support-
ing this argument for the CRTT. Conversely, they do avoid
mentioning the study by Mitchell (2012) which revisits the
‘‘truth or triviality’’ issue and presents a gap between the
results of laboratory and field studies in aggression research
(and other areas of psychological science). There is no evi-
dence for Warburton’s claim that participants actually
believe they can hurt another with the CRTT, which is cer-
tainly a requirement for its validity. We remain skeptical
whether this proves true. The CRTT noises are certainly
unpleasant, but they are far from being harmful. Moreover,
actually harmful noise blasts would severely limit CRTT’s
further use in laboratory experiments for ethical reasons.

Krah� claims that we quote from one unpublished paper
to support our criticism of the CRTT, when in truth we are
actually citing at least four publications which discuss its
lack of standardization and issues in reliability and validity
(Ferguson & Rueda, 2009; Ferguson, Smith, et al., 2008;
Savage, 2004; Tedeschi & Quigley, 1996), plus one study
showing that there is no link between habitual violent
media exposure and CRTT scores (Krah� et al., 2011).
The study by Breuer, Elson, Mohseni, and Scharkow
(2012) that Krah� refers to supports concerns about CRTT’s

psychometric objectivity. Instead of providing evidence for
the CRTT’s external validity, Bushman and Huesmann
refer to the example of prisoners being punished with loud
music at Guantanamo Bay. To us, however, this torture sce-
nario, involving non-consenting prisoners exposed to hours
upon hours of sleep depriving noise, only vaguely resem-
bles the CRTT with its brief exposure and ostensibly con-
senting opponents in university laboratories. Equating the
CRTT to torture seems, to us, one more example of the irre-
sponsible overreach to which this field has become
accustomed.

Krah� also criticizes us for avoiding the study by
Giancola and Parrott (2008) in support of its validity. In
fact, we did not cite this study because it is largely
irrelevant to the argument. First, Giancola and Parrott used
electrical shocks, not any of the numerous noise-burst vari-
ants which are the norm in media effects research. To the
best of our knowledge, the electroshock version of the
CRTT has never been used in experiments on violent game
effects. Instead, media effects researchers usually rely on
non-painful noise-bursts instead. We remain skeptical as
to whether these two very different stimuli should be equa-
ted. Second, the study does in no way provide any evidence
for external or construct validity, but only for its group dis-
crimination validity (intoxicated vs. sober participants with
a high self-reported propensity toward aggression), which
as Tedeschi and Quigley (2000) state is not only weak evi-
dence for validity, but also might easily constitute a logical
fallacy. Giancola and Parrott also do not address the issue
of lacking standardization, which is certainly an issue for
the CRTT’s psychometric objectivity. None of the comments
cited any evidence to alleviate our concern that there is a lack
of validity data for the CRTT. Therefore, the CRTT should
not be generalized to significant real-world aggression.
Unfortunately, all too often, scholars do exactly this.

Krah� rejects our call for rather using clinical measures
of aggression because they would be inappropriate for com-
munity samples of children, adolescents, and adults. We are
puzzled by this statement given that such measures are, in
fact, normed on community samples and perfectly valid for
use with all children. The avoidance of measures that actu-
ally document harm, and the reliance on unstandardized,
non-validated laboratory procedures such as the CRTT, is
particularly problematic when, once again, a field appears
very willing to generalize its results to clinical outcomes
of ‘‘harm to children.’’

Krah� underlines the importance of ‘‘experimental
research in artificial settings (. . .) with a tighter control of
confounding or distorting factors that would affect behavior
under natural conditions’’ (p. 7), and we wholeheartedly
agree: Proper experimental laboratory research is key to
understanding basic relationships between variables. Con-
sequentially, however, one should only generalize these
findings to less artificial and more naturalistic situations
with due care. This is something we see repeatedly disre-
garded in effects research on violent games. This observa-
tion also assumes that those confounding factors in game
effects experiments have been properly controlled, which
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has been questioned as well (Adachi & Willoughby, 2011;
Elson, Breuer, Van Looy, Kneer, & Quandt, in press).

Warburton’s major argument is to put the findings on
violence in games into context of other media effects
research, with the effects of advertisement on food choice
as an example. Warburton states that those comparisons
should only be made unless there is ‘‘a valid reason why
different psychological mechanisms would underlie those
effects’’ (p. 3). Given the title of his comment, ‘‘Apples,
oranges, and the burden of proof,’’ we must point to the
many differences between the psychological mechanisms
underlying the role of advertising and fictional media.

Briefly, to work, advertising need only nudge behavior
slightly, from one product to another. Advertisement works
particularly well when most people are already motivated
to purchase the advertised good, such as food, and not in
generating desire for something they have no reason to
buy in the first place. Choosing one brand over another is
a low-impact choice, while choosing to behave aggressively
is not. It does not require the sorts of fundamental changes
to motivation or personality often suggested as the outcome
of media violence. Second, advertising always relates to the
everyday life of the consumer, and thus purports to be
‘‘true’’ (although it often is not). Fictional media rarely
resemble everyday experiences of their users, and they only
seldom attempt to appear non-fictional. Unlike fictional
media, advertisement also addresses the consumer directly
by promising a ‘‘better life’’ (e.g., faster cars, healthier
food). It is quite reasonable to speculate that advertising
works hard to circumnavigate ‘‘fiction detectors’’ in ways
fictional media does not. Indeed, equating advertising to
fictional media involves the problematic assumption that
our brains are incapable of distinguishing fictional from
non-fictional sources of media. Indeed, the lab of the sec-
ond author, applying usual skepticism, has found evidence
for advertising effects (Ferguson, MuÇoz, & Medrano,
2012) but has been unable to find evidence for many fic-
tional media effects. Thus, calls to equate advertising and
fictional media should be rejected as too simplistic.

One reason for Warburton’s suggestion of an overall
consistency in scientific findings on violent media effects
might be his misconception of the meaning of p-values in
null hypothesis significance testing (NHST). p-Values do
certainly not determine whether an effect is ‘‘real’’ or not,
as Warburton claims (p. 11). His description implies several
common misinterpretations, such as p being the probability
that the H0 is false, and that statistically significant differ-
ences are always relevant. NHST and p-values are not a test
of ‘‘reality’’! We clarify: The p-value is the probability of
the observed result or more extreme results under the
assumption that the null hypothesis is true. Given that prob-
lems with p-values and NHST (and common misconcep-
tions thereof) have been debated for more than 70 years
in psychology (and other sciences), and are beyond the
scope of this comment, we recommend Cohen (1994) for
a further look.

Meta-Analyses

The second argument regards previously published reviews
and meta-analyses of the empirical evidence. Bushman and
Huesmann criticize us for not conducting a meta-analysis to
test the Catalyst Model, and instead supposedly using an
‘‘informal vote-counting’’ approach. We are not sure where
they got that impression. The structure in each section of
our empirical review is similar: We first present empirical
studies investigating the simple relationship between vio-
lence in games and aggressive outcomes (thoughts, emo-
tions, and behaviors). Then, we put these findings into
the context of other studies looking at other factors poten-
tially influencing relevant (in-)dependent variables. We are,
hence, not ‘‘missing the point of moderation’’ (see Krah�’s
comment, p. 6), but making it: Researchers must take these
third variables (or ‘‘distorting factors,’’ see above) into
account to avoid issues in validity when studying the effects
of violence in games.

We would like to point out several issues with the meta-
analysis by Anderson et al. (2010) that Bushman and
Huesmann and Warburton discuss in their comments. First,
the ‘‘average effect size wins!’’ approach potentially con-
ceals failed replications. Second, the ‘‘best practices’’
defined by Anderson et al. (2010) are rather ambiguous
and nontransparent. For example, studies were rated on
whether ‘‘the outcome measure was appropriate for testing
the hypotheses’’ (p. 9), without providing a clear definition
of what can be considered ‘‘appropriate’’ (such as sufficient
standardization and validation). Moreover, due to the com-
mon use of unstandardized and unvalidated measures (as
discussed earlier), a meta-analysis certainly has the same
limitations as the studies it includes, an issue Anderson
et al. (2010) failed to consider in their ‘‘best practices.’’
Also, the authors make much mention of Dr. Rothstein’s
comments on meta-analysis without specifically noting that
she was a coauthor of the Anderson et al. (2010) meta-
analysis, and thus not an independent commentator.

Further, and in some ways surprising to us, is the way in
which Bushman and Huesmann describe how unpublished
material was gathered for the Anderson et al. meta-analysis.
It appears that they only asked a limited number of authors
for unpublished data supplementary to publications they
already identified, and that they did not solicit unpublished
studies. In another paper by Rothstein and Bushman (2012),
it is explicitly recommended to ‘‘include unpublished stud-
ies whenever it is possible’’ (p. 135) and that usually
‘‘authors of meta-analyses try to contact every author
who has ever published an article on the topic of interest
(. . .)’’ (p. 131) for unpublished material. We do not wish
to speculate why, then, in the case of the Anderson et al.
meta-analysis they did not fully heed their own advice.
And while it might be true that only 2 out of 88 included
papers that reported aggressive behavior were unpublished
(although this is not mentioned in the meta-analysis itself),
we would like to point out that Appendix A of Anderson
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et al. (2010) includes at least 16 unpublished studies, and
Appendix B 27 unpublished studies.1 Many of these are
non-English technical reports or conference presentations
that would be difficult to locate, making replication of
the Anderson et al. meta-analysis unlikely. In an earlier
comment on their meta-analysis, it was noted that the
majority of these unpublished studies came from the
authors of the meta-analysis or their collaborators (Fergu-
son & Kilburn, 2010). At the time, the second author hap-
pened to be in touch with the authors of Anderson et al.
(2010) on other matters and at no time was asked for
unpublished data, nor informed they were conducting a
meta-analysis. Since many of these then unpublished data
have subsequently been published, their existence and the
failure of Anderson et al. to secure them are irrefutable.

We appreciate that Bushman and Huesmann are forth-
coming in acknowledging that they made little effort to
secure unpublished studies from a wider range of authors
in the Anderson et al. meta-analysis, despite Rothstein
and Bushman’s (2012) advice to do exactly this. This rein-
forces our concerns about the selection bias against schol-
arly groups questioning the ‘‘harm’’ belief in that study,
which may have influenced its conclusions. Even in that
meta-analysis, however, effect sizes tend to be truncated
with even simple controls (longitudinal effects drop to a
meager r = .075, for instance, controlling only for gender
and time 1 aggression), a fact the authors often fail to note.

No Consensus on a Consensus

Bushman and Huesmann present some preliminary data
from a survey, showing that surveyed members of the
American Psychological Association’s (APA) Media Psy-
chology and Technology Division, the International Com-
munication Association’s (ICA) Mass Communication
Division, and the American Academy of Pediatrics
(AAP) largely agree that violent games increase aggression
in children. This is somewhat contrasted by a survey on
digital game researchers conducted by the ICA’s Game
Studies Interest Group, the European Communication
Research and Education Association’s (ECREA) Digital
Games Research Temporary Working Group, and the Dig-
ital Games Research Association (DiGRA) (Van Looy
et al., 2013). Their sample comprised 544 games research-
ers, of whom only 1.3% strongly agreed and 8.8% agreed
that the effects of digital games on aggressive behavior
are a problem for society (27% were undecided, 35.5% dis-
agreed, and 27.6% strongly disagreed). The 64 respondents
that indicated psychology as their research tradition did not
significantly diverge from that overall results (1.6%; 9.4%;
31.3%; 29.7%; 28.1%; respectively). Thus, the results pre-
sented by Bushman and Huesmann were not replicated, and
we find support for our initial statement that there is, in fact,
disagreement among the research community. This has also

been expressed recently in an open letter2 signed by more
than 200 scholars that was sent to the APA, urging its task
force on violent media to repeal strong claims made in pre-
vious policy statements, and to acknowledge the diverse
opinions and perspectives that exist on media violence
effects.

Despite our criticism of this kind of rhetoric, Bushman
and Huesmann repeat the comparisons between the effect
sizes of violent media on aggression and smoking on lung
cancer, and justify it by stating that ‘‘calculations don’t lie’’
(p. 18). Or perhaps they do. The problems with the calcu-
lations made to support such conclusions have, by now,
been well documented (Block & Crain, 2007; Ferguson,
2009) which they fail to mention. Even ignoring the prob-
lematic statistics underlying these comparisons, methodolo-
gies of media effects research and oncology are so
drastically different that a comparison of the resulting effect
sizes is invalid. If cancer studies would consist of partici-
pants smoking cigarettes for 5–10 min and then rating their
cancer severity on a 5-point Likert scale, then yes, such
analogies would be eligible. But fortunately, cancer
research does not have the methodology or validity issues
that media effects studies do. Ironically, tests for cancer
have everything that currently employed aggression tests
do not. They are standardized, they are clinically validated
(according to the results, one either has cancer or not), and
they have a high reliability and external validity (someone
who has cancer in a laboratory also has it outside the labo-
ratory). Unfortunately, the same cannot be said about mea-
surements of aggression.

What is, perhaps, most disappointing about the com-
ments of Bushman and Huesmann is that they spend so
much time disparaging those who disagree with them.
They attempt to resurrect the now-discredited Pollard
Sacks, Bushman, and Anderson (2011), despite it had been
debunked by scholars uninvested in either side of the
debate (Hall, Day, & Hall, 2011b). Put simply, that Bush-
man and his colleagues should nominate themselves as the
‘‘true experts’’ is neither surprising, nor illuminating, and
certainly not part of credible science. But let us imagine
that their claims of publishing more than skeptics are true
(despite Hall et al., 2011b). So what? The fact that at one
point in time a certain belief is expressed in a majority of
publications is hardly any proof for the validity of this
opinion. Looking back at the history of psychology (and
other sciences), there are many paradigms that once were
particularly popular and influential, and then later regarded
as insufficient or simply wrong. One might think of theo-
ries such as phrenology or humorism, or to give a more
recent (and appropriate) example from psychological sci-
ence, the cognitive revolution as a response to the once
dominant radical behaviorism. All these theories have
gone through a paradigm shift in which younger scholars
overthrow the ideas of older scholars. We believe that vio-
lent media effects research is currently facing the same
process.

1 Unpublished study meaning, according to Bushman, Rothstein, and Anderson (2010), ‘‘not published in a peer-reviewed journal, although
it could have been published in another outlet.’’ (p. 182)

2 See http://www.christopherjferguson.com/APA%20Task%20Force%20Comment1.pdf
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It appears to us that Bushman and Huesmann make
claims of consensus simply by discounting anyone whom
they disagree with. Indeed, toward the end of that piece that
appears to include anyone who consumes ‘‘large amounts’’
(undefined, of course) of violent media, or even the author-
ship of novels (although the second author certainly appre-
ciates the plug by Bushman and Huesmann). We invite
readers to consider what a broad brush this is to paint with.
They also discount the opinions of the US Supreme Court
(Brown v. Entertainment Merchants Association, 2011)
and presumably numerous lower courts as well as govern-
ment reviews by Australia (2010) and Sweden (Statens
Medier�d, 2011). Bushman and Huesmann incorrectly
imply that scientific evidence had little to do with the US
Supreme Court’s decision, despite that the majority deci-
sion made clear their (rightful) skepticism of the application
of this research to a public health issue. They imply the
Supreme Court accepted ‘‘industry arguments’’ ignoring
that numerous amicus briefs were filed against the ‘‘harm’’
position, by scholars, attorney generals, legal scholars, and
youth advocacy groups. Warburton also implies the Austra-
lian report was influenced by pressure from the ‘‘gaming
lobby.’’ Thus, both comments blame any differences in
opinion on the gaming community or media industry,
instead of arguing what might have been wrong scientifi-
cally in these two reports.

It Is Time to Change the Culture
of Media Violence Research

We wish to be clear that we are not against scholars making
an argument linking media violence with aggression. Our
concern remains that the culture of this field has evolved
to tolerate sweeping statements equating weak research
with public health crises and stifling any form of dissent.
Indeed, while functioning as reviewers, we have seen
examples of reviews which viciously attack findings which
question the ‘‘harm’’ perspective. Several scholars are pub-
lically endorsing what is, in effect, censorship of views they
disagree with (Gentile, 2013) by demanding that ‘‘naysay-
ers’’ to media violence effects should not be given ‘‘valu-
able (and undeserved)’’ public attention (Strasburger &
Donnerstein, 2013, p. 3).

We find all these observations to be deeply troubling for
the credibility of this field. Once again, to be clear, we
believe that many scholars on all sides of this debate are
doing good work and are dedicated to an open exchange
of views, an openness that is at the heart of the scholarly
enterprise. But we also observe that some scholars actively
and aggressively attempt to quell dissenting views, dispar-
age skeptics, question the motives of those who disagree
with them, and enforce a highly ideological view of this
field. We believe these efforts have done considerable dam-
age to the scholarly enterprise and the reputation of this
field (Hall, Day, & Hall, 2011a). This leads us to wonder
what it is about doing aggression research that seems to
make some scholars so aggressive. We hope that the major-
ity of scholars will join with us, whatever their personal

views may be, in rejecting such a hardline ideological
approach to this field and allow it to return to a proper
atmosphere of respectful exchange of ideas.

We also express some concern with what appears, to us,
to be an overly mechanistic perspective on human learning.
This is exemplified by Warburton’s comments on human
learning, often expressed in language of rigid certitude
(i.e., ‘‘It is known that. . .’’). We certainly do not deny that
humans learn and often learn socially, but we express con-
cern that Warburton’s language has converted social
learning from something humans can do to something they
must do. Warburton also relies on the problematic area of
neuroimaging (Vul, Harris, Winkielman, & Pashler, 2009)
to support his conclusions in this regard, but overall we find
this approach to human learning unsatisfying. To us it is
just as important to understand when humans do not learn
as when they do, how they make decisions about when to
learn, and when to ignore a learning opportunity. Neglect-
ing this in favor of a mechanistic ‘‘monkey see/monkey do’’
model (a metaphor actually used by Orue et al., 2011 to
describe their results), to us, does not remotely begin to
capture the subtlety and sophistication of human learning
and human existence.

More fundamentally, it may be time for this field to
consider serious changes in both theory and in communicat-
ing to the public. Several prominent media scholars
recently headlined a panel entitled ‘‘Why don’t they believe
us?’’ at the International Communication Association con-
ference (Donnerstein, Strasburger, Viner, & Gentile,
2013). The most parsimonious answer to this question is,
in fact, ‘‘Because the data are not convincing.’’ Much like
psychoanalysts of ages past, media scholars have taken to
constructing elaborate theories for why people have not
accepted their theories, or even personally attacking those
who disagree with them. We contend that the traditional
media effects paradigm has failed for the simple reason that
it does not comport its own predictions of societal develop-
ments. Current theories are arguably too mechanistic,
assume viewers are passive receptacles of learning, rather
than active shapers and processors of media culture. We
do not believe data support the traditional paradigm. We
do no less than call on scholars to move past the traditional
media effects paradigm, and to an understanding of the
interaction between media, behavior, and culture, that is
shaped by media users, not media content.
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Digital Games in Laboratory Experiments: Controlling a Complex Stimulus through 

Modding 

 

Abstract 

This article is a methodological examination of standards and practices when using 

digital games as stimulus material in laboratory experiments, particularly media effects 

research. It is concerned with the common lack of clean experimental manipulation and 

proper stimulus control in games research practices. We first discuss how scholars have 

addressed this issue in the past and then introduce game modifications (“modding”) as a 

viable alternative. Successful applications of modding in experiments are outlined, and 

followed by a brief overview of modding tools readily available for research purposes. We 

demonstrate that modding is a method providing researchers with the necessary tools for 

powerful variable manipulations and operationalizations. At the same time, researchers 

maintain a thorough control over their stimulus materials, and are able to create proper 

experimental and control groups. Moreover, it increases studies’ internal validity and 

replicability without necessarily impairing their ecological validity. 

  

Keywords: Digital games; Modding; Modifications; Methods; Experiments 
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Digital Games in Laboratory Experiments: Controlling a Complex Stimulus through 

Modding 

 

Introduction 

Similar to the rise in popularity of computer and video games in the general 

population (Entertainment Software Association, 2013) there has been a growing interest in 

their uses and effects in academia, particularly in social and media psychology (Washburn, 

2003). Since a multitude of cognitive, emotional, and behavioral processes are involved in 

playing, games can be a useful tool to examine key concepts of psychology (Järvelä, Ekman, 

Kivikangas, & Ravaja, 2014; Washburn, 2003). Researchers have conducted many studies to 

investigate links between games and relevant behavioral outcomes, such as aggression, risk-

taking, and prosociality (for a recent review of popular research topics involving digital 

games, see Ivory, 2013). Irrespective of the topic, many laboratory experiments on uses and 

effects of digital games share a certain pattern in their design: One group of participants plays 

a game featuring a particular characteristic (the independent variable), while the other group 

plays a different game without this characteristic (or less pronounced), during or after which 

dependent variables are measured. Games, being highly complex and dynamic media, 

introduce new challenges to the methods of media effects research, and make high demands 

on scholars’ capabilities (Schmierbach, 2009). A problem in the comparison of game contents 

in experimental conditions is that they usually differ on more dimensions than just the one of 

interest to the researcher. 

This issue will be discussed throughout this article in two parts: In the first half, we 

will discuss how the complexity of digital games as a stimulus has been addressed, and the 

different strategies by scholars to manipulate and control them for their research purposes. 
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The second presents game modifications (“modding”) as a viable solution to some of the 

issues discussed in the first part. We present a systematic review investigating the prevalence 

of modding as a technique in games research. This is followed by an outline of successful 

applications of game modifications in psychological experiments. We provide by a brief 

overview of modding tools readily available. Finally, some practical advice is given for the 

modus operandi of creating a mod for research purposes. 

Digital Games: A multivariate stimulus 

The key characteristic of the experimental method (in psychology as in other sciences) 

is the variation of conditions (independent variables) under scrutiny, and the simultaneous 

control of all other variables (confounds) that might be of relevance to the measurements 

(dependent variables) taken. Confounds must be controlled so they do not interfere with any 

effect that should be explained exclusively by the manipulation. And while this assertion is 

being taught in any ordinary introductory psychology class, it has serious consequences for 

research on and with digital games. 

While it bears a great convenience, and certainly a convincing face validity, to divide 

games into two groups according to the current variable of interest (e.g., violent and 

nonviolent games), it should be considered that the occurrence of this variable is unlikely to 

be the only difference between two games that have been selected for research purposes. 

Those additional differences pose potentially confounding factors that might bias results if 

they are not controlled for. This problem is particularly intricate as there are common 

cooccurrences of themes, contents, and mechanisms in certain genres (Apperley, 2006) that 

could lead to a systematic conflation in larger bodies of research. The implied risk is that, 

instead of systematic and programmatic research of content and context variables, games 

research ultimately turns out to be a series of case studies comparing individual titles with 

each other.  



MODDING OF DIGITAL GAMES IN LABORATORY EXPERIMENTS 5  

But what are those common characteristics? For the example of violent games, Adachi 

and Willoughby (2011a) argue that when investigating effects on aggressiveness, scholars 

should consider the difficulty, pace of action, and competitiveness of a game as possibly 

relevant variables besides violent content. A genre that most often features displays of 

violence is the first-person shooter (e.g., Counter-Strike; Valve, 2000). These games are 

usually also fast-paced, likely to be played competitively against other human players, and 

highly demanding in terms of perception and motor abilities – not to mention that first-person 

shooters are always played from the first-person perspective. By contrast puzzle games (e.g., 

Tetris), popular stimuli for “control groups”, are typically nonviolent, but also rather slow-

paced, usually played alone, and require cognitive efforts, such as problem-solving abilities. 

So when observing differences in measurements between those groups after playing, does it 

mean we have learned something about the effects of a particular game characteristic on 

human behavior? Adachi and Willoughby (2011a) fear that many studies attributing changes 

in outcome variables to specific types of content might be severely confounded by other 

contents that were not properly controlled for, or even accidentally manipulated by using 

different games that varied on multiple dimensions. This could, in fact, be one reason why the 

research on effects of violence specifically has been rather diverse (and inconclusive) in its 

results (Ferguson, 2013). 

An example for this kind of research design can be found in the study by K. Williams 

(2009). Participants played either Mortal Kombat: Deception (Midway, 2004) or Dance 

Dance Revolution Max 2 (Konami, 2003). Mortal Kombat is a fighting game in which the 

player controls a character engaged in close combat with an opponent (either controlled by 

another player or, as in this study, by the computer). One match usually involves several 

rounds of fighting in a confined space (such as an arena). Dance Dance Revolution on the 

other hand is a rhythm game in which players typically have to mimicry dancing instructions 
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to pop songs on special mats that work as input devices. In this study, however, participants 

used a regular game controller instead of dance mats, and had to mimicry button sequences 

presented on screen. After playing they completed a hostility scale, showing that those who 

played Mortal Kombat reported significantly stronger feelings of hostility. The author 

concludes that “[t]his supports past evidence that exposure to violent video games, when 

compared to nonviolent video games, results in aggressive affect” (p. 303). While there are 

certainly theoretical arguments to be made for and against the effects of game violence on 

hostility (which we will abstain from discussing here), the lack of control over the stimulus 

material makes it difficult to disambiguate the effects of one variable from another. 

That is not to say the study is irrelevant, or does not contribute to our understanding of 

media effects. We acknowledge that this experiment was probably exploratory in nature, and 

should be built upon in further studies. However, the many differences between fighting and 

rhythm games in general, and Mortal Kombat: Deception and Dance Dance Revolution Max 2 

in particular, do not allow conclusions about one variable (violence) stated with such 

certainty. Granted a bit of silliness here, the results would also allow us to conclude that 

exposure to dancing games, when compared to nondancing games, results in reduced 

aggressive affect (e.g., because the participants might have experienced dancing, even if just 

in a game, as a particularly pleasant, nonhostile activity). Other studies with similar problems 

in stimulus control be found in the literature. Ballard and Wiest (1996), for example, should 

be applauded for using in-game options of Mortal Kombat (Midway, 1992) to manipulate the 

degree of violence between conditions. Using a billiards game for another control group, 

however, probably introduced a number of confounding variables into the group comparisons. 

An example for a study with similar research questions for which modding was used 

to control the stimulus material is the one by Staude-Müller, Bliesener, and Luthman (2008), 

whose participants either played the first-person shooter Unreal Tournament 2003 (Epic 
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Games & Digital Extremes, 2003) or its modification Team Freeze 2003 (Ootpik, 2006) in 

which avatars are being frozen instead of killed. Of course, this sophisticated manipulation 

might not fully solve problems of stimulus control, as it could be questioned whether freezing 

someone should be considered truly “nonviolent” (after all, like dying, freezing is not a very 

pleasant experience). And while we cannot reject this criticism in absolute terms, we would 

argue that it is still a highly functional approximation of a clear relative difference between 

conditions. Any outcome variable that differs between the “kill” and the “freeze” version 

could be attributed to the degrees of manipulation, even when the latter version does not 

remove all violence from the former (and should there be no appreciable difference between 

these conditions, this would be another important finding). 

Suggestions and Practices 

Other scholars already have lamented the lack of stimulus control and problems with 

adequate stimulus selection in laboratory games research and suggested different strategies to 

address this issue, which will be presented briefly here. After this, we will introduce modding 

as an alternative, or rather complementary solution to those suggested elsewhere. 

Selecting the “right” games 

D. Williams (2005) advocates a phenomenological approach and encourages social 

scientists to play games themselves. Having first-hand experience enables scholars to make 

informed decisions about the suitability of available games as stimulus material for research 

purposes. Moreover, Williams emphasizes the importance of playing games as they are 

naturally used by their players to ensure the ecological validity of the study. Williams 

concludes that “[k]nowing how a game is used is a necessary step before undertaking any 

research design” (p. 459). However, in academic publications only few scholars (at least in 

social sciences) report their own experience with the games used as stimuli. Whether or not 

this has been put into practice remains therefore speculative. 
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Stimulus control through ratings 

Carnagey and Anderson (2004) suggest that "the obvious solution for future studies is 

to do more pilot testing or manipulation checks" (p. 9). This procedure is arguably the most 

common practice to control for third variables in games research. Many scholars use variants 

of Anderson's (1985) Video Game Rating Sheet (or similar ad-hoc scales), which includes 

ratings of several basic experiential variables, such as enjoyment and frustration. And while 

this is indeed an obvious solution, it must be pointed out that systematic research would need 

to identify the dimensions relevant to outcome variables first in order to allow exertion of 

sufficient control. Moreover, there might also be game characteristics relevant to or 

interacting with independent variables without having a direct effect on dependent variables 

themselves. 

A further issue with this practice concerns the participants’ point of reference when 

games are being rated. Put simply, it has not been clarified what exactly specific games are 

being compared to when they are rated with regards to content or playing experience. The 

current practice of choosing games based on comparisons of separate ratings works under the 

assumption that each title is compared to all games a participant is familiar with. Another 

likely scenario is that the games are being compared to other titles within the same genre, or 

even subgenre. Not only because genres are more salient categories than the entirety of digital 

games, but also because cross-genre comparisons of game characteristics could prove to be 

difficult for game enthusiasts. For example, the sources of difficulty in a puzzle game are 

inherently different than those in a first-person shooter. When after 10 minutes of playing 

Tetris participants are asked to rate its difficulty, would they compare it to their experiences 

with sport simulations, first-person shooters, or strategy games? It must be pointed out that, as 

this issue has not been subjected to any empirical research, the discussion has to remain 

speculative at this point. Nevertheless, our assumption would be that participants would 



MODDING OF DIGITAL GAMES IN LABORATORY EXPERIMENTS 9  

compare Tetris either to other puzzle games, or even only to other variants of Tetris they have 

encountered before. Other categories besides genre that might be drawn upon could be 

platform, mode, or milieu (for a discussion of those game categorizations see Apperley, 

2006). What sounds like (and might as well be) a trivial academic problem can potentially 

lead to problems in stimulus control, as a numerical equality of two games in rated variables, 

for example difficulty, does not necessarily reflect actual similarity. For some studies, one 

rationale might be using the games as two opposed poles in one semantic differential scale 

(see figure 1). That way, the ratings would yield one value per relevant control variable for 

both games. These ratings could be used as data weights or covariates in further statistical 

analyses. Naturally, raters would need to play both games consecutively. This approach has 

its own limitations, of course, as it might not be feasible for studies in which more than two 

games are used. Also, it does not solve the problem of controlling for differences between 

games universally, but for specific types of studies or stimulus materials, it might pose an 

improvement. 

Same game, different modes 

McMahan, Ragan, Leal, Beaton, and Bowman (2011) take a different approach: They 

suggest employing only one game, and using its own modes or customization options for 

experimental manipulations and conditions. They recommend using novel, commercial off-

the-shelf titles to simultaneously achieve a sufficient ecological validity in addition to high 

levels of control (a rare feat). There are some studies that actually used different versions of 

the same game. Participants in a study by Schmierbach (2010) were assigned to three different 

modes (solo, competitive, cooperative) of Halo: Combat Evolved (Bungie, 2001) instead of 

using three different games. This allowed Schmierbach to show that playing the game 

cooperatively results in reduced aggressive cognitions compared to playing solo or 

competitively, even with considerable amounts of violence present in all three conditions.  
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McMahan et al. (2011) and Järvelä et al. (2014) note, however, that the variety of 

customizations or modes included in many commercial titles might be restricted, or at least 

too limited to suit academic research questions. And, of course, picking the “right” game for a 

study requires obtaining a vast familiarity with the current games market, which often entails 

behaviors incompatible with usual working practices at academic institutions (certainly a 

particular reputation at the researchers’ department). 

In the following, we will try to propose the method of modding as a viable approach 

for game researchers to effectively manipulate game variables, control other relevant 

characteristics, and maintain sufficient ecological validity. We want to emphasize that this 

approach does not necessarily rival the ones discussed above, but complements them. 

Scholars are still advised to play games themselves, as argued by D. Williams (2005), and to 

use rating sheets for manipulation checks or variables that could not be modified. First, we 

will present a conceptualization of modding and other relevant terms. We will then outline a 

brief history of modding both in entertainment and in past research, followed by a discussion 

of modding tools readily available to academics. 

What is a “mod”? 

Modding or mod originates from the word modification. According to the rather broad 

definition by Scacchi (2010), the term mod covers “customizations, tailorings, and remixes of 

game embodiments, whether in the form of game content, software, or hardware”. He 

identified five different types of mods (see Table 1): (1) User interface customizations, which 

include modifications of avatar appearance, the interface color palette and style, as well as 

functional and nonfunctional add-ons to the heads-up display; (2) Game conversions, either 

partial (smaller additions to an existing game), or total (entirely new games in terms of 

narrative, setting, mechanisms, or even genre); (3) Machinima and art mods, usually 

facilitating a cinematic storytelling experience, or posing some sort of visual static, dynamic, 
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or performance art, and sometimes as a tool for exhibition purposes; (4) Custom playing PCs, 

which feature hardware modifications to maximize the computer’s performance, or give it a 

distinctive aesthetic appeal; and (5) Game console hacking, which involves unlocking of 

game consoles’ functions, applications, or services through hardware modifications (often in a 

legal gray area, to say the least). While technically all these types could be relevant to 

research involving digital games, this article focuses mostly the subtype of partial 

conversions, as those are particularly relevant to media effects researchers. 

The development of mods is commonly undertaken by individuals or a small group of 

players, and only rarely by established game developing companies. Game publishers 

sometimes get involved in distributing particularly successful mods among the gaming 

community. However, even the most sophisticated mods require the user to have the original 

game in order to run them. Smaller mods consist of cosmetic additions, such as new textures 

for existing objects and characters (skins), or replace existing minor game content such as 

sounds or background music (ambience). More advanced mods sometimes introduce new 

three-dimensional items (meshes; e.g., weapons, armor) that can heavily affect gameplay, or 

they allow a game to be played in entirely new levels or areas (maps). Extensive mods add 

new quests and chapters to a game’s story (including artistic assets, narrative elements, 

characters, dialogues), and additional game modes (particularly multi-player variants). 

Generally, mods can simply be installed by pasting the files in a specific folder of the 

respective game. 

It is not uncommon for PC games to be designed with modifications in mind. Many 

game publishers not only allow players to alter and publish content, but also provide them 

with the necessary modding tools, such as source code, level editors, compilers, and rich 

documentation to assist mod makers and ensure a generally high quality of published mods. 
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With these resources facilitating high quality, it is even possible for a game mod to become 

equally or more popular than the original game it derived from. 

A brief history of modding 

While there are different opinions on what could be regarded as the first mod, Au 

(2002) considers Castle Smurfenstein (Johnson & Nevins, 1983), a parody of the classic 

Castle Wolfenstein (Muse Software, 1981) replacing Nazis with Smurfs, to be one of the 

earliest cornerstones in modding history. However, it was arguably the release of the first-

person shooter Doom (id Software, 1993) and the editing tools that came with it that gave rise 

to today’s modding scene. Many other developers, but particularly id Software heavily 

promoted and supported modding as it was essentially additional free content that attracted 

more players to purchase their games. Many other games, such as Quake II (id Software, 

1997), Unreal (Epic MegaGames & Digital Extremes, 1998), and Half-Life (Valve, 1998), 

followed this example and included powerful editing tools in the game software all of which 

sparked an enormous amount of mods (small and big) that were at first distributed through 

complimentary CDs in game magazines. In 2000, Valve acquired the rights to the fan-made 

mod Counter-Strike and published it as a stand-alone title. This mod turned Half-Life, a 

single-player story-driven first-person shooter set in a science-fiction dystopia, into a tactical 

multi-player game in which terrorists combat Special Forces round after round. Counter-

Strike remains perhaps the most successful mod, until today – and propelled modders to the 

big stages of the gaming industry, making it a potentially profitable activity (Postigo, 2007). 

Players of The Sims (Maxis, 2000), and its sequels, were suddenly able to download countless 

new household items, wallpapers, and dresses. Some of those modders turned their back on 

the traditional free-for-all spirit of the modding community, and – with considerable success – 

gave price tags to their creations. One recent noteworthy example is the mod DayZ (Hall, 

2012) that turned the military simulation ARMA II (Bohemia Interactive, 2009) into a 
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multiplayer open-world zombie survival game. Its release put the 3 year older original ARMA 

II back on top of the game sales charts. Numerous successful and noteworthy mods could not 

be mentioned here due to space limitations. For a more detailed history of mods see 

Champion (2012). 

Modding in digital games research 

To investigate the prevalence and purposes of modding in research, we conducted a 

brief two-step systematic literature search. In a third step we present some of the findings 

obtained through the literature search in a narrative review of modding in experimental work.  

Step 1: Database search. We used EBSCOHost to search the databases Academic 

Search Premier, PsycARTICLES, PsycINFO, and Communication & Mass Media Complete 

for all peer-reviewed entries through September 2013 using the following three terms in All 

Text (TX): modding; video game* and mods; video game* and modif*. From this search we 

retrieved a total of 52 publications that either dealt with the topic of modding specifically or 

utilized modding techniques for research purposes. We coded the methodological approaches 

and themes or topics of these publications to get a rough estimate of the most prevalent 

contents (see Table 2 and Appendix A). Entries could receive multiple codes when their scope 

was broader, or they covered several topics in particular. 

35% of all articles presented empirical data, while only 10% had a proper 

experimental design (with effects of modified independent variables on dependent variables). 

14% had a detailed guide for how to mod contents for certain purposes (mostly for 

professional practice, e.g. teachers). Topic-wise, the majority (42%) of the entries dealt with 

modding as a means of cultural production. 10% considered modding as a form of art, or a 

technique to create art. At least 23% presented either theoretical or practical ideas for 

modding in an educational context, for example having students create their own mod 

(teaching programming languages), or use existing mods to engage them in learning about its 
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contents (e.g., history). A third of the papers dealt with labor practices of modding, its 

economic value and implications, or its relations to the commercial gaming industry. 19% 

focused on legal aspects of modding in their creation and distribution, focusing particularly on 

issues of copyright. Finally, 15% scrutinized personological and motivational variables of 

members in the modding community. 

This left us with a result that was rather unsatisfying. The larger part of the studies on 

modding we obtained was not even empirical, much less experimental in nature. Of course, 

one possible (and likely) reason for this finding could be that scholars make use of modding 

techniques without referring to them as such or using the terminology more common among 

game designers than social scientists. Therefore, we expanded our literature review in a 

second step. 

Step 2: Journal search. We reviewed all articles (N = 4,160) published in the last ten 

volumes of six of the most relevant journals in the field of empirical media effects research: 

Communication Research (Sage), Computers in Human Behavior (Elsevier), 

Cyberpsychology, Behavior, and Social Networking (Mary Ann Liebert), Human 

Communication Research (Wiley), Journal of Communication (Wiley), and Media 

Psychology (Taylor & Francis). These journals were selected because they regularly publish 

empirical (particularly experimental) work on digital game effects, and they are all ranked in 

the Thomson Reuters Social Sciences Citation Index (SSCI). To keep the focus on research to 

which modding could be applied as a means of stimulus creation, manipulation, or control, we 

identified a subsample of n = 145 articles in which at least one game was used as stimulus 

material for an experiment (see Table 3 and Appendix B). 

As suspected, there were several studies in which researchers modified games or 

created new maps and objects for existing games without referring to this technique as 

“modding” (or naming modding tools that were used). Of the 145 studies that employed 
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digital games as stimuli, 26 (18%) could be identified in which materials were modded by 

manipulating contents so that the games would be more suited for their research questions 

(e.g., varying contents to create conditions, or removing unwanted contents to exert greater 

stimulus control). Naturally, not all of the remaining 119 studies would have substantially 

benefited from using modding techniques per se, as the research questions were varied 

greatly. Some studies were, for example interested in presentation modes (screen vs. head-

mounted display), or differential effects of input devices (controller vs. natural mapping, e.g. 

steering wheel). We therefore would like to remain rather conservative with specific 

suggestions where modding might have been advisable. In 42 studies (29%) at least one 

independent variable was manipulated by using two or more completely different commercial 

titles (potentially diminishing internal validity), and for 28 studies (19%) entirely new games 

were created as stimulus materials (potentially diminishing external validity). At least in these 

cases, modding one game instead, or using different modes of the same game (McMahan et 

al., 2011) might have been viable alternatives. Naturally, this review should not be taken as 

representative of the whole field of digital games effects research, as there is a large number 

of other journals that also publishes experimental games research (such as, for example, 

Psychology of Popular Media Culture). Given the prestigious ranking in the SSCI that all six 

selected top-tier journals had, however, we still consider these findings to be important. 

From these two steps we learned that only a minority of scholars use modding for their 

experiments, although they unsurprisingly describe the process with the vocabulary of their 

home discipline, and not with the terminology coined by the modding community. The 

majority of publications that was found to explicitly use the term modding in step 1 either 

stems from fields with less empirically-driven research traditions (e.g., the humanities) and 

conceived modding as part of modern culture, or took a more applied perspective on 

modding, e.g. as an instrument for educators and other practitioners. 
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Step 3: Narrative review. As this manuscript is mostly concerned with modding as a 

tool for experimental research, we now briefly present a selected sample of studies that 

successfully utilized this method in laboratory studies. With due care it can be asserted that 

one of the earliest examples can be found in Case, Ploog, and Fantino (1990). The authors 

created a total of six variants of the 1971 text-based strategy game Star Trek (Mayfield, 1971) 

by simplifying or restricting existing in-game commands and adding new ones. Thus, Case et 

al. tested two competing hypotheses (conditioned reinforcement vs. uncertainty reduction), 

and tried to convince other researchers of the benefits of user computer games in experimental 

psychology. More than 15 years later, Frey, Hartig, Ketzel, Zinkernagel, and Moosbrugger 

(2007) advocated game modding as a tool to study general human behaviors in a similar 

fashion by creating a mod for Quake III Arena (id Software, 1999) to measure navigation 

performance. They conclude that modding is a promising and inexpensive way to administer 

psychological experiments (see also de Kort, IJsselsteijn, Kooijman, & Schuurmans, 2003). 

For example, Frey, Blunk, and Banse (2006) used a mod for the assessment of behavioral 

interaction patterns (inter-avatarial distance, frequency of gaze) and relationship satisfaction 

of romantic couples (see also Schönbrodt & Asendorpf, 2011). 

The great interest of media effects researchers in aggression-related outcomes has 

elicited several sophisticated experimental investigations utilizing mods. To study the effects 

of violent digital games on cardiovascular responses and aggressive behavior, Elson, Breuer, 

Van Looy, Kneer, and Quandt (2013) assigned their participants to play one of four versions 

of the first-person shooter Unreal Tournament 3 (Epic Games, 2007): normal-paced (default 

speed level) vs. fast-paced (speed level at 140%), violent (wielding a grenade launcher) vs. 

nonviolent (wielding a toy nerf gun). Hartmann, Toz, and Brandon (2010) created two mods 

of Operation Flashpoint: Cold War Crisis (Bohemia Interactive, 2001) to assess the effects of 

(un)justified violence on feelings of guilt: Their participants were either playing UN soldiers 
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attempting to shut down a torture camp, or paramilitary forces defending the camp and 

continuing the cruelty (see also Hartmann and Vorderer, 2010). Further examples of studies 

on aggression or moral disengagement utilizing mods can be found in Bluemke, Friedrich, 

and Zumbach, (2010), Carnagey and Anderson (2005), Chittaro and Sioni (2012); Hartmann 

and Vorderer (2010), and Mohseni (2013). 

Other research areas use mods to manipulate experiential variables during play. An 

advanced mod of Half-Life 2 (Valve, 2004a) can be found in Dekker and Champion (2007), 

which allowed the researchers to record and transfer biometric information online through 

finger sensors into the game. Their aim was to improve the user experience by adaptively 

modifying the game during play according to specific physiological responses (see also 

Champion & Dekker, 2011). Klimmt, Hartmann, and Frey (2007) created two modifications 

of a Breakout-style game to test whether reduced control (higher difficulty) and reduced 

effectance (unresponsive input device) would decrease game enjoyment. 

Modding: A lab in a lab 

Having presented several successful applications of the modding in experimental 

research, this last section provides a brief overview of the modding tools currently available. 

While it cannot replace the study of elaborate tutorials, it aims to generate a starting point, a 

rough idea of which tools might and might not suit researchers’ needs. Using the example of 

three case studies, Laukkanen (2005) provides a slightly dated albeit helpful introductory text 

about general characteristics of modding tools and other resources (such as modding 

communities). 

Generally speaking, mods can be a very elegant way to operationalize research 

questions, which means that, first of all, researchers must be very clear about their key 

variables of interest. Once clear hypotheses have been established, it can be determined 

whether modding can help in testing them, or whether other approaches might be more 
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promising. As a rule of thumb, modding is effective in research designs when it comes to 

game characteristics and contents (such as game settings, the presence or absence of certain 

variables, or the looks and properties of objects and avatars), but less effective when it comes 

to structural aspects (game modes, basic game mechanisms). For example, it is relatively easy 

to change the looks and behaviors of opponents in a first-person shooter, but it is hard (and 

inefficient) to turn it into a 2D puzzle game. Picking the right game is key, as it might reduce 

the amount of necessary manipulations, which saves time and maintains external validity. The 

list by Mohseni, Elson, Pietschmann, and Liebold (2014) provides a comprehensive overview 

of modable games and their specific modding tools (and how to obtain them), and might be a 

good starting point for researchers. 

The next step is to select the tools required for the operationalization. Similar to the 

amount and extent of variables researchers want to manipulate, they should be economical in 

their decision which modding tools they use to avoid the problem of “cracking a nut with a 

sledgehammer”. It is very possible that one does not actually need to use any modding 

software at all, as games often allow a large variety of settings in their own options menus. In 

other cases, someone else might already have created and published a mod that suits the 

specific needs, and can be easily installed like a regular game. The following section is meant 

to give a brief description of available modding tools and resources. 

Mod DB 

Creating a small mod for the first time(s) can be cumbersome and laborious. 

Fortunately, the modding community often releases their work to the public for free. It is very 

likely that researchers will find that someone has already been working on a mod that can be 

used for their purposes. Mod DB (moddb.com) is the largest modding-related website and 

community on the internet, hosting a total of 11,165 different mod projects1, of which more 

                                                 
1 Retrieved on March 8, 2014. 
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than half have been released and are readily available. Users can search Mod DB’s database 

by platform, theme, genre, and specific title. Most mods hosted are high-quality large-scale 

projects, being either advanced partial or full conversions. Scholars who consider such 

modifications to the original game to be too substantial for their research needs and worry 

about internal validity issues might want to check Mod DB’s 11,812 add-ons1. These are 

smaller mods such as new textures, objects, or maps, and, thus, represent mods that might be 

suitable to specific research questions. Although many mods are hosted on Mod DB, 

researchers might find even more on other modding-related databases (such as 

GameBanana.com) or websites dedicated to specific games. 

FPS Creator 

FPS Creator (The Game Creators, 2005) is a program that allows creating first-person 

shooters without requiring any knowledge of 3D modeling or programming. At a price similar 

to a new game it comes with several pre-designed themes including objects and avatars to 

freely design different interiors or exteriors. It can be modularly extended by purchasing 

further theme packs which are frequently published on the developer’s website. By varying 

the theme, one can easily create two or more slightly different versions of the same game. 

Advanced users of FPS Creator can freely import objects and textures they created with other 

programs, and change many aspects of the pre-designed mechanisms (behaviors, events) with 

the built-in script language. However, although it has been updated regularly, the graphics and 

mechanisms it includes must be described as outdated. FPS Creator-created games may have 

a certain nostalgic charm, but they can hardly compete with modern games that players are 

used to. Therefore, researchers should consider whether they are willing to trade convenience 

for external validity (McMahan et al., 2011). The current version only runs on Microsoft 

Windows. Notably, FPS Creator is a program to create games played from a first-person 
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perspective (not necessarily shooters), but the developer The Games Creators offers similar 

development tools for other genres (e.g., massively multi-player online role-playing games). 

Garry’s Mod 

Similar to FPS Creator, Garry’s Mod (Facepunch Studios, 2006) technically is not a 

modding tool, but – lacking a better term – a sandbox physics game. However, the term 

“game” is definitely misleading, as it has no objectives or scores, and, like in a sandbox, the 

“player” can use its tools for any purpose (e.g., research!). Users can call any object from any 

game based on the Source game engine, as well as third-party content into Garry’s Mod and 

manipulate them with two main tools: the Physics Gun, which is used to change spatial 

properties of objects (position, rotation), and the Tool Gun, which combines and attaches 

different objects, or is used to create winches and gear-wheels. Avatars (ragdolls) can also be 

imported and users can manipulate their joints, poses, and expressions. Garry’s Mod even 

supports unconventional input devices (such as Microsoft Kinect). In simple (or rather 

oversimplistic) terms, it is a drag-and-drop level editor in which the laws of physics can be 

bent at will without requiring any programming skills. The vast amount of different objects 

that can be used should make it possible to create any specific “world” that the researcher 

needs. Garry’s Mod has a large community that offers their own works for free, providing 

some good starting points for beginners. It runs on Windows and Mac, and is available on 

Steam (Valve, 2003) for approximately $10. 

Source SDK 

Source SDK (Valve, 2004b) is a software development kit to create mods for Source-

based games, and is available free of charge for Steam users. It contains three applications: 

Hammer Editor, a map creation tool; Model Viewer, to create and manipulate object and 

effect properties; and Face Poser, to generate facial expressions, gestures, and movements. 

Like Garry’s Mod, Source SDK can utilize maps, textures, and objects of any game based on 
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the Source engine, meaning that a vast array of themes and accordingly-themed objects is at 

the researcher’s disposal. Source SDK comes with a base set of items, and every purchased 

Source-based game adds new ones to it. This means that not only the modding software itself 

is constantly updated, but that new items are added to it quite frequently. In addition, as 

Source is one of the most popular engines for game developers and modders, there is 

additional content and resources available on modding-dedicated websites. That way, 

researchers can easily add, move, or replace specific contents of an existing and fully 

developed commercial game (or a map thereof) without necessarily imposing on the game’s 

quality or ecological validity. Source SDK is available for Windows, Max, and Linux, as well 

as Xbox 360 and PlayStation 3. 

Creation Kit 

Creation Kit (Bethesda, 2012) is the modding tool released for the open-world role-

playing game The Elder Scrolls V: Skyrim (Bethesda, 2011). It is complimentary for Steam 

users who bought Skyrim. Creation Kit allows users to add or manipulate objects or items, 

graphical effects, character behavior, dialogue scenes, quests and events, and interior or 

exterior environments. Since one major feature of Skyrim is its open world (meaning that 

there is one large world map instead of many separate ones), heavy map editing is not only 

laborious, but might also limit the overall game enjoyment drastically. However, 

manipulating quests might be of particular interest for researchers, as they easily allow 

“framing” of in-game behaviors or tasks (e.g., acting for good vs. evil). While doing so, 

Creation Kit tries to stay as visual as possible, meaning that for basic manipulations 

programming or scripting skills are not necessarily required. Since Skyrim is set in a Dark 

Ages fantasy world, most of the available items are medieval-themed, which might be too 

limiting for scholars, depending on their research interest. However, with a growing modding 

community, more and more downloadable items are of a different nature. Researchers might 
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find the video tutorials officially released by the game developer helpful to get started with 

Creation Kit. Currently it only runs on Windows, although users have reportedly made it 

work on Mac and Linux. 

Conclusions 

This paper discussed the mismatch between requirements of laboratory experiments to 

be standardized and controlled, and the use of digital games, being interactive and complex 

media, as experimental stimuli. Researchers usually make use of manipulation checks or 

small pre-studies to address this problem. However, as has been stated previously (D. 

Williams, 2005), this method has its own limitations. After all, a manipulation check can only 

be as good as the experimental manipulation and control. We suggested a slight improvement 

for self-report controls, and then introduced game modding as an alternative method. Ideally, 

we would recommend taking all three steps that we presented in this manuscript: Getting first-

hand experience to select the “right” game, applying modifications as necessary for the 

research questions, and then evaluating these new variants with self-report measures. 

Reporting basic information (the game selected, the parts modified, and the tools used) in 

publications not only increases their replicability, but can also guide other less experienced 

scholars who might encounter problems that have already been solved. 

Our final remarks are fairly straightforward: If researchers should decide that they 

might want to try out modding for their purposes, they need to “get their hands dirty”. While 

modding tools certainly look a bit overwhelming, the best way to learn how to separate 

advanced from simple tools (which are likely to be completely sufficient for researchers) is to 

install modding software, open a sample map, and simply “play around”. Try to place a tree, 

add an ammunitions depot, or replace a door with a solid wall. The entry threshold into 

modding might seem comparably high, but we hope to have demonstrated that it is 

worthwhile: It provides researchers with the necessary tools for powerful manipulations. At 
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the same time, researchers maintain a thorough control over their stimulus materials, and are 

able to create proper experimental and control groups. Moreover, it increases studies’ internal 

validity and replicability without necessarily impairing their ecological validity. In need of 

advice, there are extensive wikis and tutorials for all modding tools available, and the 

modding community is eager to help those who are new to their field. Virtually all modding 

tools have comprehensible graphical user interfaces and do not require programming skills. 

Finally, the successful applications of modding by other researchers presented in this paper, as 

well as available mods originally created for recreational purposes, can be a good starting 

point for further research. 
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Figures 

Figure 1. 

Control variable ratings with the examples of Mortal Kombat and Tetris. On the left, the first 

three items from Anderson's (1985) Video Game Rating Sheet. On the right, the same items 

as semantic differentials with the two games as opposite poles. 
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Tables 

Table 1. 

The five mod types by Scacchi (2010). 

Types Classes 

User interface customizations Avatar customization, Color palette and 

style, interface add-ons 

Game conversions Partial and total conversions 

Machinima and art mods Cinematic storytelling, visual art, exhibition 

purposes 

Custom playing PCs Maximizing performance, aesthetic 

appearance 

Game console hacking Unlocking of functions, applications, 

services 
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Table 2. 

Methodological and topical codes in the database search (step 1). 

Code n (%) 

Empirical 18 (35%) 

Experimental 5 (10%) 

How to 7 (14%) 

Cultural production 22 (42%) 

Arts 5 (10%) 

Labor and economy 17 (33%) 

Education 12 (23%) 

Legal 10 (19%) 

Modders 8 (15%) 

Other 5 (10%) 

 

N = 52. Multiple codes possible. 

For a full list of all references, see Appendix A. 
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Table 3. 

Articles retrieved in the journal search (step 2). 

Journal # Articles # Experiments # Modding 

CRX 342 4 0 

CHB 1,813 51 9 

CYBER 1,032 54 9 

HCR 249 4 2 

JoC 492 7 1 

MP 232 25 5 

Total 4,160 145 26 

 

CRX = Communication Research; CHB = Computers in Human Behavior; CYBER = 

Cyberpsychology, Behavior, and Social Networking; HCR = Human Communication 

Research; JoC = Journal of Communication; MP = Media Psychology 

# Articles = Total number of articles published from 01/2003 through 09/2013 

# Experiments = Number of experiments with games as stimulus material 

# Modding = Number of studies using modding techniques to manipulate independent 

variables or control confounding factors 

For a full list of all references, see Appendix B. 
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Appendix 

Appendix A. 

Literature search results. 

Publication Em Ex HT Cp Ar La Ed Le Mo Ot 

Anonymous (2012)        X   

Apperley and Jayemane (2012)    X       

Bratich and Brush (2011)    X       

Cannon (2006)     X      

Carlson and Corliss (2007)          X 

Charrieras and Roy-Valex (2008) X   X  X   X  

Clyde and Thomas (2008)   X    X    

Clyde and Wilkinson (2010)       X    

Coleman and Dyer-Witheford (2007)    X  X  X   

Corbett and Wade (2005)   X    X    

de Kosnik (2009)    X  X     

de Zwart and Lindsay (2010)        X   

Deuze (2006)    X       

Fanning (2006)   X    X    

Gershenfeld (2011)       X    

Grimes and Feenberg (2009)    X       

Hartmann, Toz, and Brandon (2010) X X        X 

Hartmann and Vorderer (2010) X X        X 

Harwood (2011)    X X      

Hedberg and Brudvik (2008)       X    

Herman, Coombe, and Kaye (2006)      X  X   

Hjorth (2010)    X  X     

Hong and Chen (2013) X     X     

Jansz and Theodorsen (2009) X        X  

Jayemane (2009)     X      

Jöckel, Will, and Schwarzer (2008)      X     

Johnson (2009)      X  X   

Jones (2005)    X X      

Kawashima (2010)    X    X   

Kerr (2007)    X    X   

McMichael (2007) X  X    X    

Moore (2009)    X  X     

Moshirnia (2007) X X X    X    

Nieborg and van der Graaf (2008)    X  X  X   

Owens (2010) X     X   X  

Poor (2013) X     X   X  

Postigo (2003)    X  X   X  

Postigo (2007) X     X   X  

Postigo (2008) X   X  X  X   

Riha (2012)   X X X      

Shah (2007)        X   
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Short (2011)   X    X    

Simons (2007)    X  X     

Sinnreich and Gluck (2008) X   X       

Šisler (2009)    X       

Sotamaa (2010) X     X   X  

Squire, DeVane, and Durga (2008) X      X    

Staude-Müller, Bliesener, and 

Luthman (2008) 
X X        X 

Stowell and Shelton (2008) X      X    

Underberg (2008)    X   X    

Wirman (2012) X   X     X  

Young, Sutherland, and Cole (2011) X X        X 

Em = Empirical; Ex = Experimental; Ht = How to; Cp = Cultural production; Ar = Arts; La = Labor 

and economy; Ed = Education; Le = Legal; Mo = Modders; Ot = Other 
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Fight Fire with Rainbows: The Effects of Displayed Violence, Difficulty, and 

Performance in Digital Games on Affect, Aggression, and Physiological Arousal 

 

Abstract 

There is a large amount of variables that need to be taken into account when studying the 

effects of violent content in digital games. One of those variables is difficulty. In the 

current study participants played a modified first-person shooter in one of four different 

conditions, with either high or low difficulty and high or low violence. We assessed 

number of kills and number of deaths as game performance. Neither the difficulty nor the 

displayed violence had an effect on psychophysiological arousal during play, or post-

game aggressive cognitions, emotions, and behavior. Number of deaths was found to be a 

positive predictor for positive affect, but only in the low difficulty condition. Number of 

kills was a positive predictor for positive affect and a negative predictor for negative 

affect. Thus, this study corroborates previous research indicating that violence in games 

does not substantially influence human behavior or experience, and other game 

characteristics deserve more attention in game effects studies. 
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Challenged by Rainbows: The Effects of displayed Violence, Difficulty, and Game-

Performance on Aggression and Physiological Arousal 

 

Digital games account for a large part of today’s media landscape (Quandt, 

Breuer, Festl, & Scharkow, 2013). It is thus not surprising that researchers have studied 

the influence of digital games on their players for about thirty years. Similar to research 

on other media, it has primarily focused on the negative impact of gaming and especially 

on the link between violent digital games and human aggression. The discussion on 

whether or not this link exists and how exactly violent games could lead to increased 

aggression continues (see the recent dispute between Elson & Ferguson, 2014a, 2014b, 

and Bushman & Huesmann, 2014, Krahé, 2014, & Warburton, 2014). Researchers have 

started considering distinctive differences of digital games compared to other media – for 

example the interactivity of the medium – as these are important factors when studying 

their effects. Previous research on the influence of digital games on aggression and 

physiological arousal indicates that a mono-causal connection between violent contents 

and these outcomes might be too simplistic. There is evidence that the characteristics of 

the recipient of the game (Kneer, Munko, Glock, & Bente, 2012), the playing context 

(Breuer, Scharkow, & Quandt, 2013; Velez, Mahood, Ewoldsen, & Moyer-Guse, 2013), 

and game-specific characteristics (Elson, Breuer, Van Looy, Kneer, & Quandt, 2013) have 

to be taken into account.  

Concerning game characteristics which might have an influence on aggression 

besides violent content, Adachi and Willoughby (2011b) name competition, pace of 

action, and difficulty as possible confounds. While there have been studies on the 
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interaction of the first two factors with violent content (Adachi & Willoughby, 2011a; 

Elson et al., 2013), it remains unclear is how the third variable – difficulty of the game – 

is influencing results on online- and post-game outcomes. Therefore, the current study 

explores the effects of difficulty and violence of a digital game on human aggression and 

psychophysiological arousal. To test this we modified the displayed violent and difficulty 

of a first-person shooter, measured aggressive behaviors, aggression-related associations, 

physiological arousal, and positive and negative affect, while also accounting for the 

individual in-game performance. 

Violent Digital Games and Aggression 

Different models and theories have been developed to predict the effects of 

violent content in games on physiological arousal and aggressive cognitions, emotions, 

and behaviors. The General Aggression Model (GAM; Anderson & Bushman, 2002) 

integrates several older theories into one model and constitutes a social-cognitive 

approach to aggression. According to the GAM, aggressive behaviors are acquired 

through learning and reinforcement of knowledge-structures which influence the 

perception and interpretation of simple cues up to complex behavior-sequences. Over a 

period of time and repeats these knowledge-structures, which can also include certain 

scripts, can become automated. According to the GAM, repeated exposure to violent 

media facilitates hostile perception of situational variables and behavior of others, and 

increases the accessibility of an aggressive repertoire. In the long term, the GAM predicts 

that this will result in fundamental changes and can foster an aggressive personality. 

Other approaches, such as the Catalyst Model (Ferguson, Rueda, et al., 2008), focus on 

biological determinants as well as the social context of family and peer groups in which 
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aggression is fostered. These biopsychosocial models consider games in the etiology of 

aggression to be an unimportant influence.  

Empirical Evidence for Violent Game Effects 

Research concerning negative effects of digital games is still contested for almost 

any relevant outcome. For psychophysiological arousal (heart rate, HR; skin conductance 

level, SCL; and blood pressure) as an online-measurement during game play, the findings 

are ambivalent. Some studies found that violent games increase psychophysiological 

responses (Barlett, Harris, & Bruey, 2008), while other studies could not reveal these 

effects (Anderson & Carnagey, 2009). Research on the activation of aggression-related 

cognitions after playing violent games show the same inconclusive pattern. Some studies 

found a higher accessibility of aggressive thoughts (Anderson & Dill, 2000) while others 

found that aggressive thoughts are suppressed by experienced players (Glock & Kneer, 

2009). Besides these controversy results on psychophysiological arousal and cognition, 

the measurement of aggressive behaviors is still discussed among scholars regarding the 

operationalization, standardization, and validity of measures used in laboratory studies 

(Elson, Mohseni, Breuer, Scharkow, & Quandt, 2014; Ferguson & Savage, 2012; 

Tedeschi & Quigley, 1996). It might be due to these methodological shortcomings that, 

not surprisingly, results concerning aggressive post-game behaviors are ambivalent, too. 

Some scholars report findings of increases in aggressive behaviors after playing violent 

games (Anderson et al., 2004), while others find mixed evidence (Anderson & Dill, 

2000), or no link at all (Adachi & Willoughby, 2011a). For an exhaustive review of the 

empirical literature on these and other variables, see Elson and Ferguson (2014b). 

One main criticism of many studies investigating the effect of violent content on 
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aggressive behaviour and physiological arousal is the lack of stimulus control. Usually, 

participants are assigned to play one of two different games, a violent or a nonviolent 

one. However, violent content is usually not the only dimension on which the games used 

in these studies differ (Adachi & Willoughby, 2011b). These other dimensions might pose 

confounds that must be controlled so they do not interfere with any effect that should be 

explained exclusively by the manipulation. For a study to qualify as an experiment, 

however, all conditions must be held constant except for one factor which is the 

independent variable. Without sufficient stimulus control, manipulating game contents as 

independent variables by using completely different games could violate fundamental 

assumptions of experiments as a scientific method (Elson & Quandt, in press). Järvelä, 

Ekman, Kivikangas, and Ravaja (2014) also stress the importance of manipulation of one 

game instead of using different games, which can be done, for instance, through in-game 

settings or game modifications (“modding”). Modding is a relatively novel method to 

generate stimulus materials which is only differ in the relevant variables, thus increasing 

internal validity without necessarily decreasing external validity. For example, Hartmann, 

Toz, and Brandon (2010) created two mods to assess the effects of (un)justified violence 

on feelings of guilt: Their participants were either playing UN soldiers attempting to shut 

down a torture camp, or paramilitary forces defending the camp and continuing the 

cruelty. In the study by Staude-Müller, Bliesener, and Luthman (2008) participants either 

played a regular first-person shooter, or a modification in which avatars were being 

frozen instead of killed.   

Digital Games and Aggression: The Role of Difficulty 

Despite its obvious importance for the experience of games (van den Hoogen, 
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Poels, IJsselsteijn, & de Kort, 2012) and for potential positive and negative outcomes of 

playing (Adachi & Willoughby, 2011a), game difficulty as a source of aggression has not 

been investigated yet. Challenge, determined by game difficulty and player skill, is one 

major requirement for game enjoyment. A game too easy (e.g., for an experienced player) 

could result in boredom, while a game too demanding (particularly for beginners) could 

lead to frustration. According to van den Hoogen et al. (2012), the optimal experience of 

games (resulting in a higher enjoyment) exists in the perfect balance between challenge 

and defeat (see also the literature on the concept of flow in games, e.g. Cowley, Charles, 

Black, & Hickey, 2008). 

In addition, considering the classic frustration-aggression hypothesis (Berkowitz, 

1989; Dollard, Miller, Doob, Mowrer, & Sears, 1939), frustration could be an important 

confound in the research on game violence and aggression. Concerning digital games, 

difficulty as well as game-performance should influence frustration and therefore, online- 

and post-game variables. Despite its relevance for explaining aggressive behaviors in 

particular, frustration has not seen a lot of attention in digital games research. Some 

studies identified self-reports of frustration as important control variables (Anderson et 

al., 2004; Valadez & Ferguson, 2012; Velez et al., 2013) without specifically testing 

frustration-related hypotheses. Ivory and Kalyanaraman (2007) conclude that “research 

that intentionally manipulates frustration as an independent variable might prove 

insightful” (p. 551) when trying to understand media effects as more than just issues of 

content. The frustration-aggression hypothesis is mentioned explicitly as a potential 

explanation for the effects of (violent) digital games by several authors (Eastin & 

Griffiths, 2006; R. Williams & Clippinger, 2002). So far, only two studies tested this 
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hypothesis for digital games: Schmierbach (2010) found no mediating effect of 

frustration on aggressive cognitions after violent game exposure, while Breuer et al. 

(2013) found that frustration mediated the effect of outcome (losing) in a non-violent 

game on aggressive behavior. This is further corroborated by the study of Shafer (2012), 

who found that undesired outcomes in competitive situation can facilitate hostility. 

Assumptions and research questions 

With these theoretical considerations in mind, we elicited the following hypotheses for 

our experiment: 

H1) A larger amount of violent content increases a) physiological arousal during 

game-play, b) accessibility of aggressive thoughts, c) aggressive behavior, d) negative 

post-game emotions, and e) decreases positive post-game emotions compared to a lower 

amount of violent content. 

H2) Higher game difficulty increases a) physiological arousal during game-play, 

b) accessibility of aggressive thoughts, c) aggressive behavior, d) negative post-game 

emotions, and e) decreases positive post-game emotions compared to a lower amount of 

violent content. 

H3) In addition, we assumed an interaction of difficulty and violent content, 

leading to the highest values for a) physiological arousal during game-play, b) 

accessibility of aggressive thoughts, c) aggressive behavior, d) negative emotions and e) 

lowest positive emotions in the high difficulty / high violence condition compared to the 

other conditions. 

RQ1) What impact has the number of kills on online measures and post-game 

outcomes? 
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RQ2) What impact has the number of deaths on online measures and post-game 

outcomes? 

Methods 

Design and Procedure 

Participants (N = 90) played the first-person shooter Team Fortress 2 (Valve, 

2007) in which two teams both try to capture and hold a control point while preventing 

the other team from doing so (in this study, teammates and the opponent team were 

controlled by the computer). Participants played in one of four different conditions with 

either high or low difficulty and a high or low amount of violent content. 

After entering the lab and signing an informed consent form, the participants were 

briefed about the upcoming experiment. Before the game was started, participants got an 

introduction to the lexical decision task (LDT) and the competitive reaction time task 

(CRTT) to save time after playing so that possible effects of the game would still last 

during the measurement of possible aggressive cognitions and behaviors (Anderson, 

Gentile, & Buckley, 2007). After the introduction electrodes were attached to the 

participants’ fingers and baseline measures were taken. Participants were told that they 

would play against six computer-controlled opponents (bots). First, participants could 

accustom to the game, the map, and the controls in a free training round without enemies. 

This training round would go on until the participants said they mastered the controls. 

After the training round, the experimental session started and participants played for 20 

minutes. Game performance was recorded through event log files, which were later 

analyzed using a log parsing program (Fausak, 2008) to calculate in-game-statistics: kills 

(how often the player killed an enemy) and deaths (how often the player avatar was 
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killed). 

After finishing the 20-minute session, participants had to complete the LDT and 

CRTT. Following the CRTT, the experimenter opened a browser window with a 

questionnaire to assess post-game emotions. At the end of the experiment participants 

were thanked and debriefed. The whole procedure lasted for about 45 minutes.  

Stimulus Material 

To generate stimulus materials for each experimental group, we created four 

different versions of Team Fortress 2 instead of using four different games, thus allowing 

the exact altering of the independent variables without introducing potentially 

confounding factors. The easy or hard difficulty was achieved by changing the player’s 

weapon’s damage output, the player’s resistance to enemy damage, and the speed at 

which the control point could be captured. Table 1 shows the values in each condition. 

INCLUDE TABLE 1 

In the high violent conditions, the player and all bots wielded flamethrowers, and 

the portrayed deaths of characters in the game were rather bloody and graphic. In the low 

violent conditions, everyone was equipped with a ‘rainbowblower’ that exhausted 

rainbows instead of fire while playing bubbling sounds, and instead of dying, this weapon 

incapacitated characters by making them drop to the ground convulsing with laughter 

(see figure 1 for screenshot examples). 

 

INSERT FIGURE 1 

 

Treatment Check 
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To verify whether the manipulations were successful or not, participants were 

asked to indicate the age rating they would recommend for game they just played. The 

participants could choose from no age restriction, restrictions for those below the age of 

6, 12, 16, 18, and no clearance (taken from German rating system participants were 

likely to be familiar with). A Mann-Whitney U test revealed that participants in the high 

violent conditions chose a significantly higher age rating (Mo = 18) than participants in 

the non-violent conditions (Mo = 12), U = 433.00, z = -4.28, p < .001, r = -.48. In 

addition, we asked the participants about their perception of the game they played. One-

way ANOVAs showed that the perception of the participant differed significant for the 

subjective perceived violence, F(1,82) = 20.17, p < .001, ω² = .18, and for the perceived 

difficulty, F(1,82) = 40.28, p < .001, ω² = .32.  

 

INSERT TABLE 1 ABOUT HERE 

 

Sample 

Participants (N = 90; 21 males and 69 females) were undergraduate and graduate 

students from a large German university recruited via the online recruitment tool Cortex 

(Elson & Bente, 2009). Due to technical difficulties, data from six participants had to be 

discarded from further analysis, leaving a total of 84, with 21 participants in each of the 

four game conditions. Gender was equality distributed over all conditions, χ2 (3) = 1.58, 

n.s. Distribution of experienced (n = 58) and unexperienced players (n = 26) was equal 

for all experimental conditions, χ2 (3) = 2.01, n.s.. Experienced players reported to play 

digital games for M = 4.04 hours per week (SD = 4.87). Mean age of the participants was 
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M = 24.47 years (SD = 6.24).  

Measurements  

Psychophysiological arousal. To measure the participants’ physiological arousal 

we recorded interbeat intervals (IBI) and electrodermal activity (EDA) with the Wild 

Divine IOM Lightstone Biometrics USB Widget. This device provides three plastic finger 

clips, two for SCL, and one for HR. The clips were attached to the player's thumb, ring 

finger, and middle or left finger (for all participants, as none used the left hand for the 

mouse). The IOM’S plastic cases and the mouse used to control the game were wrapped 

with hook-and-loop tape, sparing only the left mouse button. Data of both indicators were 

separated into six different time blocks in order to count for changes over time: base-line 

and four playing phases of five minutes each. 

Cognition. To asses aggression-related associations, we used a lexical decision 

task similar to Kneer et al. (2012). Participants were presented with a series of 44 letter 

strings for each of which they had to indicate whether it was a proper word of the 

German language or if it was a non-word. Altogether there were 11 aggressive, 11 

neutral, and 22 non-words. Shorter latencies for aggressive words indicate a higher 

accessibility of aggression-related association. The first four words were fixed in the 

presentation and later excluded from analysis to eliminate the influence of practice. The 

remaining 40 letter strings were presented in a randomized order for each participant. 

Data were checked for extreme outliers in response latencies and low accuracy ratios. 

Response latencies were then standardized with the length of the letter sting and mean 

latencies for aggressive words and neutral words were calculated.  

Aggressive behavior. Aggressive behavior was measured with the standardized 
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version of the Competitive Reaction Time Task (Ferguson, Smith, Miller-Stratton, Fritz, 

& Heinrich, 2008). Participants were told that they would play 25 rounds of a reaction 

time game against another person in an adjacent room. The task was to push a button as 

fast as possible after an optical signal. Before each of the 25 trials, participants have to set 

the volume and duration of a noise blast (on a scale from 1 to 10) their opponent will hear 

in case the opponent loses that round. They are told that their opponent will set the 

volume and duration of a noise blast as well. If the participant loses a round, he or she 

hears a noise blast with the settings allegedly chosen by the opponent. The settings 

chosen by their “opponent” are shown on screen after each trial. In reality, there is no 

other participant and the sequence of wins and losses, volume and duration settings are 

randomized and preset. The first trial is always a loss, and the opponent’s settings are 

volume 5, duration 5. After that, there are 12 wins and 12 losses over 24 trials with 

volume and duration settings ranging from 2 to 9. We calculated the mean duration and 

mean intensity over all 25 trials as separate scores for aggressive behavior. 

Post-game emotions. Emotional outcome of the game was assessed via the M-

DAS affect scale (Renaud & Unz, 2006), which includes the following subscales: joy, 

surprise, interest, fun, contentment, love, dolefulness, anger, disgust, contempt, fear, 

shame, guilt, fascination, enchantment, and boredom. The subscale ‘love’ was excluded 

from further analyses due to a low Cronbach’s alpha (α = .52). For all other subscales the 

values ranged from α = .65 to.89. 

Results 

To test our hypotheses, we conducted separate one-way ANOVAs for the LDT 

response latencies, and mean volume and duration scores; rANOVAS for interbeat 
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interval and electrodermal activity scores; and MANOVAs for the post-game affect 

scores. Research questions RQ1 and RQ2 were tested by conducting regression analyses 

with number of kills, number of deaths, and violence as predictors for each dependent 

variable separately for the high difficulty and the low difficulty conditions. 

Psychophysiological Arousal 

There was no significant effect on interbeat interval by difficulty, F(1,51) = 0.45, 

p > .05, r = .09, violence, F(1,51) = 1.00, p > .05, r = .14, or their interaction, F(1,51) = 

0.183, p > .05, r = .05. Neither was there a significant effect on the electrodermal activity 

for difficulty, F(1,50) = 0.63, p > .05, r = .11, violence, F(1,50) = 0.04, p > .05, r = .03, or 

the interaction, F(1,50) = 0.64, p > .05, r = .11. Regression analyses did not reveal any 

significant predictor or model for both measurements. 

Aggression-related cognitions 

There was no significant effect of violent content on response latencies, but there 

was a significant effect for the difficulty, revealing that in the high difficulty condition 

participants responded slower to aggressive words than in the low difficulty condition 

(see Table 2). Regression analyses did not reveal any significant predictor or model for 

the response latencies for neutral or aggressive words. 

 

INSERT TABLE 2 

 

Aggressive behavior 

One participant had to be excluded from the analysis, because she aborted the 

testing before finishing it, thus leaving data from N = 83 participants. Neither difficulty, 
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nor violence, nor their interaction had a significant effect on either mean volume or mean 

duration (see Table 3). Regression analyses did not reveal any significant predictor or 

model for mean volume or duration. 

INSERT TABLE 3 

 

Post-game emotions 

The MANOVA for post-game emotions did not reveal any significant effects of 

violence, V = 0.23, F(16,65) = 1.19, p > .05, difficulty, V = 0.23, F(16,65) = 1.23, p > .05, 

or their interaction, V = 0.20, F(16,65) = 1.00, p > .05. In contrast to these results, we 

found significant results for the regression analyses. For the positive emotions fun, 

pleasure, satisfaction, and interest, number of kills was found to be a significant predictor 

in both difficulty conditions. In addition, number of deaths was a significant predictor for 

fun, pleasure, and satisfaction but only in the low difficulty condition resulting in a 

positive relationship (an increase in number of deaths resulted in an increase of those 

positive emotions). Concerning the negative emotions, disgust, contempt, and fear, 

number of kills was found to have a significant negative predictive value (the higher the 

number of kills the less participants experienced negative emotions) but only in the low 

difficulty condition (see Table 4). Number of deaths did not predict negative emotions.  

 

INSERT TABLE 4 

 

Discussion  

In sum, we did not find that violent content had any effect on psychophysiological 
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arousal, aggressive cognitions or behavior, and post-game affect, and thus, hypotheses 

H1a, b, c, d were not supported. This corroborates previous findings (Adachi & 

Willoughby, 2011a; Valadez & Ferguson, 2012), while it stands in opposition to others 

(Anderson & Carnagey, 2009; Anderson et al., 2004). Difficulty of a game did not 

influence arousal, behavior, and emotions. Thus, hypotheses H2a, c, d were not 

supported. There was a significant effect on the activation of aggressive associations 

through an increased difficulty but not in the assumed direction (H2b). This difference 

was not significant for neutral words but the trend was similar, showing higher response 

latencies when the difficulty was increased. The reason for this finding might be that a 

higher difficulty of a game leads to exhaustion, resulting in slower responses in the 

lexical decision task in general. As for arousal, behavior, and emotions, we again did not 

find any interaction between violence and difficulty. Number of kills and deaths did not 

influence the results of arousal, cognition, and behavior neither for the high nor for the 

low difficulty conditions.  

Number of kills predicted both positive and negative post-game affect. This is not 

surprising, as success in a game should increase positive and decrease negative feelings. 

In addition, deaths stimulated positive emotions but only in the low difficulty condition. 

Arguably, the positive emotions elicited through success increase in particular when 

players feel stimulated and challenged (van den Hoogen et al., 2012). Without a minimal 

amount of challenge, games might simply be too boring, which should decrease 

enjoyment and result in lower positive affect. In contrast, number of deaths did not 

predict positive or negative feelings in the high difficulty condition.  Therefore, 

frustration again did not influence emotions as outcome after playing a game, and it did 
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not have an impact on measures of arousal and aggression 

One reason for this finding might be that these measures do not capture frustration 

to its full extent. According to the frustration-aggression hypothesis (Berkowitz, 1989), 

frustration is defined as an event blocking a goal that is expected and important to the 

individual (see also the behavioral definition of frustration by Brown and Farber, 1951). 

However, we did not manipulate or assess these two requirements in our study. Given the 

large variability of game experience in our sample, it is plausible that there was also a 

large variability in the expected outcome of playing. While experienced players probably 

have a higher expectation to win (and they should be frustrated if they lose), 

inexperienced ones probably have no expectation at all towards their performance. 

Similarly, it cannot be said that the study design made it important to win, as there was no 

incentive based on performance. Again, personal characteristics in individuals, such as 

competitiveness, might increase the importance of winning for some, but not for all of 

our participants. Therefore, the emotions elicited by kills and deaths might not have been 

strong enough to increase aggressiveness. Future research should specifically manipulate 

expectations and importance of outcomes. 

Limitations 

There are several limitations of this study which need to be taken into account. 

First, while the low violence condition was not specifically created for this research 

purpose and had thus a high ecological validity, it is still possible that many players might 

find it a rather unusual way of playing. Particularly experienced players who are used to 

violent first-person shooters might have been bothered by this version, which could 

present a potential influence on the outcomes. Expertise of players is another important 
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factor. Here it could prove interesting to study differences between novice and 

experienced players, which expectations they have regarding their own performance, and 

what happens if these expectations are not met. 

Finally, there is a heated debate on issues of standardization, reliability, and 

external validity regarding our measure for aggressive behavior, the CRTT (Elson et al., 

2014; Ritter & Eslea, 2005; Tedeschi & Quigley, 1996), which might be a further 

limitation of this study. To avoid the problem of lacking standardization, we used the 

standardized version suggested by Ferguson et al. (2008). However, this does not solve 

the issue of lacking evidence for the CRTT’s external validity, and as such, our findings 

regarding aggressive behaviors have to be interpreted with due care.  

Conclusion 

This study focused on the influence of difficulty, violent content, and in-game 

success on arousal, aggression-related associations, aggressive behavior, and post-game 

emotions. Once again, there was no effect of violent content on aggression-related 

associations. Difficulty did only influence cognitive processes; probably due to 

exhaustion of participants in the high difficulty condition. Despite the zero effects of 

violent content and difficulty on post-game emotion, in-game success (number of kills) as 

well as challenge (number of deaths) were found to influence post-game emotional 

experience and, thus, should be considered as important influence factors in future game 

research.  
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Table 1. Overview of the changes in the game stats concerning high and low 

difficulty. 

 

 Difficulty 

 high low 

Weapon Damage a 75% 200% 

Vulnerability towards enemy fire a 125% 75% 

Control point capturing speed a 100% 500% 

Note. a Compared to default value   



FIGHT FIRE WITH RAINBOWS   27 

 
 
Table 2. Results of ANOVAs for aggressive and neutral word types of the lexical decision 

task with F-values and effect sizes (ω²) (N = 84). 

 

 Violence Difficulty 

Violence x 

Difficulty 

 

 F (1,80) ω² F (1,80) ω² F (1,80) ω²  

Neutral 0.00 n.s. .00 3.15 n.s. .03 0.03 n.s. .00  

Aggression 0.00 n.s. .00 8.58 ** .08 0.46 n.s. .00  

Note. n.s. = not significant, ** p < .01  
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Table 3. Results of ANOVAs for average noise duration, average noise intensity, and high 

intensity aggression (HIA) with F-values and effect sizes (ω²) (N = 83). 

 

 Violence Difficulty 

Violence x 

Difficulty 

 

 F (1,79) ω² F (1,79) ω² F (1,79) ω²  

Duration 0.42 n.s. .00 0.15 n.s. .00 0.15 n.s. .00  

Intensity 0.29 n.s. .00 0.32 n.s. .00 0.01 n.s. .00  

Note. n.s. = not significant. 
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Table 4. beta Weights and R2 of the regression analyses with post-game emotions as 

criteria. 

     Post-game 

Emotion 

predictor 

High 

Difficulty 

Low  

Difficulty 

 Fun Kills .36* .65** 

 

 

Deaths -.20 .34* 

 

 

Violence -.09 -.13 

 R2
adj 

 

.15 .31*** 

 Pleasure Kills .40* .68*** 

 

 

Deaths -.22 .40** 

 

 

Violence .01 -.17 

 R2
adj 

 

.16 .35*** 

 Satisfaction Kills .39* .41* 

 

 

Deaths -.21 .18 

 

 

Violence .07 -.03 

 R2
adj 

 

.14 .12 

 Interest Kills .41* .24 

 

 

Deaths -.14 .06 

 

 

Violence .17 -.16 

  R2
adj 

 

.16 .08 

 Disgust Kills -.36* -.23 

 

 

Deaths .17 .24 
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Violence .15 .17 

 R2
adj 

 

.17* .20* 

 Contempt Kills -.39* -.04 

 

 

Deaths .17 .18 

 

 

Violence -.11 -7 

 R2
adj 

 

.14 .05 

 Fear Kills -.36* -.19 

   Deaths .23 .11 

   Violence .10 -.02 

 R2
adj 

 

.15 .07 

 Note. * p<.05, **p<.01, ***p<.001  
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Figure 1. Examples of the low violence versus high violence conditions.  
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Researchers have been looking into predictors and antecedents of
aggression for a long time, but the field is still struggling to find valid
methods to measure aggressive behaviors in the laboratory. The
problem of measurement already begins with finding an appropriate
definition of aggression. Baron and Richardson (1994) defined ag-
gression as any behavior that is intended to cause harm to another
person who intends to avoid this harm. To distinguish between ag-
gression and violence, Ferguson and Rueda (2009) pointed out that
“violent behaviors . . . are typically restricted to acts which are in-
tended to cause serious physical harm” (p. 121), while “aggression as

a class of behavior is much broader than violent behavior and can
include numerous acts . . . which are neither physically injurious nor
illegal” (pp. 121–122). Similar to the difficulty of defining aggression,
finding a valid, reliable, and ethically acceptable measure of aggres-
sive behavior for laboratory research is an intricate undertaking.

Despite such difficulties, numerous studies have been conducted
and published in which laboratory measurements are employed to
provide evidence that a large variety of stimuli increase aggressive-
ness. These stimuli include displayed violence in digital games (An-
derson & Dill, 2000) and gory passages from the Bible (Bushman,
Ridge, Das, Busath, & Key, 2007) but also alcohol (Bond & Lader,
1986) and other psychoactive drugs (Bond & Lader, 1988). The test
most commonly used in laboratory research on aggressive behavior in
adults, especially in studies on media violence, is a modification of
Taylor’s (1967) Competitive Reaction Time Task (CRTT). In this
article, we briefly describe this test and how it has been used and
modified for aggression research. Afterward, by applying the different
analyses to data from three independent studies that employed the
CRTT as a measure of aggressive behavior, we show that the many
analysis procedures that have been used for the CRTT can lead to
contradictory results even within the same data set.

The Competitive Reaction Time Task

In the original version of the CRTT by Taylor (1967), the Taylor
Aggression Paradigm, participants were led to believe that they
would be playing a reaction time game against another participant
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in which the winner of a round would punish the loser with an
electric shock. Participants who lost a round would receive shocks
of varying intensity and when participants won a round they could
adjust the shock levels for their alleged opponents. The intensity
level of the shock was used as the measure for aggressiveness.
Recent adaptations of the CRTT allow participants to set the
intensity (usually volume and/or duration) of a noise blast instead
of an electric shock (e.g., Bushman, 1995), as they are easier to use
and bring up fewer ethical issues (Ferguson & Rueda, 2009). As
there is no real opponent, the sequence of wins and losses, as well
as the settings “chosen” by the opponent, are typically randomized
and preset. Generally, louder and longer noise blasts are consid-
ered indicators of higher levels of aggressiveness.

There has been disagreement among aggression researchers
about the validity of the CRTT. This debate spans different issues,
including alternative motives for high or low settings (e.g., reci-
procity or deterrence), demand characteristics of the experimental
situation, confusion of competition and aggression, construct va-
lidity and external validity, the (psychological) distance between
participant and opponent, a lack of alternative (i.e., nonviolent)
responses, and the absence of social sanctions for aggression.
However, since the present study focuses on issues of standard-
ization, we refer the reader to the available literature that discusses
all of the topics outlined above (Ferguson & Rueda, 2009; Gian-
cola & Chermack, 1998; Giancola & Zeichner, 1995a; Ritter &
Eslea, 2005; Savage, 2004; Tedeschi & Quigley, 1996, 2000).

Clinical Relevance

Although we are aware that the CRTT has not been developed
as a clinical instrument, the test and its psychometric properties are
relevant to clinical research for two main reasons:

1. The CRTT (in one form or another) is being used to answer
research questions in the area of clinical psychology. This includes
investigations of social and cerebral response in criminal psycho-
paths (Veit et al., 2010); effectiveness of prescription drugs in
reducing hostility in panic disorders (Bond, Curran, Bruce,
O’Sullivan, & Shine, 1995); and the facilitation of aggression
through various substances, such as alcohol (Bond & Lader, 1986;
Pihl et al., 1995) or prescription drugs (Bond & Lader, 1988;
Weisman, Berman, & Taylor, 1998). In some cases, practical
recommendations for clinicians regarding the diagnosis (McClos-
key, Berman, Noblett, & Coccaro, 2006) and treatment (Ben-
Porath & Taylor, 2002) of patients are made based on results
obtained with the CRTT. Given the impact of clinical research on
the definition, assessment, diagnosis, and treatment of disorders in
clinical practice, the importance of using objective, reliable, and
valid measures cannot be overstated. Accordingly, Ferguson and
Rueda (2009) warned against using the CRTT for clinical research
and making any statements about clinical implications based on
findings obtained with the CRTT (particularly versions that use
noise blasts instead of electroshocks).

2. Results from nonclinical fields of study in which the CRTT is
particularly popular, such as media effects research, are frequently
generalized into the clinical realm. Bushman and Gibson (2011),
for example, describe the CRTT as “a weapon that could be used
[by the participants] to blast their partner” (p. 30). Bushman et al.
(2007) found support for “theories proposed by scholars of reli-
gious terrorism who hypothesize that exposure to violent scriptures

may induce extremists to engage in aggressive actions” (p. 204) in
their study on university students’ noise blasts after reading a
passage from the Bible in which God sanctions violence. They
conclude that “to the extent that religious extremists engage in
prolonged, selective reading of the scriptures, focusing on violent
retribution toward unbelievers instead of the overall message of
acceptance and understanding, one might expect to see increased
brutality” (p. 205). Some scholars also warn about a public health
risk and equate the effects of media violence on aggression to
those of substance use, abusive parents, or poverty (Anderson et
al., 2010). Anderson, Gentile, and Buckley (2007), for example,
consider violent video games as one of several risk factors that
may cause aggressive, violent behavior and, in highly extreme and
rare cases, even school shootings. Sometimes scholars make direct
comparisons with other research areas and, e.g., claim that the
effects of media violence are similar to those of smoking on lung
cancer (Bushman & Anderson, 2001). Given that such statements
are being made in the scientific literature, it comes as little surprise
that similar conclusions have been found in the public debate. In a
recent court case, a prominent media violence researcher was paid
by the defense to serve as an expert witness and he argued that a
teenage victim of a brutal multiple murder was the perpetrator of
that murder, in part because he played digital games (Rushton,
2013). As the CRTT is used in a majority of experiments in this
field (Anderson et al., 2010), and taking into account the lack of
standardization and data supporting the validity of CRTT score
interpretations (Ferguson & Rueda, 2009), such conclusions or
comparisons are particularly inappropriate.

Standardization

Our primary concern is the lack of standardization of both test
procedure and data analysis for the CRTT. The test has been used
in many different versions, sometimes even by the same authors
(Ferguson, 2011). Due to this lack of standardization, Ferguson,
Smith, Miller-Stratton, Fritz, and Heinrich (2008) suggested a
standard procedure for the CRTT. This version consists of 25
trials, and the sequence of losses and wins, as well as the com-
puter’s settings of volume and duration, is preset and randomized,
so that the same pattern exists for every participant. The settings of
the computerized opponent are always displayed to the participant
after each trial. The average volume and duration settings are
treated as separate and equal scores for aggressive behavior, al-
though the authors express their concerns about using duration
settings at all in future studies. Until now, however, only a few
researchers have adopted the version proposed by Ferguson et al.
(2008).

Inconsistencies are found in the procedure of the CRTT, as well
as in the ways in which the CRTT data are analyzed by different
(and sometimes even the same) authors. While the procedural
aspects refer to the setup of the test, i.e., how the raw data are
generated, the statistical differences refer to how the data are
analyzed. Of course, the procedural decisions also affect the op-
tions for statistical analyses. The following section is meant to list
the variations of both procedures and statistical analyses of the
CRTT that can be found throughout the literature.

Bushman and Baumeister (1998) used the sum of volume and
duration settings in the first of 25 trials. They provided the reason
for choosing this procedure in a footnote stating that the first trial
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is the only noise setting that is “unprovoked,” (p. 222) and that in
all subsequent trials the participants’ settings in the study con-
verged with those of their opponents (i.e., there was no difference
between conditions).

Anderson and Dill (2000) calculated separate aggression scores
from average volume and duration settings for each possible trial
outcome (winning and losing), resulting in a total of four scores for
aggressiveness. They expected retaliatory behavior to be higher
after losing a trial. In addition, they log-transformed the duration
data because they were positively skewed, but reported and inter-
preted the original mean differences as being significantly differ-
ent between conditions. Although three out of four parameters
yielded nonsignificant differences, they asserted a “convergence of
findings” (p. 787) in their discussion.

The use of four separate parameters is also different from the
procedure of Lindsay and Anderson (2000), who multiplied vol-
ume with log-transformed duration settings. The average over 25
trials of those products was their measure for overall aggression.
Carnagey and Anderson (2005) averaged the products of volume
and the square root of duration to form a single “aggressive energy
score” (p. 887). No reason is given for this other than the claim that
this single score supposedly is a valid measure and that duration
should be square rooted. By contrast, Anderson and Carnagey
(2009) only allowed their participants to set the volume, and they
used two indicators for aggression (mean volume and the total
number of volume settings of 8 to 10 on a total scale of 1 to 10).
The reasons given for using this number of high volume settings
were that they were more clearly aggressive, more likely to insti-
gate retaliation, and easier to communicate to nonexperts.

The same inconsistencies in CRTT procedure can also be ob-
served in other publications. Bartholow, Sestir, and Davis (2005)
multiplied the average volume and duration settings to form a
composite aggressive behavior score. Although Bartholow, Bush-
man, and Sestir (2006) also used volume and duration settings,
they standardized and summed the two parameters instead of
multiplying them. Conversely, Sestir and Bartholow (2010) only
analyzed average volume, not allowing their participants to set
duration at all. Finally, Engelhardt, Bartholow, and Saults (2011)
used a one-trial version of the CRTT because they wanted to
eliminate reciprocal behavior and concerns over retribution. Un-
fortunately, they used the term “noise intensity” (p. 541) through-
out their article without specifying whether this includes volume,
duration, or both, and how this index was calculated.

In a two-phase version of the CRTT used by Bartholow and
Anderson (2002), participants played two complete rounds with 25
trials each. During the first phase, only the opponent could set the
duration and intensity of the noise blasts. During the second phase,
roles were reversed so that participants could retaliate for the
punishment they received in the first phase. The authors only
considered average volume and the number of high volume set-
tings because they did not find a significant effect on any of the
duration measures. The reason they gave is that their participants
supposedly ignored the duration option. Anderson et al. (2004)
separated the volume settings of Phase 2 into four different scores:
first trial and means of Trials 2–9, 10–17, and 18–25. They
claimed this was a common procedure with the CRTT because
early trials were supposedly more important since they were more
likely to be used for retaliation. We do not wish to inappropriately
speculate or judge why there was not always a rationale for

modifications to the CRTT as there might be numerous reasons
(e.g., spatial limitations in academic journals), but we believe that
the lack of justifications for such alterations is a fact that warrants
mentioning in a methodological critique of the test in question.

Sometimes the option of setting the volume and/or duration to
zero as a way to act nonaggressively is provided. However, in-
cluding zero values in mean calculations could potentially skew
some of the aggression scores mentioned above. Including settings
of zero as an option also raises further questions, for example, how
to handle trials in which participants set only one of the two
intensity parameters to zero.

From a methodological point of view, inconsistent procedures
and analyses are highly problematic because they infringe upon the
objectivity criterion of psychological diagnostic test theory. Sim-
mons, Nelson, and Simonsohn (2011) pointed out that flexibility in
data collection, analysis, and reporting in psychological research
dramatically increases actual rates of false-positive findings.
Moreover, if there is no standardized procedure for a test and no
standardized way to process the raw data into a meaningful value,
the question remains whether the unstandardized score really ap-
proximates the true value of the construct. Aggression scores that
are calculated with different procedural versions of the same test
become very difficult to compare. Under the assumption that all
these different procedures and analyses are equally capable of
measuring the construct of aggressiveness, it is unclear why so
many versions exist.

We believe that most of the time modifications to the CRTT
have been made in good faith and for valid reasons, for example,
to extend previous findings or to answer novel research questions
(such as which opponent noise pattern elicits more aggressive
responses). Without a doubt, theory-driven modifications of a
method such as the CRTT, with the aim of answering specific
research questions, can contribute to the understanding of psycho-
logical processes and extend the area in which a certain test can be
applied. However, many authors do not explain in detail why they
decided on a specific test procedure or on the aggression score they
calculated from the raw data. In many cases, it is not clear why a
particular score should be more suitable than others to address the
respective research questions. Sometimes, the decision to focus on
one of many possible scores seems to have been made post hoc,
not prior to data collection. Our concern is not that changes to the
structural aspects of the CRTT will render it useless but that it
might tap into different constructs and that the results will have to
be interpreted accordingly.

Reactivity

Participants can hear (and see) their opponents’ settings and are
likely to react to this in their own choice of volume and/or
duration. While most researchers use preset randomized settings,
they do not use the same pattern in all studies. Without a stan-
dardized noise pattern, participants of different studies will most
likely receive different noise blasts by their opponent, which might
cause variations in their settings.

Even with a standardized preset pattern of wins/losses and
noise intensities, it is likely that the alleged opponent’s re-
sponses have an effect on the behavior and/or motives (e.g.,
retaliation) of the participants. This can lead to a lack of item
homogeneity, as it is possible that not all trials actually measure
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the same variable (i.e., the same behavior). Researchers using
the CRTT have approached this problem with different ratio-
nales, e.g., by focusing on the first trial, as it is the only
nonreciprocal data point in the test’s one-phase version (Bush-
man & Baumeister, 1998) or because it is the first chance to
retaliate in the two-phase version (Anderson et al., 2004). In the
latter study, the authors used two different noise patterns (am-
biguous and increasing) to show that, in fact, there is an effect
on the participants’ responses. However, the impact of trial
outcome and intensity patterns is usually not controlled for, and
to our knowledge, no one has ever systematically checked how
much intra- and interindividual variance can be explained just
by the opponent’s volume and/or duration settings.

Research Questions

Until now, there has been no study that addresses the aforemen-
tioned objectivity issues by systematically comparing the different
analysis procedures for the CRTT. To address this gap in the
literature, we used data from three separate studies that were
conducted independently of each other by the authors of this
article, and all used the CRTT as their measure of aggression.

The three experiments were selected because they all studied digital
games as a potential cause of aggressive behavior. Media violence is
a research field in which the CRTT is particularly popular (Anderson
et al., 2010). There is a fairly large body of research indicating that
this stimulus does cause differentials in CRTT scores. In fact, all but
two of the studies that we cited in the section on standardization
investigated effects of violence in digital games on postplay aggres-
sion. In addition, the authors of this article were involved in these
studies and thus had full access to the raw data. Each study was
conducted separately and two different research groups were involved
in the studies: The second author of this article was in charge of data
collection and the original analysis of Study 1 (Mohseni, 2013), the
first author did the same for Study 2 (Elson, Breuer, Van Looy, Kneer,
& Quandt, 2013), and the third and fourth authors were responsible
for Study 3 (Breuer, Scharkow, & Quandt, in press). Originally, the
studies were conducted to investigate the effects of media violence
and not to evaluate the CRTT.

The results presented in this article come from a secondary
analysis of the data of these three studies. We want to stress that
this article is not concerned with the original hypotheses and
results of each study, and it was not our aim to replicate effects
across studies. In this article, we are interested in the issues of
standardization and reactivity associated with the CRTT. Hence,
we do not want to compare effects across studies but investigate
whether different analysis procedures lead to different results
within each study.

More specifically, we wanted to answer the following research
questions:

RQ1. Do measures of volume and duration converge?

RQ2. Do different methods to calculate CRTT aggression
scores yield comparable results?

RQ3. Do the settings of the simulated opponent explain parts
of the variance in the settings of the participants?

Study Descriptions

In this section, we briefly describe the methods, materials,
samples, and procedures for each of the three studies, as well as
their main findings. The following section will only describe the meth-
ods of each study with a special focus on the version of the CRTT
that was used. Readers interested in the results of the original
studies should refer to the online supplemental materials or the
individual publications (Breuer et al., in press; Elson et al., 2013;
Mohseni, 2013).

Study 1

This study (Mohseni, 2013) addressed the question whether
situations of violent helping behavior in digital role-playing games
increase aggressiveness and helpfulness outside the game.

Stimulus materials and measures. To answer this question,
two independent variables, namely, in-game violence and in-game
help, were created by modifying the role-playing game The Elder
Scrolls IV: Oblivion (Bethesda Game Studios, 2006). Participants
had to solve a quest in the game either by using violence or by
stealthily traversing the map (violent vs. nonviolent). The quest
was either framed as helping behavior (quest giver had to be
saved) or as a treasure hunt. Participants were assigned to one of
four conditions: “rescue” (helping with violence), “kill” (violence
only), “help” (helping only), and “treasure hunt” (no helping and
no violence).

Aggressive behavior was measured with Bushman and Baumeis-
ter’s (1998) version of the CRTT: The Competitive Reaction Task
Reward & Punish (Version 3.2.5). Participants were able to set the
volume and duration. Volume was calibrated using Bruel & Kjaers
Sound Pressure Level Meter Type 2232, resulting in settings from 1
(55 dB) to 10 (95 dB). Participants could also choose a setting of 0
(0 dB). A win/loss pattern (12/13 trials) and the opponent’s settings
(increasing noise intensities over time) were predefined for all partic-
ipants. Since Giancola and Zeichner (1995b) found that men are more
likely to express aggression in intensity, while women are more likely
to use duration, the measure for aggressive behavior in this study was
the volume setting in the first round for male participants, and the
duration setting in the first round for females.1 The Aggressive Mo-
tives Scale (AMS; Anderson & Murphy, 2003; Anderson et al., 2004)
is supposed to measure instrumental aggression (two items) and
revengeful aggression (four items) during the CRTT and was used to
assess the participants’ motives. Helping behavior was assessed as the
willingness to assist in another experiment (Greitemeyer & Osswald,
2010).

Procedure and sample. Before entering the lab, participants
met a male confederate who was supposedly waiting for the
experiment to start. The experimenter led the confederate to his
cabin first and told him to wait for a second experimenter. After
that, the participant was brought to a cabin and asked to sign an
informed consent form. Participants were then taught how to play
the CRTT, as recommended by Anderson et al. (2007, p. 65).
Directly after that, participants started playing one version of
Oblivion (see above). When the quest was solved, the experi-

1 It should be noted, however, that Giancola and Zeichner found this sex
difference for electroshocks and not noise blasts. Whether these two stimuli
can be equated as aggressive measures remains subject to further research.
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menter returned and told the participant that his opponent was
ready so that the CRTT may now begin. After the CRTT, partic-
ipants filled out several questionnaires. At the end of the experi-
ment, participants were thanked, debriefed, and those who did not
participate for course credit received a monetary compensation of
€10 (about $13).

Participants (N � 216; 188 males and 28 females)2 were
German bachelor and master students from different faculties.
The largest proportion of participants majored in cognitive science
(12.6%), psychology (7.5%), and law (5.6%). Mean age in the
sample was M � 23.48 years (SD � 3.21). Due to language
problems and a technical issue, data from two male participants
had to be discarded from further analyses, leaving a total of 214
participants distributed over all four game conditions (53 in the
“rescue” and “kill” conditions, 54 in the “help” and “treasure hunt”
conditions).

Study 2

While Study 1 was more concerned with violence and helping as
a means to reach a goal, in the second experiment (Elson et al.,
2013) displays of violence and the game speed of a first-person
shooter were manipulated to assess their effects on aggressive
behavior.

Stimulus material and measures. Two features of the game
Unreal Tournament 3 (Epic Games, 2007) were modified: displays
of violence and game speed. Game speed was either set to the
default value of 100% (normal speed) or to 140% (high speed). In
the violent conditions, players wielded a grenade launcher and
shooting opponents led to a gory death animation. In the nonvio-
lent conditions, participants used a tennis-ball shooting Nerf gun.
Aggressive behavior was measured with the standardized version
of the CRTT with volume and duration settings (Ferguson et al.,
2008) using the experiment software Presentation (Neurobehav-
ioral Systems, 2010). However, instead of using dB values, the
range of volume was determined in a prestudy in which 15 par-
ticipants were asked to select a volume level on the Windows
sound settings that was “almost unbearable.” Taking that value as
the maximum, the volume was scaled down linearly, resulting in
settings from 1 to 10. The win/loss pattern (12/13 trials) and
opponent settings were randomized for each participant. The mean
of Volume � Duration over all trials was used as the measure for
aggressive behavior.

Additionally, physiological arousal was measured by four dif-
ferent parameters. Two measures assessed autonomic responses:
heart rate (HR) and skin conductance level (SCL). Two others
were behavioral indicators: body movement and pressure exerted
on mouse and keyboard.

Procedure and sample. Participants were assigned to one of
four conditions (nonviolent vs. violent, normal- vs. high-speed).
After entering the lab and signing the informed consent form,
participants received a short briefing about the game’s controls and
objectives. After they finished three warm-up rounds, the experi-
menter started the main playing session that lasted 12 min. After-
ward, participants were told that the second part of the experiment
was about to begin, in which they would play 25 rounds of a
reaction time game against a participant in another laboratory.
Instructions were also presented on the computer screen before the
first trial. After completing the CRTT, participants were thanked

and debriefed. As an incentive, 40 computer games were raffled
among the participants after completion of data collection.

Participants (N � 87; 60 males and 27 females) were under-
graduate (79.4%) and graduate (4.6%) students from two large
German universities and high school graduates (12.6%) who were
about to enroll as university students. All participants were re-
cruited via the online recruitment tool Cortex (Elson & Bente,
2009) and 3.4% did not indicate their current occupation. Univer-
sity students were recruited via mailing lists and came from
different fields, the largest proportion being communication
(20.7%) and psychology (13.8%). Mean age of the participants
was M � 26.07 years (SD � 5.87). Due to technical difficulties,
data from three participants had to be discarded from further
analyses, leaving a total of 84, evenly distributed over all four
game conditions (21 each).

Study 3

The third study (Breuer et al., in press) was originally conducted
to test the frustration-aggression hypothesis (Berkowitz, 1989) in
the domain of video games. Specifically, this study investigated
effects of winning/losing and opponent behavior in a co-located
multiplayer sports video game on negative emotions and aggres-
sion.

Stimulus material and measures. Participants played a
match of the soccer video game 2010 FIFA World Cup South
Africa (EA Canada, 2010) against a male confederate with sub-
stantial practice. The confederate was instructed to either win or
lose against the participant and to either be friendly and helpful or
to (mildly) trash-talk while playing. The trash-talking was not
scripted, as it was meant to be adaptive. The confederate was
provided with a list of sample phrases that he was free to combine
and adapt according to the course of the game. Sample statements
included ironical remarks such as “nice pass,” or snarky comments
such as “that was easy.”

The version of the CRTT used in this study differed from those
used in Studies 1 and 2 in several aspects. To provide the partic-
ipants with an appropriate target for their aggression, participants
in Study 3 were told that they would play the CRTT against the
same person against whom they had played the soccer console
game. Instead of an auditory cue, participants had to react to a
visual cue displayed on-screen in order to address the issue of the
noise blasts being a potential means to reduce the reaction time of
the opponent (Adachi & Willoughby, 2011). If they won a trial,
participants could choose the duration of blasts, ranging from 1–9
s, using the corresponding number keys on a keyboard. There were
a total of 10 trials and the sequence of winning and losing trials
(five each), as well as the opponent’s settings, were randomized
individually for each participant. The volume setting was excluded
because Ferguson and Rueda (2009) reported insufficient correla-
tions between duration and intensity in their CRTT validation
study, and duration (in seconds) was believed to be a more intu-
itively comprehensible unit for all participants. A very unpleasant
noise level was determined in a small prestudy with five partici-
pants. This volume level was held constant in all trials. The

2 In the original study, data of the female subsample were not used for
analysis. Therefore, results presented here may differ from results of the
original study.
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duration setting of the first trial was used as the measure for
aggressive behavior. Afterward, the CRTT participants also com-
pleted a brief questionnaire that included items on negative emo-
tions. Negative emotions were measured by four items from the
German translation (Krohne, Egloff, Kohlmann, & Tausch, 1996)
of the Positive Affect Negative Affect Schedule (Watson, Clark, &
Tellegen, 1988).

Procedure and sample. Upon arrival at the laboratory, each
participant gave their informed consent and was asked whether he
or she had any experience playing 2010 FIFA World Cup South
Africa on the Xbox 360 console. If the participant did not have any
experience with the game, he or she played a practice session
against an easy computer opponent for 5 min.

Following the practice phase, participants played a 2 � 5 min
match against the confederate in one of the four conditions. After
the match, the confederate was led into an adjacent room, and
participants were told that they would play a reaction time game
against him. At the end of the experiment, participants were
thanked and those who did not participate for course credit re-
ceived a monetary compensation of €10 (about $13). All partici-
pants were debriefed via e-mail at the end of the data collection
phase to avoid an early uncovering of the role of the confederate
and the purpose of the study.

A total of 91 participants signed up for the experiment using the
Cortex online recruiting tool (Elson & Bente, 2009). The majority
of the sample (80.3%) was bachelor and master students, and most
of them were enrolled for communication (49.9%). The data of 15
participants were excluded from further analysis because of lan-
guage problems, participants having suspicions about the purpose
of the study, knowing the confederate, or the game resulting in a
draw. The mean age of the remaining 76 participants (48 female;
28 male) was M � 22.60 years (SD � 3.20).

Secondary Analysis of the CRTT Data

In order to answer the first research question (RQ1), asking if
volume and duration measures converge, we calculated the corre-
lation between these two variables for Studies 1 and 2. In Study 1,
volume and duration measures for each trial showed a medium-
sized significant correlation (r � .49), p (one-tailed) � .001. The
correlation of average volume and duration measures for each
participant was substantially higher (r � .82), p (one-tailed) �
.001. Study 2 showed a similar medium-sized significant correla-
tion for each trial (r � .46), p (one-tailed) � .001, while the
correlation of average volume and duration measures for each
participant was higher (r � .76), p (one-tailed) � .001.

Convergence of CRTT Scores

Although the correlations per participant were quite high and
show that volume and duration measures are related, they might
not measure the same construct. The results of our comparisons
between different analysis procedures support this notion, as we
show in the remainder of this section. In our comparisons, we
included most of the analysis procedures for the one-phase CRTT
that have been published previously and could be applied to our
data sets.

Naturally, it would have been possible to add even more ag-
gression scores to our analyses or to use them in more advanced

statistical analyses, such as multilevel models or latent growth
models. However, we wanted to test whether the available scoring
techniques are comparable and whether they lead to different
results in the most basic and, in this case, the most common
statistical analyses. Adding yet another method for scoring would
only further complicate any attempt at standardization. For our
comparisons, we only used one independent variable per study.
For Studies 1 and 2, this is violent content; for Study 3, we focused
on the outcome of the game (winning vs. losing). These variables
were selected because they have been previously identified as
causes of aggressive behavior (as reflected by CRTT scores). As
stated before, the aim of this analysis is not to examine the
convergence of the effects of the independent variables on the
CRTT across studies. Instead, we are interested in the variability
of results when using different CRTT scores within each study and
whether this variability can be replicated in studies that differ in
their design.

Study 1. For Study 1, none of the aggression scores calculated
were significantly different between the experimental conditions
(see Table 1). In-game violence only had a small, but nonsignifi-
cant effect on the volume chosen in the first trial. However, it
should be noted that there was a high variability in the indices’
significance levels (from p � .070 to .934).

Study 2. The comparisons for Study 2 show a more ambigu-
ous pattern (see Table 2). With the exception of average volume
after losing, all measures for aggression based on average intensity
(volume and duration) yielded nonsignificant differences between
the experimental conditions with p-values ranging from .045 to
.668. The range of p-values between all indices (including those
not based on averages) was between �.001 and .959. The effect on
volume was mostly larger than on duration, indicating that volume
and duration are at least not equal in terms of their sensitivity to the
effects of stimuli. This difference could not be observed for the
first trial settings, however. Effect sizes ranged from .0 to .39, the
largest being the number of high volume blasts, F(1, 80) � 16.01,
p � .001, � � .39, showing that participants who played a violent
game used volume settings from 8 to 10 more frequently than
those that played a nonviolent game. This suggests that the number
of extreme volume scores does not tap into the same construct as
mean-based scores.

Table 1
Study 1: Effects of In-Game Violence on Different CRTT
Aggression Scores

Aggression score F(1, 210) p �

Mean volume 1.23 .269 .03
Mean volume after wins 1.10 .295 .02
Mean volume after losses 1.06 .303 .02
Mean duration 0.23 .633 .0
Mean duration after wins 0.01 .934 .0
Mean duration after losses 0.59 .443 .0
Mean volume � duration 0.63 .429 .0
Mean volume ��duration 0.83 .364 .0
Mean volume � loge(duration) 2.31 .130 .08
Total high volume settings 0.13 .719 .0
Total high duration settings 0.1 .730 .0
First trial volume 3.31 .070 .10
First trial duration 0.26 .609 .0

Note. CRTT � Competitive Reaction Time Task.
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Mathematically, it seems odd that the significantly larger num-
ber of high volume settings did not cause the mean volume to be
significantly higher. To explain this puzzling finding, we tested
whether there were also differences in the number of low volume
settings (range 1–3). A two-factorial analysis of variance
(ANOVA) revealed a significant effect of violent game playing on
the total of low volume settings, F(1, 80) � 10.57, p � .002, � �
.32, indicating that playing a violent game also led to the more
frequent use of volume settings from 1 to 3. Apparently, high
volume and low volume settings canceled themselves out, result-
ing in nonsignificant mean differences.

Study 3. Since participants were only able to set duration in
Study 3, we could use only six out of 13 analysis procedures (see
Table 3). While there were small effects of losing on mean
duration and mean duration after wins, they were both nonsignif-
icant. The only significant effect of game outcome was on duration
settings in the first trial (� � .20, p � .043). Participants who lost
against the confederate on average chose longer durations. The
remaining aggression scores yielded small effects ranging from
� � .09 to .15, with p-values between .096 and .212.

Convergence of the different scores. Looking at the compar-
isons of analysis procedures for each study, the answer to the
second research question (RQ2), asking whether different methods
to calculate CRTT scores produce comparable results, has to be
negative. Effect sizes ranged from � � .0 to .10 in Study 1, .0 to
.39 in Study 2, and .09 to .20 in Study 3. As effect sizes are not the
same for all analysis methods, it seems that the calculation of
different aggression scores can lead to results that are substantially
different from each other; in one case, even diametrically opposed.
For example, depending on which aggression score is calculated
(and reported) with the data from Study 2, results could provide
evidence that playing a violent digital game increases postplay
aggressive behavior (number of high volume settings), decreases it
(number of low volume settings), or has no effect at all (most other
indicators). We also found inconsistencies in Study 3, with one
variant yielding a significant effect, while five others did not. Note
that Study 1, having the largest N by far, yielded the most consis-
tent effect sizes. This could indicate an issue with precision in the
CRTT, meaning that the test is prone to producing false-positive

significant differences when conducted with small to medium
samples as is common practice in experimental psychology (see
Simmons et al., 2011). However, even in Study 1 there was a large
variability in p-values from .070 to .934.

While none of the scores in Study 1 reached the criterion of
significance, using the methodological flexibility procedures dis-
cussed by Simmons et al. (2011), such as adding or removing a
small number of participants or controlling for simple covariates
(e.g., age), some of the findings could easily become significant.
Not only are those practices relatively common in psychological
research (John, Loewenstein, & Prelec, 2012), statistically signif-
icant findings also dramatically increase the likelihood of publi-
cation, resulting in a peculiar prevalence of p-values just below .05
(Masicampo & Lalande, 2012), particularly in controversial fields
with major social implications, such as media violence (Ioannidis,
2005). Of course, we do not wish to imply that aggression research
(or other psychological research) is invalid on these grounds, but
want to express our concern that the unstandardized use of the
CRTT might increase the likelihood of finding (and publishing)
significant effects when, in fact, there are none.

Reactivity

To answer the third research question (RQ3), asking whether the
settings of the simulated opponent can explain parts of the variance
in the settings chosen by the participants, we regressed the partic-
ipants’ volume and duration settings on the results of the previous
trial (win/loss, volume and duration of the noise blast received). As
win/loss pattern and opponent’s intensity settings were identical
for all participants in Study 1, we analyzed the intraindividual
variation of all respondents across 25 trials for this study by
regressing the participants’ settings in every trial on the settings of
the opponent in the previous trial. On average, the explained
variance in the respondents’ settings was R2 � .39 (SD � .25) for
volume and R2 � .32 (SD � .21) for duration. Effectively, this
means that about one third of all variance in the CRTT data could
be explained solely by the opponent’s settings in the previous
round. Compared to Studies 1 and 3, the amount of variance
explained just by trial outcome and the opponent’s settings of the
previous round was a lot smaller in Study 2: R2 � .13 (SD � .09)
for participant’s volume settings and R2 � .16 (SD � .12) for
duration settings. In Study 3, both outcome and noise duration
were randomized in every trial individually for each participant.
As the settings of the opponent were only displayed after loss
trials, we could only estimate the amount of variance explained by
the opponent’s settings for these trials. The results were very

Table 3
Study 3: Effects of Game Outcome on Different CRTT
Aggression Scores

Aggression score F(1, 72) p �

Mean duration 2.84 .096 .15
Mean loge(duration) 2.79 .099 .15
Mean duration after wins 2.84 .096 .15
Mean duration after losses 1.63 .205 .09
Sum high duration settings 1.58 .212 .09
First trial duration 4.24 .043 .20

Note. CRTT � Competitive Reaction Time Task.

Table 2
Study 2: Effects of Displayed Violence on Different CRTT
Aggression Scores

Aggression score F(1, 80) p �

Mean volume 3.28 .074 .16
Mean volume after wins 1.46 .230 .07
Mean volume after losses 4.14 .045 .19
Mean duration 0.95 .334 .0
Mean duration after wins 0.19 .668 .0
Mean duration after losses 1.74 .191 .09
Mean volume � duration 2.78 .099 .14
Mean volume � �duration 2.77 .100 .14
Mean volume � loge(duration) 2.17 .144 .12
Sum high volume settings 16.01 �.001 .39
Sum high duration settings 0.17 .685 .0
First trial volume 0.08 .779 .0
First trial duration 0.01 .959 .0

Note. CRTT � Competitive Reaction Time Task.
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similar to those of Study 1, with an average of R2 � .41 (SD � .32)
of explained variance in the participants’ duration settings (after
loss trials).

To further investigate whether there would be differences in the
participants’ reactivity depending on the outcome of a previous
round, we conducted separate regression analyses for trials after
rounds won versus rounds lost (see Table 4) for Studies 1 and 2.
Study 3 was excluded from this comparison as the opponent
settings were not displayed when a participant won a round. As in
our previous analyses, there were large differences in the reactivity
between Studies 1 and 2. More important, there was an influence
of opponent settings independent of the outcome of the previous
round, with slightly inconsistent R2s ranging from .34 to .47 for
Study 1, and .16 to .22 for Study 2.

Of course, the reactivity problem might even be more complex,
as these analyses only accounted for the settings of the previous
round on the next one. It is certainly possible that the opponent’s
settings also produced changes in reactivity in subsequent rounds.

Motives

The issue of reactivity also opens up additional questions about
what influences the participants’ settings in the CRTT. As men-
tioned above, other studies found differences in responses depend-
ing on the characteristics of the noise pattern. However, there have
only been a few attempts to identify what causes those reactions,
such as personality traits or emotional states. We believe that
motivations to aggress also play a major role here, as these
motivations could be influenced by violent media content, person-
ality traits, and the behavior of the opponent.

Participants in the first study were asked about their motivations
during the CRTT. We used these data to determine the amount of
variance in the participants’ settings explained by different mo-
tives. While the AMS is supposed to measure the motives of
instrumental and revengeful aggression, the phrasing of the items
is open to alternative interpretations. For instance, the first item of
the instrumental aggression scale, “I wanted to impair my oppo-
nent’s performance in order to win more,” could measure a non-
aggressive competition motive, while the second item, “I wanted
to control my opponent’s level of responses,” could tap into the
motive to control or manipulate the opponent. Within the revenge-
ful aggression scale, the two items, “I wanted to pay back my
opponent for the noise levels he or she set” and “I wanted to blast him
or her harder than he or she blasted me,” do seem to measure a
motive for revenge, but the other two, “I wanted to make my
opponent mad” and “I wanted to hurt my opponent,” could mea-

sure a form of aggression that has nothing to do with revenge.
Additionally, a scale intercorrelation of up to r � .49 (Anderson et
al., 2004) may indicate that the AMS only measures one single
construct.

As the factorial structure by Anderson and Murphy (2003) could
not be replicated (since the two items of the instrumental aggres-
sion subscale correlated negatively), all items were subjected to a
principal component analysis (PCA) with orthogonal rotation,3

which revealed two different factors. The first consisted of three
items (impair performance, make mad, hurt), and the second
consisted of two (control response, pay back), leaving one item
that loaded on both factors (blast harder). The first factor seems to
reflect the motive of aggression and competition, while the second
seems to reflect retaliation and control. Accordingly, these factors
cannot be interpreted as individual motives. They are still useful
for predicting aggression scores though, especially since using all
items together in a single linear regression model would very
likely lead to issues of multicollinearity.

Theoretically, the motives could both moderate and mediate
the effect of any independent variable on the CRTT scores. As
the wording of the AMS items clearly shows, some or even most
of the motives have a trait component. There are people who are
generally more likely to (re)act aggressively or to retaliate. The
overlap with influential personality traits, such as trait aggression,
would speak for the motives being moderators. At the same time,
the motivations also have state components as they can be influ-
enced by both the treatment (e.g., retaliation in the case of a rude
opponent in Study 3) and the CRTT itself (settings chosen by the
opponent; see section on reactivity). For example, aggressive
motives should be more prominent in aggressive conditions and
result in higher CRTT scores, while nonaggressive motives should
be more prominent in nonaggressive conditions and result in lower
CRTT scores.

Regressing the motives on “mean volume � duration” in Study
1, both factors led to higher mean settings, explaining 47% of the
variance (see Table 5).

The first factor also predicted higher settings in the first trial,
whereas the second was not significant here. In this case, both
factors explained 26% of the variance (see Table 6). Although
there was no interaction between the effects of experimental con-
ditions and motives, this does not necessarily mean that the mo-
tives were not influenced by any of the independent variables. As
our data show, these motives can have a large impact on CRTT
scores. However, further research is needed to investigate system-
atically whether the AMS really measures motives (as they are
assessed post hoc), whether other motives could play a role (e.g.,
conformity or social desirability), and in which way other variables
(e.g., personality traits, or experimental stimuli) possibly influence
these motives.

3 Conducting a principal axis factoring instead of a PCA and/or using
oblique instead of orthogonal rotation, led to the exact same factor structure
(with some items loading lower on their corresponding factor in cases of
the PAF, and with small interfactor correlations of r � .12 in cases of
oblique rotation).

Table 4
Effects of Opponent’s Settings on Participant’s Settings by
Outcome of the Previous Round

Participant settings
Previous

round outcome

R2

Study 1 Study 2

M SD M SD

Volume Win .39 .25 .21 .17
Lose .47 .27 .16 .13

Duration Win .34 .22 .22 .18
Lose .39 .24 .18 .16
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Discussion

Our results show that modifications to the CRTT test procedure
result in different assessments of behavior. For example, whether
zero is included as an option for participants to set their intensity
and whether the pattern of opponent settings is increasing or
ambiguous, might lead to very different findings, even if the
studies are otherwise similar. While it might seem trivial that
different versions of a test yield different results, this is a major
problem in the case of the CRTT as it is being used widely, and as
there is still no thoroughly validated standardized test procedure.

Methodologically even more problematic, however, are the dif-
ferences among analyses of the raw data collected with the CRTT.
The choice of a calculation method for aggression scores can
severely influence the significance, size, or even direction of an
effect. Our data could support different hypotheses about the
effects of our stimuli, by either deliberately omitting some of the
results, or just by picking one aggression score at random.

Furthermore, our findings suggest that volume and duration do
not measure the same construct, although they clearly seem to be
related. This does not necessarily constitute a problem with the
CRTT. In fact, we would consider it a benefit if the CRTT
captured different (sub) dimensions of aggressive behavior. How-
ever, no attempts to systematically disambiguate the different
latent variables supposedly measured by volume and duration have
been made thus far. Using the electroshock variant of the CRTT,
Verona, Reed, Curtin, and Pole (2007) defined shock intensity as
overt and shock duration as covert aggression and found differen-
tial use of the two settings between men and women (see also
Giancola & Zeichner, 1995b; Ritter & Eslea, 2005). Whether these
initial results also apply to the noise blast version of the CRTT,
however, has yet to be tested. Thus, sex could be a further variable
to be considered when using the CRTT.4 The main concern of the
present study is to compare different CRTT scores within the
studies. The proportion of men and women in each study could
explain the differences in effect sizes across studies, but not the
variability within each one. The results presented in this article
support the question raised by Ferguson et al. (2008), asking
whether the CRTT should be used in aggression research at all. In
order to find a definitive answer to this question, however, further
studies evaluating the objectivity, reliability, and validity of the
CRTT are necessary.

The practical implications of our results are that one has to
consider and interpret findings of studies in which the CRTT is
used with extreme caution, particularly when detailed reasons for
any modification are not provided. We do not want to suggest that
the consumption of drugs, alcohol, and violent media does not
induce or increase aggressiveness. In fact, we believe that any
research looking into causes of human aggression is of high

relevance, as long as the results are reliable. The problems asso-
ciated with the use of the CRTT, however, can seriously diminish
the credibility and significance of any laboratory research on
aggression.

Of course, our research has its own limitations that should be
acknowledged. First, only data sets from three studies were avail-
able to us, while the number of experiments using the CRTT is
much larger. Replicating our comparisons with more and possibly
even larger data sets could help to identify a potential bias in the
different ways used to process raw CRTT data.5

Another limitation is that all three studies used digital games as
stimuli to elicit aggression. The consolidation of our findings
would require supplemental analyses of data sets from studies that
investigate other possible sources of aggression. Ironically, the
three studies presented in this article all employed different ver-
sions of the CRTT. For Study 1, Version 3.25 of the Competitive
Reaction Task Reward & Punish by Bushman and Baumeister
(1998) was used. Study 2 used the standardized version suggested
by Ferguson et al. (2008). Study 3 made modifications to Fergu-
son’s version due to the nature of the research questions and
hypotheses, although one might argue that the exclusion of volume
was not directly justified by the research interest. The choice to
only use duration was mainly made for practical reasons, such as
the problem of proper calibration (see section on calibration and
scaling below). All three studies also originally used different
scores as the measure for aggressive behavior (first trial volume
and duration, mean volume and duration). An ideal comparison
among the studies would make sure that they all used the same
(standardized) version of the CRTT. However, the differences in
this set of studies also reflects the current practice of research
using the CRTT and suggests that differences in CRTT procedure
(e.g., noise pattern) might cause differences in the results.

Despite various problems with the CRTT and its analysis, there
are currently no suitable alternatives for a behavioral measure of
aggression that can be used in laboratory research with adult
participants. Some scholars consider the Hot Sauce Paradigm
(HSP; Lieberman, Solomon, Greenberg, & McGregor, 1999) to be
a better measure (Adachi & Willoughby, 2011). However, a sys-
tematic validation of this test has only begun quite recently (e.g.,
Beier & Kutzner, 2012).

If we do not want to abandon laboratory research on aggressive
behavior altogether, we have to find ways to deal with the prob-
lems of available tests. The following two sections are meant to

4 A systematic examination of sex differences could not be made with
the three data sets available to us, as the ratios across sex and the study
designs differed too much between the studies.

5 Authors willing to share their CRTT raw data with us for further
analysis are welcome to contact the first author of this article.

Table 5
Study 1: Effects of Motives on Mean Volume � Duration

Factor B SE B � p

1 8.34 0.639 .65 �.001
2 2.66 0.639 .21 �.001

Note. R2 � .47 (p � .001), R2
adjusted � .47, variance inflation factor �

1.00.

Table 6
Study 1: Effects of Motives on First Trial Volume � Duration

Factor B SE B � p

1 5.26 0.616 .51 �.001
2 �0.56 0.616 �.05 .366

Note. R2 � .26 (p � .001), R2
adjusted � .25, variance inflation factor �

1.00.
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provide some recommendations on how to use the CRTT in future
studies and offer suggestions on how it might be improved upon or
complemented by other methods. In the first section, we present
recommendations for the future use of the CRTT based on the
findings of the present study, while the second part is concerned
with general advice from previous studies and our own consider-
ations.

Recommendations Based on Our Findings

Based on our findings, we want to provide guidelines for re-
searchers studying aggressive behavior in the laboratory. Follow-
ing the structure of the article, we offer suggestions on how to
address issues of standardization and how to control reactivity
problems.

Standardization

At this point it is impossible to say which CRTT variant is the
“right one.” We recommend defaulting to the standardized version
of the CRTT suggested by Ferguson et al. (2008), simply because
it is relatively close to the original CRTT by Taylor (1967),
without having the ethical problem of using electroshocks. Of
course, without proper validation, any variant is technically as
good as the next one. Nonetheless, we still think the version
suggested by Ferguson et al. (2008) provides a good starting point,
as its authors were the first who explicitly called for standardiza-
tion and suggested a “standard operating procedure.” If there are
reasons for modifications, researchers should provide these and
explain the benefits of their changes in detail. In keeping with the
suggestions of Simmons et al. (2011), authors should ideally also
explain if and how the results of their studies could differ using the
standardized version of the CRTT.

With regard to the analysis, there is no definitive answer to the
question of how to calculate aggression scores, or whether differ-
ent scores might measure different types of aggression, as long as
none of them have been properly validated. As it seems that
volume and duration do not measure the exact same construct, it is
advisable to consider them as separate measures for related sub-
dimensions of aggression. If researchers are interested in measur-
ing unprovoked aggression, they should also look at the settings in
the first trial. Those studying provoked aggression or retaliation,
on the other hand, should focus on all trials except the first one.

We are aware that modifications to established methods (e.g.,
the Stroop test) for new research questions are not uncommon in
psychological science. However, we see two major differences
compared to the use of the CRTT: First, the modifications being
made are rarely theory-driven. Often, new variants seem to include
arbitrary changes that are neither explained nor justified on the
grounds of new research questions. Second, many of the variations
of the CRTT are generalized to real-world acts of aggression,
although there are no data supporting the external validity for any
one of them. We believe that before a laboratory procedure is
modified to answer particular research questions, there should be
compelling evidence for sound psychometric properties of a “base
version” of that procedure from which the variations can be
derived. This is particularly true when researching a clinical topic
that is highly relevant for society, such as aggression.

Reactivity

Should researchers decide to use all trials, they should analyze
and report how much of the variance in the participants’ settings
can be explained by the settings of the opponent in the previous
round. We do not necessarily consider reactivity a major problem,
as it confirms that, in principle, the CRTT measures some kind of
reciprocal behavior by the participant. One should not forget,
however, that the opponent noise pattern is pregenerated and does
not adapt to participants’ settings, meaning that it is arguably not
reciprocal and, hence, artificial and not very human-like. The
reactivity might also become an issue when investigating the
effects of antecedent stimuli, as they could potentially interact with
reactivity effects, or even be superimposed by them. As this is the
nature of the CRTT (with the exception of the first trial), we
strongly recommend reporting the magnitude of the reactivity in a
similar fashion as in this article.

To understand why participants chose their settings, the CRTT
should be followed by an assessment of the participants’ motiva-
tions, such as the AMS (Anderson & Murphy, 2003), although it
remains unclear if this measurement of intentions is influenced by
the CRTT itself. The AMS should be extended to assess more
motives, such as conformity, deescalation, or schadenfreude, as
these could also play a role. Studies on provoked/motivated ag-
gression (e.g., the frustration-aggression hypothesis) should pro-
vide participants with an appropriate target for their aggression
(e.g., another participant or confederate who provokes them).
Using identical patterns of wins/losses and opponent settings for
all participants is another important measure to address standard-
ization and reactivity issues. We would even go one step further
and endorse a standardized pattern for all studies using the CRTT
(unless, of course, the pattern is being manipulated as an indepen-
dent variable), as we consider this a part of the test material that
should not introduce an uncontrolled source of variance.

General Recommendations

Nonaggressive Options

If zero settings as a nonaggressive option for participants are
included, considering how to properly treat them in the statistical
analyses is paramount. However, we remain skeptical whether
zero settings can actually be included without skewing mean-based
aggression scores in further analyses, and therefore recommend
using settings from 1 to 10. Instead of zero settings, following the
suggestions of Tedeschi and Felson (1994), we advocate including
other nonaggressive alternatives, such as options to interact with
the alleged opponent or to revoke any exposure to a potentially
aggressive situation (i.e., the option to avoid or abort the CRTT).

Calibration and Scaling

Another general issue of the CRTT’s standardization concerns is
its calibration and scaling. Typically, noise intensity can be set on
a scale from 1 to 10 in steps of 5 dB, ranging from 50 to 95 dB,
but sometimes up to 115 dB. Some versions of the test also offer
the additional option of setting the volume to zero (0 dB). The
decibel scale, however, is a questionable choice for scaling noise
intensity for two reasons: first, standardizing dB levels in all types
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of headphones is highly susceptible to interference due to vari-
ances in the sound card producing, the headphone speaker playing,
and the volume meter recording the noise. Second, it appears that
most scholars using the CRTT consider the available intensity
settings from 0 to 10 to reflect linear intervals in the volume and
its unpleasantness for humans. However, decibel is a logarithmic
unit. For example, the increase in discomfort from 50 to 55 dB is
substantially smaller than the one from 90 to 95 dB. Moreover, the
“maximum unpleasantness” varies greatly between studies, from
95 dB (a subway train at a distance of 60 m) to 115 dB (a rock
concert); the latter actually being four times louder than the for-
mer. Without any preceding transformation of the data into a linear
scale, the assumption of equidistance between levels of noise and
unpleasantness can lead to a misestimation of resulting aggression
scores.

Ideally, volume should be calibrated using high quality level
meters (e.g., Bruel & Kjaer Type 2232). For calibration, sone
should be preferred over decibels, as it is a better approximation of
perceived loudness. The typical range of 55–95 dB roughly equals
5–105 sone. If it is not possible to calibrate in sone, decibels can
be transformed to approximate perceived loudness as follows: x �
2�L/10, where x is the difference in loudness and �L is the differ-
ence in volume. For example, compared to 50 dB, 55 dB (�L � 5)
is perceived to be 1.4 times, 60 dB (�L � 10) 2.0 times, and 95 dB
(�L � 45) 22.6 times louder. Calibrating headphones is tricky, as
there exists no standardized calibration distance. Normally, deci-
bels are measured with a distance of 1 m (�3.3 feet) from the
source of the sound. However, this is of little practical use in the
case of headphones. We therefore suggest putting the volume
meter as close to the headphone as the human ear would be.

Validity

While some authors found proof for the convergent and dis-
criminant validity of the CRTT (Anderson & Bushman, 1997;
Carnagey & Anderson, 2005; Giancola & Chermack, 1998), others
did not (Ferguson, 2007; Ferguson & Rueda, 2009; Ferguson et al.,
2008; Tedeschi & Quigley, 1996, 2000). This dissent is not so
much based on different findings as it is on different convictions
about which findings, indicators, or forms of validation are suit-
able to prove validity. For instance, some authors (e.g., Giancola &
Chermack, 1998) believe that because aggressive persons score
higher in the CRTT than nonaggressive persons, this would indi-
cate the external validity of the test. According to Tedeschi and
Quigley (2000), the reasoning behind this form of validation is that
“If aggressive people produce behavior A more often than nonag-
gressive people outside the laboratory, and aggressive people
produce behavior B more often than nonaggressive people inside
the laboratory, then A � B” (p. 133). Specifically, if aggressive
people behave violently more often than nonaggressive people in
the “real world,” and aggressive people give higher noise blasts
than nonaggressive people when using the CRTT in the lab, then
the noise blast intensity should be an indicator of violent behav-
iors. However, according to Tedeschi and Quigley, this conclusion
constitutes a logical fallacy, which they illustrated with another
example: High temperatures cause people to drink more fluids
outside a laboratory and to rate others more negatively inside a
laboratory. However, this does not allow the conclusion that drink-

ing more fluids is the same kind of behavior as giving negative
ratings.

In their extensive literature review of clinical and research
aggression instruments, Suris et al. (2004) were unable to find a
construct validation study for the CRTT. A recent lab–field com-
parison from 82 meta-analyses by Mitchell (2012) raises further
concerns about the external validity of laboratory aggression re-
search in comparison to other areas of psychological research,
particularly industrial-organizational psychology.6

In line with Tedeschi and Felson (1994), we are convinced that
an intent to harm (physically or otherwise) is a necessary and
indispensable precondition for every form of aggressive behavior.
Therefore, the main problem of all aggression measures is how to
ensure that participants really have the intent to harm. Within the
CRTT, plausible nonaggressive explanations for administering
strong noise blasts could, e.g., be (a) falling for the cover story or
(b) the desire to satisfy the experimenter and, thus, the demand
characteristics of the test, especially if there is no nonaggressive
option (Ritter & Eslea, 2005). Motive(s) determining the strategy
in the CRTT procedure can also lead to very different reactions to
the opponent’s noise pattern. The underlying strategy or motive
essentially determines the response pattern in laboratory measures
of aggression. We believe it is paramount to gather evidence for
the CRTT’s construct validity in order to satisfy the definition of
aggression and to ensure that participants actually have the intent
to harm their alleged opponents. Asking participants about their
intentions right after the CRTT with the AMS (Anderson &
Murphy, 2003) has its limitations due to their retrospective nature
and possible biases, such as social desirability. Therefore, valida-
tion studies in which participants’ intentions are uncovered outside
of an experimental situation should be given preference. This
could be achieved by a study similar to Beier and Kutzner’s (2012)
validation of the Hot Sauce Paradigm (Lieberman et al., 1999) and
with the inclusion of (additional) qualitative methods, such as
interviews.

If the CRTT is used in experimental studies that are not (exclu-
sively) designed to evaluate the validity of the test, researchers
should include additional (ideally validated) measures of aggres-
siveness to investigate convergent and discriminant validity. To
ensure that differences between experimental groups observed
with the CRTT can be interpreted accurately, measurement of
aggressive personality traits and pre-post designs can be viable
solutions (Valadez & Ferguson, 2012), although pre-post designs
could again introduce the problem of sensitization and contami-
nation of the second measurement.

A further validation instrument could be physiological re-
sponses to the CRTT. In many studies that investigate causes of
aggression, arousal indicators (most often galvanic skin response
and heart rate) are frequently recorded during the stimulus expo-
sure but not during the CRTT. Physiological responses could
contribute to the test’s validity, as more aggressive participants
should show increased arousal (Zillmann, 1983). This would also
help to uncover which events (losing a round, receiving or setting
noise blasts) in the CRTT are particularly agitating, although

6 Although it should be mentioned that there are domains (e.g., gender-
focused comparisons) in which matters seem even worse.
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naturally, physiological measurements do not allow drawing con-
clusions about an intention to hurt.

To summarize the order in which our recommendations should
be considered, we created a flowchart (see Figure 1).

Conclusions

Our study provides empirical evidence that the CRTT suffers
from several objectivity issues, in particular a lack of standardiza-
tion. This can lead to inaccurate statements about the effects of
various stimuli used in aggression research, such as violent media
or alcohol. However, this article only addresses problems associ-
ated with the objectivity of the test. Despite the impact that this has
on the significance of laboratory research on aggression, we be-
lieve that a satisfying solution to the problem of objectivity is
feasible. Based on our own findings and previous methodological
work on the CRTT, we can draw three main conclusions:

1. The results of studies that use the CRTT and meta-
analyses that include these have to be interpreted with
great caution. Moreover, given the questionable external
validity of the test, researchers should be careful when
they generalize results to situations outside the lab or

make inferences about potential long-term effects to the
point of public health issues.

2. Scholars who still want to use the CRTT to measure
aggression must agree on a standardized version of the
CRTT (as proposed by Ferguson et al., 2008). All mod-
ifications to this standardized version should be made
explicitly and justified properly in the corresponding
research reports.

3. If a standardized version is established and all issues of
objectivity are addressed, the next step is to use this
version for thorough validation studies that also investi-
gate the construct validity of the test.
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