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Abstract

In this work Laser Induced Ablation Spectroscopy (LIAS) is investigated as an in
situ plasma surface interaction diagnostic for fusion reactors and fusion experiments.
In LIAS an intensive laser pulse is used to ablate the material under investigation
during plasma operation. Ablation products penetrate into the edge region of the
plasma and are excited and ionized. In case of molecules and clusters additionally
dissociation occurs. The emitted line radiation is observed by radiometric calibrated
spectroscopy.

Results from LIAS of W/C/Al/D–mixed layers and amorphous hydrocarbon
layers are presented. Using a fast camera system time resolved measurements of the
LIAS–process could be performed, allowing investigation of the temporal behavior
of excitation, dissociation and ionization processes. For Tungsten, 90% of the LIAS
light is observed within 10 ± 3 μs after the laser pulse. In case of carbon within 20 ±
3 μs. Additionally separation in time of LIAS emission and the LIBS emission caused
by the laser pulse at the surface within single measurements was demonstrated. This
allows the separate analysis of both processes in a coaxial setup which is foreseen
for future experiments.

The inverse photon efficiency of the Balmer Dα –emission from LIAS of a-C:D–

layers was found to be
[ D

XB
]a-C:DLIAS→ D

Dα
= 71 ± 7.

The plasma perturbation due to LIAS was investigated by laser energy density
variation when ablating W/C/Al/D–mixed layers. Local plasma perturbation is
found to increase with laser energy density. Balmer Hγ/Hδ – line intensity ratio
measurements only show for ohmic discharges and the case of the lowest central
density signs of local plasma perturbation in LIAS of graphite samples.

A simple analytical model for local plasma perturbation during LIAS is intro-
duced and evaluated. Qualitative agreement between the model and the above re-
ported experimental observations is found; a stronger influence on local conditions
is found by tungsten than by carbon ablation, with ohmic discharges more suscepti-
ble to perturbation than neutral beam injector heated ones. Limitations and possible
improvements of the model are discussed.

A Monte Carlo code developed in the framework of this thesis is used for mod-
eling the measured neutral atom emission profiles. The model is in good agreement
with the analytical solution in case of a homogeneous plasma. With the best estimate
input parameters no agreement between observed and modeled emission profiles is
found. Thus, a three dimensional parameter space describing the plasma profile is
defined by density and temperature at the last closed flux surface and the density
decay length. In this parameter space the surface on which measured and simu-
lated profile emission maxima agree is found for both Tungsten and Carbon. In case
of Tungsten, agreement between measured and simulated emission profile shape is
found for λne = 13 mm. In contrast, for carbon no match for the emission shapes
can be found. Taken together with the spectroscopic observation this suggests that
non-atomic species significantly contribute to the observed light emission, creating
the need for extension of the model.

In the concluding discussion the results are discussed and further investigations
are proposed.
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Kurzzusammenfassung

Gegenstand dieser Arbeit ist die Untersuchung einer in situ Diagnostik für Plasma–
Wand–Wechselwirkung in Fusionsreaktoren und -experimenten, Laserinduzierte
Ablationsspektroskopie (LIAS). Im Rahmen dieser Methodik wird bei vorhandenem
Plasma in einem Fusionsexperiment mittels eines leistungsstarken Laserpuls das zu
untersuchende Material ablatiert. Die Ablationsprodukte dringen in die Randschicht
des Plasmas ein und werden angeregt und ionisiert, im Falle von Molekülen und
Clustern dissoziiert. Mittels quantitativer spektroskopischer Betrachtung wird die
emittierte Linienstrahlung beobachtet.

Resultate von LIAS Messungen an W/C/Al/D–Mischschichten und amorphe
Kohlenwasserstoffschichten werden erstmalig vorgestellt. Mittels schneller Kame-
ra lässt sich der LIAS–Prozess zeitaufgelöst messen, was eine nähere Betrachtung
des zeitlichen Verhaltens der Anregungs-, Dissoziations- und Ionisationsprozesse er-
möglicht. 90% des LIAS-Lichtes wird im Falle von Wolfram innerhalb von 10 ± 3 μs
nach dem Laserpuls beobachtet, im Falle von Kohlenstoff innerhalb von 20 ± 3 μs.
Ferner ist es gelungen LIAS– und die an durch die Ablation an der Oberfläche entste-
hende LIBS-Emission innerhalb einzelner Messungen zeitlich getrennt aufzuzeich-
nen. Dies ermöglicht die getrennte Analyse beider Prozesse in koaxialer Beobach-
tung die in zukünftigen Experimenten notwendig sein wird.

Die inverse Photoneneffizienz des Balmer Dα –Lichts durch LIAS an a-C:D–

Schichten wird zu
[ D

XB
]a-C:DLIAS→ D

Dα
= 71 ± 7 bestimmt.

Durch Laser–Energiedichtenleistungsvariation auf W/C/Al/D–Mischschichten
werden Plasmastörungsexperimente durchgeführt. Ein Zusammenhang zwischen
lokaler Plasmastörung und Leistungsdichte kann gezeigt werden. Aus Messungen
der Balmer Hγ/Hδ – Linienintensitätsverhältnisse kann nur für ohmsche Entladun-
gen und den Fall der niedrigsten Zentraldichte eine lokale Plasmastörung bei LIAS
von Graphitproben nachgewiesen werden.

Ein einfaches analytisches Modell, das die örtliche Plasmastörung während LIAS
beschreibt wird vorgestellt und ausgewertet. Die Vorhersagen entsprechen qualitativ
den obigen experimentellen Beobachtungen, was mit einer stärkeren Plasmastörung
durch Wolfram als durch Kohlenstoff und eine höheren Anfälligkeit von ohmschen
Entladungen als bei mittels Neutralteilcheninjektion geheizten Entladungen überein-
stimmt. Grenzen des Modells und Verbesserungsmöglichkeiten werden diskutiert.

Mittels eines im Rahmen dieser Arbeit entwickelten Monte Carlo Codes wer-
den die gemessenen Emissionen neutraler Atome modelliert. Das Modell zeigt gu-
te Übereinstimmung mit der analytischen Lösung für ein homogenes Plasma. We-
der für Kohlenstoff noch für Wolfram wird eine Übereinstimmung der modellierten
Emissionsprofile mit den gemessenen Emissionsprofilen für die besten Schätzwerte
der Eingabeparameter gefunden. Daher wird durch variierte Werte von Plasmadich-
te und -temperatur an der letzten geschlossenen Flussfläche sowie der Dichteabfall-
länge ein dreidimensionaler Raum aufgespannt. Innerhalb dieses Raumes wird für
Wolfram und Kohlenstoff eine Lösungsfläche ermittelt, für die gemessenes und si-
muliertes Emissionsmaximum übereinstimmen. Im Falle von Wolfram stimmen die
simulierten Emissionsprofile für den Teil der Lösungsfläche mit λne = 13 mm mit
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Kurzzusammenfassung

der Beobachtung überein.
Im Gegensatz dazu ist für Kohlenstoff keine Übereinstimmung der Profil-

formen zu erreichen. Dies deutet –zusammengenommen mit spektroskopischen
Beobachtungen– darauf hin, dass nichtatomare Spezies einen erheblichen Anteil
zum beobachteten Emissionslicht beitragen und somit einen Ausbau des Models
erforderlich machen.

Abschließend werden die Ergebnisse diskutiert und weitere Untersuchungen vor-
geschlagen.
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1 Introduction

Nuclear fusion

A strong correlation between standard of living and per capita energy consumption
is well established. With a view to limited resources (Forster et al., 1790; Meadows
et al., 1972), climate change (e.g. Gore et al., 2006) and the question of energy justice
(Hall, 2013), there is an ongoing debate on how energy services can be provided in
an affordable, just and sustainable fashion in the future (MacKay, 2008; Laughlin,
2011), with the utilization of nuclear fusion processes discussed as an option.

According to the properties of nuclei famously described by von Weizsäcker
(1935), binding energy can be released in nuclear reactions by fission of heavy el-
ement or fusion of light elements. Naturally occurring nuclear fusion in stars is a
slow, low power density process, allowing for billions of years of lifetime of the stars.
However, radiation released due to fusion reaction in stars can be put to technolog-
ical use using solar panels or indirectly using windmills. A future large–scale use
has been proposed on continental scale (Trieb and Müller-Steinhagen, 2007) as well
as civilization scale (Dyson, 1960).

As the fusion power for a given density is proportional to the cross section,
for electricity generation from fusion reactions on a technological scale large cross-
section reactions allowing sufficient power density must be considered. The – by a
factor ∼ 100 larger compared to the next-best candidate reaction – largest cross sec-
tion in a technologically accessible temperature range is the reaction of deuterium
and tritium to a helium nuclei and a neutron. It can be written as

2
1H +3

1 H →4
2 He (3.5 MeV) +1

0 n (14.1 MeV) , (1.1)

with the kinetic energy distribution due to momentum conservation (Rebhan et al.,
2005) and is shown in figure 1.1. As both reacting species have a positive charge
coulomb scattering is a significant process. From the graph it can be seen that the
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1. Introduction

Figure 1.1: Cross section
[
m2] of the deuterium tritium fusion reaction as well as

coulomb scattering. From Goldston and Rutherford (1995, , figure 11.3).

reactants are required to undergo many collision events on average for a fusion re-
action to occur at temperatures above 1 keV. Detailed analysis reported in Wesson
(2004, section 1.3, 1.4 and 1.5) for magnetically confined particles in a thermonuclear
plasma, considering the quality of energy confinement by a confinement time τE

1

and the heating power due to the charged Helium reaction products (with the neu-
trons assumed to be lost to the power balance of the burning region) from power
balance considerations a criterion for ignition of a fusion reaction is found:

To ignite the so called “triple product” of density n̂, temperature T̂ and energy
confinement time τE must exceed a given value. This criterion can be written as

n̂ × τE × T̂ > 5 · 1021 m−3keVs, (1.2)

with the hat-decoration of density and temperature indicating that the values are the
1The energy confinement time is defined by PL = W

τE
with W the total energy in the plasma and

PL the rate of energy loss (Wesson, 2004, section 1.4).
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maximum values of the spatial profiles in a fusion device which are assumed to have
a parabolic shape. For a practical fusion reactor ignition is not a desired operation
point, as control over the reaction should be maintained. Thus the criterion above is
slightly relaxed when energy amplification with an energy gain factor Q ≡ Pout−Pin

Pin
above unity is desired. Analogously, an engineering gain factor QE of the same
form is defined, in which the conversion losses to and from electric power are also
accounted for. The physical breakeven is defined as Q = 1. For an economically
attractive fusion reactor QE ≥ 10 is predicted to be required (Freidberg, 2008) which
for present technology corresponds to Q � 30.

Different approaches to satisfy equation 1.2 are investigated. A high density, high
temperature and low confinement time approach is the path followed in inertial
fusion where a small target is – currently by intense laser radiation– imploded to
achieve ignition conditions. Recent results of this effort are reported by Herrmann
(2014) and Hurricane et al. (2014), an introduction to the field is given by Pfalzner
(2006).

The most successful candidate to this day is based on magnetic confinement.
Very different magnetic configurations have been explored in the past, with two
confinement concepts, the tokamak and the stellarator, emerging as the most suc-
cessful ones. A historical overview over 50 years of research in this discipline can be
found in Braams and Stott (2002).

Typical temperatures achieved as well as the fusion triple product on a logarith-
mic scale are shown in figure 1.2. On the vertical axis also the year of the experiments
is reported in linear scale. The values achieved in different experiments are shown
as data points.2. Presently two next generation fusion devices are under construc-
tion. A stellarator, W7-X (H.-S. Bosch, 2013) is being build in Greifswald. A next
generation tokamak, ITER (Rebut, 1995; Holtkamp, 2009) is under construction in
Cadarache, France.

Freidberg identifies three main advantages of fusion power:

• Fuel reserves: For deuterium-deuterium reaction 2 billion years at the present
rate of total world energy consumption are easily accessible. In the case of deu-
terium tritium reactions he estimates 20,000 years of inexpensive Li6 available
on earth which is required for tritium breeding.

• Environmental impact: The end product of the reaction is the harmless, inert
gas helium. The neutrons do cause structures to be activated but require safe
storage on the order of 100 years.

2The tokamak experiment on which this work was carried out, TEXTOR with Te ≈ 500 eV and
n̂τET̂ ∼ 1019m−3 keV s, can be found in the center of the graph.
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• Safety: Impossibility of a radioactive meltdown as a fusion reactor “does not
depend on maintaining a chain reaction in a large sitting mass of fuel. Instead,
fuel must be constantly fed into the reactor at a rate allowing it to be consumed
as needed.”3

Freidberg also identifies disadvantages of fusion:

• Scientific challenges: “The combined requirement of confining a sufficient
quantity of plasma for a sufficiently long time at a sufficiently high tempera-
ture to make net fusion power has been the focus of the world’s fusion research
program for the past 50 years. The unexpected difficulty of these scientific
challenges is the primary reason it has taken so long to achieve a net power
producing fusion reactor.”

• Engineering challenges: Development of low-activation materials able to cope
with neutron fluxes and heat loads due to the fusion plasma is required. Ad-
ditionally, large, high-field, high current superconducting magnets need to be
developed.

• Economics: The large required complexity4 due to the difficulty of the process
as well as nuclear safety considerations regarding tritium and activation by
neutrons will lead to very high capital costs. He notes that this is balanced by
low low fuel costs and low environment protection costs.

Freidberg concludes “If successful, fusion power should be competitive cost-wise
with other energy options although there is a large margin of error in making such
predictions. Still the predicted costs are sufficiently reasonable that this should not
be a deterrent to completing the research necessary to assess the technological via-
bility of fusion as a source of electricity” Freidberg (2008, p. 19).

In this work the possibility of a Plasma surface interaction (PSI)–diagnostic is
investigated. PSI plays a crucial role in assessing the viability of a fusion reactor. The
extend to which processes can be understood and influenced have a direct impact
on advantages and disadvantages listed above. It affects safety (as a buildup in
nuclear inventory due to tritium retention in wall materials and co-deposition with

3In fact this desired safety feature is a dominant driver in the material choices in the European
power plant conceptual studies (PPCS): “If a total loss of active cooling were to occur during the
burn, the plasma would switch off passively due to impurity influx deriving from temperature rises
in the walls of the reaction chamber. Any further temperature increase in the structures, due to
residual decay heat, cannot lead to melting. This result is achieved without any reliance on active
safety systems or operator actions.” (Maisonnier et al., 2007).

4The fuel chamber, blanket, superconducting magnets, large remote handling system for assembly
and disassembly during regular maintenance are mentioned by Freidberg (2008).
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materials eroded off surfaces by the plasma could be reduced or even prevented) and
economic attractiveness (the lifetime, meaning the time plasma facing materials can
be used before they need to be exchanged, has a huge influence on the availability
and operational costs) of a fusion reactor.

Therefore, the role of PSI in fusion research is briefly described in the following
section. Then, laser techniques for first wall5 characterization are described in section
1 and then method under investigation, LIAS, is introduced.

First wall in fusion reactors

It can be said that the progress of the last decades in plasma physics disembogues
into ITER as a proof of concept for a burning plasma. Success can be benchmarked
by the values achieved in terms of the fusion triple product introduced above and
displayed in figure 1.2. Reiter in Clark and Reiter (2005, p. 47) compares the “D-T
fusion plasma flame” with a chemical flame and identifies the requirement “to keep
the temperature in the flame above a critical value and, at the same time, sufficient
particle throughput, i.e., refueling and ash removal.” From this the additional cri-
terion for the plasma surface interaction intensity, defined as ρ = τp/τE ≤ 10 for a
sustained burning reaction is introduced. Contours of ρ are also shown in figure 1.2.

Samm (in Clark and Reiter, 2005) lists key requirements for a first wall in a fusion
reactor:

1. Acceptable power exhaust peak load for steady state (< 10 MW/m2)6

2. Transient heat loads below 40 MJ/m2s0.5(C).

3. Sufficient target lifetime, > 1 year for plant.

4. Limited long term tritium retention to a licensed inventory.

5. Limited impurity contamination in plasma.

6. Sufficient helium exhaust has to be provided.

From a technological point of view and for economic attractiveness, “the develop-
ment of first wall, blanket and divertor materials that are capable of withstanding for

5“First wall” refers to the material that is in direct contact with the fusion plasma edge region.
For details see following section.

6This is determined mainly by heat removal limitations by cooling of solid surfaces. Early in
the research therefore alternative concepts were proposed, e.g. cascading pebbles Mirnov (1980) or
liquid targets. However, these “alternative target” - concepts are still in a very early development
stage, with research interest recently increasing.
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Figure 1.2: Fusion triple product versus temperature. Contours of constant plasma
surface interaction intensity and Q = 1 and Q = ∞ are shown. TEXTOR in red.
With friendly permission from Detlev Reiter. According to Ikeda (2010), ITER (not
shown) will be located at Ti = 18 keV and located on a Q = 10 contour.
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many years high neutron and heat fluxes, is a critical path to fusion power” (Mös-
lang et al.). And, also notably from an economic point of view, “for the realization
of fusion as an energy source, the development of suitable materials is one of the
most critical issues” (Linsmeier et al., 2013).

Development of materials that satisfy these conditions is a formidable task. The
approach taken in the European fusion program is documented e.g. by Linsmeier
et al.. For the study of plasma wall interaction in fusion devices direct observation
is not possible due to the experimental limitations. Prominently used methods are
passive spectroscopy (e.g. Brezinsek et al., 2004) and deposition monitoring in situ
by Quartz micro balance (QMB) devices by Esser et al. (2003) in remote locations.

However, most information are obtained from postmortem analysis of wall sam-
ples removed during ventings of the fusion experiments. Thus only integral infor-
mation over e.g. two campaigns (Wienhold et al., 2003; Barnard et al., 2011) can be
inferred. This allows insight in global trends but prevents detailed optimization of
discharge parameters for plasma wall interaction optimization. To bridge this di-
agnostic gap several methods are proposed, with laser based methods a prominent
class7. These methods strive to monitor the properties of the first wall resolved in
time and space. The measurement of deposition (and possibly tritium co-deposition)
of eroded wall material is desired to be monitored to assess on optimize the first wall
lifetime and to benchmark existing erosion and deposition models (Philipps et al.,
2013). An important safety related task is the monitoring of tritium inventory to
limit the radioactive in-vessel inventory8 to retain the strong safety advantage of
fusion. Also tritium balance of a power plant is crucial, as tritium must be breed
from lithium from the single neutron released per D-T reaction (equation 1.1) self-
sufficiently9, prohibiting a build up of unused inventory.

The method investigated here is part of this laser based plasma wall interaction
diagnostic development effort. In the following a brief overview of proposed laser
diagnostics is given, then LIAS is introduced.

7Other proposed methods go as far as suggesting the in situ use of an accelerator in a tokamak
(Hartwig et al., 2013).

8For example, “safety requirements limit the T inventory in the ITER vessel to < 1 kg.” (Philipps
et al., 2013)

9Self-sufficiency requires a Tritium atom to be bread from lithium for each neutron. Due to
unavoidable losses this poses a severe requirement on the breeding blanket design.
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Subsumption: Laser material techniques in fusion

research

Laser methods for first wall characterization

Three types of laser diagnostic are explored for surface material interaction. One
method is based on Laser-induced breakdown spectroscopy (LIBS). Here spectro-
scopic observation of the breakdown-plasma created close to the surface by an in-
tensive laser pulse is performed. This method is routinely used for composition
measurements on a vast range of topics, such as analysis of artworks, soils, metal
alloys and even rocks on Mars. An introduction to the field can be found in Cre-
mers et al. (2006) and Noll (2012). The method performs best when comparing
measurements with calibrated samples. As a general complication of the method is
mentioned by Cremers et al. (2006): “A major disadvantage is that the sample exci-
tation conditions are sensitive to variations in laser parameters and characteristics of
the sample, thereby limiting analytical performance.”

In the fusion context it is explored as a quantitative method (Malaquias et al.,
2013; Xiao et al., 2013).

The other two methods rely on using a laser to remove material off a surface and
observe radiation from the species entering the fusion edge plasma. The method
based on millisecond duration laser pulses heats the sample, leading to desorption of
volatile species is named Laser-induced desorption spectroscopy (LIDS). It is under
development on the TEXTOR tokamak (Irrek, 2008; Schweer et al., 2009; Zlobinski
et al., 2011) and – with a Quadrupole mass analyzers (QMA) detection system – also
as a laboratory material characterization method (Zlobinski et al., 2013).

The third method is based on material removal by ablation (Summers et al., 2001;
Grisolia et al., 2007; Gierse et al., 2014). Referred to as Laser induced ablation spec-
troscopy (LIAS) it will be described in section 1 and is the main subject of this work.

The status of the different methods in the context of first wall diagnostics was
recently reviewed (with contribution regarding LIAS by this author) by Philipps
et al. (2013).

Background: Laser ablation in fusion research

Laser ablation has been used in tokamaks since the 1970ies to produce fast atomic
beams to characterize the edge plasma (Marmar et al., 1975; Koppmann et al., 1986;
Pospieszczyk et al., 1989) and to study impurity transport in the plasma (Matti-
oli et al., 1995). This method has become known as Laser blow-off (LBO) method
(Beigman et al., 1998). The application in TEXTOR is reviewed by Pospieszczyk
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Figure 1.3: A schematic of the LIAS measurement. This figure was also presented in
Gierse et al. (2014).

and Ross (1988). In LBO, mixtures of materials, typically lithium and carbon are
deposited on glass substrates. These are then irradiated from the rear side by an
intense laser pulse, with a laser plasma forming between the glass substrate and the
deposited material mixture. As a result of this process (thus “blow-off”) a strongly
directed decomposed beam is generated. In recent years this method is used to de-
termine impurity confinement times of non-intrinsic impurities which are injected
deep into the plasma core region (Mattioli et al., 1995; Howard et al., 2011). The dif-
ferent experimental setup with carefully prepared targets and a process optimized to
generate a high velocity beams makes direct comparison with the LIAS method (see
next section) difficult. However, this method significantly contributed to the devel-
opment of the current understanding of the interaction between the fusion plasma
and entering neutral particles.

Laser Induced Ablation Spectroscopy (LIAS)

The goal of LIAS is to characterize in situ an unknown deposit in a fusion reactor.
Here the number of deposited atoms per area are the key measurement interest. The
principle idea of LIAS is shown in figure 1.3.

In LIAS an intensive laser pulse is directed onto an unknown deposit. As the
plasmas created in fusion experiments are optically thin for the laser, the beam
propagates with little attenuation through the plasma to the target10. The laser pulse
leads to ablation of the layer and the ablation products enter the edge of the fusion
experiment’s plasma. Due to interaction with the plasma these particles are excited,
decomposed in case of molecules and clusters and ionized. The line radiation is
then quantitatively observed by absolute calibrated optical spectroscopy. The goal

10In fact laser systems with comparable specifications to the one used for this work are used
for Thomson scattering measurements of the plasma edge region, as described e.g. by Hughes et al.
(2001). However, the small total Thomson cross section leads to typically less than 10−8 of the photons
to be scattered (Hutchinson, 2002, 7.2.4). While this makes the detection of the Thomson scattering
signal a challenge it is advantageous for the method proposed here.

33



1. Introduction

Figure 1.4: LIAS schematic (left) with example data from horizontal camera obser-
vation in false colors (right). Adapted from Gierse et al. (2011)

of the interpretation step is to conclude from the measured photon flux of different
species the composition, the amount of ablated material as well as the retained fuel
in the layer. A cartoon of the process alongside false color, background subtracted
intensity data recorded from side view camera observation is shown in figure 1.4.

The quantitative accuracy to which the process depicted in figure 1.3 can be
carried out depends on the detailed knowledge of the involved processes. It adds
to the complexity, that the interpretation step requires interlinked knowledge, as for
example the velocity distribution is required to be known for the emission modeling
in the plasma plume. Additionally the plasma parameters at the time of LIAS needs
to be well known.

A schematic design of a proposed implementation in ITER is described by Huber
et al. (2011, with contribution from this author) and is shown in figure 1.5.

In the following the work carried out to assess LIAS as a a method for quantitative
in situ surface diagnostic in plasma environments is presented. In chapter 2 TEXTOR
and the technical setup for LIAS measurements as the laser system and the different
observation systems are described.

The relevant properties of the laser ablation process for LIAS are identified in
chapter 3, with experimental results on the laser ablation process obtained in this
work presented in chapter 4. As LIAS interpretation relies on knowledge of plasma
temperature and density profiles the physics governing the plasma edge is described
in chapter 5 and density and temperature profiles obtained from Helium beam mea-
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Figure 1.5: Suggested application for in situ laser diagnostics in ITER (as of 2011).
From Huber et al. (2011).

surements are presented.
To processes occurring when material enters the edge region of a fusion exper-

iment is reviewed in chapter 6. Here the available atomic data for ionization and
excitation for Carbon and Tungsten is reviewed. Also the line intensity ratio de-
pendence of Balmer Hγ/Hδ light on plasma parameters is investigated based on
available atomic data. The experimental findings for LIAS are then presented in
chapter 7. This chapter closes with experimental observation of plasma perturbation
due to ablated material (section 7.6) which is investigated with an analytical model
in chapter 8.

A Monte Carlo code for modeling of the LIAS emission is presented in chapter
9. A comparison with experimental observations from chapter 7 is performed and
plasma profiles compatible with the observation for tungsten are determined.

Finally, the results are reviewed and discussed in chapter 10.
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2 Technical setup

2.1 The TEXTOR tokamak

The principle of a tokamak is illustrated in figure 2.1. The working principle is
described in Wesson (2004); Freidberg (2008): The magnetic plasma confinement
system consists of a toroidal field which is brought in place by field coils in the
poloidal symmetry plane of the device (indicated in yellow in the figure). To reach a

Figure 2.1: Schematic of the tokamak principle. Slightly modified from Smith and
Cowley (2010).
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2. Technical setup

stable equilibrium between the plasma pressure and the magnetic forces additionally
a poloidal magnetic field as well as a vertical field is required. The vertical field is
provided by additional coils (not shown), while the poloidal magnetic field is created
by a current induced in the plasma by a flux change through the torus is generated
by a transformer (shown in orange). As a consequence tokamak discharges are
pulsed1 and referred to as “shots”.

The resulting equilibrium configuration are so called flux surfaces, contours of
constant pressure on which the magnetic field lines have a helical trajectory. The
last closed flux surface (LCFS) is defined as the final region in which an equilibrium
without magnetic field lines intersecting a solid surface exist.

This work was carried out at the tokamak TEXTOR (Tokamak Experiment for
Technology Oriented Research in the field of plasma wall interaction) which is a
medium size limiter tokamak with circular plasma shape in operation from 1983 to
December 2013. It is described in detail in Neubauer et al. (2005). It has a major
radius R = 1.75 m. The plasma is limited by a toroidal belt limiter named “ALT-II”
at the minor radius r = 0.46 m.2

A top view of the tokamak is shown in figure 2.2. The toroidal angle Φ is in-
dicated in red. The limiter lock 1 described below located at Φ = 135° was used
to carry out the experiments. The helium beam probing from the low field side
which was used to characterize the plasma conditions is located at Φ = 90°. The
transformer coils and the central solenoid are shown in blue. The toroidal field coils
are shown in green. The ALT-Limiter is shown in gray on the outside, the vessel is
indicated in pink.

TEXTOR has 16 toroidal field coils capable of providing a magnetic field of up
to 3.0 T which encloses a plasma volume of 7 m3. The transformer can induce up to
0.8 MA current in the plasma. Pulse lengths of 10 s with an installed heating power
of up to 9 MW can be achieved (Neubauer et al., 2005, table I).

2.2 Overview of LIAS experimental setup at TEXTOR

A LIAS experiment requires four ingredients: A tokamak plasma which was pro-
vided by TEXTOR, a laser pulse which removes material from a sample a and spec-

1As this is not a desirable property for a fusion reactor a large research effort is put into continu-
ous operation of tokamaks by means of externally provided current drive Freidberg (2008, 6.8).

2Thus the expected minor radius of the LCFS is 46 cm. However, depending on the plasma central
position relative to the vessel the location of the LCFS can change. Additionally the plasma is not of
perfect circular symmetry but subject to shifts, e.g. due to the magnetic gradient in the configuration.
Thus the LCFS was used that is reported by an equilibrium fitting program Schmitz (2013); Unterberg
(2011). Typical values for the experiments in this work are rLCFS = 46.5 − 46.3 cm.
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2.2. Overview of LIAS experimental setup at TEXTOR

Figure 2.2: Top view of the TEXTOR tokamak. Modified from Laengner (2013b).

troscopic observation system to measure the radiation observed from material en-
tering the plasma edge.

The experiment was thus performed at Limiter lock 1 (LL1) which satisfies the
above requirements. The vacuum lock system allows the introduction of samples
into the plasma chamber without breaking the vacuum. It is described in detail by
Schweer et al. (2005). The sample is introduced from the bottom of the machine. The
toroidal location is depicted in figure 2.2. A poloidal view of LL1 is shown in figure
2.3.

For the experiments described in this thesis a laser beam was guided into the
TEXTOR tokamak, entering from the top at a 7° angle to the horizontal direction
and focused by a lens onto the target. The sample holder used is described in
section 2.3. Different target materials (described in section 4.1) arranged on the
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2. Technical setup

Figure 2.3: Poloidal cross section view of TEXTOR at LL1 toroidal location. Modified
from Philipps et al. (2013)
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2.3. Sample holder

sample holder were then irradiated with laser pulses during TEXTOR discharges.
The radial location can be chosen by a linear motion unit allowing motion over a full
length of 1750 mm under ultrahigh vacuum conditions (Schweer et al., 2005). The
radial location is monitored by a control panel. Thus the sample location could be
used for radial calibration of the camera systems.

The edge region was monitored by horizontal observation systems indicated in
the figure. The emitted light from the ablated particles and from the plasma is
guided to an horizontal observation port provided by an intermediate image field
(IF) by two plane folding mirrors. The inclination of the lower folding mirror can
be remotely operated by means of an actuator to chose the observed region. This is,
however limited by the lock system for the observation port and the tubing providing
access to the machine.

The configuration used for this work is reported in the following based on the
in-depth description in Brezinsek et al. (2005). Behind the IF-lens additional mirrors
covering different locations of the field are used to split the optical path towards
different observation systems in the horizontal port:

A direct image of the observation is provided to a mounting position for a cam-
era. In the experiments of this work three different camera systems were operated
on different experimental days at this location. They are described below. A second
direct image is used for a radially resolving spectrometer described in section 2.9.

With two additional mirrors, part of the light is coupled into quartz optical fibers,
guiding them to a remote array where different spectrometers are located. For con-
venience a switchboard with SMA connectors for easier changing of spectrometer
and fiber arrangement for different experimental requirements could be used. The
configuration was documented and re-established prior to radiometric calibration as
described in section 7.5.2. In this work two different spectrometers were used. They
are described below.

2.3 Sample holder

To introduce pre–characterized samples into TEXTOR and to perform LIAS a rotat-
able sample holder was used. An equipped sample holder for the experimental day
2011-03-16 (Experiment A in the following) in TEXTOR is shown in figure 2.4. On
the left side the holder prior to exposure is shown. On the right side the sample
holder after the exposure is shown. The samples are, counterclockwise from the
rim: EK98 fine grain graphite, polished, three a-C:D layers of different thicknesses
– 180, 520 and 720 nm, a mixed W/C/Al/D layer created by magnetron sputtering
and EK98 fine grain graphite. Laser spots are clearly visible. Details of the exposed
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Figure 2.4: LIAS sample holder, before (left) and after (right) exposure in TEXTOR.
Pictures by Harry Reimer.

layers are given in section 7.5.

2.4 Laser system and beam path

For the experiments a commercial Innolas SpitLight 2000 laser system is used. It is
a Nd:YAG system with a maximum pulse energy of EL,max = 2 J at the fundamental
wavelength λ = 1064 nm (Ephot = 1.165 eV, ν = c

λ = 282 THz), horizontal polar-
ization and a pulse duration τp = 7 ns. The laser system is described in detail by
Kubina (2012).

The laser field can be described by3

E (t) = E0 (t) · cos (ωt + φ (t)) (2.1)

and

B (t) =
1
c

E (t) . (2.2)

However, the above quantities are not easily measured. Thus the intensity, de-
fined as the average of Poynting’s vector is used for description:

I (t) =
ε0c
2

· E0 (t) , (2.3)

3This description closely follows the lecture notes from G. Pretzler, “Diagnostik heißer Plasmen”,
Heinrich-Heine University Düsseldorf, 2010 provided by Julian Wegner and are adapted from ultra
short pulses to the nanosecond pulse duration system used in this work.
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2.5. Timing of laser and diagnostics with TEXTOR operation

with ε0 the vacuum permittivity. For the laser system used in this work typical
spot areas Aspot = 20 mm2 are used. Thus P = 286 MW is found. From the area I =
1429 MW/cm2 and thus E0 = 104 MV/m, B0 = 0.35 T can be computed. However,
accounting for typical transmission and laser output in experimental conditions I ∼
200...800 MW/cm2 are typically found experimentally.

The beam is expanded by a Galilean telescope 1 m from the laser output aperture
and guided to the TEXTOR tokamak over a beam path length ∼ 18 m to a convex lens
in front of a window installed under a 7° angle to the midplane of TEXTOR. Here it
is focused onto the rotatable sample holder introduced from the bottom of the vessel.
Along the beam path fringes appear in burn pictures of the laser beam. Therefore
the beam can no longer assumed to be of Gaussian shape when incident onto the
target. Thus the laser is characterized by the energy fluence density onto the target
with the spot diameter measured either by confocal microscopy or photography. In
the experiments energy densities of up to 6.2 J/cm2 were reached on spot area of
24 ± 3 mm2.

A Gentec-EO energy detector was used to measure the energy per pulse. Mea-
surements were performed after the aperture of the laser and in front of the focusing
lens into TEXTOR. A typical transmission of the beam path from the laser to the TEX-
TOR lens of 75% was found. For the lens and vacuum window a total transmission
of .85 was assumed.

Additionally neutral glass filters placed after the telescope have been used to
vary the energy density in some experiments. The transmission was calibrated by
power meter measurements with and without the neutral glass filter in place.

The laser was synchronized with the TEXTOR timing system which provides μs
accuracy site wide synchronization by means of a SCGM/CAMAC system.

2.5 Timing of laser and diagnostics with TEXTOR

operation

To synchronize laser and observation with the TEXTOR pulse which lasts 3-4 sec-
onds the TEXTOR timing system was used. For synchronization the Sync Gate
& Clock generator (SCGM6) module Korten (2007) was used. It is part of the
“CAMAC”-framework of TEXTOR and can be programmed with a java interface.
The SCGM6 can react to encoded timing events of the central TEXTOR timing sys-
tem4 It then provides clock, gate and delayed pulse outputs according to the pro-
gramming scheme on six channels equipped with start trigger and stop trigger in-

4For this a CEM6 clock encoder module is additionally required which was also used in these
experiments.
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puts allowing a facility wide phase synchronization within 2 − 3 μs (Korten (2007)).
The trigger inputs and outputs are accessible by LEMO connectors on the front panel
of the module.

It was decided to start flash lamp operations of the laser system 21 seconds prior
to the TEXTOR pulse to stabilize the laser output. The flash lamps were continuously
operated at 2.5 Hz from this point until several seconds after the TEXTOR pulse
ended. The actual laser pulse was triggered with a separate control of the laser’s Q-
switch trigger. This was delayed 215 μs+ according to laser specifications by use of a
NIM crate. Additionally an inhibiting logic was set up that prevented the trigger to
activate the Q-switch unless a gate (delayed to the start of TEXTOR) was provided
on an additional channel of the SCGM system. For the duration of the gate then
the pockels cell trigger passed, causing the laser to fire for the gate duration. This
allowed a flexible configuration of the laser system while maintaining the flash lamp
frequency. The laser was operated at 2.5 Hz. This frequency was chosen as the
Spectrelle high resolution spectrometer requires a cycle time of ≥ 200 ms. Thus
this operation mode allowed to take a background frame and a LIAS frame with
the Spectrelle spectrometer. The exposure time of the Spectrelle spectrometer was
software selected to be 5 ms. Timing of the camera was done differently for different
devices.

2.6 Overview of camera observation systems

Three camera systems were used in the course of this work at different experimental
days. A Proxitronic camera with MCP is referred to as Cam10. Cam10 was operated
in continuous mode with 50 half-frames per second.

Cam10b is a Allied Vision Technology Pike F-032 camera recording with 14 bit
resolution, 100 Hz frame rate and a gateabale image intensifier. In the experiments
the gate time was set to 5 ms by a clock provided by the TEXTOR timing system.

Additionally, a fast camera system, Ametek Phantom v711 was used which al-
lowed time resolution down to to 1.1 μs. It is described in 2.7.

2.6.1 Wavelength and neutral filters

The mounting region for the horizontal camera is equipped with three remotely
operated filter changing wheels which have mountings for four filters each. Two of
these filter wheels are equipped with neutral filters for attenuation of the light. The
first filter wheel has filters with nominal transmissions 1 (no filter), 0.7, 0.5 and 0.3.
The second wheel is equipped with 1 (no filter), 0.1, 0.01 and 0.001. By combining
these two filter wheels a combined transmission between 1 and 0.0003 is accessible.
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2.7. Phantom v711 fast camera
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Figure 2.5: Spectral response curve of the Phantom v711 camera.

The third filter wheel can be equipped with interference filters for wavelength
selection. The filters are characterized by the transmission maximum and their Full
width half maximum (FWHM). The transmission curves for the filters was measured
with a PerkinElmer Lambda 950 UV/VIS/NIR spectrometer.

For quantitative measurements absolute calibration with identical filter settings
was carried out.

2.7 Phantom v711 fast camera

For time resolved measurements of the LIAS signal in TEXTOR an AMETEK Phan-
tom v711 fast camera including the “fast option” was used. A spectral response
curve is shown in figure 2.55.

By reducing the image resolution the frame count per second can be increased.
Possible settings are documented in table 2.16.

5Figure modified from http://www.visionresearch.com/uploads/Docs/SpectralResponse/spectral-
response-V12-X1X-M310-M110.pdf, retrieved March 29, 2014.

6This data was obtained from the “Specifications” section from
http://www.visionresearch.com/Products/High-Speed-Cameras/v711/, retrieved Nov 8, 2013.
The frame time was computed from this information.
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Resolution Frames per second (FPS) Frame time (μs)
1280 x 800 7,530 132.80

1280 x 720 (720p) 8,360 119.62
1024 x 768 9,520 105.04

896 x 480 (DVD) 17,000 58.82
768 x 576 (PAL) 16,100 62.11

768 x 480 (NTSC) 19,300 51.81
640 x 480 22,400 44.64
512 x 512 25,000 40.00
512 x 256 49,500 20.20
512 x 128 97,200 10.29
384 x 256 60,900 16.42
256 x 256 79,000 12.66
256 x 128 153,200 6.53

256 x 64 288,800 3.46
128 x 128 215,600 4.64

128 x 64 379,100 2.64
128 x 32 685,800 1.46
128 x 16 1,077,500 0.93
128 x 8 1,400,000 0.71

Table 2.1: Frames per second and frame time as a function of resolution.

The camera was operated in a free running mode in which the camera recorded
continuously to the memory at the given settings. A trigger signal was connected
from the laser’s pockel’s cell output. The received pulse was used to cause a storage
of the recorded data and subsequent frames according to software configuration
into the proprietary “cine” file format in the camera’s memory. At the end of a
TEXTOR pulse thus 5 cine files were created with the laser pulse trigger known.
The data recorded was then manually downloaded from the camera memory onto
an operation PC, which was connected via an optically isolated LAN connection to
the camera located inside the TEXTOR bunker. Typical data size recorded per laser
pulse was ∼ 180 MB which could be downloaded in between TEXTOR shots onto
the operation PC located in the control room.

2.8 “Spectrelle” high resolving spectrometer

A Mechelle 7500 special cross-dispersion spectrometer from Multichannel Instru-
ments was used for high resolution, non spatially resolved measurements. The
light was coupled into a 25 μm × 75 μm entrance slit with SMA905 connector from
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2.9. Radially resolving spectrometer

Figure 2.6: Schematic setup of the “Spectrelle” spectrometer. From Brezinsek et al.
(2008).

a quartz optical fiber from the horizontal observation port. A schematic of the spec-
trometer is shown in figure 2.6. A detailed description can be found in Brezinsek
et al. (2008). The spectrometer consists of two dispersive elements, a grating (31.6
grooves/mm, 10.0 cm × 3.0 cm physical dimension, blaze angle 63.5°) and a highly
dispersive prism manufactured from BAF50 glass, used as an “order sorter” to sep-
arate the orders in vertical direction on the camera’s CCD array. The camera used is
an Andor DV434 with an optimized coating for the visible range and is cooled by a
peltier element to operating temperatures below 60°C. The camera has a 16 bit op-
eration mode with a read-out time of about 1 second for 1024 × 1024 pixel at 1 MHz.
To monitor LIAS pulses a 14 bit stroboscopic mode with a read out time of less than
200 ms was used. This allowed 5 Hz operation. The exposure time τexp = 5 ms
was used. The wavelength range covered is 350–715 nm with a resolving power of
λ/Δλ = 20, 000 at 656 nm with a FWHM of 3.3 pixels.

2.9 Radially resolving spectrometer

A part of the intermediate image field (IF) is received by a configurable entrance
slit of a SpectrPro 500 imaging spectrometer in Czerny-Turner arrangement and
described (as “System 1”) in Brezinsek et al. (2005): The spectrometer was manu-
factured by Acton Research Corporation. The dispersive element is a holographic
grating with 2400 lines per millimeter and 6.8 cm×8.4 cm dimensions. The radi-
ally resolved spectral information is recorded by a Proxitronic RL4 image intensified
CCD camera with 756x581 pixel with an individual pixel size of 11 μm× 11 μm. The
image intensifier is a MCP type which is coupled to the CCD by means of a 25:11
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optical UV fiber taper. The grating can be turned by a computer controlled actua-
tor, allowing different wavelength regions to be monitored. For the wavelength re-
gion chosen to monitor Balmer-γ and -δ transition simultaneously a resolving power
R ≈ 7, 000 is provided by the spectrometer for λ = 430 nm.

In these experiments the half-frames with full x- and half y-resolution were used
for analysis, leading to a time resolution of 20 ms. The exposure was continuous.

As an example spectrum the background subtracted image recorded during a
laser pulse on fine grain graphite is shown in figure 2.7. The range shown is 425–
435 nm, pixel coordinates are indicated. In vertical direction the target is located at
the top of the image, with the y pixel coordinate increasing towards the center of
the machine. Hγ, Hδ CII and CIII light was well es the A2Δ → X2Π CD band are
visible in the spectrum. To reconstruct the radial line intensity profiles the boxes
were assigned manually. The radial profiles reported are obtained by binning in
the spectral direction within the width of the assigned box for each pixel. In the
case where lines are overlayed by band emissions (as shown by the CD-band in the
example case) adjacent areas to the line were used to determine the average band
intensity. These two region values per pixel were then also averaged for each radial
location and subtracted.

2.10 AvaSpec-2048 (“Spec4”) overview spectrometer

A fiber optic spectrometer with a slit size of 50 μm in Czerny-Turner design, Avantes
AvaSpec-2048 Avantes (2014), was used. It covers the wavelength range 200–1100 nm
with a FWHM resolution of 1.4 nm. It has a 2048 pixel CCD linear array detector
with a 14 bit AD converted operated at 2 MHz. It was used to complement the
Spectrelle measurements as it has a higher recording speed with continuous record-
ing and an exposure time of texp = 32 ms. Due to the smaller fiber used only part
of the IF region was observed by the spectrometer as verified by back-illumination
via a green laser pointer. Therefore a correction for the field of observation based
on camera measurements had to be made. The procedure is described in section
2.10.1. The spectrometer was used for quantitative analysis of Balmer Hα light. As
the first order was saturated during LIAS the signal from the second order was used
to reconstruct the first order. This is described in section 7.5.2.4.

2.10.1 Correction for field of observation

In the experiments the spectrometer was coupled via a small diameter fiber to the
field lens, which lead to the effect that only part of the field lens was imaged into
the spectrometer. Therefore the recorded counts have to be corrected. To determine
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Figure 2.7: Example spectra for the radially resolving spectrometer. Intensity in false
colors. The observation center was set to 422.5 nm. The assigned lines are shown.

the correction factor alignment prior to experimental days was carried out using a
green laser pointer coupled into the fiber. The situation is depicted in figure 2.8.
Here a background subtracted camera frame during the first LIAS pulse of an a-C:D
layer in #118482 is shown. The camera is equipped with a ∼ 1 nm FWHM Hα filter.
The position of the field lens is indicated by the thick black ellipse. The adjusted
position to the center is indicated by the thick magenta circle. After the experimental
day the alignment was verified again. Possibly due to vibrations it was found that
the position of the spot changed over an experimental day, typically less than 0.7 cm
in either x- or y direction. To account for this effect displaced locations in x and y
direction are also shown for a displacement of ±1 cm.

For displacement the correction factor was determined as the fraction of the
counts observed by the camera integrated over the field lens area over the counts
integrated over the fiber illuminated area.

The four displaced cases and the aligned case were then averaged. The aligned
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Figure 2.8: Sketch illustrating the computation of the correction factor for the Hα

intensity recorded with Spec4.

cased was weighted with four while the displaced cases was weighted with one. In
this case a correction factor

cSpec4,Hα,weighted = 1.36 ± 0.09 (2.4)

was found. In the unweighted case a correction factor

cSpec4,Hα
= 1.4 ± 0.2

was found. As this analysis did not account for fluctuations in the emission
location inside the plasma from shot to shot the more conservative latter factor is
used in the following.
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3 The laser ablation process with
a view to LIAS

3.1 Overview of the laser ablation process

Laser material interaction is a broad range of study and has been pursuit for many
decades. Text-book level introductions can be found in Miller (1998); Bäuerle (2000);
Phipps (2007), a helpful review is given by Amoruso (1999). An overview by the
author of this work can be found in Gierse (2010).

Krajnovich (1995) summarizes interaction of laser radiation with an opaque solid
to be “in general[...] very complicated business”. He argues that there are two
simplifying limits: Low power densities and long laser pulses, resulting in slow
heating of the solid, making the experiment comparable to an oven experiment.
He gives a typical power density limit of ∼ 1 MW/m2 for this case. The other
limiting case consists of very short pulses with very high power densities, in which
full ionization of the removed material occurs and “the physics becomes relatively
simple again”, typically for power densities > 1 GW/cm2. Krajnovich (1995) refers
to the power density range between these two extremes as “gray zone”, noticing
that “most practical pulsed laser-material interactions fall in this gray zone”, with
the “gray zone spanning at least three decades in power density.” This is also the
case for the work described here, with power densities between ∼ 200...800 MW/m2

typically achieved in the experiments (c.f. section 2.4).
A sketch displaying the key elements in the ablation process is shown in fig-

ure 3.1. It is described in Gierse (2010, figure 2.1) as follows: “(a) Laser radiation
(long arrows) is absorbed, melting and vaporization begin (shaded areas indicate
melted material, short arrows indicate motion of solid-liquid interface). (b) Melt
front propagates into the solid, vaporization continues, a plume is formed on top
of the surface. (c) At higher fluences a plasma forms, the incoming laser radiation
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Figure 3.1: Sketch illustrating the relevant processes in laser ablation, from Ashfold
et al. (2004), description in the text.

starts to be absorbed by the plume. (d) After the end of the laser pulse the melt front
recedes, the material re-solidifies.”

This shows that especially a distinction between a low fluency and a high fluency
case can be made. If the amount of released particles is low enough no plasma or
a plasma with very low density forms and thus no absorption of the incident laser
occurs by the plume. The threshold for the formation of a significant plasma that
affects the process is called the plasma threshold. For the low fluency case a laser
pulse and material dependent ablation threshold exists. For laser energy densities
below this threshold the achieved temperature increase is not sufficient for material
removal.

In the framework of this thesis the laser ablation process is used as a particle
source for LIAS. The properties from this particle source therefore are expected to
influence the LIAS result. The following parameters influencing LIAS emission have
been identified:

• Atoms removed per shot: The observable spectroscopic signal is proportional
to the the amount of injected atoms/particles, while the background light of
the fusion plasma for the LIAS duration is determined by external properties
and can not be influenced. Thus for an adequate signal/noise ratio enough
material needs to be injected. On the other hand too many injected atoms can
lead to perturbation of the plasma (c.f. chapter 8.1).

• Abundances: ions/neutral, atoms:molecules:clusters:large particles – In the
magnetic environment of a fusion reactor ionic particles will be deflected by
the toroidal field and can thus not reach the plasma1. The question of abun-

1The gyroradius due to the Lorentz force of a charged particle in a magnetic field is given by
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3.1. Overview of the laser ablation process

dances of atoms:molecules:clusters:macroscopic particles is relevant, as typi-
cally atomic transitions are quantitatively monitored in the visible range. If for
example hydrocarbons are ablated, spectroscopic transitions of C+n (neutral
and ionic stages), H/D , CH/CD, CD+/CH+ , C2 (and very weakly C3) can be
observed and interpretation has to be based on this. Also molecule catabolism
in an ionizing plasma can be via the route of ionic products, leading to deflec-
tion of the ionized molecules and thereby a reduction of the observed signal.

• Velocity distributions: As will be discussed in section 6.2 the expected LIAS
light for a particle entering the plasma edge depends strongly on the velocity
of the particle. Therefore knowledge of the velocity distribution of ablated
species is required.

• Angular distributions: Together with the velocity distribution and the plasma
edge properties the angular distribution characteristic determine the spatial
region in which the LIAS process occurs. Thus it influences the obtained signal.
On the other hand if LIAS is focused to a very narrow region the same amount
of particles will lead to a larger perturbation of the plasma than if it is spread
out over a larger volume.

A short introduction to the different topics and the expected effects for LIAS will be
presented in the following.

3.1.1 Atoms removed per shot

The heating of laser irradiated material by a laser beam can be described by 1D heat
equation with Beer-Lambert’s law as the source term (Amoruso, 1999, and references
therein):

ρc
∂T(z, t)

∂t
=

∂T(z, t)
∂z

(
k

∂T(z, t)
∂z

)
+ α A I0 exp (−α z) (3.1)

Here T denotes temperature, ρ mass density, c specific heat, k thermal conduc-
tion, A surface absorbance of the target, I0 intensity of the incident laser pulse and z
the coordinate measured from the surface. The absorption coefficient α is given by
α = 4πk′

λ0
, here with λ0 = 1064 nm the laser wavelength and k′ the extinction coeffi-

cient. Optical properties for carbon and tungsten bulk materials are listed in table
4.12

rg = m · v⊥
q · B . With v⊥ = 10 km

s , m = 12 AMU, q = e one elementary charge and B = 1 T: rg ≈ 1.2 mm
is found, thus limiting released ions from the ablation plume to a few millimeters off the surface. As
the radius is linear with mass, for heavier elements larger gyro radii are obtained, in the centimeter
range for tungsten.

2Notice, that in this table α is reported, with α′ = ln (10) α ≈ 2.303 · α.
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Amoruso (1999) points out that the exact solution of equation 3.1 is “very dif-
ficult” due to nonlinear boundary condition for vaporization and the presence of
a moving solid-liquid interface. He suggests that to understand the basic char-
acteristzics, estimates based on energy balance considerations can be made. For
nanosecond laser ablation he points out that usually the thermal penetration length
Lth =

√
2 · κ · τp is much larger than the absorption length which is given by the

inverse of the absorption coefficient, α−1. This is indeed fullfilled for the materi-
als under consideration here as can be seen in table 4.1 were α−1 < 40 nm and
Lth > 670 nm is found for graphite and tungsten.

From energy considerations the ablation threshold can be estimated (Amoruso,
1999, eq. 6) to be

Fth ≈ 1
A

ρcΔTmLth (3.2)

with the same nomenclature for material properties as in equation 3.1 and
ΔTm = Tm − T0 the melting3 and initial target temperature. In the following
ΔT(W)

m = (3700 − 300)K and ΔT(C)
m = (3915 − 300)K is used. The resultsing thresh-

old fluences are also reported in table 4.1. The order is in agreement with experi-
mental observation, with graphite having the lowest ablation threshold, followed by
rough tungsten and polished tungsten. In the experiments described in the follow-
ing rough tungsten had to be used as the polished tungsten could not be sufficiently
ablated in the experiment.

Experimentally, the ablation rate of the the laser system in use (2.4) was stud-
ied in the frame work of an ongoing PhD thesis and a diploma work by Ku-
bina (2012). Results have been presented by Xiao et al. (2013). Here, for laser
energy density F = 7.1 J/cm2 bulk material removal rates for bulk materials of
9.0 · 1015 C atoms/mm2, 2.8 · 1015 Al atoms/mm2 and 6.2 · 1014 W atoms/mm2 are re-
ported. For carbon measurements in this work a higher value (c.f. section 7.6.2)
(19 ± 5) · 1015 C atoms/mm2 for F = 4 J/cm2 is determined. In both cases the re-
sults are determined from crater volume measurements; in the first case based on
50 laser spots with an area of 3.67 mm2 in the latter case with 14+4

−3 mm2. The differ-
ence of a factor 2 can not be reconciled from the available data and might be due
laser profile effects for the different spot sizes or a systematic difference in the crater
analysis. Improved methods for determining the ablation rate with higher accuracy
in the future are suggested in the discussion.

3The analysis by Amoruso (1999) is done for metal targets. In case of graphite the sublimation
temperature is used instead.
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3.1. Overview of the laser ablation process

3.1.2 Abundances

3.1.2.1 Neutrals/ions

As discussed above in the fusion environment with magnetic field strengths of sev-
eral Tesla ions are deflected by the Lorentz force. Therefore, only neutral species
(with the notable exception of very heavy elements like tungsten at several km/s
speed) are able to enter the plasma edge and contribute to LIAS light. Thus for
successful LIAS application an ablation process with a low number of created ions
is desireable. For nanosecond laser pulse duration the fraction of ions is indeed seen
to be low. The quantitative determination of the neutral/ion ratio is hindered by the
fact that detectors like QMAs are very different in sensitivity for neutrals and ions,
which complicates quantiative analysis (Gierse, 2010).

Ashfold et al. (2004) point out that the ionization fraction expected from the Saha
equation is ni/nn < 10−5 for graphite. However, they report that for metal targets
ionization fractions > 0.1 are estimated, “though this then generally assumed to fall
rapidly via subsequent electron-ion recombination processes”. For the LIAS process
this implies that if all ions are lost about 90% of the ablation plume still remains in a
neutral state. Also the short lived ions might recombine when striking a surface due
to their gyro-motion around a magnetic field line and become available as neutral
species again. Therefore the loss of ions is not considered to be detrimental to the
LIAS signal. If shorter laser pulses are considered for LIAS application this issue has
to be addressed more carefully.

3.1.2.2 Ratio of Atoms/molecules/clusters/macroscopic particles

For metals, as tungsten in the present study, “thermal evaporation [is] expected to
yield predominantly atomic products.” (Claeyssens et al., 2003). However, in case of
graphite and a-C:D layers the situation is not obvious and the results differ among
authors.

In a comparative study of ablation behaviour of different materials, including
graphite, Claeyssens et al. (2003) report for their graphite measurements: “No peaks
with higher m/z, indicative of molecular fragment formation, were detected for any
of the target materials investigated. [...] Previous studies of laser-induced evap-
oration of graphite ~at 248 nm have revealed formation of a range of molecular
species ~e.g., C2 and C3 in addition to the atomic products, however. No such
molecular fragments were detected at the combination of wavelength, fluences and
background.”

On the other hand, Krajnovich (1995) reports in KrF excimer laser ablation with
energy fluence between 300− 700 mJ/cm2 strong abundances of carbon clusters with
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3. The laser ablation process with a view to LIAS

C3 being the dominat one. He compares his findings with thermal equilibirium
vapor pressures, where the contribution from trimers is also dominant.

In the experiments reported in the following a strong molecular contribution for
fine grain graphite bulk material was observed, complicating analysis as will be de-
scribed later. Contrary, in case of mixed layer ablation no swan band emission could
be observed. Therefore, the identification of ablation regimes in which molecular
ablation can be suppressed should be addressed in future work.

While it is well established that for ultrashort puleses nanoparticles form the
major part of the ablated material (Donnelly et al., 2010) this ratio is not reported
generally for nanosecond ablation. Marmar et al. (1975) report a fraction of micro-
scopic clusters to be 0.05 ± 0.03 in case of Aluminum targets in nanosecond ablation
experiments.

Nanoparticle and dust formation in laser ablation of graphite and tungsten de-
scribed in Márton et al. (2003); Ozawa et al. (2001); Bae and Park (2002) and was also
studied with a ruby laser with contribution from this author by Ivanova et al. (2011).
However, direct comparison is hindered by different experimental conditions, as
Márton et al. (2003) use ambient N2 pressure, Ozawa et al. (2001) He atmosphere.
None of these studies addresses the question of relative abundance compared to
atoms or small clusters. This should be addressed in the future by catcher experi-
ments continuiung the work started by Ivanova et al. (2011).

3.1.3 Velocity distribution of ablated particles

The velocities observed in laser ablation are typically too high to be explained by
thermal evaporation. Nonetheless often Maxwell-Boltzmann like distributions are
observed. Krajnovich (1995) describes this as a “curious mix of thermal and non-
thermal behavior”.

For a phenomenological description of the velocity distributions of ablated par-
ticles different fitting functions have been suggested. As described above, in the
UV ablation experiments of graphite with a nanosecond ArF (λ = 193 nm) laser
by Claeyssens et al. (2003) only atomic carbon was detected. For these experi-
ments good agreement between measurement and a velocity distribution derived
for molecular beams from nozzle sources by Anderson and Fenn (1965) is reported
by Claeyssens et al. (2003). According to eq. 26 of this reference the velocity distri-
bution can be described by

f (v) = c1 ·
(

v
vs

)3

· exp

[
−1

2
· γ · M2

s

(
v
vs

− 1
)2

]
. (3.3)
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3.1. Overview of the laser ablation process

Here Ms is the Mach number, vs is the center of mass velocity, γ the specific
heat ratio. In accordance with their observation Claeyssens et al. (2003) assume a
mono-atomic gas with γ = Cp/Cv = 5/3.

For low fluency regime a Maxwell-Boltzmann distribution for molecular frag-
ments is found Danielzik et al. (1986).

Using an energy distribution of the form

f (E) = I0 ·
E

E2
peak

exp

(
− E

Epeak

)
(3.4)

the distribution can be described as a function of the kinetic energy of the parti-
cles, with the maximum at Epeak.

To describe the plume dynamics in a Monte Carlo simulation Konomi et al. (2010)
use a Maxwellian particle distribution with a stream velocity. For x oriented along
the surface normal of the ablation target they suggest a velocity distribution of the
form

f
(
vx, vy, vz

)
=

1

(2πRT0)
3/2 · exp

{
− (vx − us)

2 + v2
y + v2

z

2RT0

}
(3.5)

with us the stream velocity, R=k/m, k the Boltzmann constant and m the particle
mass, T0 the temperature and vx, vy and vz the velocities in x, y and z, respectively.

Introducing the thermal velocity e.g. according to Goldston and Rutherford

(1995, equation 1.24), vth ≡
√

kB · T
m with kB the Boltzmann constant, T the tem-

perature and m the particle mass the velocity distribution can be re-written as

f
(
vx, vy, vz

)
=

1(
2πv2

th

)3/2 · exp

{
− (vx − us)

2 + v2
y + v2

z

2v2
th

}
. (3.6)

In the experiments described later in this work an observation in the plane per-
pendicular to the normal direction was performed. To compare the measurement
taken from a small volume a few centimeters away from the ablation target and
along the normal direction of the surface the normal the above distribution function
is evaluated as follows:

As the volume is small in the vertical direction along the surface particles with
a high velocity in the y–direction can not be observed. As a simplification thus it
is assumed that only particles with |vy| < a is assumed for the observed particles,
where a is a positive velocity small compared to the thermal velocity introduced
below. As the z-direction is pointing into the observation particles with all vz values
are observed. Thus the velocity distribution function that can be compared with the
measurement can be found by integrating the above function as follows:
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3. The laser ablation process with a view to LIAS

fv (v) =
ˆ a

−a

ˆ ∞

−∞
f
(
v, vy, vz

)
dvydvz

Here the velocity in the direction of the surface normal vx was renamed for conve-
nience to v. The solution to the integration is

fv (v) =
Erf

[
a√
2vth

]
√

2πvth
· exp

(
− (us − v)2

2v2
th

)
. (3.7)

As to be expected the result is an exponential function with a normalization
term which approaches zero for a → 0. Under the assumption of a point particle
source a has no influence on the shape of the distribution function. In fact, if a
sufficiently large observation volume, thereby monitoring the complete vy - space,
in the y direction is chosen, the result of the error function term approaches 1. If
a signal intensity Iv is observed as a function of velocity v in the described setup
this signal can be compared with the velocity distribution function by fitting the
expression

Iv (v) = I0 · exp

[
− (us − vn)

2

2 · v2
th

]
(3.8)

to the data.
The experimental method used for velocity distribution function measurement is

described in section 4.2.
It will become apparent that the measured data is incompatible for both tungsten

and carbon with the distribution for nozzle source according to Anderson and Fenn
(1965), equation 3.3, but can be well described by the stream modified Maxwell-
Boltzmann distribution function (equation 3.8) as well as the energy distribution
function 3.4. The results obtained for carbon and tungsten are presented in section
4.3.

3.1.4 Influence of magnetic field on ablation process

If ablation is performed with energy fluencies above the plasma formation threshold
ionic processes start to occur. It is to be expected, that the magnetic field has an
influence on the ablation process. For nanosecond laser ablation in environments
with magnetic fields > 1 T little data is available. First results were presented in
Huber et al. (2011, with contributions from this author). Here a 50% enhancement
in the CII 514nm 2s2p

(3Po) 3s − 2s2p
(3Po) 3p emission between the 0 T and 2.25 T

case was found. This is in qualitative agreement with observations for B=0.64 T in
aluminum ablation plasmas described by Harilal et al. (2004). The influence under
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3.1. Overview of the laser ablation process

TEXTOR conditions is being further studied in the framework of an ongoing PhD
thesis which is done in parallel with this work and should be kept in mind when
comparing laboratory measurements without magnetic field with experiments per-
formed in a magnetic confinement environment.
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4 Experimental investigation of
the ablation process

4.1 Sample materials

In this thesis tungsten and fine grain graphite bulk materials, as well as predeposited
layers were ablated. Layers of mixed composition of tungsten, carbon aluminum and
deuterium were created to investigate material mixtures expected in a fusion reactor.
Details of the layer manufacturing process and analysis are reported in our publi-
cation (Philipps et al., 2013). The attempt to quantify the amount of laser removed
material for the experimental days in which fast camera measurements were avail-
able was inconclusive by both Nuclear reaction analysis (NRA) and Electron probe
micro analyzer (EPMA) measurements. This prevented a reliable quantitative anal-
ysis. The situation might be improved by additional planned measurements under
improved analysis conditions.

4.1.1 Bulk materials

For investiagion of laser tungsten and graphite bulk materials were chosen. There
are two main reasons for this: To study the LIAS behaviour of materials with very
different atomic mass, as well as the use of Tungsten (forseen in ITER) and Carbon
(forseen in Wendelstein 7-X) as first wall material in fusion devices. Additionally,
experiments on Aluminum bulk material as a light metal were forseen but could not
be carried out due to time constraints in the experimental programme.

For investigation of laser ablation on bulk graphite commercial fine grain “EK98”
graphite was chosen. Physical properties of the material are compiled in table 4.1.
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4. Experimental investigation of the ablation process

Property Symbol S.I. Unit EK98 (C) W
Specific heat capacity c J/(g K) 1.8 ± 0.1 0.132(1)

Thermal conductivity k W/(m K) 105 ± 5 140(2)

Heat diffusivity κ m2s-1 (3.2 ± 0.2) · 10−5 5 · 10−5 (2)

Mass density ρ g cm-3 1.85 19.3(2)

Latent heat per unit mass Lv J/g 5.95 · 104 (1) 4.4 · 103 (1)

Porosity 8 %
Grain size μm 10

Pore size μm 2
Permeability (air, T = 20 ◦C) cm2/s 0.015

Optical properties at 1064 nm:
Extinction coefficient k’ 1.1467(3b) 3.8(3)

Index of refraction n 2.32(3b) 3.0(3)

Reflectance R 0.25(3b) 0.6(3), 0.8(4)

Absorption coefficient α cm−1 1.3543 · 105 (3b) 4.4535 · 105 (3)

Absorbance(4) 1 − Rtot % 73 50 (r), 40 (p)

Laser ablation:
Absorption depth α′−1 (6) nm 32 9.8

Lth =
√

2 κ τp with τp = 7 ns Lth nm 669 837
Fth

(5) Fth J/cm2 1.1 1.3(r), 1.5(p)

Table 4.1: Compiled physical properties of EK98 fine grain graphite and tungsten
bulk material. EK98 data as reported in Gierse (2010), compiled from Irrek (2008);
Beyene (2009); Zlobinski (2009). Tungsten: (r) indicates untreated, rough sample, (p)
mirror polished samples. (1)Wolfram Research (2010),(2)Irrek (2008) , (3)Polyanskiy
(2014), (3b)Polyanskiy (2014), amorphous carbon, (4)Weaver et al. (1975), read from
figure 1 for crystaline tungsten.(4)Measured for the materials used in this thesis by
Zlobinski (2013), (5)computed following (Amoruso, 1999), (6) = α−1 ln (10)−1
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4.2. Method to determine LIAS velocity profiles from fast camera measurements

4.1.2 a-C:D deposit on polished tungsten

For the determination of the Balmer Hα photon efficiency of LIAS samples con-
taining deuterium were required. For this purpose amorphous deuterated carbon
(a-C:D) layers were deposited by Sören Möller by plasma-enhanced vapor deposition
in the PADOS device at IEK-4 at Forschungszentrum Jülich. Details regarding the
device can be found in his PhD thesis, Möller (2013, section 3.1). For the experiments
carried out in this work the substrate tungsten samples were polished to a mirror
finish. According to ellipsometry measurements on PADOS created a-C:D layers for
the laser wavelength λ = 1064 nm and absorption index k ≈ 0 and refractive index
n ≈ 1.9 was found (Möller, 2013, section 3.3.). This indicates that for the infrared
laser beam the layers are nearly transparent. Quantitative results are presented in
section 7.5.

4.2 Method to determine velocity profiles from fast

camera measurements of LIAS emission

To investigate the velocity distribution of particles entering the plasma edge the
time resolved information for a transition chosen by an interference filter with the
fast camera was used. Example data for different carbon transitions is shown in
figure 7.6.

To determine the velocity distribution from spectroscopic measurements a high
time resolution was chosen with a frame time of 1.46 μs and 128 × 32 pixel resolu-
tion (CI, λ = 908.9 nm) 2.64 μs and 128× 64 pixel resolution (WI, λ = 400.9 nm). The
reduced resolution leads to a smaller part of the image being recorded. For determi-
nation of the velocity profiles the pixels along the normal of the laser irradiated are
was used. The situation is illustrated in figure 4.1.

An example LIAS signal, the 3rd laser pulse in discharge #119771 is shown in
figure 4.2. The time relative to the trigger signal is written on the top of every sub-
plot. It can be seen that the time resolution is suitable to resolve the LIAS emission
in time. From the analysis in the highlighted region a velocity distribution to the
surface normal can be determined. It can be seen in later frames, that an additional
flux of particles in an angle towards the surface normal enters the plasma with a de-
lay to the particles entering along the surface normal. This velocity is not accounted
for in this analysis.

For direct comparison the radially integrated counts are shown on the same axis
for the first 7 frames in figure 4.3. Here the background shortly after the laser pulse
(blue) is visible. Then the first particles enter along the surface normal (green, t =
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4. Experimental investigation of the ablation process

Figure 4.1: False color intensity CI 908.93 nm of LIAS. The 128 × 32 pixel area moni-
tored during fast camera measurements is indicated in magenta.

2.3 μs). The signal reaches a maximum at t = 5.3 μs and then decreases again. With a
delay the particles leaving the surface at an angle lead to CI emission. This is visible
as a broadening in the signal and very apparent for t = 8.2 μs (dark yellow), where
the profile is widening and the intensity is already decreasing along the surface
normal while still increasing further away in toroidal direction from the laser spot.

To determine the velocity profile at first the intensity averaged over a radial and
poloidal pixel range is computed for each frame. In poloidal direction the interval
indicated by the magenta lines in figures 4.2 and 4.3 was used. In radial direction
two different locations where chosen with r = rcenter ± rwidth: r1 = (46.6 ± 0.1) cm
and r2 = (47.5 ± 0.1) cm.

By adding the counts for all pixel in the thus defined area the intensity can
be shown as a function of time with time given by the time to the trigger of each
analyzed frame. An example for the background subtracted intensity vs. time profile
referred to as I0 obtained is shown in figure 4.4 in black.

For each frame with time to laser pulse t the velocity of the particle is computed
as vp = d

t with d the distance between the sample holder and the radial position of
observation.

For the interpretation of this intensity profile it is assumed that according to
eq. 6.13 the signal strength is proportional to the time the particles spend in the
observation volume. This dwell time τ is given by τ = D

vp
= D

d t. Here D is the radial
diameter of the observed region, D = 2 · rwidth. Thus the corrected intensity is given
by Ī = I0/τ = I0

d
D · 1

t .1 It is shown in blue in figure 4.4.
1It is noted that the same type of 1

v -correction is applied to QMAs, as here the ionization proba-
bility required for detection is inverse to the velocity (c.f. Gierse (2010, section 3.5.2) where findings
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Figure 4.2: False color intensity measurements of CI 908.9 nm line. Selected region
for velocity distribution analysis is highlighted.

Using this corrected intensity the profiles can be fitted to the assumed velocity
distributions described in section 3.1.3. The results for carbon and tungsten are
reported in section 4.3.

4.3 Velocity profile measurements

For modeling the LIAS emission with the Monte Carlo code developed in this the-
sis and described in section 9.1 velocity profiles for the ablated species have to be
provided. To obtain the velocity distribution of tungsten and carbon the corrected
radial intensity profiles were obtained as described in section 4.2. For both carbon

from Braun and Hess (1993) are discussed).
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Figure 4.3: Radially integrated intensity profile for different frames. Selected region
for velocity distribution analysis highlighted.

and tungsten the target was irradiated with a power density of F ≈ 4 J/cm2.
Three different distribution functions were compared with the measured data,

the Anderson shaped velocity function, eq. 3.3, a Maxwell-Boltzmann energy dis-
tribution function, eq. 3.4 and a stream modified Maxwell-Boltzmann equation de-
scribed in section 3.1.3 and in the analytical form in 1D given by equation 3.8.

It was found that the Anderson-like shape is much more peaked than the mea-

sured distribution, due to the
(

v
vs

)3
component in the function. This result is dif-

ferent from the findings by Claeyssens et al. (2003) who were able to describe the
m=12 u signal in ArF laser ablation (λ = 193 nm) of graphite for comparable en-
ergy densities by this function. The much broader form observed here thus sug-
gests either a contribution by larger molecules or clusters that was not measured by
Claeyssens et al. (2003) or a strong influence of the laser wavelength onto the process.
In the following the fits to the other two distribution functions are described.

A fit to the stream modified Maxwell Boltzmann distribution to time resolved CI
light measurements recording during five pulses in NBI heated discharge #119771
is shown in figure 4.5. Here pulses 1-5 are shown, the sample was preconditioned.
In case of pulse 5 the last data point at v > 55 km/s was manually removed from
the plot. The fit and the data are shown. The intensity error was obtained by error
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Figure 4.4: Phantom camera intensity signal versus time. Measured intensity (black)
and intensity corrected for observation time τ (blue).

propagation from the uncertainty of the background intensity value. The uncertainty
in velocity was estimated based on the timing uncertainty of the onset of the laser
pulse estimated to be 200 ns and from the uncertainties in the radial calibration,
estimated to be 2 mm for each measurement.

The residual r is shown in the lower part of the figure with the same x-scale. It
is computed as the difference between the measured data y and the value of the fit
for the same velocity f it (v), r = y − f it (v). The relative residual is normalized to
peak value of the respective fitting curve and reported in percent. The error bars are
scaled accordingly.

In figure 4.6 instead of the velocity the energy of the particles is computed as-
suming atomic carbon with m = 12 u and a fit for eq. 3.4 is obtained. The residuals
are shown in the lower part of the figure.

The obtained fitting parameters are listed in table 4.2.
The same procedure was repeated for WI light measured during TEXTOR dis-
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Material EK98 graphite Tungsten (rough)

Maxwell-Boltzmann Energy fit parameters f (E) = I0 · E
E2

peak
· exp

(
− E

Epeak

)
m in AMU, fixed 12.0 183.84

Epeak in eV 4.4 ± 0.2 59 ± 7

Maxwell-Boltzmann stream velocity fit, eq. 3.8: I0 exp
[
− (us−vn)

2

2 · v2
th

]

vth [km/s] 3.2 ± 0.2 2.23 ± 0.08
us [km/s] 8.8 ± 0.3 7.6 ± 0.2

Table 4.2: Velocity distribution fitting parameters for fine grain graphite and tung-
sten bulk material.

charge #119779 in ohmic discharge. The corrected intensity for the three recorded
laser pulses as a function of velocity and energy are shown in figure 4.7 and 4.8. To
compute the energy from the signal m = 183.84 u was used.

The obtained fit parameters are also listed in table 4.2.
From the obtained data it can be seen that the obtained stream velocities us for

carbon and tungsten are found to be very similar. Accordingly the computed kinetic
energy for tungsten is found to be ∼ 15 times larger than for graphite.

The data for both materials is described reasonably well with both fitting func-
tions, typically with residuals to the fitted curve of less than 10% for the data points.
For tungsten a slightly better fit is obtained, with the maximum residual < 5% for
the stream modified Maxwell-Boltzmann distribution function.

Thus the latter will be used in chapter 9 to describe the velocity distribution of
both species in the Monte Carlo simulation.
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4.3. Velocity profile measurements
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4. Experimental investigation of the ablation process
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5 Plasma edge conditions in
TEXTOR

5.1 Overview of plasma edge physics in a limiter

tokamak

A schematic toroidal cross-section of a limiter tokamak is shown on the left in figure
5.1. The axis of toroidal symmetry is indicated by a dashed line. The limiter, which
forms a plasma is shown in black at the bottom of the device. The region, in which
the magnetic field lines intersect with a solid surface, in this case the limiter, is
called Scrape-off layer (SOL). As a solid material is a sink for the plasma a flow of
plasma towards the limiter dominates the physics of the SOL. The essential physical
process is captured by the “Simple SOL” model. A comprehensive introduction
can be found in Unterberg (2006). In the following key results which are used in
subsequent chapters are summarized.

The principle idea of the simple SOL model is shown on the right of figure 5.1.
Here the poloidal shape is ’unwrapped’ into a straight geometry. Therefore the
limiter is a sink for the plasma to the left and to the right. Plasma entering the SOL
is assumed to flow along the magnetic field line with velocity proportional to the
ion sound speed (Wesson, 2004, section 9.2) which is given by Huba and Book (2006,
p.29) as

csound,ion =

√
γ · Z · Te

mi
(5.1)

with γ the adiabatic index, Z = 1 for a hydrogen plasma, mi = 1 u the ion mass
and Te the electron temperature in eV. As detailed analysis shows that the sound
speed is only reached close to the surface (cf. Mach number plot in figure 5.2) we
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5. Plasma edge conditions in TEXTOR

scrape-off
layer

major radius R

Figure 5.1: Sketch illustrating the simple SOL model. Toroidal cut through limiter
machine (left). Right: Scrape-off layer (SOL) unfolded, limiter shown in gray on the
left and right side. Region of the main plasma is shown as checked area. Figure with
friendly permission from B. Unterberg.

use cs = 0.5
√

Te
mi

= 4.91 ·
√

Te [eV] km
s (Unterberg, 2006, p. 217) as an estimate of the

stream velocity in the SOL in the following.
For the computations the x-direction is parallel to the LCFS, the radial direction r

is perpendicular as indicated in the figure. r′ = r − rLCFS measures the minor radius
coordinate relative to the LCFS.

For the radial profile of the density inside the SOL a differential equation can be
found assuming one dimensional flow towards the limiter and demanding conser-
vation of mass (Unterberg, 2006, eq. 5):

∂xD⊥∂xn = ∂r

(
Γ‖

)
(5.2)

Here D⊥ is the perpendicular diffusion and Γ‖ = n · v‖ is the parallel flux of a density
n with a velocity v‖.

Assuming that D⊥ is a constant and ∂xn is constant in the radial direction and
that the right hand side of eq. 5.2 can be expressed in terms of a characteristic
particle residence time τ‖ as ∂r

(
Γ‖

)
= n/τ‖ eq. 5.2 has the solution1

n
(
r′
)
= nLCFS · exp

(
−r′/

√
D⊥ · τ‖

)
= nLCFS · exp

(
− r′

λn

)
. (5.3)

In this simplified case the characteristic density decay length is thus given by
λn =

√
D⊥ · τ‖. For the typical velocity v‖ = 0.5 · cs

1This solution is eq. 6 in Unterberg (2006). Symbols used have been changed for consistency.
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5.1. Overview of plasma edge physics in a limiter tokamak

λn =

√
D⊥ · L

1
2 · cs

(5.4)

is obtained.

5.1.1 Analytical formula for density and temperature profiles

As an ambipolar flow towards the limiter takes place the density profile of the elec-
trons inside the SOL is expected to follow the exponential decay behavior predicted
in eq. 5.3 and is thus expected to follow

ne
(
r′
)
= ne,LCFS · exp

(
− r′

λne

)
. (5.5)

Analogously, according to Wesson (2004, section 9.3, eq. 9.3.4) the electron tem-
perature profile is described by

Te
(
r′
)
= Te,LCFS exp

(
− r′

λTe

)
. (5.6)

Again r′ = r − rLCFS is the distance along the minor radius measured from the
LCFS. and ne,LCFS and Te,LCFS are electron density/temperature at the LCFS.

5.1.2 Computing the heat flux value in radial direction

With measured ne and Te profiles the electron heat flux to the limiter can be esti-
mated. The heat flux is given by

q‖ = Γ · δ · Te = ne
(
r′
)

· cs
(
r′
)

· δ · Te
(
r′
)

, (5.7)

with δ the sheath transmission coefficient (denoted as γi,e in Unterberg, 2006)
which allows to relate the heat flux density onto a surface from a plasma to the
particle flux density leaving the plasma. It is reported to be δ ≈ 8 in Unterberg
(2006, p. 221).

Evaluating this equation assuming the exponential shape of the profiles

q‖ = 6.29507 · 10−15 · ne,LCFS exp
(
− r′

λne

)
·
[

Te,LCFS exp
(
− r′

λTe

)]3/2

W/m2 (5.8)

with ne,LCFS in m−3 and Te,LCFS in eV is found.
Introducing qLCFS = 6.29507 · 10−15 · ne,LCFS · T3/2

e,LCFS in W/m2, again with with

ne,LCFS in m−3 and Te,LCFS in eV, and λq =
2λne λTe

3λne+2 · λTe
the heat flux profile can be

expressed analogously to the temperature and density profile as

75



5. Plasma edge conditions in TEXTOR

q‖ = qLCFS · exp
(
− r′

λq

)
. (5.9)

5.1.3 Uncertainties in plasma parameter measurements due to

different measurement and sample position

The above description provides prediction in the direction of the minor radius. As
the location of LIAS experiment and profile measurement was not at the same dis-
tance from the limiter the influence of different connection length locations onto the
plasma parameters needs to be considered. In Unterberg (2006, VII) this influence
is reviewed. The dependence on L for density n, Mach number M‖ =

v‖
cs

and the
potential drop, each normalized to the respective value at the stagnation point is
shown in figure 5.2 as a function of distance normalized to the connection length
x/L with the stagnation point at x/L = 0 and the limiter at x/L = 1. As can be seen
both electron density can differ up to 50% at different distances from the surface.
This is of particular relevance in this work, as the connection length to the surface at
the sample location and of the helium beam measurement location is not known. As
the measurement of the plasma parameters was not at the same connection length
and the connection length is not known this error source has to be considered when
interpreting the measurements.

5.2 TEXTOR plasma edge characterization

The characterization and diagnostic of plasmas is a complex field of research. An ex-
tensive overview over different methods from a fusion research point of view is given
in Hutchinson (2002). A prominent class of diagnostics are the so called Beam emis-
sion spectroscopy (BES) methods. Here an atomic beam of particles is introduced at
a well defined small location of the plasma under investigation. The emission of the
atoms entering the plasma is observed by (spatially resolving) spectroscopy. From
the line ratios information on the plasma can be deduced.

Prominent representatives are based on helium (used as a reference in this work
and summarized below) and lithium beams.

Laser blow-off diagnostics have been discussed in the introduction. In the fol-
lowing, the helium beam diagnostic is reviewed as this is the method employed in
TEXTOR during the experimental campaign for this work.
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5.3. Helium beam method for plasma temperature and density measurements

Figure 5.2: Normalized parameters in the SOL along the magnetic field. Horizontal
axis normalized to the connection length. n/n0, Mach number M‖ and potential
drop are shown. Modified from Unterberg (2006, figure 5)

5.3 Helium beam method for plasma temperature and

density measurements

Radially resolving measurements of helium beam emission are a successful diag-
nostic for plasma characterization in fusion devices. In TEXTOR they have been
extensively used, in form of super sonic helium beams (Stoschus, 2011) and thermal
helium beams (Brix, 1998; Schweer et al., 1999; Schmitz, 2006; Schmitz et al., 2008).
The description in the following is based on the description found in Schmitz (2006)
and Schmitz et al. (2008) and summarizing the main concepts.

Helium BES relies on the fact that the population densities of atomic energy
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5. Plasma edge conditions in TEXTOR

levels ni (ne, Te) – where i is the index of an atomic energy level– change differ-
ently with temperature and density. To obtain the spatially and temporally resolved
electron temperature Te (r, t) and electron density profiles ne (r, t) Helium is puffed
into the machine. The emission of atomic lines is observed with radially resolved
spectrometers and interpreted by means of a Collisional-radiative model (CRM). It
is concluded that the local perturbation of the plasma due to the helium beam is
negligible (Schmitz et al., 2008, section 2.2.1).

For locally deducing the electron temperature Te the fact is employed that the
maximum of the population density for the singlet system occurs at higher elec-
tron temperature than for the triplet system. Thus the intensity ratio of the triplet
transition 33S → 23P at λ = 706.5 nm and the 31S → 21P singlet transition at
λ = 728.1 nm is most sensitive to Te. The ratio of the latter line to a second singlet
line, 31D → 21P (λ = 667.8 nm) is most sensitive to ne. These particular transitions
are chosen because they have a strong intensity in the experiment and are “easily
accessible because the line emission is in the visible range of the spectrum” (Schmitz
et al., 2008), also simplifying radiometric calibration of detecting systems.

The measured line intensity ratios are then interpreted by a CRM adapted for
TEXTOR by Brix (1998) and further developed since by Schmitz et al. (2008).

Schmitz et al. (2008) compares TEXTOR Helium BES with Thomson scattering
and probe measurements and concludes that the currently employed measurement
techniques and an extended version of the CRM in which proton collisions and
charge exchange processes relevant at higher densities are included yields reliable
results in the range 2.0 · 1018 m−3 < ne < 2.0 · 1019 m−3 and 10 eV < Te < 250 eV.

5.4 Analysis of Helium beam measurements for

experimental conditions in this work

For the experiments carried out in this work two different shot conditions were used.
For interpretation of the LIAS light a knowledge of the plasma profile parameters,

namely the electron density ne and the electron temperature Te is required.
Unfortunately, the Helium diagnostic was not operational at the experimental

days for LIAS. Therefore, an extrapolation of plasma edge parameters based on
measurements on other experimental days in TEXTOR had to be done.

Two main types of discharges were operated during LIAS. Neutral beam in-
jector (NBI) heated discharges with heating power PNBI = 1 MW, magnetic field
Bt = 2.25 T, plasma current Ip = 350 kA, line integrated electron density n̄e =

3.0 · 1019 m−3 and identical ohmic discharges without NBI, PNBI = 0 MW.
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5.4. Analysis of Helium beam measurements

Available Helium-beam temperature and density profiles (Schmitz, 2013) are
shown in figure 5.3. Electron density and temperature are shown in the upper
and lower graph respectively. The data available was for identical settings of
Bt, Ip, PNBI but only discharges with n̄e = 2.5 · 1019 m−3 and n̄e = 3.5 · 1019 m−3 were
available. Profiles were measured for three different times during the discharge,
t = 1.5, 2.0, 3.5 s. The reported values are shown in the graph in different colors,
with blue, green and orange for the lower density case and red, cyan and magenta
for the higher density case.

To estimate the plasma parameters for the LIAS condition, n̄e = 3.0 · 1019 m−3

the average value of both temperature and density profiles was computed. For
convenience the symbol ne19 is used with [ne19]=1019 · m−3.

To estimate the error for each radial point the maximum of the absolute difference
between value and reported error from the Helium beam analysis was taken as a
symmetric error. The resulting profiles are indicated in both plots by a thick red line
with dash-dotted error bars.

To check if this interpolation is justified the plasma pressure has been calculated
for each radial point and each profile. Using the same color coding as in figure
5.3 the resulting values along with the error bars estimated from Gaussian error
propagation are shown in figure 5.4. It can be seen that the interpolated density
and temperature profiles lead to a pressure profile which is within the scattering
of the measured profiles, thus producing consistent data. Due to default of in situ
measured data this interpolated profile is used in the following as a starting point
for LIAS modelling.

A functional description of density and temperature profiles was obtained by
fitting the interpolated profile data from the Helium beam diagnostic to eq. 5.5 and
eq. 5.6. rLCFS = 46.5 cm was used as LCFS location. The data points together with
the obtained fit for the NBI heated discharges are shown in figure 5.5 and 5.6 for
electron density and temperature on a logarithmic scale. Both measured ne and Te

profiles agree within their error bars with the model for most of the SOL. However,
for r > 487 mm for ne and for r > 485 mm a much faster decay of the values is found.
Thus the description is only valid inwards from the respective radial values. The
reason might be due to additional surfaces in radial direction acting as additional
plasma sinks or due to limitations of the Helium beam diagnostic in this density
range.

With the equations from section 5.1.2 also the heat flux at the LCFS qLCFS and the
heat flux decay length λq are computed. The obtained fit parameters and values are
shown in table 5.1. As the measured profiles decay stronger further outwards this is
an upper estimate for the heat flux to the test limiter.

The results reported for Experiment D, the ohmic plasma discharge with Ip =
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5. Plasma edge conditions in TEXTOR

Figure 5.3: Helium beam ne and Te measurements for NBI discharges. Top: ne.
Bottom: Te. Values for central density n̄e = 2.5 · 1019 m−3 and n̄e = 3.5 · 1019 m−3

are compared. The interpolation for n̄e = 3.0 · 1019 m−3 is shown in red. Estimated
errors for each data set are indicated by highlighting and dashed lines of the same
color.
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5.4. Analysis of Helium beam measurements

Figure 5.4: Computed plasma pressure as a function of minor radius for different
Helium beam profiles. The result from the interpolated plasma profiles is shown
in thick red. Estimated errors are indicated by highlighting and dashed lines of the
same respective color.

350 kA, Bt = 2.25 T and n̄e = 3.0 · 1019 cm−3 are estimated from slightly different
conditions of the measurements reported by Schmitz et al., 2008, figure 14, (a) and
(b), TEXTOR shot #101738. The conditions for this shot are reported to be Ip =

355 kA, n̄e = 3.1 · 1019 m−3, Bt = 2.3 T (values according to Schmitz et al., 2008, table
2). Thus it is expected that the error exceed the errors reported in table 5.1 which are
the standard errors reported by the NonlinearModelFit[] module of the Mathematica
environment.
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Figure 5.5: Estimated ne-profile with fit.
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Figure 5.6: Estimated Te-profile with fit.
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5.4. Analysis of Helium beam measurements

Experimental conditions
Experiment A,B,C D

Bt in T 2.25 2.25
Ip in kA 250 250

n̄e in 1019 cm-3 3.0 3.0(1)
PNBI in MW 1 0

Helium beam profiles fit parameters
rLCFS in mm 465 463

Te,LCFS 48.8 ± 0.5 33.7 ± 0.5
λTe in mm 36 ± 2 49 ± 3

ne,LCFS in 1019/m−3 1.04 ± 0.02 0.66 ± 0.02
λne in mm 11.8 ± 0.2 15.1 ± 0.7

Computed heat flux properties
λq in mm 7.9 10.3

qLCFS in W/cm2 2231.84 812.81
qsample = qr=50cm in W/cm2 26.7 22.6

Table 5.1: Experimental conditions, profile fit parameters and obtained decay lengths
λne , λTe and heat flux for different plasma parameters from Helium beam data anal-
ysis.
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6 Fundamentals of injected
material – plasma edge
interaction

6.1 Overview of atomic processes in a plasma

A comprehensive introduction to the topic of electromagnetic radiation from bound
electrons in a plasma is given in Hutchinson (2002, chapter 6). Here it is discussed
that the different radiation equilibrium situations in a plasma can be distinguished:

• Thermal equilibrium, with the strongest case the so called “complete thermal
equilibrium”, which also requires radiation to be in equilibrium. This is not
fullfilled in plasma experiments on earth as the plasmas are usually optically
thin and both the energy- and particle-confinement time is too short for an
equilibrium to be reached. He points out that it can be found in some astro-
nomical plasmas.

• Saha Boltzmann population distribution/Local thermal equilibrium (LTE)

• Non-thermal populations.

The electron density is the key parameter which determines to which extend colli-
sional processes contribute to an equilibrium. This is described by the McWhirther
criterion (Hutchinson, 2002, eq. 6.2.7) for the density as a function of temperature
T/e and energy level difference of the transitions in question ΔE/e, both in electron
Volts:

ne  1019 (T/e)1/2 (ΔE/e)3 m−3 (6.1)
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6. Fundamentals of injected material – plasma edge interaction

In this high density case a LTE can be reached.1 Evaluating this for a typical
plasma temperature in the edge region (T/e = 20 eV) for both neutral carbon lines
considered in this work it is found that this is not satisfied. An overview over
different criteria for LTE and coronal equilibrium is given by Fujimoto (1973). For the
UV transition at λ = 247.9 nm, ΔE/e ≈ 5 eV the requirement is ne  6.8 · 1015 cm−3,
a density not obtained even in the TEXTOR central plasma region. For the IR CI
line (λ = 908.93 nm, ΔE/e ≈ 1.36 eV) ne  1.34 · 1014 cm−3 is found, where ne �
1.0 · 1014 cm−3 is found in high density NBI heated discharges in TEXTOR in the
plasma edge.

For low densities the so called coronal model -which describes the conditions
found in the solar corona- can be used as an approximation (Unterberg, 2006; Sum-
mers et al., 2006). The simplification of this model is that the population densities of
excited levels are assumed to be so small that the species can be assumed to be in the
ground state. All upward transitions are collisional as the plasma is optically thin
due to its low density, so that absorption does not occur. On the same hand the emis-
sion of radiation will be dominated by the density independent atomic processes,
namely the Einstein A coefficient, as due to the low collision rate all downward
transitions are assumed to be radiative. Thus electron excitation

A0 + e → A0∗ + e (6.2)

leads to the emission of line radiation

A0∗ → A0 + hν. (6.3)

The ionization state can change by electron collision:

A0 + e → A+1 + e + e (6.4)

A+1 + e → A0 + hν. (6.5)

For finite density and to include the competing collisional and radiative processes
the coronal picture has been expanded into a collisional-radiative model by Bates
et al. (1962). Subsequently, this description has been expanded into the Generalized
radiative collisional theory (GRC) (Summers et al., 2006, and references therein).
This theory is the basis of the ADAS database (ADAS, 2013) from which the atomic
data provided was used in this thesis for the light elements hydrogen and carbon.

1The plasma created by the laser in the ablation plume a LTE can be approached in limiting
cases due to the high density of such plasmas. However, usually laser plasmas are in a highly
non-equilibrium state which makes interpretation more complicated than the interpretation of fusion
plasmas. To which extend LTE can be applied to laser plasma is found in Eliezer et al. (1978).
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6.2. The situation for LIAS: Fast neutral particles entering the plasma edge

The application of the GRC theory is described in Summers et al. (2006). A result
of this model are the effective ionization and photon excitation coefficient values (cf.
below) tabulated for local plasma parameters.

It is possible to track the transport of particles independently of the collisional
radiative model, because the time scales in a fusion plasma follow the ordering
(Summers et al., 2006, eq. 8):

τplasma ∼ τg ∼ τm  τ0  τe−e, (6.6)

where τplasma represents the particle diffusion compared with temperature and
density scale lengths, τg represents the relaxation time of ground state populations
of ions based on the recombination and ionization time, τm the metastable radiative
decay, τ0 the ordinary excited state radiative decay and τe−e the electron-electron
collision time.

In this situation a quasi-equilibrium is reached which is determined by local
conditions of electron temperature and electron density only. Therefore ionization
rate and Photon emissivity coefficient (PEC) from the GRC are reported as a function
of electron temperature and density and can be used in combination with a Monte
Carlo code tracking the particle movement. This fact is exploited by Monte Carlo
Codes for fusion application, e.g. the ERO code Kirschner (2000, section 5.2.) and is
used for the Monte Carlo code described in chapter 9.

6.2 The situation for LIAS: Fast neutral particles

entering the plasma edge

In a tokamak the plasma edge electron temperature and density exhibits an expo-
nential increase towards the center (cf. section 5.1). When considering the injected
impurity species recombination thus has not to be taken into account as created
ions are deflected by the magnetic field so that the recombination in the low elec-
tron density situation encountered at the plasma edge (cf. chapter 5) would lead to
recombination of impurity ions outside of the main emission plume.

Assuming a Maxwellian velocity distribution of the electrons the ionization time
τi of an atom in a homogeneous plasma can then be obtained from the temperature-
dependent rate coefficient for ionization of the atom n, 〈σv〉n→n+ and the local elec-
tron density ne.
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6.3 The penetration depth and ionization time

The change of neutral particle population in time is then given by ionization as the
loss term of the particle balance equation:

dn
dt

= −ne · n · 〈σv〉n→n+ (6.7)

Under the boundary condition n (t = 0) = N0 this can be solved by an exponen-
tial function of the form

n (t) = N0 · exp
(
− t

τion

)
(6.8)

with the ionization time given by

τion =
1

ne · 〈σv〉n→n+

. (6.9)

If ablated atoms move with a velocity v = dr
dt this can be mapped to radial coor-

dinates:

dn
dr

= −ne · n · 〈σv〉n→n+ ·
1
v

(6.10)

With the boundary conditions n0 (r = 0) = n0 the solution has the form

n (r) = n0 · exp
(
− r

λi

)
(6.11)

where the ionization length λi is given by

λi =
v

ne · 〈σv〉n→n+

= v · τion. (6.12)

Although the assumption of particles instantaneously entering a homogeneous
plasma does not well describe the situation found in LIAS, the ionization time and
ionization length are tabulated for experimental conditions. As velocity the stream
velocity measured experimentally in section 4.3 to be us,C = 8.8 km

s for carbon and
us,W = 7.6 km

s for tungsten were used. For plasma density and temperature the
values reported at the LCFS for the ohmic and NBI heated cases as determined from
Helium beam measurements were used (cf. chapter 5). The electron temperature
at the LCFS was used to estimate the ionization rates for carbon and tungsten from
figure 6.1. They are reported in the table below and only weekly dependent on
temperature in this range. The values used for the computation are listed here:
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6.4. Line emission due to excitation

COH CNBI WOH WNBI

τion [μs] 3.03 1.60 0.25 0.12
l0 [cm] 2.67 1.41 0.19 0.09

Table 6.1: Computed ionization time and length scales for NBI and ohmic plasma
discharges with values at the LCFS.

Discharge ne,LCFS
[
m3] Te,LCFS [eV] 〈σv〉C,ion

[
cm3s−1] 〈σv〉W,ion

[
cm3s−1]

OH 0.66 · 1019 33.7 5 · 10−8 6 · 10−7

NBI 1.04 · 1019 48.8 6 · 10−8 8 · 10−7

The values obtained for these parameters are shown in table 6.1. It can be seen
that shorter penetration depths and ionization times are expected for NBI heated
discharges due to the increased electron density found in these conditions. Due to
the higher ionization rate coefficient tungsten is predicted to have a much shorter
penetration length and ionization time.

6.4 Line emission due to excitation

Electron collision with the atom or ion can also lead to excitation and thus photon
emission by the atom: The emission rate of photons is described by the PEC. The
PEC is a function of species, state, transition, electron temperature and density of
the plasma: PECspecies,transition (Te, ne). If the PEC is known the number of photons
emitted in a time interval Δt is then given by

Nphot(transition) = Nspecies · ne · PECspecies,transition (Te, ne) · Δt. (6.13)

6.5 Ionization rates

6.5.1 Neutral Tungsten

For the simulations in this work the ionization cross section of tungsten was used as
reported in Kondratyev et al. (2013), who discuss two different ionization rate coef-
ficients, one based on ADAS and one from the ATOM simulation. The comparison
is shown on the left in Kondratyev et al. (2013, fig. 3). The values agree very well for
temperature up to 20 eV. In the range of interest up to 30 eV the strongest deviation
between the reported values the ADAS value is ∼ 30% lower than the value used.
For 100 eV the ADAS value has half the value of the ATOM ionization rate. However,
these temperatures are not achieved in the experiments performed with tungsten in

89



6. Fundamentals of injected material – plasma edge interaction

this work. The ATOM values are used in the following, the tabulation was provided
by Laengner (2013a). The values are shown in blue in figure 6.1.

To assess the number of neutral tungsten atoms it must be considered if recom-
bination of ionized tungsten can contribute to the population of neutral tungsten.
However, the “recombination due to typical plasma parameters in conditions of
ionizing plasmas is much slower compared to ionization and therefore can be ne-
glected.” (Kondratyev et al. (2013, S352)) This reasoning is followed in the Monte
Carlo simulation described in chapter 9. Thus recombination is not considered for
the injection of tungsten by laser ablation.

6.5.2 Neutral Carbon

Two ionization rates for neutral carbon were used. The ADAS value was obtained
using ADAS release v3.1 and program ADAS502 v1.8. The output from the program
along with the configuration is provided in appendix B.

Alternatively, the ionization rate of carbon is approximated according to Tokar
(2013) by

kion
C0

(Te) = 2.68 · 10−8

√
Te · exp

(
−Eion

Te

)
1 + 0.01 · Te

cm3s−1, (6.14)

with Te in eV and the ionization energy of carbon Eion in eV.
Both ionization rate coefficients are shown in figure 6.1, where the ADAS tabu-

lation is shown as solid red squares and the used interpolation function as thick red
line. The analytical form is shown as a thick dashed red line in the same graph. The
ratio of the different ionization rate models as a function of temperature is shown
in figure 6.2. There is less than 20% deviation for Te > 20 eV and the empirical fit
yields up to 40% higher ionization rates for low temperatures.

6.6 Photon emissivity coefficients

In the framework of the ADAS collisional-radiative model the emission for a tran-
sition comprises three contributions, namely excitation, recombination and charge
exchange. The so called PEC is a derived data format in which these three contribut-
ing factors are calculated from a collisional-radiative model providing the emission
rate of a spectrum line in photons/

(
cm3s1). It is referred to as ADF15 in the ADAS
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Figure 6.1: Ionization rates as function of electron temperature. Neutral Tungsten
(blue, thick), neutral Carbon (red, thick) and carbon ions C+ −C2+ (thin) from ADAS
and interpolating functions are shown. The thick dashed line indicates the empirical
ionization rate for atomic carbon.

framework, designed to be used with the effective ionization rate coefficients to
model the emission within a certain volume2

6.6.1 Neutral Tungsten emission

For the Tungsten WI 400.9 nm transition the PEC values reported in Kondratyev
et al. (2013, figure 3, right half) are used which are not part of the ADAS database
but evaluated with the GKU code (cf. Kondratyev et al. 2013, and references therein).
They are used in a tabulated form provided by Laengner (2013a) as an input to the
Monte Carlo code described below.

6.6.2 Neutral Carbon emission

In the experiment the neutral carbon emission 2s2 2p1 3p1 3P4.0 → 2s2 2p1 3s1 3P4.0 at
λ = 908.93 nm is observed. For simulation the ADAS data for this transition from
file pec93#c_pju#c0.dat was used.

In figure 6.3 both the used pec93#c_pju#c0.dat (denoted as PECC0
IR

93 , shown in red)

and the more recent pec96#c_vsu#c0.dat data (denoted as PECC0
IR

96 , shown in semi-
2http://open.adas.ac.uk/adf15, retrieved 2014-03-04 10.45am.
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Figure 6.2: Ratio of the ionization rates for neutral carbon from the empirical formula
to ADAS value as function of electron temperature.

transparent blue) are shown. In figure 6.4 a comparison between the two values is
shown. For each point the ratio in percent,

r =
PECC0

IR
96 − PECC0

IR
93

PECC0
IR

93

· 100, (6.15)

is computed. As can be seen from the graph the values agree for the data range
considered within 30% which gives an estimate on the accuracy of the values used.

The PECC0
IR

93 values are shown for ne = 1011, 1012, 1013 and 1014 cm−3 as a function
of Te in figure 6.5. For comparison the ionization rate coefficients for neutral carbon
are shown. It can be seen that for the encountered edge parameters the ionization
rate coefficient is at least one order of magnitude larger than the PEC which gives
a first idea on how many injected atoms are required per observed photon. This is
discussed in the following section.

92



6.7. The concept of photon efficiency

Figure 6.3: PEC for the IR C0 transition at λ = 908.9 nm. PECC0
IR

93 is shown in red,

PECC0
IR

96 is shown in half-transparent blue.

6.7 The concept of photon efficiency

To relate the observed photon flux to a particle flux the knowledge of the photon
efficiency, defined as the number of photons emitted per incident particle, needs to
be known. For the interpretation of impurity influx into a fusion machine the the
inverse photon efficiency, reporting ionizations per photon with the mnemonic S/XB
is commonly used. It is thoroughly described in Behringer et al. (1989) and is part
of the ADAS database for atomic injection.

A summary of the concept is given in Pospieszczyk (2005, sec. 6.2.2) where it is
shown that the atomic particle influx φA can be related to the total observed intensity
of a transition Itot by
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Figure 6.5: C0 ionization rate and photon emission coefficients for IR transition.

ΦA =
4π

Γ
Itot

hν

〈σIve〉〈
σExgve

〉 = 4π
Itot

hν

S
X B

(6.16)

with the branching ratio B ≡ Γ, the ionization rate coefficient S ≡ 〈σIve〉 and the
excitation coefficient for the considered transition

〈
σExgve

〉
. For small gradients in

electron temperature and density and an atomic particle source it is the fraction of
the effective ionization rate coefficient and the PEC (which combines

〈
σExgve

〉
and

the branching ratio Γ.
The S/XB value for constant plasma parameters is part of the ADAS database and

can be directly compared with experimental results. On the other hand if injected
particles and observed photons are measured an experimental S/XB value can be
reported.

In case of molecules the dissociation path to the species from which emission
is observed must be considered. Therefore the conversion factor relating molecular
particle flux to photon flux is named D/XB.

6.8 S/XB data

In this work the photon efficiency for Hα light observed from LIAS of a-C:D layers
was determined experimentally (cf. section 7.5.3). For comparison with the result
the S/XB value obtained from the ADAS database for atomic hydrogen is shown
in figure 6.6. The data from ADF13 file S/XB96#h_pju#h0.dat is used and the λ =

656.19 nm transition starting from line 210 is shown.
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Figure 6.6: Ionizations per excitation for Hα transition. Plasma paramter during NBI
discharges according to exponential fits shown as red points.

For reference the plasma parameters determined from the exponential fits to the
plasma parameter measurement by the helium beam are shown as red points, where
the profiles ne (r) and Te (r) are tabulated for values of r = 46.5...50.0 cm.

The predicted S/XB values for the measured plasma parameters as a function of
radius are shown in figure 6.7.

6.9 Determination of plasma perturbation from

hydrogen line intensity ratios

During the TEXTOR experiments Hγ and Hδ of the Balmer series transitions of hy-
drogen (from upper state n=5 and n=6 to the lower state n=2) were observed.

The oscillator strengths of these transitions averaged over the angular momentum
quantum number are shown in table 6.2. The values are taken from Janev et al.
(1987).
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Figure 6.7: Ionization per excitation for Hα transition as function of minor radius.

Transition n → m Amn
[
105 s−1]

2-3, Hα 441.0
2-4, Hβ 84.19
2-5, Hγ 25.30
2-6, Hδ 9.732
2-7, Hε 4.389

Table 6.2: Oscillator strengths averaged over angular momentum quantum number
for Balmer series of hydrogen. From Janev et al. (1987, table A.2.)

With the atomic data know from the hydkin database (HYDKIN, 2014) for differ-
ent processes the expected line ratio as a function of electron density and tempera-
ture can be computed according to Reiter (2013) as

rγ/δ = r5/6 =
A5−2 · [H (n = 5) /H (n = 1)]ne,Te

A6−2 · [H (n = 6) /H (n = 1)]ne,Te

(6.17)

For this purpose different processes were considered for both the γ- and δ-
transition:
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6. Fundamentals of injected material – plasma edge interaction

Figure 6.8: Surface plot of expected Hγ/Hδ ratio for ionic emission (green), H2-
(yellow) and H+

2 dissociation (red) as well as recombination (blue).

H + e → H+ + 2e, ratio H (x) /H (1)

H+ + e → H(1s) + ..., ratio H (x) /H+

H2 + e → ... + H (x) , ratio H (x) /H2

H+
2 + e → ... + H (x) , ratio H (x) /H2

with x=5 for Hγ and x=6 for Hδ. The processes are ionization, recombination,
dissociation of H2 and dissociation of H+

2 .
The expected ratios are computed as a function of electron temperature Te and

density ne. The result for the above processes is shown in figure 6.8. It can be seen
from the graph that the expected Hγ/Hδ intensity ratio is quite similar in the region
of interest for atomic, molecular and molecular ionic hydrogen (green, yellow and
red). Photons emitted from H2 lead to a slightly larger intensity ratio than pho-
tons from atoms who in turn have a slightly higher intensity ratio than the photons
obtained from H+

2 . The Hγ/Hδ for atomic species is shown in figure 6.9.
On the other hand photons emitted due to recombination exhibit a very different,

much lower ratio of Hγ/Hδ emission (blue in figure 6.8). For comparison a contour
plot for the recombination line intensity ratio is shown in figure 6.10.
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6. Fundamentals of injected material – plasma edge interaction

The experimentally observed line ratio of Hγ/Hδ will depend on the electron
density and temperature in the observation volume as described by the above
ratios.

However, all processes are expected to take place at the same time. So the
(quasi-equilibrium) population of hydrogen atoms, ions and molecules in the
observation volume needs to be considered. This requires future analysis in the
framework of a collisional radiative model and is beyond the scope of this work.
However, from a change in the observed intensity ratio during LIAS an assessment
of the change (or absence of change) of population of different species can be made.

The above will be used in section 7.6.2, where experimental data from radially
resolving spectroscopy is presented and discussed in terms of the results obtained
here.
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7 Experimental investigation of
interaction between ablated
material and the plasma edge

7.1 First results for LIAS on mixed and hydrocarbon

layers

First results from LIAS in TEXTOR on pre-deposited layers were reported in Gierse
et al. (2011, August) and Gierse et al. (2011, December). Different wavelength regions
from LIAS spectra recorded with the Spectrelle spectrometer (described in section
2.8) are shown in figure 7.1. The background subtracted spectra for the first three
laser pulses onto different layers are shown. The layers are, from top to bottom: i) a-
C:D on polished tungsten created in PADOS. ii) Balinit - a commercial diamond like
carbon with a chromium interlayer on a tungsten substrate, iii) a mixed W/C/Al/D
layer on polished tungsten created by magnetron sputtering (a description of the
used apparatus can be found in Marot et al., 2008).

Three different wavelength regions are shown. To the left the range from 414-
430 nm in which CII, Cr I, Al III and WI can be observed is shown. In case of the
mixed layer all lines are visible with the signal reducing for each shot. In case of
the Balinit layer at first a CII signal is present with the Cr I appearing for the 3rd

shot, indicating that the interlayer is reached. For the a-C:D layer only CII light is
observed for the first two pulses. At the 3rd pulse no CII light is observed indicating
the complete removal of the layer. The laser power was not sufficient to remove
material from the polished tungsten, so no significant WI light can be seen.

The second wavelength range covered is 512–517 nm, featuring the Swan band
head at 516.5 nm and CII transitions. For the Balinit layer an almost constant signal
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7. Experimental investigation of ablated material-plasma interaction

can be observed with a fixed ratio between the C2 band and the CII light emission
for all three laser pulses. In case of the mixed layer no C2 light is observed. For
the a-C:D layer significant C2 light is observed in the 1st pulse. In the second pulse
mainly CII light is observed, indicating that the release mechanism has changed and
molecules are no longer released off the surface. In the 3rd pulse almost no signal is
present, as the layer in the laser spot has been removed.

The last frame shows the region of the Balmer Hα/Dα emission, between 656 nm
and 657 nm. As to be expected a strong deuterium signal can be seen in the first
two pulses for the a-C:D layer. In case of Balinit a hydrogen signal is visible. Here a
material history effect can be observed: The first laser pulse (black) leads to a strong
Hα signal, the second pulse (red) has a lower amplitude and the 3rd pulse (green) has
an intensity larger than the LIAS signal due to the second laser pulse. For the mixed
layer no significant Dα light can be observed. The wiggles present in the spectrum
are thought to be due to the subtraction of the fluctuating background light.

This experiment shows that the atomic composition of layers can be clearly identi-
fied from the spectroscopic fingerprints in the spectra by LIAS. Also material history
effects can be seen. With known removal rates from the intensity of the respective
lines as a function of pulse number an estimate on the removed amount can be
made.

Simultaneously to the Spectrelle measurements, camera measurements with a
wavelength filter λ = 514 nm and a FWHM of 3 nm have been recorded. As can be
seen from the middle part of figure 7.1 in this wavelength range CII and C2 light
are observed. The resulting background subtracted recordings for the first two laser
pulses are shown in figure 7.2. In the top row the first two LIAS signals from the
mixed layer are shown, in the bottom row the a-C:D layer signal is pictured. The
nominal limiter position is indicated by a hatched area. The propagation direction
of the laser is indicated by a red arrow, the field lens as a white circle and the LCFS
by a thick dashed white line.

In case of the mixed layer it is known from the Spectrelle measurement that only
CII light is observed. A narrow emission cone, further narrowing into the machine
is observed. The emission maximum for the 1st pulse is inside the LCFS, for the
second pulse the width of the emission remains approximately the same. However,
the emission maximum is shifted outwards of the LCFS, indicating that either the
mean velocity of the ablated material has decreased (as the penetration depth for
fixed plasma parameters increases with velocity) or that the 1st pulse perturbed the
plasma.

In case of the a-C:D layer a broad signal in toroidal direction with a radial position
of the emission maximum around the LCFS is seen in the 1st pulse. The profile shape
is retained for the second pulse but the amplitude is significantly decreased and the
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Figure 7.2: LIAS due to the first two laser pulses on mixed W/C/Al/D layer (top
row) and a-C:D on W (bottom row). Data presented in Gierse et al. (2011)

maximum is shifted one centimeter further outwards.
The narrow emission shape for mixed layers and broader shape for a-C:D is in

agreement with tungsten bulk material exhibiting a narrow emission profile while
graphite bulk material exhibits a broader emission shape as will be discussed in
section 7.4.
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7.2. Time resolved LIAS measurements and temporal separation of LIAS and LIBS

7.2 Time resolved LIAS measurements and temporal

separation of LIAS and LIBS

To study the LIAS process time resolved a fast camera was utilized on a dedicated
experimental day. For experiments a Phantom v711 described in section 2.7 with
mounted wavelength filters was used. Selectable recording modes with the resolu-
tion as a function of the exposure time are reported in table 2.1.

The camera was operated from the side view observation of LL1 in TEXTOR. Ex-
periments with tungsten bulk material in ohmic discharges and with graphite bulk
material in both ohmic and NBI heated discharges were carried out. The respective
experimental conditions are listed in table 5.1.

7.2.1 Tungsten bulk material

The LIAS signal of the WI line at 400.8 nm due to the first five laser pulses on an
untreated substrate are shown in figure 7.3. In the rows the 1st to 5th pulse fired
on the untreated rough surface is shown. For each frame the time relative to the
laser pulse at the end of the exposure time is written inside the false color intensity
image. The colors are scaled for each frame individually to highlight the signal
shape in each frame. As a consequence the colors between the frames can not be
compared.

In all five pulses the exposure time was ∼ 67 μs. All pulses show a clearly
forward directed particle source. The 1st pulse (Cine30) shows strong conditioning
effects. The toroidally integrated radial intensity profile is therefore shown as a
function of time in figure 7.4.

Like in the other pulses the predominant LIAS signal is visible in the first 100 μs
after the laser pulse. However, in case of the 1st pulse a second, much longer lasting
LIAS signal is observed which starts to appear for t > 300 μs and last up to 3000 μs
after the onset of the laser.

The LIAS light due to ablation of the 6th–10th laser pulses recorded with high
time resolution ∼ 2 μs and reduced resolution are shown in figure 7.5. The trig-
ger system of the camera failed two times, so that only three LIAS signals were
recorded. However, all three recorded pulses show similar behavior, suggesting
high reproducibility after the surface has been conditioned. Again the strongly for-
ward peaked distribution is visible. The slower particles arriving in a later frame
penetrate less deeply, consistent with the ∝ v-dependence of the neutral penetration
length. In agreement with a kinetic velocity leading to broadening of the plume the
later arriving particles exhibit a much broader profile in toroidal direction than the
fast particles arriving in the beginning.
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7. Experimental investigation of ablated material-plasma interaction

Figure 7.3: WI 400.8nm light for the first and subsequent laser pulses on rough
tungsten during TEXTOR discharge #119778.

7.2.2 Time resolved LIAS measurements of carbon atoms, ions

and molecules

A compilation of observed emission for carbon atoms, C2 molecules and C+ and C++

ions is shown in figure 7.6.

7.2.2.1 Separation of LIBS and LIAS

For both CI 909.8nm (top row) as well as C+ (λ = 658 nm), 3rd row a separation
of LIAS and LIBS in time is demonstrated on the first frame. The LIBS emission
can be clearly identified while the particles have not yet reached the plasma edge.
Consequently the LIAS emission appears in the next frame. Interestingly, for C++

(last row in this plot) for the first frame exposed up to 4.46 μs after the laser pulse
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7.2. Time resolved LIAS measurements and temporal separation of LIAS and LIBS

Figure 7.4: Radial emission intensity profile of WI light as a function of time. After
the fast LIAS signal a slow contribution is clearly visible.

both LIBS light and a CLIAS pattern very different from the C++-LIAS-patterns in
subsequent frames is visible. Therefore this is shown in figure 7.8 in detail and
discussed below.

7.2.2.2 Neutral and molecular emission

In the first two rows of figure 7.6 CI light at λ = 909.8 nm and Swan-band light
recorded at λ = 530 nm is shown. For the C2 measurement only data with 66 μs ex-
posure time is available. Here it can be seen that both LIBS and LIAS emission occur
and that LIAS emission lasts less than 40 μs. Details about the temporal behavior are
discussed in section 7.3.

The emission shape of the C2 light is broad in toroidal direction, spanning the
full field lens and very short ranged in radial direction with a narrow peak around
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Figure 7.5: Higher time resolution recording of LIAS of rough tungsten. WI light at
400.8nm is observed.

r ≈ 47 cm. A radial profile by summation in the toroidal direction for all transitions
is shown in figure 7.7. Here it can be seen that close to the surface at r = 50 cm a
strong LIBS signal is present with contribution from all ionization stages. Then there
is a region with little light. Then an increase with TEXTOR edge plasma density and
temperature is observed, the actual LIAS light. The LIAS intensity maximum for
C2 is furthest outwards at r ≈ 47.5 cm, followed by the maximum of CI emission at
r ≈ 47 cm. The C2 emission exhibits a steeper decay of intensity than the CI emission.
As can be seen in figure 7.6 the CII and CIII signal extends beyond the observation
area. Thus a normalization is difficult.

The CII light is found to spread more in toroidal direction in accordance with the
movement along the magnetic field lines. In time resolved measurements different
stripe-like features are visible, indicating that the emission profile is not homoge-
neous. This might be due to small perturbations in the plasma density, leading to an
increased ionization locally. Notably after summation over all LIAS frames as done
on the right most panel the stripe structure is no longer apparent. This explains why
this has not been observed in previous non-time resolving measurements.

The interpretation of the CIII light is complicated by the fact that the CIII tran-
sition at 465.3 nm is inside a region of C2 swan band emission. A spectrum for this
wavelength region is shown in figure 7.9. Here further measurements are required
to clarify the situation. A time trace of the observed intensity and a selection of
characteristic frames is presented in figure 7.8. In the frames indicated with “0”
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7.3. LIAS timescale measurements

and “1” an emission shape compatible with fast C2 particles reaching velocities of
up to 9 km

s . In frame “0” an interesting structure is present. For interpretation an
additional time resolved measurement from the top is needed. Frame “1” exhibits
a pattern that very closely resembles the emission shape of the C2 measurement.
However, additionally broad stripes in toroidal direction, originating from the shape
also observed with the 530 nm filter as well far inside (r < 45 cm) start to appear.In
frame “2” only little emission far outside due to C2 is seen and the CIII signal inside
starts to dominate. This is also seen in a different fall-off time scale in the inten-
sity vs. time profile shown in blue in the figure. The broad ionic line profiles now
emit for up to 300 μs light with little localization visible (frame “7”). Finally this
contribution from two species explains the complex radial profile found for the CIII
filter in figure 7.7 (cyan). This explanation was also speculated by Summers et al.
(2001) to explain the discrepancy between observed ’CIII’ emission and modeling,
but no additional measurements were available to support or disregard this claim.
The observations reported above suggest this claim.

7.3 LIAS timescale measurements

By fast camera measurements it is possible to characterize the temporal behavior
of LIAS emission. Time resolved measurements give further insight into the LIAS
process, as the emission time is related to the rate coefficients for ionization (cf.
section 6.5) and photon emission (cf. section 6.6). In the analytical perturbation
model described in section 8.1 also predictions for the ionization time of the neutral
species were made that can be compared with the measurement.

The experiments presented here were either carried out with NBI or in ohmic
conditions. The experimental conditions were chosen to be the same as listed in table
5.1. Time resolved measurement of the neutral CI and WI line for different TEXTOR
settings are shown in figure 7.10. In the top half the measured frame integrated
intensity is shown. In the bottom frame the background subtracted accumulated
intensity normalized to the integrated intensity over the whole LIAS emission time is
shown as a function of time. The end point of LIAS is defined when the background
level observed prior to the laser pulse is reached again.

The intensity profiles presented are tabulated in table 7.1. In figure 7.10 the
neutral line emission for tungsten (magenta) is shown. As oscillations in the intensity
are measured at this short exposure time a smoothed curve is shown as a thick
dashed line. As listed in the table for the CI transition different measurements
have been performed. In the graph fast measurements obtained during NBI heated
discharges is indicated in magenta. The smoothed line is indicated as thick dashed
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Figure 7.6: Fast camera measurements of different carbon lines due to ablation of
EK98 graphite. Background subtracted pictures in false colors, scaled to full range
for each frame. Frame integrated signal for each filter (bottom).
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Figure 7.7: EK98 radial profiles for C2 and different ionization stages of atomic
carbon.

line. To achieve this ∼ 1 μs exposure time the resolution of the camera had to be
reduced (available resolutions for different exposure times are listed in table 2.1).
This is the reason why typically texp ∼ 12 μs was used, which allows a resolution
of 256 × 256 pixel and the imaging of the full LIAS plume. The data obtained for
the same experimental conditions but with this longer exposure time is shown in
red for comparison. To increase temporal resolution data from five laser pulses, all
performed during the flat-top phase is shown in the figure. The corresponding pulse
from which the data is obtained is indicated by the number in the circle marking the
data point.

From direct comparison from the cyan and red curve in the upper half of figure
7.10 one can see that the longer exposure time leads to an apparent delay of the
emission maximum for slower recording. This is explained by the fact that the time
for the frame reported by the camera is at the end of the exposure. Thus the point
shows the integral between the nominal time point and one exposure time before.
If compared to the accumulated intensity a good agreement between the ∼ 1 μs and
∼ 12 μs curve is obtained.
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Figure 7.8: CIII emission as a function of time for shot #119774. The blue curve is
obtained by integrating the counts for each frame. Four frames are shown, indicated
by an index number.

To characterize the emission time scale for different species a quantity τ90% is
introduced. τ90% is defined as the time at which 90% of the accumulated LIAS inten-
sity have been observed. For the fast measurement this roughly corresponds to the
case where the emission intensity has decreased to 1/e of the emission maximum.
In the graphs the y-axis values 1/e (upper) and 0.9 (lower) are indicated as dashed
lines. In table 7.1 the values extracted from the graph and the estimated error are
reported. Counter intuitively, it can be observed that the faster measurements lead
to a larger uncertainty for τ90% due to the oscillations, as the oscillation complicate
normalization (clearly to be seen with a decreasing value of the accumulated inten-
sity of the magenta line for t > 20μs) and determination of the intersection with the
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Figure 7.9: Spectrelle data for TEXTOR shot #114874 showing LIAS of EK98 bulk
material. CIII lines and surrounding spectrum are shown, Hβ/Dβ are indicated.
The Swan band emission in this region is clearly visible.

y=0.9 line.
A notable observation here is the difference in shape between the magenta (tung-

sten) and cyan (carbon) line. The tungsten signal exhibits an almost exponential
decay, while this is only the case for t > 20 μs for the CI light. Instead there is a long
almost linear decline in intensity for ∼ 8 μs � t � 20 μs. As the velocity profiles de-
termined for both carbon and tungsten are rather similar (cf. table 4.2) this indicates
an additional source of neutral carbon from dissociation. This is consistent with the
temporal emission of C2 light which has not completely vanished for t ∼ 25 μs as
can be seen from figure 7.11 (bottom graph).

In this figure temporally resolved measurements of LIAS of graphite in an ohmic
discharge are shown. The C+ ion as well as C2 Swan band emissions are monitored.
The #119770 CI emission data is shown again for reference (black). The CII transition
observed with a 658nm filter is shown in red. Again the recorded intensity versus
time is shown in the upper half and the accumulated intensity versus time is shown
in the lower half. In each discharge five laser pulses have been fired during the
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Figure 7.10: Neutral species emission as a function of time for Carbon and Tung-
sten. Intensity as function of frame on top, bottom shows cumulative intensity as a
function of time. CI emission is shown for ohmic discharge (black) and NBI heated
discharge (red, high time resolution: cyan). Tungsten in ohmic discharge is shown
in magenta (raw signal as thin solid line, smoothed signal as thick dashed line).
Cummulative sum for C2 is shown in blue.

Condition shot Species texp [ns] λ f ilter [nm] τ90% [μs]
ohmic 119779 WI 2,198 400.8 10(3)
NBI 119769 CI 12,292 908.9 20(3)
NBI 119771 CI 1,106 908.9 30 ± 10

ohmic 119770 CI 12,292 908.9 25(3)
ohmic 119772 C2 66,000 553 30(6)
ohmic 119777 CII 12,000 658 60(5)

Table 7.1: Timescales for LIAS emission determined from fast camera measurements.
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Figure 7.11: LIAS of fine grain graphite bulk material observed with fast camera.
Frame intensity versus time for different ionization stages are shown. Top: Intensity
of frame for CI (black), CII (red). The laser pulse number is indicated by the number
in circle. Bottom: Normalized cumulative sum of frame intensity as a function of
time for CI (black), CII(red), C2 (blue).

flat-top phase of the TEXTOR discharge and the data has been combined to increase
temporal resolution. Again, the laser pulse number is given inside the data point
circle. Unfortunately, no high time resolution of the C2 LIAS signal is available. Thus
it is not possible to clarify the emission history of C2 and CI emission, namely if C2

is the predominant source of CI emission via dissociation or if a mixture of neutral
atoms and molecules enter in the case of graphite ablation.

For the atomic species it can be clearly seen that the emission time increases with
ionization stage as to be expected: The end of emission is marked by full ionization
inside the observation volume. The ionization time for which a particle population
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7. Experimental investigation of ablated material-plasma interaction

has decreased to 1/e of its starting value is given by τion = 1
ne〈σv〉ion

, and 〈σv〉ion
decreases with increasing ionization stage for a fixed temperature (cf. figure 6.1).
However it must be emphasized that τ90% can not be identified with the ionization
time, as ne depends on location and the emission volume for the ionic species is not
completely monitored. This can be seen in figure 7.6 where the recorded images are
presented. Also the time is measured starting from the laser pulse so that in case of
neutrals the flight time is not accounted for which adds an uncertainty in the order
of ∼ μs (vstream < 10 km/s = 1 cm/μs, distance surface ↔ emission < 5 cm ).

In case of ions the starting population at t = 0 μs is assumed to be zero and they
are populated by ionization of the respective lower ionization stages. Thus a coupled
rate equation approach will have to be developed to extract the ionization rates
from the measurements. However, τ90% is suited for a first estimate, providing an
upper limit for the neutral species which are fully monitored inside the observation
volume.

For carbon τCI,NBI
90% = 20 ± 3 μs, τCI,OH

90% = 25 ± 3 μs and for the C2 emission
τC2,OH

90% = 30 ± 6 μs is found. For tungsten a much shorter time τWI,OH
90% = 10 ± 3 μs is

observed.

7.4 Time integrated radial emission profile

7.4.1 Tungsten

In TEXTOR shot #119768 unpolished tungsten was irradiated with the laser for five
pulses and the LIAS emission of the WI line at 400.8 nm was monitored by the fast
camera operating with a resolution of 256 × 256 pixel, a frame rate of 79,000 fps and
a frame time of 12.7 μs as a compromise between spatial and temporal resolution. A
background subtracted, time integrated LIAS pulse of the 5th laser pulse is shown
in figure 7.12.

The obtained background subtracted and radial profiles normalized to the maxi-
mum value encountered for r < 46 cm for the different binning methods are shown
in figure 7.13. In this graph the abscissa is aligned with the minor radius coordi-
nate. The respective minimum and maximum values for each of the five laser pulse
observed for the normalized profile are indicated as dashed lines for each bin to
provide an assessment of the reproducibility of the emission shape. It can be seen
that the emission shape is highly reproducible, although the material history effect
changes as the surface was not preconditioned. In figure 7.3 all pulses are shown.

To allow for comparison with a one dimensional simulation of particles entering
the edge the binning over the whole plume volume (indicated in magenta) is used
in the following.
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Figure 7.12: Time integrated, background subtracted fast camera signal for the 5th
laser pulse on tungsten in #119768.

For the emission maximum of the magenta observation area

rWI Em
max = 47.5 ± 0.3 cm (7.1)

is found. An experimental penetration depth for WI is defined as the distance from
the LCFS, rLCFS = 46.3 cm where the intensity of the emission is reduced to 1/e of
the value at the LCFS. For tungsten this is found to be

lWI
0,exp = 10+6

−5 mm. (7.2)

Here the large margin of error is due to the flat decay of the emission intensity.
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7. Experimental investigation of ablated material-plasma interaction

Figure 7.13: Time integrated, background subtracted radial WI emission profiles
obtained for different binning ranges.

7.4.2 Carbon

Analogously to the tungsten measurement above radial emission profiles for the ab-
lation of bulk graphite were measured in in TEXTOR. In the NBI heated TEXTOR
discharge #119768 EK98 fine grain graphite (cf. section 4.1.1) was ablated after sev-
eral conditioning pulses prior to the TEXTOR shot to avoid surface conditioning
effects and the CI 908.93 nm transition was observed. The time integrated intensity
measurement is shown in false colors in figure 7.14. To compare this measurement
with the Monte Carlo simulation radial profiles of the emission intensity were com-
puted from the measured data. Again three different binnings were used, a very
broad window, binning many pixels in toroidal direction indicated in magenta, a
profile with the width of the observed LIBS light shown in green and a selection of
identical width but offset from the actual LIBS emission shown in cyan. The radial
profiles obtained by summation in the toroidal direction and normalization to the
respective emission maximum are shown in the bottom part of the figure. It can be
seen that the normalized emission shape shows little sensitivity to the selection of
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binning area for the CI emission, contrary to the case of tungsten discussed above.
In case of carbon

rCI Em
max = 47.3 ± 0.2 cm (7.3)

is found. As for tungsten above a penetration length is determined from the mea-
surement. This is found to be

lCI
0,exp = 13 ± 3 mm. (7.4)

for CI. The resulting emission profiles are compared with the Monte Carlo simu-
lation in section 9.2.2.

7.5 Determination of Hα LIAS photon efficiencies for

a-C:D layers

To investigate LIAS as a quantitative material diagnostic method pre-deposited sam-
ples were used as a calibrated particle source and compared with the observed LIAS
photons. Part of this work has been reported in Gierse et al. (2014). Results pre-
sented in this publication is used and extended in the following.

Three experiments have been carried out. Experiment A was carried out on 2011-
03-16, Experiment B on 2013-01-09 and Experiment C on 2013-06-05. In all three
experiments 1 MW NBI hydrogen beam heated discharges in deuterium gas were
used. A central electron density ne = 3.0 × 1019 m−3 was controlled in the flat-top
phase, the plasma position was actively controlled using optical drift compensation.
The samples were placed at r = 50.0 cm. Magnetic field and plasma current were
chosen to be 2.25 T and 250 kA. During Experiment A current and magnetic field
were reversed.

To determine the LIAS photon efficiency of deuterium from a-C:D layers two
methods have been employed:

In “Method A” from analysis of the samples prior and post irradiation the num-
ber of atoms ablated off the surface is estimated. This method relies on surface and
layer analysis and is described in section 7.5.1.

Applying a radiometric calibration to the optical observation is termed “Method
B”. From these measurements performed by camera and spectroscopy the number
of photons can be deduced. This is described in section 7.5.2.

From the combination of Method A and B the photon efficiency can be deduced.
The findings are presented in section 7.5.3.
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Figure 7.14: Normalized radial profiles of CI emission (bottom) from time integrated
LIAS data for TEXTOR discharge #119768. In the top picture the recorded time
integrated intensity is shown in false colors. Selected boxes and computed profiles
are shown in the same color.
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Experiment Shot(s) Sample Crater Area
[
mm2] tFilter FLaser

(1)

A #114878 a-C:D780 D
24 ± 3

1.0

6.2A #114881 a-C:D520 G
A #114883 a-C:D176 I
B #118479 JI B

16 ± 3 3.2B #118477, #118478 JII A
B #118482 JIII D
B #118480, #118481 JIV C
C #119730 WIII G 14 ± 3 5.2
C #119731 WIII H 15 ± 3 4.8
C #119732, #119733 WIV I 14 ± 3 0.25 1.3
C #119734 WIV J 14 ± 3 0.5 2.6

Table 7.2: Listing of LIAS experiments to determine deuterium Dα photon efficiency.
(1) in J/cm2.

7.5.1 Method A: Determination of number of ablated atoms

7.5.1.1 Crater area measurements

The crater area was determined by measuring the area clearly inside the crater and
clearly outside. The crater was then assumed to be the average value of the two
sets. For a-C:D layers on tungsten substrate the transition can be easily identified on
camera pictures due to the different colors which were calibrated according to the
sample dimensions. Additionally, confocal microscope measurements of the craters
were performed by Marko Nonhoff under my supervision. Here the same method
was used five times independently and the error was estimated as the standard
deviation of the subsets. Then the error was reported by error propagation. An
overview of the experimental conditions for different TEXTOR shots is given in table
7.2, with an optical transmission of 85% assumed for the TEXTOR window. Notice
that the letters used to designate the craters are enumerated for each experimental
day.

7.5.1.2 Determination of layer inventory

To provide a known particle source by laser ablation in TEXTOR, amorphous hy-
drocarbon containing deuterium (a-C:D)-layers pre-deposited on polished tungsten
substrate in the low temperature plasma device PADOS at Forschungszentrum Jülich
by Sören Möller were used. EPMA and NRA was used to characterize the layers.
EPMA analysis was carried out at the Labor für Elektronenmikroskopie of the Fach-
hochschule Aachen by Dr. Silvia Richter and Christian von Lechberg according to
request. As an example a request for profile scans is shown in figure 7.15. The sam-
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7. Experimental investigation of ablated material-plasma interaction

Figure 7.15: Sample “WIII” – a-C:D layer on W. Craters G and H are indicated. The
EPMA scan directions and labels are indicated in green.

ple was aligned by eye inspection to match the required orientation. The size of the
sample is 25 mm × 25 mm. NRA measurements were performed at Forschungszen-
trum Jülich by Sören Möller.

The data obtained for profile “I” , which is along the axis formed by the craters
“G” and “H” is shown in figure 7.16. Due to several orders of magnitude difference
between the densities of carbon and the impurities measured the plot was divided in
an upper half showing the carbon atomic density on a linear scale and a lower half
showing the impurities (oxygen, calcium, iron, copper and boron) on a logarithmic
scale. The step width of the scan was 250 μm.

As the main goal of the profile analysis is to estimate the amount of material
ablated into the plasma edge the atomic concentration of carbon of the layer before
ablation was estimated by averaging over the points adjacent to the crater. To exclude
effects of the crater edge six points in the edge region (1.5 mm) were excluded. The
average values and their respective standard deviation are shown in red in the upper
figure. The average and standard deviation of the respective measured values at the
bottom of the crater are indicated in blue. The number density of particles removed
inside the laser spot is then assumed to be the difference between the interpolated
layer average value and the atomic areal density on the bottom.

From the aerial atomic density then the total injected amount can be calculated
with the area determined in section 7.5.1.1 and reported in table 7.2. The results are

122



7.5. Determination of Hα LIAS photon efficiencies for a-C:D layers

0 5 10 15 20 25

0

50

100

150

200

250

300

350

0 5 10 15 20 25
1E-5

1E-4

1E-3

0.01

0.1

1

10

Carbon atom density
Interpolated layer carbon atom density
Averaged crater carbon atom density

C
ar

bo
n

at
om

de
ns

ity
(1

016
/c

m
2 )

Distance (mm)

Crater G Crater H

EPMA Carbon profile ("I") of a-C:D layer on W ("WIII")

Im
pu

rit
y

at
om

de
ns

ity
(1

016
/c

m
2 )

Distance (mm)

O
Ca
Fe
Cu
B

Figure 7.16: EPMA profile of a-C:D layer WIII measured through crater axis.
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Figure 7.17: Characterization of layers from NRA and EPMA data. Atoms removed
per cm2 are reported.

presented in in figure 7.17.
From the NRA data the ratio of carbon to deuterium is computed. The resulting

ratios are shown in figure 7.18.
The data shows that the C/D ratio for experiment A is close to 2, while for

experiment B (with exception of layer JI) and experiment C it is close to 1. This shows
that layers of different hardness were ablated. However, given the uncertainties of
the measurement no related effect to the ratio could be found in the experiments
below.

7.5.2 Method B: Quantitative measurement of LIAS photons

7.5.2.1 Radiometric calibration in TEXTOR

To achieve the goal of a quantitative diagnostic for injected material the absolute
number of emitted photons has to be inferred from the signal measured with a
detector system, in this work a spectrometer or a camera. The output of both spec-
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Figure 7.18: a-C:D PADOS layer C/D ratio.

trometer and camera are counts. Therefore a conversion factor is required that can
be used to compute the number of photons that caused the counts measured by
the observation system. Thus the observation systems are calibrated in an identical
geometrical setup with a uniform spherical light source (cf. 7.5.2.2) placed at the po-
sition of the plasma light emission. In the following it is discussed how the counts
measured during the experiment can be converted to photons by using a reference
measurement from a uniform spherical light source in the same experimental setup.

Under the assumption that the detector sensitivity is linear with light intensity
the count signal in a wavelength range λi is proportional to the exposure time τexp

and the irradiance Eλi from the light source onto the detector,

countsλi = αλi · Eλi .τexp. (7.5)

The proportionality factor αλi lumps together all effects on the way from a photon
in the TEXTOR vacuum chamber to a count signal. Thus αλi = f

(
Tsys,λi , Shν (λi)

)
.

Tsys,λi denotes the transmission of the optical system from the plasma to the detector
is given by Tsys,λi = Twindow,λi

· Tmirrors,λi · TLens,λi · TND,λi · TIF,λi · Tairpath,λi , a product
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7. Experimental investigation of ablated material-plasma interaction

Figure 7.19: Sketch showing the relationship between irradiance of an illuminated
area and radiated area. Modified from Arecchi et al. (2007, p. 34)

of the vacuum window, mirrors, lens, neutral density filters and – in case of cam-
era systems – interference filters to select transitions and air path transmission and
reflectance respectively. Shν is the spectral photon response function of the detec-
tor. In this work the observation systems are calibrated in an identical geometrical
setup with a uniform spherical light source placed at the position of the plasma light
emission. This has the advantage that the transmission properties of the system for
measurement and radiometric calibration is practically identical1 and therefore α is
the same in both situations. Thus only the irradiance E (or the irradiating energy Q)
needs to be considered.

All these quantities (counts, α, E) and the ones discussed in the following are a
function of the wavelength. For convenience the indicating subscript λi is neglected
in the following.

A schematic sketch of the quantities required to compute irradiation from illu-
minance is is shown in figure 7.19.

The figure is modified from Arecchi et al. (2007, p. 34) and the definitions given
on the same page are used:

Ar is the radiating area – the opening of the Uniform spherical light source (USS)
in the case of radiometric calibration measurement and the plasma in case of LIAS
measurements with I the intensity of the radiating area in the direction of the illu-
minated area and L the radiance of the radiating area. θ is the angle between the
normal direction to the radiating area and the direction of illumination.

The irradiance at the illuminated area E is determined by the distance between
1Of course during the experiment the tokamak is under vacuum conditions, while the radiometric

calibration can only be carried out when the vessel is flooded with air so that manual access is
possible. However, this influence is neglected, as the beam path inside the vessel is much shorter
than outside the vessel as described in section 2.2.
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7.5. Determination of Hα LIAS photon efficiencies for a-C:D layers

the two areas d, the illuminated area Ai (in this case the actual area of the detector
surface, e.g. a single pixel) and the orientation of this area characterized by ξ, the
angle between the normal to the illumined area and the direction of illumination.

ω is the solid angle formed by the illuminated area when viewed from the radi-
ating area and is assumed to be small.

φi is the total flux irradiating the illuminated area.
In case of LIAS usually the exposure time of the system is much longer than

the emission time of LIAS light. Therefore the plasma background is subtracted by
subtracting the counts obtained from averaging the counts from the previous and
following frame of the detector. Then the counts due to total LIAS light fluence
ΦLIAS

tot are given by

cLIAS = α · QLIAS = α ·
ΦLIAS

i
Ai

= α ·
ΦLIAS

tot · cos (ξ)
4πd2 ≈ α ·

ΦLIAS
tot

4πd2 . (7.6)

Here QLIAS is the radiant energy for a given wavelength interval.
The LIAS emission is thought to be a point source emitting uniformly in all

directions.2 Then the ratio between the total fluence and the fluence onto Ai is given
by Φi

Φtot
= Ai cos(ξ)

4πd2 . As the detector area and the USS opening where aligned to face
each other cos (ξ) ≈ 1 was used.

Following Arecchi et al. (2007, p. 34f.) the counts due to observation of the USS
are given by

cUSS = α
IUSS · τexp · cos (ξ)

d2 = α
L · Ar · τexp cos (θ) · cos (ξ)

d2 ≈ α
L · Ar

d2 τexp. (7.7)

and the cos-factors are again approximated as ≈ 1. From the ratio between the
counts the total photon flux can then be determined as follows:

cLIAS

cUSS
=

QLIAS

QUSS
=

ΦLIAS
tot

4π · L · Ar · τexp
(7.8)

Therefore the total LIAS photon fluence for a wavelength interval can be com-
puted with

ΦLIAS
tot =

4π · L · Arτexp

cUSS︸ ︷︷ ︸
≡β

· cLIAS. (7.9)

With this definition of a spectral response β given in photons/count the mea-
sured LIAS-counts cLIAS can be converted to the total number of LIAS-photons. The

2Anisotropy in emission due to the magnetic field is neglected here.
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determination of β is documented in the following section. A resulting spectral
response curve is shown in figure 7.23.

7.5.2.2 Determination of the spectral response curve β with uniform spherical

light sources

Uniform spherical light sources with known spectral radiance Lλ
e have been com-

monly used at the TEXTOR tokamak for radiometric calibrations (Clever, 2010;
Brezinsek, 2002; Laengner, 2013b).

Two commercial uniform source systems have been used for this calibration.
USS1200 is calibrated by the manufacturer and the spectral radiance curve reported
in provided is used. This curve is shown in figure 7.20.

A smaller Uniform spherical light source USS-600 was then cross-calibrated
against this system. This is done for two reasons: The provided calibration curve by
the manufacturer is valid only for 50 hours of operation. Therefore a cross calibration
with the system in use is recommended labsphere (2008, section 4.0 system calibra-
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7.5. Determination of Hα LIAS photon efficiencies for a-C:D layers

Figure 7.21: Spectral photon flux for USS-600 inside TEXTOR.

tion). Additionally the smaller USS-600 can be placed inside TEXTOR during shut-
downs due to its smaller dimensions, allowing a calibration on the identical position
on which the plasma emission takes place. This cross calibration has been carried
out several times in the framework of a different PhD project Laengner (tion) and the
results obtained are used for this work Laengner (2013a) and Zlobinski (2013). The
obtained spectral photon flux curve for USS-600 inside TEXTOR is shown in figure
7.21. For the units to match the spectral radiance

[
L(λ)

e

]
= mW/

(
cm2 · sr · μm

)
is

converted to a spectral radiance reported in photons/nm with 5.03412 · 109 · λ [nm]

obtained from the relationship Ephot (λ) = h · c
λ with h Planck’s constant and c the

speed of light, the radiance can be converted into
[

L(λ)
e

]
= photons(λ)

sr · cm2 · nm · s .
Two steps in this function can be seen at 580 nm and 700 nm. The cross calibration

was carried out using three different spectrometers to cover the relevant wavelength
range which disagree in the overlapping wavelength range by < 5%.

The opening of the sphere is placed perpendicular to the observation axis. For
an absolute calibration of camera systems the pixels illuminated by the sphere are
integrated. These are then cUSS in eq. 7.9 with τexp the exposure time of the camera.
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7. Experimental investigation of ablated material-plasma interaction

λi is determined by the full width half maximum of the interference filter used in
the experiment.

For the spectrometers the λi intervals were chosen according to the wavelength
range mapped to each pixel. By interpolation of the Lλ

e –graph a response function
for each channel is obtained with units photons

counts(channel) . The absolute photons are then
obtained by integrating the counts over the wavelength range of the observed line.

To use this curve for different spectrometers the curve is interpolated to different
steps in wavelength. As different spectrometers have different dispersion properties
the discretization of the λ-axis varies for different devices. Therefore the spectral
photon flux curve is linearly interpolated onto the wavelength axis of the spectrom-
eter under consideration.

The counts per second are obtained by subtracting a measurement of the spec-
trometer with the US switched off from measurements with the US switched on.
The counts are normalized to the exposure time. The values are then averaged and a
standard deviation is given to account for statistical errors. A typical measurement
for a spectrometer is shown in figure 7.22. Here the USS was placed in TEXTOR at
the location of LIAS emission. Measurements were performed with τexp = 800 ms
per frame to prevent saturation. With the same setting a measurement was carried
out with switched off USS. The difference of the two signals, indicated in green
in the figure is then used to compute the response function of the respective spec-
trometer. The linearity of the spectrometers with light intensity was confirmed by
variation of the exposure time for otherwise identical settings.

spec.countsps
( counts

channel · s
)
=spec.counts/spec.exptime.

The dispersion disp(CH) of each channel is computed, using

disp (CH) =lambda (CH+1)−lambda (CH)

SpecRadUS600

[
photons
nm · s

]
is then mapped to the λspectrelle-axis using the linear inter-

polation command

Radiance . photonspernmsSpectrel le = i n t e r p 1 ( Radiance . lambda ,
Radiance . photonspernms , Radiance . lambdaSpectre l le )

The response function for the wavelength is then given by

resp . phpcount=Radiance . photonspernmsSpectrel le . * spec .
d i spers ion ./ spec . countsps

with units
[

photons
count

]
=

[
photons
nm · s

]
·
[ nm

CH
]

/
[ counts

CH · s
]

The error is reported according to standard error propagation, e.g. Ku (1966), as
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Figure 7.22: Measured spectrum for Spec4 with USS in TEXTOR. USS on - gray, USS
off - blue. USS background subtracted - green.

Δresp.phpcount = resp.phpcount ·

((
ΔRadiance.photonspernmsSpectrelle
Radiance.photonspernmsSpectrelle

)2

+

(
Δspec.dispersion
spec.dispersion

)2

+

(
Δspec.countsps
spec.countsps

)2
)1/2

.

An example of the response curve together with the statistical error for Spec4
is shown in figure 7.23. Two calibration results are shown. The resulting response
function with 800 ms exposure time is shown in blue, the response determined
for τexp = 32 ms is shown in black. The associated statistical error obtained from
standard deviations of the measured samples and error propagation is indicated as
a dashed line. Due to the poor signal to noise ratio in the τexp = 32 ms case this
calibration can not be used below ~450 nm and has larger relative errors for longer
wavelength than 800 nm.
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7. Experimental investigation of ablated material-plasma interaction

Figure 7.23: Response curve for Spec4 measured with 32 ms (black) and 800 ms
exposure time (blue). Values for β (cf. eq. 7.9) can be read from the graph.

A magnification of the wavelength range between 580 nm and 680 nm is shown
in figure 7.24. It can be seen that the values agree within the error bars. However it
can be seen that the response curve obtained for 800 ms is consistently at the upper
limit of the 1σ interval of the 32 ms curve. This can be an indication for a non-linear
behavior, as a perfectly linear device should not show a systematic dependence here.

However, this deviation is very small compared to other uncertainties and is
neglected in the following and a linear response with light intensity is assumed.

This method is applied for different spectrometers. For cameras the trans-
mission curve of interference filters used is measured with a Spectrophotometer
(PerkinElmer Lambda 950 UV/VIS/NIR). The obtained transmission curve is then
interpolated to the wavelength axis of and multiplied with the spectral photon flux
curve. The resulting integral of this curve times the exposure time for the reference
measurement then returns the conversion factor.
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7.5. Determination of Hα LIAS photon efficiencies for a-C:D layers

Figure 7.24: Detail view of response curve for Spec4.

7.5.2.3 Observation beam path transmission measured with overview

spectrometers

The transmission of the TEXTOR and field lens system is determined by placing the
Uniform illuminating sphere into TEXTOR, taking measurements and subsequently
placing the illuminating sphere instead of the field lens and repeating the measure-
ment. Thereby, the transmission of the optical system into TEXTOR is given by:

USS ∗ tTextor ∗ ttoFieldLens ∗ 1/response = countsTextor (7.10)

and

USS ∗ ttoFieldLens ∗ 1/response = countsFieldLens. (7.11)

Thus the transmission of the optical system starting from the field lens into
TEXTOR can be reported for every wavelength interval by the ratio of the measured
counts be the respective detector system:
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Figure 7.25: Determined transmission of the optical compenents at LL1 in TEXTOR
towards the tokamak, starting with the field lens. Spectrelle shown in blue, Spec4 in
green and different interference filter for Cam10 shown in red.

countspersecondTEXTOR

countspersecondFieldLens
= tTEXTOR (7.12)

The resulting transmission for the Spectrelle spectrometer, Spec 4 and three dif-
ferent interference filters in front of Cam10 is shown in figure 7.25. The values of
the devices are shown in blue, green and red. The values shown by the thin lines
in lighter colors and error bars are computed from the standard deviation of the
measured counts over the measurement time. Then error propagation is considered
for the computed transmission.

This measurement gives a good impression of the agreement that can be reached
for independent diagnostics. The agreement is slightly out of the statistical error
range but ~20% of the measured value.
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7.5.2.4 Absolute calibration for higher orders

In TEXTOR experiments strong Hα-emission can be observed. This emission is so
strong that the dynamic range of the spectrometers used does not allow simultane-
ous observation of Hα light and weaker lines. To circumvent this limitation measure-
ments were performed in a way that Hα was saturated during LIAS, but not during
the flat-top phase of the TEXTOR discharges. Then the second order of the Hα-line
observed by Spec4 (cf. section 2.10) is used to reconstruct the counts that had been
observed in the first order was not in saturation.

The correlation between the line integrated first and second order signal is shown
in figure 7.26. Here two discharges are shown, an ohmic discharge (#119736) in blue
and an NBI heated discharge (#119732) in green. The obtained linear fit to the data
is shown in red.

The obtained correlation was then used to reconstruct the Hα light emission. The
integral of each frame for the same discharges is shown in figure 7.27. On the left
the NBI shot is shown, on the right the ohmic case. The integrated Hα light from the
(partially saturated) first order is shown in green. The reconstructed date is shown
in black. In both cases τexp = 32 ms was used. A strong LIAS signal can be seen
around frame 100.

The good quality of the reconstruction can be seen in the ohmic discharge in
which the first order was not saturated as well as in the ramp up (frame numbers
before ~80) and ramp-down (frame numbers larger than 200) phase of the discharge.

7.5.3 Combined result: LIAS photon efficiency measurements

The measured photons as a function of injected deuterium atoms for experiments
A, B and C is shown in figure 7.28. Experiment A is shown in black (square), ex-
periment B in red (disk) and experiment C in navy blue (triangle). On the x-axis the
removed number of deuterium atoms based on the NRA measurements presented
above are used. For each data point the TEXTOR discharge number and the crater
name of the respective experimental day is printed close to the data point. The data
for experiment A and B has been presented in Gierse et al. (2014).

The linear fit to the combined data of all three experimental days is shown in

green. Here a value
[ D

XB
]a-C:DLIAS→ D

Dα(EXP A,B,C) = 80 ± 21 is found which is in agreement with

the previously reported value for experiment A and B alone of
[ D

XB
]a-C:DLIAS→ D

Dα(EXP) =

67.8 ± 20.4. However, the reason for the outlier #118477 (Spot A) of experiment B is
unclear. Further analysis hints that there might be a notation mistake for the grey
filter setting in the absolute calibration, but this can not be clarified beyond doubt.

135



7. Experimental investigation of ablated material-plasma interaction

-0.5
0

0.5
1

1.5
2

2.5

x 10
4

-4 -2 0 2 4 6 8 10 12
x 10

4

H
α  2

nd order fram
e-integrated counts

H
α
 1st order frame-integrated counts

#119736 ohm
ic

#119732 N
B

I
linear fit to data: ha1order=4.2115* ha2order + -136.9929

Figure
7.26:C

orrelation
betw

een
H

α
em

ission
in

first
and

second
order

for
non-saturated

cases.

136



7.5. Determination of Hα LIAS photon efficiencies for a-C:D layers

0 50 100 150 200 250 300
-2

0

2

4

6

8

10
x 104 #119734

Ha 1st order
Reconstruction of Ha 1st order from Ha 2nd order

0 50 100 150 200 250 300
-1

0

1

2

3

4

5
x 104 #119736

Ha 1st order
Reconstruction of Ha 1st order from Ha 2nd order

Figure 7.27: Reconstructed Balmer-Hα emission from Spec4 measured in 2nd or-
der. Top: #119734, first order saturated. Bottom: #119736, first order not saturated.
Measurement in green, reconstructed value in black.
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Thus, for the further analysis the most recent data from experiment C is used and a
photon efficiency of

[
D

XB

]a-C:DLIAS→ D

Dα(EXP C)
= 71 ± 7, (7.13)

which is within the uncertainty of the above values, is found. The slope corre-
sponding to this data is indicated as a thick dashed navy blue line and estimated
uncertainties as dotted lines. In Experiment C layers of the same thickness were ab-
lated and the laser energy to the surface was varied by means of neutral glass filters.
The experimental conditions are listed in table 7.2. Here no clear trend is observed
with the photon efficiency. The 25% case is found to be between the observed scatter
of the two 100% data points and the 50% case below the lower value of the 100%
cases.

For reference a typical value for the expected S/XB value for atomic D atoms is
shown in thick blue as a dashed dotted line. The value (S/XB)exp

e f f = 15.2 is taken as
a typical value from the discussion in section 6.6.

In Zlobinski et al. (2011, eq. 3) for desorbing hydrogen an atomic yield factor of ∼
2 due to the dominant reaction H2 + e → H+

2 → H+ + H is identified, meaning that
only half the photons that are expected in case of an atomic hydrogen/deuterium
source per injected hydrogen atom are observed. The corresponding slope in this
case is indicated by the dashed thick magenta line in figure 7.28 to show the slope
expected for injection of D2.

It is apparent that all observed values (with one exception, TEXTOR discharge
#118477 in Experiment B) show a much lower photon efficiency than expected for H
or H2 injection. The implications of the obtained D/XB value will be discussed in
chapter 10.

7.6 Experimental investigation of plasma perturbation

by ablated material

7.6.1 Variation of injected amount per pulse

To investigate the influence of changing the output energy of the laser an experiment
was performed in an ohmic discharge. The intensity of the laser was modified by
neutral glass filters. A mixed W/C/Al/D target was irradiated during the discharge
and the CI light in the UV (λ = 247.9 nm) was observed from the side observation
port. The measurements and the resulting profiles are shown in figure 7.29.
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Figure 7.28: Observed Dα photons as a function of the number of ablated deuterium
atoms. Predicted and fitted photon efficiency values are shown as lines. Experi-
mental day is indicated by color and data point shape. Shot number and crater are
written next to the data points. Details in the text.

To compare these profiles the FWHM was determined for every measured profile.
The results are shown in figure 7.30. The FWHM values obtained in radial direction
and toroidal direction are shown in the upper and lower plane respectively. The
values obtained from the mixed layer measurements shown in figure 7.29 are shown
on the left (a, c). On the right side (b, d) Hα profiles obtained from a-C:D layer
ablation are shown.

In the case of the mixed layers the radial emission profiles extend further with
increased laser power. At the same time a decrease in the toroidal FWHM of the
emission profile is observed. This is consistent with plasma perturbation as the
friction force increases with decreasing ion temperature.

In the case of NBI heated discharges and the injection of a-C:D layers of different
thickness with a constant laser energy no systematic variation was found. The radial
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7. Experimental investigation of ablated material-plasma interaction

Figure 7.29: CI LIAS emission for laser energy density scan experiments for mixed
(W/C/Al/D) layer in ohmic discharge. In the upper plane camera observation of
the CI line in the UV are shown. In the middle panel the toroidal profile and in the
bottom panel the radial profile of these measurements is shown.
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7.6. Experimental investigation of plasma perturbation by ablated material

Figure 7.30: Radial (a, b) and toroidal profiles (c,d) obtained from CI emission in
LIAS perturbation experiments. CI emission from mixed layers (a, c) and Hα emis-
sion from a-C:D layers of different thickness (b,d) are shown.

emission profiles remain unchanged, showing no indication of plasma perturbation.

7.6.2 Observation of Hγ/Hδ emission intensity ratio

To assess whether the LIAS emission perturbs the plasma edge locally the intensity
ratio of the Hγ/Hδ transition was monitored during the discharge and during LIAS.
The expected line ratios due to different processes have been discussed in section
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6.9. The experimental results obtained for different TEXTOR parameters are shown
in figure 7.31.

In all experiments the Hγ/Hδ emission was measured with the radially re-
solved spectrometer described in section 2.9. LIAS was performed on EK98 fine
grain graphite. Based on confocal microscopy measurements performed with a Stil
Micromesure 2 by Marko Nonhoff under my supervision3 the crater volume was
measured. Using the EK98 nominal density (cf. table 4.1) the ablated amount
per laser shot was determined to be 5.1+1.5

−0.4 μg ≈ 2.6 · 1017 C atoms injected on
average per laser pulse. The target was preconditioned with at least 10 laser
pulses to reduce material history effects. This value is reported for Experiment
C with irradiation conditions listed in table 7.2. From this data a removal rate of
(1.9 ± 0.5) · 1016 C atoms/mm2 is determined.

Additionally, for the LIAS-signals for all laser pulses during a single discharge
were averaged. The contribution adjacent to the emission lines was subtracted to re-
move molecular band influence assuming a linear intensity behavior over the wave-
length region. Also the data was smoothed over 10 data points with a moving
average filter. The background was subtracted from the non-LIAS-frames during the
flat-top part of the discharge.

This experiment was carried out in four different TEXTOR parameters. Both
NBI heating of 1 MW and ohmic discharges (top/bottom) and high and low central
density (left/right) are shown in figure 7.31.

The most pronounced effect is found for the low density ne = 1.8 · 1019 m−3 case
and here most pronounced in ohmic mode (lower right image). Here a decrease is
found in the minor radius range from ∼ 44.5 − 47.5 cm with the ratio dropping to
half its value from 4 (background) to 2 (LIAS) at 46.5 cm.

A combined plot which allows for the direct comparison of the discharges itself
and the impact of the ablated material is shown in figure 7.32. Here it can be seen
that the line ratio for all four discharge types exhibit a maximum at r ≈ 49 cm. This
can be interpreted as a strong presence of H2 close to the surface which exhibits a
higher Hγ/Hδ ratio (yellow surface in figure 6.8) than the line ratio due to atomic
processes (green surface in same figure). The short length oscillations of the signal
appear in all discharges so that they are believed to be a measurement artifact.

In the region around the LCFS (r = 46.3 cm) the line intensity ratio is found to
be ≈ 3 for all discharge types. Only the ohmic high density case exhibits a slightly
lower value which can not be explained from the atomic line ratio (figure 6.9), as an
increase in density which leads to a decrease in temperature for fixed heating power
leads to an increase in the Hγ/Hδ line ratio. Thus it is speculated that in these

3A description of the system is found in section 1.2 in Gierse (2010). In this work, example data
for a laser crater on fine grain graphite is shown in figure 5.2.
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Figure 7.31: Radial line intensity ratio of Hγ/Hδ for different TEXTOR plasma pa-
rameters in EK98 injection. Density decrease from left to right. Top: NBI heated
discharge. Bottom: Ohmic discharges.
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lower temperature and higher density cases the population changes, e.g. that the
equilibrium population shifts to a higher number of H+

2 or that the recombination
rate is increased.

In the bottom part of figure 7.32 the Hγ/Hδ line ratio measured during LIAS
is subtracted from the average line ratio measured during the flat-top phase of the
discharge. In all pulses a dip in the line ratio at r = 49 cm, 1 cm in front of the target
can be seen, indicating a distortion of the parameters directly in front of the surface.
However, just a few millimeters further inward no effect is observed anymore for all
discharges. The only discharge that exhibit a clear sign of perturbation is the low
density ohmic case (#119721, magenta dashed line) where -after first exhibiting a
narrow increase- a significant drop in the line ratio extending from r = 47.5 cm up
to r ≈ 44 cm is observed with a decrease of the line ratio of almost a factor of 2.

This indicates that in this low temperature low density case the LIAS injected
particle cloud and subsequent ionization releases a significant amount of electrons
which then lead to recombination of the plasma hydrogen ions. The line intensity
ratio for recombination is between 1.9 and 1.4 (cf. figure 6.10) while other processes
do not allow for a line ratio below ∼ 3. The fact that a line ratio of ∼ 2 is reached
shows that recombination must be the dominant population in this case during the
LIAS pulse.

On the other hand these measurement show that during NBI heated discharges
no strong perturbation in the LIAS region (except very close to the surface) is ob-
served.
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7.6. Experimental investigation of plasma perturbation by ablated material
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8 Analytical description of
plasma perturbation due to
injected impurities

8.1 Overview

Interpretation of LIAS light as described above relies on the knowledge of back-
ground plasma profiles. An important underlying assumption when using electron
temperature und density profiles measured at a remote location is that the particles
entering the edge plasma do not lead to a strong perturbation of the local plasma
parameters. Local plasma perturbation due to impurity injection has been studied
regarding the puffing of gas by Koltunov and Tokar (2011) and Tokar and Koltunov
(2012). These investigations focus on an influx of particles which is maintained typ-
ically for several seconds. These conditions are found in gas puffing experiments,
or with predicted little perturbation effects (cf. Schmitz (2006, section 4.2.3) for an
estimate for Helium puffing) in the case of diagnostic beams. More recently, the
global plasma response due to local impurity injection has been studied Tokar and
Koltunov (2013). Here Massive gas injection (MGI) has been a key motivation for
these studies.

To obtain a simple self consistent model of the very short particle influx situation
found in laser models an analytical 0-D model was developed by Tokar (2013) (cf.
Appendix A) and investigated as part of this work. The model is outlined in the
following.
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8. Analytical description of plasma perturbation due to injected impurities

8.2 A simple description of local plasma perturbation

by laser ablation

The model is obtained by accounting for energy- and particle balance as well as im-
posing the plasma quasi-neutrality condition. It is assumed that the plasma electron
temperature and electron density far away from the injection point, T∞ and n∞ re-
main unperturbed. The (perturbed) local plasma parameters in the impurity cloud
are described by the local electron density nc and local electron temperature Tc. Only
singly ionized impurities are considered. The density of these ions is denoted by n1.
As there are only few collisions between the plasma ions and the impurity ions the
temperature of the impurity ions is assumed to remain at the value of the neutral
particles: T1 = T0 with T1 the temperature of the ionized impurities inside the cloud
and T0 the impurity neutral temperature. T0 is estimated based on the kinetic energy
of the ablated particles.

8.2.1 Energy balance

The energy required to ionize N0 impurity atoms with an ionization energy Eion

has to be provided by the plasma. The stored plasma energy inside the volume of
the impurity cloud is negligible. The required energy is assumed to be provided
by the parallel heat flux q‖ which is driven by the temperature gradient along the
magnetic field line due to the ionization energy loss. q‖ flows through the area
perpendicular to the magnetic field in which the plume is present, denoted by S‖.
This heat flux is maintained until the ionization is complete. The ionization time
of the neutral particles is given by τ0

ion. The energy balance equation can then be
written as follows:

N0 · Eion = S‖ · q‖ · τ0
ion (8.1)

The parallel heat flux is the product of the parallel heat conductivity and the
gradient of temperature: q‖ = κ ·∇T. Following Tokar (1993) the heat conduc-

tion along the magnetic field line is computed by κ (T) = Ak
‖ · T

5
2 with Ak

‖ ≈
1020 cm−1s−1eV−5/2. The sensitivity of the model to the numeric value of this factor
is studied in section 8.3.1.

The temperature gradient can be estimated by T∞−Tc
L‖

, with L‖ the connection
length from the unperturbed plasma region on the same flux surface to the particle
cloud. For small temperature perturbations κ (T (�r)) ≈ κ (T∞) can be used. Thus
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8.2. A simple description of local plasma perturbation by laser ablation

q‖ = Ak
‖ · T5/2

∞

(
T∞−Tc

L‖

)
=

Ak
‖

L‖

(
T7/2

∞ − T5/2
c · T∞

)
≈ Ak

‖
L‖

(
T7/2

∞ − T7/2
c

)
is found for

the parallel heat flux with the units
[
q‖
]
= eV

cm2s .
Detailed analysis (Tokar, 2013) shows that in the case of T∞  Tc a numerical

factor has to be introduced to increase q‖, leading to

q‖ = 4
7 ·

Ak
‖

L‖

(
T7/2

∞ − T7/2
c

)
. This equation is used in the following. To assess the

impact of the value of the numerical factor and Ak
‖ the value for Ak

‖ was varied.
Results are discussed in section 8.1.

The penetration depth l0 of the neutral particles into the plasma, resulting from
the velocity perpendicular to the magnetic field and the ionization time given by l0 =

V0 · τ0
ion. The neutral ionization time, given by the electron density in the cloud nc

and the ionization rate coefficient k0
ion (Te) is given by τ0

ion = 1
k0

ion(Te) · nc
. The ionization

rate coefficient is computed according to the analytical formula provided in section
6.5.2.

Utilizing the ionization length as a characteristic length the cross-section of the
cloud perpendicular to the magnetic field can be estimated by S‖ = (2l0)

2. The
factor 4 is assumed as the heat flux arrives from both sides (leading to a factor 2)
and the particles penetrate in positive and negative direction poloidally (giving an
additional factor 2).

The connection length to the cloud is estimated by the ratio of the area of the flux
surface and the cross section of the cloud perpendicular to the magnetic field:

L‖ =
2πR · 2πr

2 · 2 · l0
=

π2 · r · R
l0

Again, the factor 4 in the denominator originates from the fact that plasma impinges
from both directions into the particle cloud and that the cloud extends into both
poloidal directions.

8.2.2 Particle balance

The source for impurity ions are the injected neutrals. This influx is balanced by the
ions leaving the ionization volume, passing the cross-section of the cloud perpendic-
ular to the magnetic field. Therefore particle balance in the impurity cloud is given
by

N0

τ0
ion

= Γ1 · S‖ = n1 · V1 · S‖, (8.2)

149



8. Analytical description of plasma perturbation due to injected impurities

where V1 denotes the velocity of the ionized particles parallel to the magnetic
field and n1 the ion density. This velocity can be approximated from Koltunov and
Tokar (2011, eq. 18)1 to

V1 ≈
√

2
m1

[
T1 + Tc

(
1 − n∞

n1
· ln

(
1 +

n1

n∞

))]
. (8.3)

Here T1 denotes the temperature of the impurity ions. As there are too few
collisions between the impurity neutrals and plasma electrons within the time of
the plume emission it is assumed that the temperature of the impurity ions re-
mains at the value of the impurity neutral temperature T0. T0 is estimated from
the (observed) kinetic energy of the neutrals propagating along the minor radius
axis: Ekin = 1

2 m1v2
0, Ekin = 1

2 kBT0 [K] = 1
2 T0 [eV] ⇒ T0 [eV] = m1v2

0.

8.2.3 Quasi-neutrality condition

As a defining characteristic of a plasma quasi-neutrality is maintained (Chen, 1977,
section 1.4). The impurity ion density n1, the electron density in the cloud nc and
the unperturbed plasma electron density n∞ can therefore be related by the quasi-
neutrality condition

nc = n∞ + n1 (8.4)

which means that the electrons released by the ionization of the neutrals have to
’stick’ to the impurity ions as a large charge separation is prevented by electric fields.

8.2.4 System of equations and numerical solution

Substituting the formulas from section 8.2.1 into 8.1 the energy equation takes the
form:

Eion · N0 =
0.709248 · A‖

k · V3
0

(
T7/2

∞ − T7/2
c

)
(
k0

ion
)4 · n4

c · r · R
(8.5)

All temperatures and the ionization energy are given in eV, k0
ionin cm3/s. This

equation depends only on measured experimental conditions and the conditions in
the ablation plume, nc, n1 and Tc.

1If no neutral-ions collisions are accounted for ζ → 1. Setting Γi = 0 and neglecting friction
between impurities and main ions (αiI → 0) leads to large values of ξ so that terms with ξ in the
denominator can be neglected.
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8.3. Results of the plasma perturbation model

From the particle balance described in section 8.2.2 the resulting equation is given
by:

N0 =
4
√

2 · n1 · V2
0(

k0
ion

)3 · n3
c ·
√

m1

·

√
T0 + Tc

(
1 − n∞

n1
log

[
n1 + n∞

n∞

])
(8.6)

The ionization rates denoted by k0
ion used for carbon and tungsten are the ion-

ization rate coefficients described in 6.5.2 and 6.5.2 for the respective neutral atoms.
Using the quasi-neutrality condition allows to eliminate n1 in the above equations.
This leads to two equations with the two unknowns nc and Tc which can be solved
for a set of experimental conditions. However, as the numerical solution of these
equations is technically involved the two equations were rearranged to a form
f (nc, Tc) = 0. These functions were numerically evaluated in (nc,Tc)-space using
a computer algebra system Mathematica (Wolfram Research, 2010) and the intersec-
tion of both separately obtained solution curves was used to obtain a solution for nc

and Tc for a given set of parameters. With this solution all relevant parameters of
the plasma plume can be evaluated.

8.3 Results of the plasma perturbation model

8.3.1 Variation of A‖
k

To study the sensitivity of the model the value for the parallel heat conductivity, A‖
k

was varied for a fixed amount of atomic neutral carbon injected in a single pulse
with N0 = 2.0 · 1017 atoms with the LCFS plasma parameters of an NBI heated
discharge. The resulting values are shown as a function of A‖

k in figure 8.1, with

the estimated value A‖
k ≈ 1020 cm−1s−1eV−5/2 on the right side of the graph. From

top to bottom the determined local cloud parameters are shown, namely electron
temperature and density, Tc and nc, the velocity of the singly charged ions along the
magnetic field line V1 in cm/μs, the ionization time for the neutral atoms τion and
the ionization length l0. While the predicted electron density and V1 does not show
a strong dependence on A‖

k a clear trend for the electron density, ionization time and

penetration length can be observed which is easily understood: At low values of A‖
k

only little heat is transported into the area where the ablated particles enter. In this
area the temperature is decreased to ∼ 3 eV due to ionization. However, as the heat
transport is too slow not sufficient energy is provided, leading to a long ionization
time and thus a very large penetration length of the particles. As A‖

k is increased
the ionization time starts to decrease, as more energy becomes available in a smaller
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8. Analytical description of plasma perturbation due to injected impurities

volume. Consequently the penetration length decreases. With the ionization taking
place in a smaller volume the electron density in the cloud starts to increase.

The observed penetration length < 5 cm for CI light (cf. section 7.4) is in agree-
ment with the assumed value of A‖

k ≈ 1020 cm−1s−1eV−5/2. However, longer ion-
ization times are observed than predicted (section 7.3). This is attributed to the
assumption of molecules playing a significant part which are not accounted for in
this model.

8.3.2 Local plasma parameter as function of injected atoms

For comparison with the experiment the injection of atomic carbon and tungsten
was studied as a function of injected atoms. In the analytical model only a single
velocity, not a velocity distribution is used. Therefore the stream velocity determined
in section 4.3 was used as characteristic velocity. According to the tabulation in 4.2
for carbon v = 8.8 km

s and for tungsten v = 7.6 km
s was used.

For the plasma parameters the value at the LCFS as determined in chapter 5 from
helium beam measurements was used for two cases, the ohmic discharge and the
NBI heated discharge. The values are tabulated in table 5.1.

The obtained cloud parameters are shown in figure 8.2. From top to bottom the
electron temperature and density inside the cloud Tc and nc, the parallel velocity V1

of the created singly charged ions along the magnetic field line, the ionization time
of the neutral atoms τion and the penetration depth l0 are shown. The numerical
solution required 40 min of computation time on an Intel Core i/M620 CPU, running
at 2.67 GHz with 8 GB of RAM.

LIAS from Carbon in a NBI heated discharge is shown in blue with a circle
symbol. For tungsten NBI data is shown in red (square symbol) and ohmic data in
yellow (diamond). Each computed solution is indicated by the respective symbols.
The lines are connected to guide the eye.

For a low amount of atoms (e.g. N0 = 108), shown on the left side of the graph
no perturbation is predicted. This can be seen by the fact that the helium beam
parameters measured at the LCFS are identical to the reservoir parameters, nc = n∞,
Tc = T∞. The ionization time is shorter for tungsten than for carbon and smaller
than 2 μs. The penetration depth l0 is shorter for tungsten than for carbon. This is
all in agreement with the analytical solution for a homogeneous plasma presented
in 6.3.

As the number of injected atoms is increased for N0 ∼ 109 a drop in temperature
and an increase in density is observed for the NBI tungsten case. For N0 ≈ 1010

the perturbation starts to appear for the ohmic tungsten case, too. However, only
a modest increase in ionization time and penetration depth for both tungsten cases
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8.3. Results of the plasma perturbation model
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153



8. Analytical description of plasma perturbation due to injected impurities

is seen up to N0 ∼ 1012. With this number of atoms the NBI heated carbon case
also shows a rapid transition with decrease of temperature and increase of density.
While the parallel velocity of the produced ions shows a complex structure in case
of carbon this is not seen for both tungsten cases which is attributed the

√
m−1

dependence of V1 in eq. 8.3.
With the drop in temperature the ionization rate coefficients decrease. This is

compensated by the increasing density in the cloud at first. As can be expected from
the ionization rates shown in figure 6.1 with Tc dropping below ∼ 5 eV for tungsten
and ∼ 10 eV for carbon the decrease in the rate coefficient is much stronger than the
effect due to the increased electron density in the cloud. Consequently, the ionization
time increases and as a direct consequence the penetration depth increases, too.
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8.3. Results of the plasma perturbation model

Figure 8.2: Cloud parameter predictions of the perturbation model for carbon in
NBI heated discharge (blue) and tungsten in NBI heated discharge (red). Yellow:
Tungsten in ohmic discharge. Yellow and blue can be compared with experiments,
blue and red are for comparison of tungsten/carbon.
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9 Monte Carlo modeling of the
material plasma interaction

9.1 Description

To model the observed LIAS emission a Monte Carlo code that simulates ionization
and photon emission of atoms entering the plasma edge was developed. The general
working principle is illustrated in figure 9.1. Three groups of input parameters are
required. The ablation physics needs to be described in form of the particle and
velocity distribution of the injected species.

The code requires the radial profile of electron density and temperature as second
input. Finally, the code relies on atomic data for ionization and excitation of the par-
ticles under consideration. This has to be provided in form of tabulations as a func-
tion of electron density and temperature. The provided values are then interpolated
for the simulation. Analysis showed that linear interpolation (InterpolationOrder→1
in Mathematica’s Interpolation[] function) gave the most robust results and pre-
vented artificial oscillations associated with higher order polynomials of the PECs.
In case of the ionization rate with neglected dependence to ne a 3rd order interpola-
tion was found to provide the smoothest and oscillation free interpolation function.

The output of the code is the position and state for each particle as a function
of time. From this raw data an emission profile can be computed. The data can be
analyzed for arbitrary time spans and regions.

The code is implemented in Mathematica 8. From the technical side it is mixing
a functional and procedural programming style. Input parameters are the velocity
distribution of particles, the radial electron temperature and density and the injected
species. The available atomic data has been discussed in sections 6.5 and 6.6.

A flow chart of the main simulation loop is shown in 9.1. The mixture of func-
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9. Monte Carlo modeling of the material plasma interaction

Ablation physics
• Stream-modified Maxwell-
Boltzmann velocity distribution
• Particles: Atoms in ground state

Plasma physics

• Plasma (ne, Te)-profiles

Atomic physics • Ionisation cross section, f(Te)
• Photon emission coefficient PEC=f(ne,Te)

Emission profile
f(location, time)Simulation

Monte-Carlo Code

Figure 9.1: Monte Carlo code: Schematic diagram showing input and output.

tional programming paradigm and a simple for loop allow a straight forward imple-
mentation of the algorithm. The particles are characterized by their position z, their
velocity vz and a variable indicating their ionization stage, state with state = 0 for
neutral atoms, state = 1 for singly ionized species etc.

In Mathematica the above variables consist of lists with nparticles elements, the
number of simulated particles. With  1015 atoms ablated per shot each particle
represents atomsperparticle atoms. The operations are performed element-wise.

In the initialization phase to each particle a velocity according to the stream
modified Maxwell Boltzmann probability distribution (cf. section 3.1.3) is assigned.

In the main loop at first the particles are moved according to their velocity.
Then for each particle a random number is generated with a uniform distribution

between 0 and 1. With this, the ionization probability

pion = ne [z] · 〈σv〉ion(state),Te[z] · Δt

is computed for this time step. This is a direct implementation of equation 6.7.
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9.1. Description

Algorithm 9.1 Flowchart of Monte Carlo main simulation loop.

ne [z] and Te [z] are interpolating functions for the electron density and temperature,
respectively.

By comparing the random value with the ionization probability it is decided
for every particle whether or not an ionization occurs. This is done by a function
changestate to which pion and the random values are forwarded.

The state list of all particles is then updated accordingly.
The result is the particle density for each time step. This is stored in a list which

allows spatially and time resolved analysis of the measurement, saving the location,
state and the time stamp for each particle (PartLoc, PartState and PartTime).

From the stored data after completion of the algorithm the photons emitted for
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9. Monte Carlo modeling of the material plasma interaction

each particle in each time step can be computed with the PEC by using equation
6.13. Utilizing the functional programming paradigm this can be implemented in a
single line:

PhotCountList = a tomsperpar t i c l e * ne [ F l a t t e n [ PartLoc ] ] *
MapThread [PEC , { P a r t S t a t e , Te [ PartLoc ] , ne [ PartLoc ] } ] * dt ;

Here, in accordance with the data format used the lists containing the the in-
formation for all particles and time steps (PartLoc, PartState and PartTime) are
multiplied with the time step Δt (named “dt”) and the number of atoms that are
represented by a Monte Carlo particle (atomsperparticle). The density at the par-
ticle location is evaluated and the PEC value is obtained by choosing the correct
interpolation function from the particle state and evaluated by providing electron
temperature and density at the particle location, with the book keeping done by the
MapThread[] function.

This method creates ∼ 10 MB data output files per simulation run, dependent
on the number of particles used. The stored files allow very flexible analysis on
a present day personal computer. Emission profiles in a given region or between
arbitrarily chosen points in time can thus be analyzed. As will be shown in the
following, the short run time allows variational studies to study the influence of the
input variables on the the observed emission profiles.

9.1.1 Comparison of Monte Carlo code with analytical

computation

To confirm that the Monte Carlo simulation yields plausible results a comparison
with the analytical predictions for neutral atoms entering a homogeneous plasma
was performed, resembling the situation described analytically in section 6.3. The
results are shown in figure 9.2. Particles start from r = 0.5 m with a fixed inward
(negative) velocity. The predicted particle density profile following eqs. 6.11, 6.12
is shown in magenta for both cases. A good agreement between code result and
analytical prediction is found.

9.2 Comparison of measured radial emission profiles

with Monte Carlo code simulations

9.2.1 Tungsten

A direct comparison of the measurement (black) and the Monte Carlo code simula-
tion (blue) is shown in figure 9.3.
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9.2. Comparison of measured emission profiles with simulations

Figure 9.2: Comparison of Monte Carlo code particle population with analytical
predictions. Left: Simulation with 1,000 particles. Right: Simulation with 10,000
particles. The analytical prediction is shown in magenta.

The black curve is obtained from the data shown in magenta in figure 7.13. For
the simulation the tungsten ionization rate discussed in section 6.5.1 and PEC dis-
cussed in section 6.6.1 were used. The exponential fit to the best estimate for the
electron temperature and density profile from helium beam measurements in a com-
parable discharge were used. Fit parameters are tabulated in 5.1, where the ohmic
discharge is referred to as “Experiment D”. An atomic neutral tungsten source in
the ground state was assumed. A stream modified Maxwell Boltzmann velocity
distribution with the parameters listed in table 4.2 was used.

To understand how the exponential fit parameters in electron density and tem-
perature plasma profiles (equations 5.5 and 5.6) influence the simulation outcome
a systematic study of the impact of the different fit parameters to the exponential
profile shape was performed. It was found that the simulated profile show little
sensitivity to the λTe–length, so this value was kept fixed at the best-fit value from
table 5.6.

The remaining parameters - ne,LCFS, Te,LCFS, λne were varied systematically. 10
values for each variable were used and thus 1000 simulation runs were performed.
This required 5 hours 25 minutes computation time on an Intel Core i/M620 CPU,
running at 2.67 GHz with 8 GB of RAM and creating ∼ 15 GB of simulation results.

An easily observable emission feature of the experiment is the radial position
of the emission maximum which was determined to be rWI Em

max = 47.5 ± 0.3 cm in
section 7.4.1. The simulated emission maximum was computed for each simulation
run and tabulated as a function of ne,LCFS, Te,LCFS, and λne . A first order interpolation
function of the emission maximum rWI Em Sim

max (ne,LCFS, Te,LCFS, λne) was created from
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9. Monte Carlo modeling of the material plasma interaction
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9.2. Comparison of measured emission profiles with simulations

Figure 9.4: Tungsten emission solution surface for emission maximum at r = 47.5 cm
(blue). Solution to r = 47.2 cm and r = 47.8 cm are shown in semitransparent yellow.

the resulting data. Solutions for an emission maximum at the measured value are
shown in figure 9.4. The solution surface for rWI Em Sim

max = 47.5 cm is shown in blue,
the solution to the experimental uncertainties, rWI Em Sim

max = 47.2 cm and rWI Em Sim
max =

47.7 cm are shown in semitransparent yellow.
To compare the simulated emission shape for this solution surface with the ex-

periment cuts through this surface for different values of the density decay length
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9. Monte Carlo modeling of the material plasma interaction
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Figure 9.5: Cuts through the Tungsten emission solution surface for different values
of electron density decay length. Solutions are shown as solid lines. Solutions to
the error range of the experimentally determined emission maximum location are
shown as dashed lines. λne [mm] =7.6 (red), 11.4 (green), 13 mm (magenta), 15.1
(black, best fit value to helium beam measurement), 22.7 (blue).

λne were taken. These are shown in figure 9.5. The best fit value from helium beam
data is shown in black, λne = 15.1 mm. Other cuts shown are λne [mm] =7.6 (red),
11.4 (green), 13 mm (magenta), 22.7 (blue).

For each of these cuts the solution in (ne, Te) − space was sampled and sim-
ulations were performed. The resulting emission shapes are shown in 9.6, with
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9.2. Comparison of measured emission profiles with simulations

λne [mm] =7.6 (red), 11.4 (green), 13 mm (magenta), 15.1 (black), 22.7 (blue). The
measured values are indicated in gray. It can be seen that the best agreement con-
cerning the width of the emission is observed for λne = 13 mm.

For different (ne, Te)pairs the solution is shown in figure 9.7. The measured data
is shown in black and the observed variation over five laser pulses is indicated as
dashed lines. The pairs with

(
Te in eV, ne in 1013 cm−3) are indicated by the symbols

disk (12.19, 0.9673), square (16.63, 0.6809) , diamond (35.46, 0.3037). It is observed
that the lowest density, highest temperature case exhibits the broadest emission peak.
However, the differences between the profiles are marginal, so that from the normal-
ized emission shape alone no conclusion on the true combination of ne,LCFS and
Te,LCFS can be drawn.

9.2.2 Carbon

The measured emission profile for the CI 908.93 nm line is shown in figure 9.8 in
black. The predicted simulation profile for an atomic carbon source was computed.
As input parameters an atomic carbon source with a stream Maxwell-Boltzmann
velocity distribution described in section 4.3 with the fitting results listed in table 4.2
was used. The ionization rate and PEC for this transition as described in section 6.5.2
and 6.6.2 was used. For electron temperature and density profile the exponential
decay fit with the parameters summarized in table 5.1 for NBI heated discharges
was used. The simulated profile is indicated in blue in figure 9.8.

A large discrepancy between the simulated profile and the observed shape is
found. At the limiter surface (r=50 cm) only little emission is observed experimen-
tally while considerable emission (~40% of the maximum emission) is predicted by
the Monte Carlo code.

Using the same method as discussed above for tungsten the emission maximum
was determined as a function of the exponential decay plasma profiles, with the tem-
perature decay length kept fixed. The solution for rCI Em Sim

max (ne,LCFS, Te,LCFS, λne) =

47.3 ± 0.2 are shown in figure 9.9.
As for the tungsten case discussed above the solution pairs were evaluated for

three fixed values of λne,i [mm] = 6, 11.8, 18 and solution points (Te, ne) that satisfy
rCI Em Sim

max (ne, Te, λne,i) = 47.3 cm. The resulting profiles are shown in figure 9.10
with the short, medium and long density decay length in red, purple and blue.
Additionally the simulated data according to the best fit to the helium beam profile
data is shown as solid black triangles connected with a dashed line.

Similarly to the tungsten case the choice of the solution in (Te, ne)-space for a
given density decay length has little influence on the predicted normalized emission
shape. However, contrary to the case of tungsten no set of parameters that describe
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9. Monte Carlo modeling of the material plasma interaction
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9.2. Comparison of measured emission profiles with simulations
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9. Monte Carlo modeling of the material plasma interaction
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9.2. Comparison of measured emission profiles with simulations

Figure 9.9: Solution surface to CI emission maximum at r = 47.3 cm (orange). So-
lutions to the range of uncertainties from r = 47.1 cm and r = 47.5 cm are shown in
semitransparent yellow.
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9. Monte Carlo modeling of the material plasma interaction
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9.2. Comparison of measured emission profiles with simulations

the emission shape is found. To describe the emission shape for r > rmax,Em a
short density decay length (red) is required. However, this decay length predicts a
fast decline of emission intensity inside from the emission maximum. This is not
observed experimentally.

On the other hand longer density decay lengths (purple, blue and helium fit
value) predict too high emission close to the surface by up to a factor 4. However,
inside the emission maximum an agreement with the profile is observed.

This shows that the observed neutral carbon emission can not be explained with
the Monte Carlo code.

Two factors can contribute to this discrepancy: First, the Helium beam data
shows a much more rapid decay in both temperature and density close to the test
limiter (cf. figures 5.5 and 5.6). More importantly, the spectra show strong contribu-
tion of C2 emission which means that molecular dissociation plays a role which is
not accounted for by the simulation as an atomic source is assumed. This suggests
that in the case of carbon ablation a significant fraction of particles is released in
molecular form, so that dissociation in the plasma edge has to be taken into account.
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10 Discussion of results

In this work Laser Induced Ablation Spectroscopy (LIAS) is assessed as a quantita-
tive in situ surface diagnostic in fusion plasma environments. In LIAS an intensive
laser pulse is directed onto an unknown deposit and bulk material. The laser pulse
leads to ablation of the layer and the ablation products enter the edge of the fusion
plasma. Due to interaction with the plasma these particles are excited, decomposed
in case of molecules and clusters and ionized. The line radiation is then quanti-
tatively observed by radiometrically calibrated optical spectroscopy. The physical
processes involved are shown in figure 10.1.

As the figure suggests, the analysis of LIAS light depends on the knowledge
of laser ablation physics, the atomic (and molecular) physics involved, as well as
plasma physics. In this work, a quantitative LIAS proof of principle for a-C:D layers
was performed and for the first time the LIAS process was studied time resolved in
2D. From the modeling side a Monte Carlo code was written to identify local plasma
parameters compatible with observed LIAS emission. Additionally, an analytical
model of local plasma perturbation was investigated.

In the following the results will be discussed, then an outlook for advancing the
method will be given.

Qualitative results

The first results from LIAS described in section 7.1 show that the atomic composition
of layers can be clearly identified from the spectroscopic fingerprints in the LIAS
light. Also, material history effects due to surface conditioning by the laser pulse as
well as complete removal of layers are observed. If removal rates in nm/pulse for the
laser conditions and the layer are known from the intensity of the respective lines as
a function of pulse number an estimate on the removed amount can be made. Also,
from simple energy considerations the maximum removed amount possible can be
estimated.
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10. Discussion of results

Overview of physical processes involved in LIAS

Ablation physics
Particle source:
• Amount
• Velocity distribution
• Composition
• Material history effects

Plasma physics

Atomic physics
• Ionisation cross section, f(Te)
• Photon emission coefficient PEC=f(ne,Te)
• Molecules: Dissociation

LIAS emission in 
fusion plasma

• Local plasma (ne, Te)-profile
• Ionization, Excitation
• Transport

Deposit

Observation,
Interpretation

Figure 10.1: Schematic overview of the physical processes involved in LIAS.

With the fast camera system a separation in time between LIAS and LIBS light is
possible, allowing separate investigation of both processes for the same experiment.
While LIBS occurs in less than ∼ 1 μs, LIAS light of neutral lines is observed for
 10 μs for neutral transitions and ∼ 400 μs for ionic transitions, allowing time
resolved measurements with commercially available camera systems of the process.

Determination of Hα LIAS photon efficiencies

In section 7.5 the photon efficiency for Dα light observed when performing LIAS on
a-C:D layers on polished tungsten was investigated. An inverse photon efficiency of

[
D

XB

]a-C:DLIAS→ D

Dα(EXP C)
= 71 ± 7 (10.1)

was found.
There is a huge quantitative difference between the absolute calibrated D/XB

measurements for deuterium and the ADAS values for atomic deuterium injection.
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Together with the findings discussed below, this suggests that molecular dissocia-
tion mechanisms plays a significant role and can not be neglected. From the S/XB
values displayed in figure 6.6 the required local plasma perturbation to reach the ob-
served value can be seen. However, based on the findings from the analytical plasma
perturbation model this change in plasma parameters is not predicted to occur, as
such high local densities would occur only with very low temperatures, making the
required S/XB values inaccessible.

The observation of Swan band emission also supports a molecular contribution
but remains to be evaluated quantitatively. Finally it should be noted that the ob-
served D/XB value is in agreement with the value reported by Brezinsek et al. (2007)
for gas puffing of CH4 in TEXTOR. Here it is speculated that “probably more pro-
tons than atoms are built up during the break-up” which would be consistent with
the findings in this work.

A possible way to improve the accuracy of the photon efficiency measurements
is outlined in the outlook section.

LIAS emission shape

A notable observation from camera measurements as shown in figure 7.10 is the
difference in shape between the neutral tungsten (magenta) and carbon (cyan) line
emission. The tungsten signal exhibits an almost exponential decay, while this is
only the case for t > 20 μs for the CI light. Instead there is a long almost linear
decline in intensity for ∼ 8 μs � t � 20 μs. As the velocity profiles determined for
both carbon and tungsten are rather similar this indicates an additional source of
neutral carbon from dissociation. This is consistent with the temporal emission of
C2 light which has not completely vanished for t ∼ 25 μs as can be seen from figure
7.11 (bottom graph).

Velocity profile measurements

From the measurement with the fast camera system the velocity distribution for
tungsten and carbon were determined. It was found that the velocity distribution for
particles detected by neutral emission light can be described by a stream modified

Maxwell-Boltzmann velocity distribution of the form I0 · exp
(
− (us−vn)

2 · v2
th

)
, but not

by the velocity distribution described by Anderson and Fenn (1965) which could be
successfully used to describe the observations in other laser ablation experiments
(Claeyssens et al., 2003).
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10. Discussion of results

For tungsten us = 7.6 ± 0.2 km
s and vth = 2.23 ± 0.08 km

s is found. In agreement
with vth < us a very narrow emission profile is observed. For carbon similar values
us = 8.8 ± 0.3 km

s and vth = 3.2 ± 0.2 km
s are found.

Modeling of observed emission profiles by Monte Carlo simulation

For both carbon and tungsten the emission profiles were measured experimentally
(section 7.4). From time integrated intensity profiles for neutral transitions the radial
location of the emission maximum could be determined. In case of tungsten and
carbon the emission maximum locations rWI Em

max = 47.5 ± 0.3 cm and rCI Em
max = 47.3 ±

0.2 cm were found.
To model the emission profiles a Monte Carlo code emission simulation was

developed. It is described in section 9.1. The input into the simulation are the
measured velocity distributions (section 4.3), ionization rate (section 6.5) and PEC
(section 6.6), as well as the determined plasma profiles from helium beam data (table
5.1).

It should be noted that regarding available atomic data the ADAS values for
carbon are well established and seen as reliable, while the “W atom due to its many
electrons is a very complex system” (Kondratyev et al., 2013) and subject of ongoing
research.

For neither tungsten nor carbon a simulation with the best fitted values pro-
duced an agreement between measurement and simulation. Therefore, a systematic
variation of the plasma edge parameters was carried out to identify how much mod-
ification is required to produce an agreement. The plasma edge profile is described
by exponential functions with a decay length and a value at the LCFS. It was found
that there is little dependence on the temperature decay length, leaving three pa-
rameters for analysis. The simulated emission maximum was computed for 1000
different combinations of these three parameters. The code performed sufficiently
well to allow this analysis to be carried out on a single work station. From interpo-
lation of the results the possible plasma parameters that lead to the experimentally
observed radial positions of the emission maximum were identified. In case of tung-
sten, it was found that the best reproduction of the emission shape is found for
λne = 13 mm which has to be compared with the density decay length determined
from Helium beam measurements, λne,He(OH) = 15.1 ± 0.7 mm. A functional depen-
dence for solution pairs of

(
Te in eV, ne in 1013 cm−3) was found. All these solutions

can not be distinguished from the emission shape. Therefore, in future work dif-
ferent transitions will have to be monitored simultaneously to reduce the solution
space.
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The same procedure was carried out to investigate the observed neutral carbon
emission. Here, modifying the plasma parameter did not lead to plasma parameters
which reproduced the observed emission profiles. As the atomic data for carbon
are well established it is seen as a strong indication that molecular release of carbon
plays an important role. Therefore, tracking of molecules will have to be added to
the model, or the optimization strategies developed here have to be implemented
in more advanced Monte Carlo codes like ERO (Kirschner et al., 2000) to allow a
successful comparison with experiments and determination of plasma parameters.

Assessment of plasma perturbation of the LIAS process:

Experiment and analytical modeling

As the interpretation of LIAS light relies on knowledge of the plasma parameters
the question under which conditions the ablated particles perturb the local plasma
conditions needs to be addressed. This issue is illustrated schematically by the red
dotted arrow in figure 10.1. In this work the question is addressed both experimen-
tally and with a quantitative model.

Experimentally, the emission of Balmer Hγ and Hδ light was measured by radially
resolving spectroscopy.

Based on the reasoning presented in section 6.9 the ratio depends on plasma pa-
rameters and thus indicates in case of non-hydrogen injection if the plasma is locally
perturbed. Experiments in different TEXTOR conditions with– and without neutral
beam heating and with high and low line averaged electron density were carried out
with a typical amount of 2.5 · 1017 C atoms/shot injected from preconditioned bulk
graphite. It was found that a change in the line ratios could not be seen for NBI
heated discharges and only weakly for ohmic discharges with central electron den-
sity ne = 2.5 · 1019 m−3. For the ohmically heated low density case, ne = 1.8 · 1019 m−3

a significant drop in the Balmer Hγ/Hδ–ratio was found, indicating local plasma per-
turbation and a dominant contribution from recombining hydrogen to the observed
emission.

The second analysis carried out was an laser energy variation on a mixed
W/C/Al/D layer. The observed CI emission shape in the UV region (λ = 247.9 nm)

was observed. The lowest laser energy fluence (FL = 0.8 J/cm2) leads to a exponen-
tially decreasing intensity profile with the emission maximum close to the LCFS. For
higher laser fluencies FL = 1.5 J/cm2 and FL = 3.2 J/cm2 a dramatic change in the
emission shape is observed, consistent with plasma perturbation. The penetration
depth is increased and the toroidal width of the emission is decreased, consistent
with the friction increasing as the ion temperature lowers. The material analysis of
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10. Discussion of results

the deposits did not allow for a determination of the injected amount, therefore the
number of atoms per pulse required to reach the perturbation threshold can not be
reported. Suggestions how to overcome this limitation is addressed in the outlook.

Overall, these experimental findings show that for hydrocarbon injection in NBI
heated discharges no strong variation of the local plasma perturbation on the time
scale of texp ∼ 40 ms occurs. It should be noted, that the LIAS emission time is on
the order of ∼ 100 μs for carbon and hydrogen, thus limiting the accuracy of the
measurement. On the other hand, in the low density, ohmic cases a very strong
perturbation is observed.

In case of mixed layers ablation with comparable laser energy leads to significant
and systematic plasma perturbation. This suggests that for mixed composites and
high-Z materials plasma perturbation is an issue that requires to be addressed in
detail.

To understand the conditions for plasma perturbation to occur, a simple analyt-
ical model for plasma perturbation is introduced in section 8.1. It balances parallel
heat flux with the required ionization energy for mono atomic injected species while
maintaining quasi-neutrality and particle balance.

The model is evaluated for the experimental conditions in TEXTOR for injection
of atomic carbon and tungsten. For both materials a threshold-like behavior is found.
For given plasma parameters up to a material dependent amount of injected atoms
per laser pulse negligible perturbation of local plasma parameters is observed. Once
the critical amount –which is lower for tungsten than for carbon, and lower for ohmic
discharges than for NBI heated discharges– is approached, a fast transition to strong
local plasma perturbation is observed. The plasma electron temperature decreases,
while the local density increases. As a consequence ionization time and penetration
depth increase. The dependence of the plume parameters on the amount of injected
particles is shown in figure 8.2.

The model relies on the simple assumption of a homogeneous plasma and does
not account for the velocity distribution of the injected particles. The volume of the
ablation plume is estimated from the analytical penetration length, not accounting
for the finite size of the source, and more importantly for the angular distribution
of the source, which was found to be much broader for carbon than for tungsten
and mixed layer ablation. For carbon ablation experimental evidence points to a
significant part of molecules in the laser ablation plume. This leads to a larger
volume in which the LIAS emission takes place and thus to a decreased plasma
perturbation compared to the effect expected from an atomic source. Further work
is required to account for these effects.
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10.1. Outlook

10.1 Outlook

As outlined above the understanding of LIAS depends on the understanding of the
ablation physics, plasma parameter knowledge and perturbation sensitivity as well
as the excitation, dissociation and ionization physics inside the plasma.

Therefore, improvements in the description of these processes directly improve
the results obtainable from LIAS.

In this work the emphasis was set on the study of neutral species as a key ob-
jective of LIAS is to provide a tritium retention diagnostic. However, the analysis of
ionic species for other materials should be pursued in the future, as emission from
ionic species is expected to be less dependent on atomic or molecular origin of the
ion. A larger observation volume is required in which the ionization stage fully
“burns through” for analysis. This fact prevented the quantitative analysis from
the present data but should be addressed in upcoming experiments. This could also
clarify the question if molecular dissociation is indeed responsible for the high D/XB
value found for Hα in LIAS of a-C:D layers, by comparison of the photon efficiencies
determined for different ionization stages of carbon.

Line width measurements which require spectroscopic measurements on the
timescale of LIAS emissions could be employed to study density perturbations due
to the injected species.

For the knowledge of the plasma edge simultaneous Thomson scattering analysis
from the ablation laser beam should be considered as this would provide an in
situ measurement of the plasma parameters. Even in a coaxial setup envisioned
for ITER due to space restrictions, time of flight measurements have matured to
a stage in customer electronics (Payne et al., 2014) that application for single port
Thomson scattering from the LIAS laser should be considered, as it has been applied
succesfully for core diagnostic (Maslov et al., 2013).

While the uncertainties for the spectroscopic measurements in the framework of
this work could be reduced a large uncertainty is from surface characterization as
it was used in this work. This has most room for improvement. From postmortem
analysis of the sample only the removed volume integrated over all laser pulses
is measured. Also in the determination of removed atoms/shot differences of a
factor of 2 have been found (section 3.1.1). Accurate single pulse measurements
are hindered by too little material removal for crater analysis. Therefore ablation of
films deposited on QMBs which are used successfully for in situ measurements of
depositions in fusion plasma experiments (Esser et al., 2003; Ochoukov et al., 2012)
should be tested as a single shot resolved measurement technique.

The observed CI emission profiles from ablation of EK98 bulk graphite can not be
reconstructed by the Monte Carlo code developed here. This can be due to the pres-
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10. Discussion of results

ence of molecules which are not yet implemented in the code. A closer investigation
of the ablation process and possible regime in which atomic species are preferen-
tially released should be performed. Effects of laser pulse duration, wavelength and
energy density should be investigated. The main difficulty here is the combined
quantitative detection of molecules, clusters and dust and will require simultaneous
application of mass spectroscopy, catchers for larger clusters and dust and possibly
active beam probing techniques (Krieg et al., 2013).

The validity of the assumption that the particles injected by ablation are pre-
dominantly in the ground state should be investigated. The influence of an external
magnetic field on the laser ablation process under fusion relevant magnetic fields
needs to be investigated.

In case of carbon measurement the quantitative analysis of the observed Swan
band emission should be considered. Column densities based on C2 Swan band
emission have been reported earlier by e.g. by Danks and Lambert (1983); Kaźmier-
czak et al. (2010) for astronomical plasmas. The applicability of the used methods
should be considered for fusion plasmas.

It should be noted that the plasma perturbation model shows a threshold be-
havior. Therefore the plasma perturbation can be avoided if the amount of material
injected per laser pulse is reduced. This can be achieved experimentally by using a
lower laser power density or a smaller spot size. Therefore the plasma perturbation
is not seen as a show-stopper for LIAS application in a fusion reactor.

Beam splitters like in the SPEW system (Clever, 2010) should be incorporated in
future LIAS experiments to simultaneously monitor spatially resolved different line
transitions. If different species are present this will help to reduce ambiguity in the
possible parameters found by the Monte Carlo Code and can provide a direct mea-
surement of the plasma parameters for LIAS by LIAS. For this undertaking results
from laser blow-off edge diagnostics can be build up upon (Pospieszczyk, 2005).
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A Outline of plasma perturbation
calculation provided by
Mikhail Tokar

The basis for the analytical model for the plasma perturbation was developed by
Mikhail Tokar who has a deep research interest in plasma perturbation analysis.
The original sketch provided in his email from July 8th, 2013 which was the starting
point for many iterations, is shown below:
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Energy balance in impurity neutral cloud:

S||A||
T 3.5
∞ − T 3.5

c

L||
τ0ion = N0Eion (1)

where S|| = (2l0)
2
is the cross-section of the cloud ⊥ magnetic field,

l0 = V0τ
0
ion neutral penetration depth,

τ0ion = 1/
(
k0ionnc

)
neutral ionization time,

nc electron density in the cloud,
L|| = π2rR/l0 connection length to the cloud,
N0 total number of impurity neutrals.

Particle balance for singly charged impurity ions C+ in the neutral cloud:

S||n1V1τ
0
ion = N0 (2)

where n1 is the density of singly charged impurity ions C+ in the neutral cloud
and V1 the ion parallel velocity, see Koltunov’s paper:

V1 ≈
√

2

m1

[
T1 + Tc

(
1− n∞

n1
ln

n∞ + n1

n1

)]
T1 the temperature of singly charged impurity ions, which we assume equal to
the temperature of impurity neutrals (time is too short for impurity ion heating
due to coulomb collisions with the main ions).

Equations (1) and (2) rewritten:

4l 4
0

A||
V0

T 3.5
∞ − T 3.5

c

π2rR
= NcEion (3)

4l 4
0

n1

V0
V1 = Nc (4)

plasma quasi-neutrality condition:

nc = n∞ + n1 (5)

since the density of the main ions is not perturbed, too short time, and is equal
to n∞.

Thus equations allow to determine the parameters in the neutral cloud: the
electron temperature Tc, density nc and n1. In the program A|| is reduced to
take heat flux limit into account.



B ADAS ionization rate output
for atomic carbon

In the following the output file providing the tabulation used for the ionization rate
coefficient of carbon is provided:
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CI_IONRate.txt
 ADAS RELEASE: v3.1 PROGRAM: ADAS502 V1.8 DATE: 18/10/11 TIME: 12:12
 *********** TABULAR OUTPUT FROM ZERO DENSITY IONIZATION RATE-COEFFICIENT 
INTERROGATION PROGRAM: ADAS502 - DATE: 18/10/11 ***********

 ------------------- -------------------
  ZERO-DENSITY IONIZATION RATE-COEFFICIENT AS A FUNCTION OF ELECTRON TEMPERATURE
  ------------------------------------------------------------------------------

DATA GENERATED USING PROGRAM: ADAS502
-------------------------------------

/home/adas/adas/adf07/szd93#c/szd93#c_c0.dat
- DATA-BLOCK:  1
 IONISING ION INFORMATION:
 -------------------------
 ELEMENT NAME =  CARBON
 ELEMENT SYMBOL =  C 
 NUCLEAR CHARGE (Z0) =    6

 EFFECTIVE IONIZATION POTENTIAL = 90878.3 cm-1

 INITIAL STATE:
    ION =  C + 0
    ION CHARGE (Z)  =    0
    METASTABLE INDEX =  1 
 FINAL   STATE:
    ION =  C + 1
    ION CHARGE (Z1) =    1
    METASTABLE INDEX =  0 

-------- ELECTRON TEMPERATURE -------- IONIZATION RATE-COEFFT.
kelvin eV K/Z1**2 cm**3/sec.

1.161E+04   1.000E+00   1.161E+04 1.347E-13
2.321E+04   2.000E+00   2.321E+04 6.258E-11
3.482E+04   3.000E+00   3.482E+04 5.591E-10
4.642E+04   4.000E+00   4.642E+04 1.778E-09
5.803E+04   5.000E+00   5.803E+04 3.686E-09
8.124E+04   7.000E+00   8.124E+04 8.894E-09
1.161E+05   1.000E+01   1.161E+05 1.816E-08
1.741E+05   1.500E+01   1.741E+05 3.325E-08
2.321E+05   2.000E+01   2.321E+05 4.618E-08
3.482E+05   3.000E+01   3.482E+05 6.572E-08
4.642E+05   4.000E+01   4.642E+05 7.930E-08
5.803E+05   5.000E+01   5.803E+05 8.909E-08
8.124E+05   7.000E+01   8.124E+05 1.020E-07
1.161E+06   1.000E+02   1.161E+06 1.126E-07
1.741E+06   1.500E+02   1.741E+06 1.205E-07
2.321E+06   2.000E+02   2.321E+06 1.234E-07
3.482E+06   3.000E+02   3.482E+06 1.244E-07
4.642E+06   4.000E+02   4.642E+06 1.230E-07
5.803E+06   5.000E+02   5.803E+06 1.210E-07
8.124E+06   7.000E+02   8.124E+06 1.167E-07
1.161E+07   1.000E+03   1.161E+07 1.108E-07
2.321E+07   2.000E+03   2.321E+07 9.694E-08
5.803E+07   5.000E+03   5.803E+07 7.729E-08
1.161E+08 * 1.000E+04 * 1.161E+08 6.328E-08

 -------------------------------------------------------------------------------
 NOTE: * => IONIZATION RATE-COEFFTS. EXTRAPOLATED FOR ELECTRON TEMPERATURE VALUE
 -------------------------------------------------------------------------------
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