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Abstract

The inherent complexity of interacting quantummany-body systems poses an outstand-
ing challenge to both theory and experiment. Especially in the presence of strong elec-
tronic correlations, highly interesting and perplexing physical phenomena can occur.
In this thesis, we focus on three di�erent examples of strongly correlated electron sys-

tems inwhichdi�erent typesof defects occur. First, we investigate theHeisenberg-Kitaev
model formulated on a triangular lattice. Using a mixture of numerical and analytical
techniques wemap out the entire phase diagram for the classical and quantummodels.
We provide an analytical foundation to the intriguing Z2-vortex ground state, in which
strong spin-orbit coupling leads to the formation of a lattice of topological point defects.
This state was observed previously in classical Monte Carlo simulations. We furthermore
propose the iridate Ba3IrTi2O9 to be a prime candidate for the realization of such a state.
The second part deals with the physics of a defect in the form of a localized magnetic

moment which is embedded into a metallic environment: the Kondo e�ect. Although
this e�ect has been a cornerstone of condensed matter physics for more than 50 years,
its properties in real-space are still not fully understood. What is the Kondo screening
cloud—the extended many-body state of entangled conduction electrons? We present
numerical results in 1D and 2D for the charge density oscillations created by the impu-
rity. We find that the entire RG flow of the problem is recovered in these oscillations,
elucidating the internal structure of the screening cloud.
Finally, we investigate the competition between the Kondo e�ect and Majorana

physics. Majorana bound states are highly interesting objects which exhibit unusual
statistics and could be used as a building block of a topological quantum computer. Re-
cently, signatures of their existence were observed in experiment, and we here examine
howKondo physics (whichmight play a role in real systems) interact with suchMajorana
bound states.





Kurzzusammenfassung

Die KomplexitätwechselwirkenderQuanten-Vielteilchensysteme stellt eine enormeHer-
ausforderung sowohl für Theorie als auch für Experimente dar. Insbesondere in Syste-
menvon starkwechselwirkendenElektronenkönnenungewöhnlicheneuephysikalische
Phänomene au�reten.
In dieser Arbeit betrachten wir drei unterschiedliche Beispiele solcher stark korrelier-

ter Systeme, in denen jeweils verschiedene Arten von Defekten au�reten. Als erstes wid-
men wir uns dem Heisenberg-Kitaev-Modell, formuliert auf dem Dreiecksgitter. Mit nu-
merischen und analytischenMethoden sindwir in der Lage, das vollständige Phasendia-
grammzuuntersuchen, sowohl für das klassischeals auchdasquantenmechanischeMo-
dell.Wir liefern eine analytischeGrundlage für denZ2-Vortex-Zustand, inwelchemstarke
Spin-Bahn-Wechselwirkung dazu führt, dass sich ein Gitter aus topologischen Punktde-
fektenaufbaut.DieserZustandwurdekürzlichdaserstenMal inklassischenMonte-Carlo-
Simulationen beobachtet. Wir schlagen vor, dass solch ein Zustand in dem Übergangs-
metalloxid Ba3IrTi2O9 existieren könnte.
ImzweitenTeilwidmenwir unsderPhysik einesDefektes in Formeines aneinemetalli-

scheUmgebunggekoppelten lokalenmagnetischenMoments: demKondo-E�ekt. Dieser
E�ekt ist seit seiner Beschreibung vor über 50 Jahren ein Grundpfeiler der Festkörper-
physik. Dennoch wird die dazugehörige Physik im Ortsraumweiterhin kontrovers disku-
tiert. Was genau ist die Kondo-Screening-Cloud – der örtlich ausgedehnte, verschränkte
Zustand zwischenmagnetischemMoment und Leitungsband-Elektronen?Wir präsentie-
rennumerischeResultate für Ladungsdichte-Oszillationen in 1Dund2D, in denenwir den
gesamten Renormierungsgruppenfluss des Problems wiederfinden. Damit können wir
Aussagen über die innere Struktur der Screening-Cloud tätigen.
Schließlich beschä�igen wir unsmit der Frage, wie der Kondoe�ekt mit der Majorana-

physik konkurriert. Gebundene Majoranazustände sind hochinteressante Objekte mit
ungewöhnlicher Statistik, die alsmögliche Bausteine eines topologischen Quantencom-
puters in Frage kommen. In 2012 konnten experimentell überzeugende Hinweise auf
deren Existenz nachgewiesen werden. Wir betrachten den Einfluss des Kondoe�ekts,
welcher im experimentellen Aufbau eine Rolle spielen könnte, auf solche Majoranazu-
stände.
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Chapter 1.

Introduction

Condensedmatter systems with strong electronic correlations have brought forth some
of the most remarkable physics of the last decades. From the Kondo e�ect, in which a
single localized magnetic degree of freedom forms an entangled state with conduction
electrons in its vicinity, to the physics of Mott insulators, where the strong Coulomb re-
pulsion pins electrons down thereby suppressing charge transport, to spin liquids, an
exotic quantum state that shows nomagnetic order even at zero temperature.
Given the fact that already the Helium atom, the second-simplest element, does not

allow a closed analytical solution, it is truly fascinating that physicists have been able to
successfully describe and understand condensedmatter systems comprised of exponen-
tiallymany, muchmore complicated constituents. In thesemany-body systems, the indi-
vidual constituents can conspire to create entirely new, emergent phenomena [1], such
as fractional charges [2], heavy fermions [3], non-abelian anyons [4], or the still some-
what mysterious high-Tc superconductors [5]. Such physics cannot be understood con-
structively from looking at a single component of the systemas they are truemany-body
e�ects.
Whereas some of these systems, such as topological insulators [6] or Majorana edge

states [7], can bewell-described in terms of non- or weakly-interacting theories, inmany
other cases the strong interactions cannot be neglected. In fact, in these cases they are
crucial for the occurrence of novel physics. A remarkable example is given by the physics
of the so-calledMott insulators. The electrons in crystallinematerials can typically travel
through the system by “hopping” from one lattice site to the next. Under certain circum-
stances, however, the strong Coulomb repulsion forbids two electrons to be on the same
lattice site at a time, thereby e�ectively pinning electrons down and suppressing charge
transport, and theonly remainingdegreeof freedom is themagneticmoment of the elec-
tron’s spin. These localized magnetic degrees of freedom can display a broad variety of
vastly di�erent behavior, being eithermagnetically ordered in a broken-symmetry state,
or completely fluctuating even at zero temperature; a spin liquid state in which no sym-
metry is broken. Materials and phenomena which exhibit such physics are currently one
of the central research topics of both experimentalists and theorists. While this great in-
terest was spurred strongly by the discovery of high-Tc superconductivity in which elec-
tron correlations play an important role [8], numerous other fascinating and novel phe-
nomena can occur in strongly correlated systems, with a multitude of possible applica-
tions in devices such as superconducting magnets or even quantum computers.
In part one of this thesis we introduce a selection of models of strongly correlated sys-

tems that play amajor part in the remainder of the text. Already in the simplest case of a
single localizedmagneticdegreeof freedom, historically termedan“impurity”, thehighly
non-trivial Kondo e�ect manifests: below a characteristic temperature scale, a complex
many-body singlet forms and the magnetic degree of freedom is screened. This e�ect
has witnessed a revival in the last years due to the advent of nano-scale devices such as
quantumdots, allowing for accurate control of the relevant parameters andnewpossible
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2 Introduction

applications of Kondo physics [9]. We present the Anderson impurity model and discuss
how it leads to local moment formation and the low energy Kondo physics. Focusing
then on theMott insulatorsmentioned above, we present the infamous Hubbardmodel,
a deceptively simple Hamiltonian which at present is far from fully understood [8]. Con-
sidering the limit of a strong Coulomb interaction, we find the Heisenberg Hamiltonian,
an e�ective model of the spin degrees of freedom. Finally, incorporating orbital order-
ing e�ects, we discuss a similar model with anisotropic exchange interaction: the Kitaev
model.
We then present the two numerical techniques we used extensively for the results in

this thesis: the numerical renormalization group (NRG) and the densitymatrix renormal-
ization group (DMRG). The former was devised by Kenneth Wilson in 1975 [10] and to this
day is theweaponof choice for impurityproblems. Almost twodecades later, SteveWhite
invented theDMRG in 1992 [11], where basedonWilson’sNRGhe formulatedanalgorithm
to calculate ground state properties of generic lattice Hamiltonians in 1D. Although both
methods are typically used in very di�erent contexts, they are born from the same ideas
and can thus be considered from a common point of view.
Part two considers a model comprised of both Heisenberg and Kitaev terms, formu-

lated on the triangular lattice. We discuss how in certain transition metal oxides strong
spin-orbit coupling leads to a formation of a state characterized by e�ective j = 1/2 de-
grees of freedom. Furthermore, in some of these materials, the specific exchange inter-
actionbetween these degrees of freedommight bedescribed in termsof theHeisenberg-
Kitaev model. Whereas the honeycomb version of this model has been subject of great
theoretical and experimental discourse, we here focus on the triangular lattice. Thus
far, only results for the classical model are known [12, 13], most of them numerical. We
present a thoroughanalysis of the entire phasediagram, including analytical andnumer-
ical approaches for both the classical and quantum case.
In part three, we turn our focus to the Kondo e�ect. Although it has been one of the

arguablymost researched condensedmatter topics of the 20th century [9], its real-space
physics is still discussedcontroversially. Inabroadparameter regime, anAnderson impu-
rity behaves partly like a potential scatterer. This scattering induces static charge density
oscillations around the impurity, known as Friedel oscillations [14]. Building on previous
findings [15], wepresent numerical results for the Friedel oscillations inwhichwe recover
the full renormalization group flow of the impurity problem, allowing for a detailed anal-
ysis of the structure of the notorious Kondo screening cloud— the quantummany-body
singlet thought to be exponentially far extended in real-space.
The fourth and final part investigates the interplay between Kondo physics and Ma-

jorana bound states at the edges of quantum wires. Majorana fermions are exotic par-
ticles which are their own anti-particles. While they are conjectured to exist as possible
high-energy particles, it has become clear that theymight also occur in the formof quasi-
particle excitations in condensed matter systems. In fact, in a seminal experiment, sig-
natures in transport measurements of so-called Kitaev wires have strongly indicated the
existence of Majorana bound states in these systems [16]. Although the evidence is com-
pelling, several factors might influence the results, among them disorder and the Kondo
e�ect. Thus, these side e�ects must be ruled out to achieve an unambiguous detection
of Majorana modes. We consider the interplay of Kondo and Majorana physics in an ex-
perimentally relevant setup, and show that in the experimentally relevant regimes the
low-energy physics is indeed dominated by the Majorana bound state.



Part I.

Models and numerical methods
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Chapter 2.

Models of strongly correlated electrons

In a typical solid the intricate subtleties of quantum mechanics are combined with a
vast number of ∼ 1023 particles. Since these particles interact in various ways, an ex-
act microscopic description of such materials seems intractable. However, it turns out
that a large number of materials have properties that are comparatively insensitive to
the Coulomb repulsion between electrons. In these cases, theories such as Fermi liquid
theory, in which electrons are replaced by quasi-particles emerging from collective exci-
tations, provide a remarkably good description of the low-temperature physics. In fact,
many of themost intensively studied phenomena in condensedmatter physics in recent
years canbedescribed toa significantdegree in termsofnon-orweakly-interactingmod-
els: among them are topological insulators and superconductors [6], Majorana fermions
in 1D wires [7], and graphene [17].
However, in many materials the correlations between the electrons are dominating

factors and cannot be neglected. These strong correlations cannot be treated pertur-
batively anymore and in many cases lead to drastically di�erent physics! In fact, al-
ready a single strongly correlated site coupled to a system of otherwise e�ectively non-
interacting particles can give rise to such physics known as the Kondo e�ect, which has
kept physicists busy for decades before it could finally be solved. A di�erent example of
strongly correlated systems is given by the transition metal oxides, in which the strong
Coulomb correlations lead to a variety of intriguing physical phenomena, the arguably
most famousonebeing thehigh-Tc superconductivity discovered indopedcuprates. The
unusual electronic and magnetic properties of many strongly correlated materials have
also found many real-life applications such as superconducting magnets and magnetic
storage [18].
In this chapter we introduce the models of strongly correlated systems considered in

the main body of this thesis. This also provides a background for the discussion of nu-
merical techniques in the next chapter. Starting with a non-interacting system which
contains only a single site with a strong Coulomb interaction (the single-impurity Ander-
sonmodel and the Kondomodel, cf. Parts III and IV), we then present the infamous Hub-
bard model and its strong-coupling limit, the Heisenberg spin-Hamiltonian. Finally, we
introduce the Kitaevmodel, a special case of a so-called compassmodel, which is similar
to the Heisenbergmodel, but the spin interactions are anisotropic and depend on lattice
properties (cf. Part B).

2.1. Quantum impurity problem

The arguably simplest non-trivial paradigm of a strongly correlated system is the intro-
duction of a single strongly correlated impurity into an otherwise non-interacting sys-
tem. Such systems are already very hard to solve and contain rich physics. The poster
child of quantum impurity physics is the infamous Kondo e�ect: the unexpected mini-
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6 Models of strongly correlated electrons

mum that was measured in the electronic resisitvity of gold as the temperature is low-
ered. The dominant contribution to the resistivity inmetals comes from the scattering of
conduction electrons on phonons. As the temperature is lowered, these phonon modes
are suppressed and a finite residual resistivity due to lattice defects in themetal remains.
However, in the presence of magnetic impurities, it was found [19] that below a certain
temperature the resistivity increased. Thirty years later, Jun Kondo could attribute this
e�ect to the spin-scatteringof conductionelectronson the impurity spin [20]which leads
to a logarithmic divergence in the resistivity below a characteristic temperature, the so-
called Kondo temperature TK . Although the origin of the resistance minimum was now
understood, the unphysical logarithmic divergence still posed a serious problem. A con-
certed e�ort by many workers, especially a scaling analysis by Anderson [21], suggested
that upon lowering the temperature, a localmagneticmoment builds upon the impurity,
andsubsequently, belowTK , this localmoment is screened fromthe rest of the systemby
the formation of a spin-singlet state with conduction band electrons. The definitive con-
firmation of this picture eventually camewithWilson’s numerical renormalization group
method (NRG) [10, 22], see Chap. 3.

2.1.1. Single-impurity Andersonmodel

The Hamiltonian of a generic quantum impurity system can always be cast into a form
consisting of three parts: the Hamiltonian of the host system, the Hamiltonian of the
isolated impurity and a coupling between the two,

H = Hhost +Himp +Hhost−imp. (2.1)

In the context of Kondo physics, the formation of a local moment on the impurity and
the screening by conduction electrons can be well understood within the framework of
a special quantum impurity Hamiltonian: the single-impurity Anderson model (SIAM),
introduced by Anderson in 1961 [23]. In the SIAM, the host system is described by non-
interacting particles and for infinite or periodic systems the Hamiltonian is diagonal in
momentum space,

Hhost =
∑
kσ

εkc
†
kσckσ, (2.2)

where c†kσ creates an electron with spin σ =↑ / ↓ and momentum k in the conduction
band, and εk is thedispersion relation. This approach is justifiedbyLandau’s Fermi liquid
theory: At su�iciently low temperature the long-range Coulomb interaction between the
electrons in themetal is screened and the e�ective degrees of freedom in the system can
be viewed in terms of quasi-particleswhichmove around in the host systemnearly freely
[3]. Neglecting the small remaining interaction between these quasi-particles turns out
to be a reasonable approximation.
The second part in Eq. (2.1) is the impurity part of the Hamiltonian. In the SIAM it de-

scribes a single orbital with level energy εf and a Coulomb interactionU :

Himp = εf n̂f + Un̂f↑n̂f↓, (2.3)

where n̂f =
∑

σ n̂fσ is the occupation number operator with n̂σ = f †σfσ, and f †σ creates
an electron with spin σ on the impurity orbital. When the impurity orbital is embedded
in the hostmetal, the two systems are coupled via a hybridizationVk. We can neglect the
k-dependenceof thehybridization if the impurity couples only locally to a translationally
invariant system, and in this thesis we always assume a constant hybridization Vk = V .
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The HamiltonianHhost−imp is then given by

Hhost−imp = V
∑
σ

(
f †σc0σ + c†0σfσ

)
, (2.4)

where now c†0σ = 1√
V
∑

k c
†
kσ (with the system’s volume V) creates an electron in the

host system orbital coupling to the impurity. Without loss of generality we can always
define the origin of the host system’s coordinate system such that the hybridizing orbital
is located at r = 0.

Local moment formation in the SIAM

TounderstandhowtheSIAMallows for the formationof amagneticmomenton the impu-
rity, we consider the isolated impurity HamiltonianHimp. Defining |0〉 as the unoccupied
impurity orbital, the impurity can be in one of the following four states, given here with
their corresponding energies:

|0〉 E = 0,

f †↑ |0〉 = |↑〉 E = εf ,

f †↓ |0〉 = |↓〉 E = εf ,

f †↑f
†
↓ |0〉 = |↑↓〉 E = 2εf + U.

To obtain a spin doublet ground state (i.e. either |↑〉 or |↓〉), single occupation must be
favored (εf < εF , where εF is the Fermi energy), but the Coulomb energymust be strong
enough to disfavor energetic excitations to the doubly-occupied state (εf + U > εF ).
Setting the Fermi level to εF = 0, the requirement for the ground state to be a local
magnetic moment can thus be compactly expressed as

− U < εf < 0. (2.5)

In the special casewhen εf = −U/2 the impurity is called particle-hole symmetric, as the
transformation n̂f → 2− n̂f leaves the Hamiltonian invariant.

2.1.2. Kondomodel

The SIAM provides a description of the quantum impurity system for arbitrary energies
and occupation of the impurity orbital. However, we have argued that at the heart of the
Kondo e�ect lies the spin-flip scattering on amagnetic impuritymoment. Since we have
identified the parameter regime in which the SIAM can sustain a local moment, we can
derive an e�ective, simplified Hamiltonian for this special case. To this end, we project
theHamiltonian onto the subspace inwhich the impurity is singly-occupied. This is done
via the so-called Schrie�er-Wol� transformation [24]. Taking into account virtual exci-
tations to the zero- and doubly-occupied manifolds up to second order, this projection
yields the following e�ective Hamiltonian, called the Kondo Hamiltonian:

H = Hhost +K
∑
kk′σ

c†kσck′σ + JSf · s0, (2.6)

whereSf and s0 are the spin-12 operators for the impurity localmoment and thehost sys-
tem orbital spin which couples directly to the impurity. These two operators are defined
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as

Sf =
∑
σ,σ′

f †σσσσ′fσ′ , (2.7)

s0 =
∑
σ,σ′

c†0σσσσ′c0σ′ , (2.8)

with the vector of Pauli matrices σ = (σx, σy, σz). The first term Hhost is again given
by Eq. (2.2) and the second term in Eq. (2.6) is a purely potential scattering contribution.
The e�ective Heisenberg exchange coupling J and the potential scattering strength K
are given (to second order in V ) by [3]

J = V 2

(
1

U + εf
+

1

−εf

)
, (2.9a)

K =
V 2

2

(
1

−εf
− 1

U + εf

)
. (2.9b)

Eqs. (2.9) show that in the particle-hole symmetric case, εf = −U/2, the potential scat-
tering term vanishes,K = 0, and the spin interaction simplifies to

J =
4|V |2
U

. (2.10)

Since the parametersU and εf are constrained by Eq. (2.5), J is always positive and thus
the interaction is always antiferromagnetic. This fact is an essential result as it leads to
the singlet formation and screening of the impurity spin at low energies.
At this pointwewant to stress that theKondoHamiltonian inEq. (2.6) is a low-tempera-

ture e�ectivemodel of the full single-impurity Andersonmodel definedbyEqs. (2.1)-(2.4).
Whereas the latter also describes charge fluctuations on the impurity at high energies,
the former assumes a strictly singly-occupied impurity and models only the low-energy
spin-spin interactions. The high-energy physics of bothmodels di�er, but the low-energy
behavior and ground states of both models are identical.

2.1.3. Poor man’s scaling and the renormalization group

Having introduced two relatedmodels—the single-impurity Andersonmodel and its low-
energy counterpart, the Kondo model—which describe a metallic host containing mag-
netic impurities, wenow turn to the explanation for the occurrence of the resistancemin-
imum. The experimentally observed correlation between the existence of a Curie-Weiß
behavior in the impurity susceptibility (a localmoment) and the appearance of the resis-
tance minimum suggested the origin of the latter to be related to magnetic impurities.
Perturbational treatments of the Anderson and Kondo models, however, could not re-
produce the minimum. Only when Kondo in 1964 [20] extended the perturbational cal-
culationswithin the Kondomodel to third order inJ , the spin degeneracy of the impurity
couldbe shown to lead to the appearanceof log(T/D) terms. The resistivity is thengiven
by

R(T ) = R0

[
1 + 2Jρ0 ln

(∣∣∣∣kBTD
∣∣∣∣)] , (2.11)

whereR0 is the resistivity calculated to second order and ρ0 is the density of states at the
Fermi level and kB the Boltzmann constant.
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k ↑ k′ ↑q ↓

↓ ↑ ↓Ŝ+ Ŝ−

k ↑ k′ ↑

q ↓

↑ ↓ ↑Ŝ− Ŝ+

Figure 2.1.: Virtual second-order excitations into the high-energy band segments in poor
man’s scaling. The thick horizontal lines represent the state of the impurity
spin. The interactionswith conduction band states (thin lines) flip the impurity
spin, leading toa virtual excitation into theeliminatedbandedge (dashed line).
Subsequently, the impurity spin is flipped back into its original state. The le�
diagram shows the process of an electron in a quantum state |k ↑〉 being scat-
tered into the band edge and then back into the state |k′ ↑〉. The right diagram,
on theother hand, describes theprocess of a particle from thebandedgebeing
scattered into the bulk of the band (leaving a hole in the band edge) and then
being scattered back into the band edge.

This result finally explained the origin of the resistance minimum by attributing it to
spin-spin interactions which dominate the physical processes at low enough tempera-
tures. Unfortunately, it also implied the divergence of all physical quantities for T → 0.
The problem of how to extend the calculations to the regime T � TK attracted the at-
tention of many theorists and quickly became known as the Kondo problem. It could
eventually be overcome with the help of the poor man’s scaling technique developed
by Anderson in 1970 [21]. In this approach the band width is progressively reduced, and
second-order virtual excitations to the band edges are eliminated perturbatively. In each
step, anenergy interval of size δD is cut o� from thebandat the edges. The reducedband
thus runs from (−D+|δD|)→ (D−|δD|). Excitations to the eliminated states are taken
into accout perturbatively, and it turns out that the only non-trivial contributions arise
from virtual second-order excitations into the high-energy intervals and back. Fig. 2.1
shows diagrammatic representations of these processes.

Once the band width is reduced, the resulting Hamiltonian has exactly the same form
as the original. However, the coupling parameters are renormalized J → J̃ and the
Hamiltonian is now defined on a reduced bandwidth 2D̃ = 2(D − |δD|). The reduction
step is then applied repeatedly, and in the limit of infinitesimally small energy intervals,
|δD| → dD, yields a di�erential equation for the coupling parameter J , viz.

dJ

d ln(D)
= −2ρ0J

2 +O
(
ρ2

0J
3
)
. (2.12)

This di�erential equation defines a flow of the coupling parameter as the tempera-
ture/energy scale is progressively reduced. Integrating Eq. (2.12) we find a so-called
scaling invariant of the Kondo e�ect, the Kondo temperature TK :

D exp

(
− 1

ρ0J

)
= D̃ exp

(
− 1

ρ0J̃

)
∼ TK . (2.13)

The invarianceofTK under the reductionof the energy scale implies that, for lowenough
temperatures, all properties of the system must depend only on this parameter TK . A
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better estimate of TK is obtained from perturbation theory to third order, giving

TK = D
√
ρ0J exp

(
− 1

ρ0J

)
. (2.14)

The renormalization group

Building on the scaling ideas by Anderson discussed in the previous section, we can
formulate the more general concept of the renormalization group (RG) method, which
was largely pioneered in the context of critical systems in condensed matter physics by
Kadano� [25] and Wilson [10]. It is a mapping R of a HamiltonianH(K) which is spec-
ified by a set of coupling parametersK = (K1,K2, . . .), into a new Hamiltonian of the
same form but with di�erent (renormalized) coupling parameters K̃, formally:

R(K) = K̃. (2.15)

The series of pointsK defines trajectories in parameter space, also called the RG flow (in
the sense that these trajectories have a direction and are smooth). Typically, the trans-
formation R consists of integrating out local (microscopic) degrees of freedom in order
to eventually obtain a description of the system on a macroscopic level. An example
for such a transformation was given in the last subsection by the reduction of the band
width. Other examples includeWilson’s real-space renormalizationgroupprocedure (see
Chap. 3), and the Kadano� block spin transformation in which the RG scheme consists
of an explicit coarse-graining of space. Both these schemes are discussed in more detail
in Ref. [10].
A key concept within the RG framework is that of fixed points. A fixed point is a point

K∗ where the RG transformation leaves the coupling parameters invariant,

R(K∗) = K∗. (2.16)

At these points, further application of the RG scheme will not change the description
of the system anymore. One generally distinguishes between stable and unstable fixed
points. The trajectories in the vicinity of a stable fixed point are drawn towards it—the
system flows to the stable fixed point. In the neighborhood of an unstable fixed point,
however, trajectories are eventually driven away and flow to the stable fixed point.

2.1.4. Fixed Points of the RG flow

Applying the renormalization group idea to the symmetric flat-band Anderson model
renormalizes the parameters U → Ũ and V → Ṽ . We find three distinct fixed points
[3, 22], and in Fig. 2.2 we show the RG flow diagram for the symmetric Anderson model.
The three fixed points can be interpreted in a physically intuitive way:

Free orbital (FO): At high temperatures, T ∼ D, charge fluctuations to and from the
impurity are dominant and the system is described by the (unstable) free orbital
fixed point. At this fixed point, the impurity can be in all four possible states. The
charge fluctuations lead to peaks in the impurity density of states ρimp(ε) at ε = εf
and ε = εf + U , which are commonly known as the Hubbard satellites.

Local moment (LM): Lowering the temperature (or energy scale) by applying the RG
scheme iteratively, below a certain energy scale charge fluctuations are frozen out
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Figure 2.2.: Renormalization group flow of the symmetric Anderson model [3]. The only
stable fixed point is the strong coupling fixed point atV 2 →∞. The red line in-
dicates theRG flow sharedwith theKondomodelwhere only the localmoment
and strong coupling fixed points are present. In the Kondo model, J ∼ V 2/U
is the renormalized parameter.

and the impurity orbital becomes singly-occupied, forming a local magnetic mo-
ment. The system flows away from the FO fixed point to the (unstable) local mo-
ment fixed point. In the RG flow the LM fixed point lies at Ũ → ∞. In this regime,
theKondomodel serves as an adequate low-energy theory of the Andersonmodel.
Accordingly, the Kondomodel with J = 0 (cf. Eqs. (2.10)) is described by the same
LM fixed point.

Strong coupling (SC): Further lowering the temperature, as soon as the Kondo temper-
ature scale at TK is reached, spin-scattering processes become dominant and the
formationof theKondo singlet groundstate is representedby the system flowing to
the stable strong-coupling fixed point. In the impurity density of states the forma-
tion of the singlet leads to a narrow peak of width TK around the Fermi level: The
so-calledKondo resonance. The SC fixedpoint is theV 2 =∞ limit of the Anderson
model, and accordingly the J =∞ limit of the Kondomodel.

Fig. 2.3 shows the impurity entropy in the single-impurity Anderson model as a function
ofω for threedi�erent sets of impurityparameters. At highenergies,ω ∼ D, the system is
at theFOFP,and the fourpossible statesof the impurity yieldanentropySimp = log(4) =
2 log(2). At a non-universal energy scale, the impurity degrees of freedom reduce to that
of a single spin-12 , and Simp = log(2). Finally, below the Kondo scale the impurity is
screened, the resulting singlet state has an entropy of Simp = log(1) = 0.

2.1.5. The Kondo resonance

The spin exchange between the conduction electrons and the localized impurity spin
qualitatively change the energy spectrum of the system [9]. The combined scattering
processes generate a new state, known as the Kondo resonance, at the Fermi level εF .
This new state also substantiates the intuitive picture we have established so far: the
electronsmainly contributing to the low-temperature conductivity of ametal have ener-
gies around the Fermi level. Since the Kondo resonance also forms at the Fermi energy,
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SC LM FO
TK

Figure 2.3.: Impurity entropy in the single-impurity Anderson model as a function of ω for
three di�erent sets of impurity parameters. The data was obtained with the
Numerical Renormalization Group for a constant hybridization function, and
the parameters of the Anderson model were εf/D = −0.8 × 10−3, V/D =
3× 10−3 andU/D = 1× 10−3, 1.125× 10−3 and 1.25× 10−3 (solid, dashed,
and dotted lines).

it is precisely these electrons that are a�ected most, leading naturally to an increased
resistivity. Various experimental measurements of the Kondo resonance [26, 27] have
recently been obtained bymeasuring the linear-response conductanceG and the di�er-
ential conductance dI/dV through a quantum dot, which was tuned to form a spin-12
impurity.

2.2. The SU(2) Heisenberg Spin Model

In the previous section we considered the case of a system of non-interacting fermions
coupled to a single impurity—a localized orbital with strong Coulomb interaction. The
description of a metal in terms of a Fermi liquid, i.e. non-interacting fermionic quasipar-
ticles, is a vital approach that has proven to be very successful in many cases. However,
when electron-electron interactions becomedominant this description is not useful any-
more. The physics of such strongly correlated electrons is, in fact, a bona fide example
of the inapplicability of Fermi liquid theory [8].

2.2.1. Hubbard model

A very fruitful starting-point for the description of such systems is given by the Hubbard
model; a deceptively simple tight-binding Hamiltonian with only on-site interactions. It
has been proposed by J. Hubbard in 1963 to understand the physics of transition metal
monoxides [28], but it has since been applied to many di�erent systems and problems,
e.g. heavy fermions [3] and high-Tc superconductivity [29]. It has been attackedwith the
full range of analytic and numerical techniques available to condensedmatter theorists,
but in spite of its simplicity it is at present far from being completely understood [8]. The
Hubbard-Hamiltonian is given by

HHubbard = −t
∑
〈ij〉,σ

c†iσcjσ + U
∑
i

n̂i↑n̂i↓, (2.17)
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where c†iσ creates an electron with spin σ at lattice site i, and n̂iσ = c†iσciσ is the occu-
pation number operator. The first term describes the hopping of electrons between two
nearest-neighbor sites iand j, with thehoppingamplitude t. The second termrepresents
the strong Coulomb interaction between two electrons on the same site.

2.2.2. Mott insulators and Heisenberg Hamiltonian

One of themany successes of the Hubbardmodel was the description of Mott insulators:
materials that under conventional band theory are expected to be conducting, however
show insulating behavior in experiment. The explanation of this discrepancy in terms of
strong interactions between electrons follows immediately from the Hubbard model.
Starting from the Hubbard Hamiltonian in Eq. (2.17) at half-filling (i.e. an electron con-

centration of on average one electron per lattice site), we examine the e�ect of inter-
actions. To this end, we consider the dimensionless interaction parameter U/t. In the
weakly interacting limit,U/t� 1, one can resort to standard Fermi liquid theory and the
interaction term in Eq. (2.17) can be viewed as amere perturbation to the non-interacting
system. In the opposite limit of U/t � 1, however, the electrons in the system will be
localized at each site. The immense energy penalty from the Coulomb repulsion is thus
avoided at the expense of the (much smaller) kinetic energy t. In this case charge carriers
cannot travel through the system and the system becomes insulating; this is known as a
Mott insulator [30]. The groundstate of the half-filled Hubbard model for U � t is thus
a system where each site is occupied by one electron, carrying a spin-12 . To derive an ef-
fective theory for this situation we treat the hopping of electrons in perturbation theory,
and integrating out second-order virtual excitations into intermediate states in which a
site becomes doubly-occupied yields the Heisenberg spin-Hamiltonian:

HHeisenberg = J
∑
〈ij〉

Si · Sj , (2.18)

where Si = (Sxi , S
y
i , S

z
i ) is the vector of spin-12 operators at site i, and

J =
2t2

U
. (2.19)

The interaction in Eq. (2.18) is antiferromagnetic, since J > 0. The origin of this fact
can be explained very simply [8]: For two neighboring sites occupied with electrons of
parallel spin, an intermediate state of both electrons on one site is strictly forbidden by
the Pauli principle. The same process is allowed, though, for electrons of anti-parallel
spin. In the latter case, such a process leads to an energy gain of∆E = −2t2/U .

2.3. The Kitaev HoneycombModel

The interaction terms in the Heisenbergmodel are isotropic, i.e. symmetry operations of
the underlying lattice do not change the Hamiltonian. Now, we discuss a special model
with anisotropic interactions, i.e. where the relative spatial alignment of two interacting
spins determines the type of interaction. This model was first presented by A. Kitaev in
2006, a�er he had found an exact solution to it [31] while considering it in the context of
fault-tolerant quantum computation.
Not only is the fact that an exact solution to a (non-trivial) 2Dmodel exists remarkable

by itself, this so-called Kitaevmodel furthermore possesses an abundance of compelling
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Figure 2.4.: (a) The honeycomb lattice of the Kitaevmodel. Each site belongs to one of two
sublattices, shown here as empty or filled disks. The gray diamond shows the
unit cell containing two sites. (b) A graphical representation of the Majorana
fermionization. The large gray bubbles represent a spin- 12 and each black dot
represents one Majorana fermion.

physical properties: It can be solved by mapping to non-interacting Majorana fermions,
its ground state is a true quantum spin liquid with topological order [32], and it contains
both abelian and non-abelian anyonic excitations in the presence of a magnetic field.
At the time of Kitaev’s original publication it was not clear how to realize this model in
a real system [31]. Recently, however, Khaliullin and co-workers suggested [33] that the
Kitaev model might be in part realized in certain transition metal oxide systems with or-
bital degrees of freedom. This discovery spurred a lot of research and is one of the main
motivations for the problems considered in this thesis (see Part II). In the following, we
present the model along with a sketch of the solution.

2.3.1. The model

TheKitaevmodel consistsof spin-12 degreesof freedomlocatedat theverticesof ahoney-
comb lattice, Fig. 2.4(a). The lattice can be subdivided into two sublattices with the unit
cell containing two sites. Interactions occur between nearest-neighbor spins and are di-
vided into three types dependingon thedirectionof the link between the sites. Each type
of interaction is an Ising-like coupling of one spin component andwe call them “x-links”,
“y-links” and “z-links”, see Fig. 2.4(a). The full Hamiltonian is given by

HKitaev = Jx
∑

x−links

Sxi S
x
j + Jy

∑
y−links

Syi S
y
j + Jz

∑
z−links

Szi S
z
j , (2.20)

with three independent coupling parameters Jx, Jy and Jz . As the honeycomb lattice
is bipartite there is no geometrical frustration when considering only nearest-neighbor
interactions. However, it is the anisotropic spin-interaction terms that highly frustrate
the model. To see this, consider one spin interacting with its three neighbors: for each
individual neighbor, the spinminimizes its energy by aligning along a di�erent spin axis,
which cannot be fulfilled with respect to all three neighbors at the same time.
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2.3.2. Majorana fermions

The Dirac equation as a relativistic generalization of the Schrödinger equation describes
all spin-12 particles (such as electrons) as well as their anti-particles (such as positrons).
Whereas in general particles and their anti-particles are di�erent, Ettore Majorana
showed in 1937 [34] the existence of a solution of the Dirac equation which is its own
anti-particle. This is most easily seen in terms of operators where the Majorana solution
is a linear combination of two “regular” Dirac-fermions. Consider the fermionic operator
ci (c†i ) that destroys (creates) a Dirac particle and obeys the canonial anticommutation
relation {ci , c

†
j} = δij . From this, we can construct the following linear combination:

γi,1 =
1√
2

(
ci + c†i

)
, γi,2 =

1√
2i

(
ci − c

†
i

)
. (2.21)

These new operators γi are purely real solutions to the Dirac equation. They are thus
hermitian and also obey fermionic statistics

{γµ, γν} = δµν , γ†µ = γµ. (2.22)

Eq. (2.22) shows explicitly that the Majorana fermions are indeed their own anti-particle.
From Eqs. (2.21) we furthermore see that we can express a regular Dirac fermion as the
combination of two Majoranas as

ci =
1√
2

(γi,1 + iγi,2) , c†i =
1√
2i

(γi,1 − iγi,2) . (2.23)

In its original paper, Ettore Majorana speculated that his findings might apply to neu-
trinos, which at that time were themselves only hypothetical. Remarkably, more than
80 years later, it is to this day still not certain whether neutrinos are in fact Majorana
fermions or not [35]. Furthermore, the theory of supersymmetry in high energy physics
also has put forth candidates for Majorana fermions, such as the so-called weakly inter-
acting massive particles (WIMPs) in the context of dark matter [36].
In the field of condensedmatter physics, the search forMajorana fermions has recently

attractedmuch interest as itwas suggested that theyoccur asquasiparticle excitations in
a variety of systems. Although the use of Majorana fermions in condensedmatter theory
is mostly motivated from a purely mathematical standpoint [35], the possibility of real
materials exhibiting suchphysics leads to a realistic chance of further exploring and even
utilizing their exotic features.
Wediscusshow theKitaevmodel canbe solved in termsofMajorana fermionoperators

in the following sections, and in Part IVwe focus on a di�erent systemat the center of the
current search for Majorana fermions.

2.3.3. Representation of spins by Majorana fermions

FollowingKitaev’s original solution,weemploy theMajorana fermions initially as amath-
ematical tool which turns out to be essential for the solution of the Kitaevmodel. To this
end, we represent one spin at site i by four Majorana fermions which we call αi , β

x
i , β

y
i ,

and βzi . The spin operators can now be written in terms of these Majoranas as

Sγi = iβγi αi , (2.24)
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Figure 2.5.: Phase diagram of the Kitaev model. Shown is a cut at Jx + Jy + Jz = const
through the positive octant. The gapped phaseA and the gapless phaseB are
discussed in themain text. The other octants have equivalent phase diagrams.

where γ ∈ {x, y, z}. Fig. 2.4(b) gives a graphical representation of this transformation. A
side-e�ect of this mapping is that with the introduction of the Majorana operators we
doubled the Hilbert space. This, however, can be remedied by restricting the Hilbert
space to its physical sector, which can be done by requiring the new spin operators to
fulfill the spin SU(2) algebra. In the Majorana representation, the Kitaev Hamiltonian Eq.
(2.20) becomes

H =
i

4

∑
〈ij〉

Jγ
(
iβγi β

γ
j︸ ︷︷ ︸

=ûij

)
αiαj , (2.25)

where the sum runs over nearest-neighbors 〈ij〉 and, as before, γ ∈ {x, y, z} corre-
sponds to the type of link. Remarkably, the operators ûij commute with each other and
the Hamiltonian, and we can therefore split the Hilbert space into eigenspaces of each
ûij whichare indexedby their eigenvalues±1. Replacing theoperators ûij by their eigen-
values uij yields a Hamiltonian quadratic in the Majorana modes. This non-interacting
problem is then exactly solvable.

2.3.4. Spectrum and phase diagram

The freedom of fixing every uij leaves us with the question which configuration mini-
mizes the ground state energy? In fact, from a theorem by Lieb [37] it follows that the
ground state is achieved by a field configuration where ujk = 1 for all links where j be-
longs to the even sublattice, andk to theodd sublattice. This configurationobviously has
a translational symmetry and we find the fermionic spectrum by Fourier transformation
of the operators in the Hamiltonian

H =
i

4

∑
〈ij〉

Jγuijαiαj . (2.26)

The spectrum is then readily found as

ε(k) = ±4
∣∣∣Jxeik·a1 + Jye

ik·a2 + Jz

∣∣∣ , (2.27)
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with the two lattice vectors of the honeycomb lattice a1 = (1
2 ,
√

3
2 ) and a2 = (−1

2 ,
√

3
2 ).

From here, we can immediately identify the parameter regime in which the spectrum is
gapless (i.e. a solution exists for ε(k) = 0), which is the case exactly when the following
three triangle inequalities are fulfilled

|Jx| ≤ |Jy|+ |Jz|
|Jy| ≤ |Jx|+ |Jz|
|Jz| ≤ |Jx|+ |Jy| .

We call the gapless phase B, and the gapped phases A, and show them in Fig. 2.5 for a
cut through the parameter space for which Jx + Jy + Jz = const.

2.3.5. Spin liquid ground states

A remarkable property of the Kitaev model was first elucidated in Ref. [32]: In its ground
state, dynamical two spin correlation functions are short ranged and vanish exactly be-
yondnearest-neighbor separation, independentof thevaluesofJx,Jy andJz . Therefore,
the ground state, in both phasesA andB, is given by a short-ranged quantum spin liquid
with no long range spin order [38].
In the phase A the spin liquid is gapped and has a Z2 topological order. In fact, in

the limit that one coupling is much stronger than the two others, e.g. Jx, Jy � Jz , the
Hamiltonian can bemapped to the toric code [31], a thoroughly studiedmodel of a topo-
logical quantum error correcting code [39]. The phaseB, on the other hand, is gapless,
and it contains quasi-particle excitations in the form of non-abelian anyons, objects of
tremendous interest in the context of topological quantum computation, see also Part
IV.
Thus, the combination of an exact solution and the great number of rich physics, such

as the non-abelien anyonic excitations in the gapless spin liquid state, have made this
model a central focus of theoretical and experimental condensed matter research in re-
cent years.





Chapter 3.

Numerical methods: DMRG and NRG

Strongly-correlated many-body quantum systems on low-dimensional lattices present
a challenging task for both analytical and numerical treatment. The presence of strong
interactions leads to failure of perturbation theory. Field-theoretic approaches have led
to great insights but o�entimes rely on severe approximations. Numerically, a lattice
system of finite size can in principle always be solved exactly by means of diagonaliza-
tion. However, the Hilbert space of the problem grows exponentially in system size and
thus severely restricts the system sizes feasible for simulation to the order of currently
O(10). Although computational power steadily increases, this exponential barrier can-
not be overcome and one has to turn to approximate solutions.
Kadano�’s block spin renormalization group was a first major step to understanding

how to successfully apply renormalization group ideas from other fields in condensed
matter physics. In his paper [25], he shows a way to define components of the theory at
large distances by iterative aggregation of components at shorter distances. By group-
ing spins into blocks and then transforming the system so that each group of spins is
now represented by a single e�ective spin, one e�ectively “zooms out” of the system
and eventually reaches a description of the long length scale (or, conversely, low-energy)
physics. This approach was further corroborated by Kenneth G. Wilson while working
on the Kondo problem, and led to the invention of the numerical renormalizaton group
(NRG) algorithm [10]. However, the concepts and ideas that enabled theNRG to be to this
day themost powerful weapon to tackle Kondo physics fail for essentially all many-body
lattice systems. Even a single free particle in a box cannot be described by Wilsons’s ap-
proach. Eventually, Steven R. White realized that an important change in the approach
was needed to enable it to treat general one-dimensional lattice systems to great accu-
racy. In 1992 he invented the density matrix renormalization group (DMRG) technique
[11] which since then has proven to be the most powerful numerical method for one-
dimensional systems know to date. Recently, with a deeper understanding of the un-
derlyingmathematical andphysical structures, and the growth in computational powers
available, the DMRG algorithm could be extended to also treat 2D systems (however only
systems of small width).
Although the problems for which NRG and DMRG are best suited are very di�erent,

and although both algorithms have strongly di�ering features, at their core they are in-
timately related. In this chapter, we introduce both techniques from the point of view of
their common foundation and in the modern language ofmatrix product states.

3.1. Reducing the size of the Hilbert space

The Hilbert space of a quantum lattice system comprised ofN sites with a local Hilbert
space of dimension d is exponentially large with a dimensionD = dN . However, it turns
out that not the entire Hilbert space is required to describe the ground state of a realistic

19
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Hamiltonian, and renormalization groupmethods formany-body systems (seeChap. 2.1)
have the goal to identify precisely the relevant degrees of freedom of a given system. To
this end, it is important to better understand howwe can reduce the full Hilbert space to
a relevant sub-manifold.

3.1.1. Entanglement entropy

Howmuch a state is spread throughout the full Hilbert space can be quantified bymeans
of the entanglement entropy. Consider a system X which is comprised of two subsys-
tems A and B such that X = A ∪ B. Assuming this system to be in a pure state |ψ〉,
the entanglement entropy is defined as the von Neumann entropy of either subsystem
(since it is the same for either subsystem). First, we can formulate the reduced density
matrices for each subsystem by tracing out the other subsystem,

ρ̂A = TrB |ψ〉 〈ψ| , ρ̂B = TrA |ψ〉 〈ψ| . (3.1)

The operators ρ̂A and ρ̂B have the same eigenvalues, λi, and by applying iteratively a
singular value decomposition (SVD) [40] the full state |ψ〉 can be written in the so-called
Schmidt decomposition as

|ψ〉 =
∑
i

λi |a〉i ⊗ |b〉i , (3.2)

where |a〉i and |b〉i are eigenvectors of ρA and ρB , respectively. This formulation is re-
lated to the matrix product states we discuss below, where a state is written in terms of
tensor products of local objects. From the spectrumof the reduced densitymatrices one
can now rigorously define the entanglement entropy as

S = Tr ρA log ρA = −
∑
i

λ2
i log λ2

i . (3.3)

If |ψ〉 is a non-entangled state, the density matrices only have one non-vanishing eigen-
value which—due to normalization—is λ0 = 1, and accordingly the entanglement en-
tropy vanishes, S = 0. On the other hand, a maximally entangled state will have an ex-
ponentially large number of equal eigenvalues, leading to the (maximal) entanglement
entropy S = logD.

3.1.2. Area laws

At first glance, one might argue that a calculation of the entanglement spectrum must
be performed in the full Hilbert space and we have thus gained nothing. However, one
can prove for one-dimensional systems and certain two-dimensional systems that low-
energy eigenstates of gapped Hamiltonians with local interactions obey so-called area
laws for the entanglement entropy [41, 42]. In particular, the entanglement entropy of
the ground states of such systems grows proportionally to the surface of the cut rather
than the subsystem’s volume. Taking for instance the two subsystemsA andB as in Fig.
3.1, we findS(A) ∼ ∂A = L+W . For a 1D system, this in fact impliesSA = SB = const.
It is important to stress that the fact that most systems have an area law leads to dra-

matic consequences, as it heavily constrains the number of possible candidates for the
ground state in the Hilbert space. Indeed, the manifold of states with an entanglement
entropy that grows with boundary rather than volume makes up only an exponentially
small part of the full Hilbert space [40,43]. Therefore, by reducing theHilbert space of the
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Figure 3.1.: Subsystems A and B comprising the full system X = A ∪ B. If the system
obeys an area law, the entanglement entropy of subsystem A grows with the
boundary between A and B, SA ∼ W + L, and not with the volume of A,
SA ∼W · L.

problem to the relevantmanifold of states obeying an area law, we canmassively reduce
the required computational resources.
In fact, it turns out [44] that using the formalismofmatrix product states (ormore gen-

erally tensor networks), whichwedescribebelow, one automatically targets exactly such
states. Accordingly, when constructing numerical RGmethods to focus on themost rele-
vant degrees of freedom, it is natural to formulate them in the context of matrix product
states.

3.2. Matrix product states

To introduce the formalism of matrix product states, consider a lattice of L sites where
each site has a local Hilbert space of dimension d. While the following discussion is valid
for arbitrary dimensions of the system, for our purposeswe assume the lattice to be one-
dimensional. Any pure state of this system can be formulated as

|ψ〉 =
∑

σ1,...,σL

cσ1,...,σL |σ1〉 |σ2〉 . . . |σL〉 , (3.4)

where the sum runs over all dL states in the full Hilbert space and we have an exponen-
tially large number of coe�icients cσ1...σL . A matrix product state is a representation of
this state bymeans of local objects, where the coe�icients cσ1...σL are expressed in terms
of matricesAσ1i as

cσ1...σL = Aσ11 Aσ22 . . . A
σL−1

L−1 A
σL
L . (3.5)

and thus the state |ψ〉 is given in a matrix product state formulation by

|ψ〉 =
∑

σ1,...,σL

Aσ11 Aσ22 . . . A
σL−1

L−1 A
σL
L |σ1〉 |σ2〉 . . . |σL〉 . (3.6)

At this point, of course, this is a mere reformulation and the number of total coe�icients
is naturally still exponentially large. In fact, the dimensions of the matrices A grow ex-
ponentially, whereAσ11 is a (1× d)matrix,Aσ22 is (d× d2), and so forth. The dimensions
grow for the first half of thematrices, then they decrease in the samemanner until finally
A
σL−1

L−1 is a (d2 × d)matrix, andAσLL is a (d × 1) vector. Thus, for a practical (numerical)
treatment we have gained nothing so far.
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To seehowwecan reduce the level of complexity by finding anoptimal approximation,
consider again the Schmidt decomposition in Eq. (3.2). From the reasoning above we
know that for only slightly entangled states, only a few density matrix eigenvalues λi
contribute most of the weight. By summing only over theM largest eigenvalues λi in
Eq. (3.2), we can thus create an approximate state |ψ̃〉 ≈ |ψ〉, and it can be shown [40]
that this is in fact an optimal approximation.
Turning back to the matrix product states we can in the same fashion limit the max-

imum matrix dimension of the matrices Aσii to beM � dL. The matrix size yields an
upper bound for the rank of the reduced density matrices, and in this sense takes on the
same role as theM in the Schmidt decomposition. By keeping only the largestM sin-
gular values in each decomposition, we can thus approximate the state |ψ〉with a set of
matricesAσii where each matrix is at most of dimension (M ×M).

3.2.1. Matrix Product Operators (MPO)

With the representation of arbitrary states as matrix product states, we now turn to the
representation of operators. In the basis of the MPS states, {|σi〉}, we can write any op-
erators as [40]

Ô =
∑

σ1,...,σL

∑
σ′1,...,σ

′
L

W
σ1σ′1
1 W

σ2σ′2
2 . . .W

σL−1σ
′
L−1

L−1 W
σLσ

′
L

L |σ〉 〈σ′| , (3.7)

where we have introduced the notation for a basis state

|σ〉 ≡ |σ1〉 |σ2〉 . . . |σL〉 . (3.8)

TheW σσ′
i in Eq. (3.7) are matrices just like the matricesAσi in Eq. (3.6) with the only dif-

ference that they depend on not one but two external indices, σ and σ′, which can be
understood as ingoing and outgoing physical states. The coe�icients of the operator are
then readily obtained as

〈σ|Ô|σ′〉 = W
σ1σ′1
1 W

σ2σ′2
2 . . .W

σL−1σ
′
L−1

L−1 W
σLσ

′
L

L . (3.9)

The application of an MPO to an MPS follows straight-forwardly from their definitions:

Ô |ψ〉 =
∑
σσ′

(
W

σ1σ′1
1 W

σ2σ′2
2 . . .W

σLσ
′
L

L

) (
Aσ11 Aσ22 . . .W σL

L

)
|σ〉

=
∑
σ

Nσ1Nσ2 . . . NσL |σ〉 , (3.10)

where the new matrices Nσ have the multiplied dimension of the MPS and the MPO.
Noteably, the form of the MPS stays invariant at the prize of an increased matrix size.
In typical applications, however, the new MPS can be truncated again to the original
matrix dimensions. The operation of summing over exponentially many basis vectors
|σ1, σ2, . . . , σL〉 has been reduced to a polynomial operation, of orderLd2D2

WM
2where

DW is the dimension of the MPO [40].

3.2.2. Graphical representation of MPS and MPO

While generally the usageofMPS requires a lot of notational overhead, amuchmore con-
venient diagrammatic notation exists. From this point, we use the general word tensor
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for each quantity occurring in the MPS description. In this sense, numbers are tensors of
rank 0, vectors are tensors of rank 1, matrices of rank 2, etc.1 In the diagrammatic nota-
tion, the tensors are represented by shapes and indices of the tensors are represented by
lines emerging from the shapes. Lines connecting two tensors imply a summation over
the corresponding index. In Fig. 3.2 we show examples of the basic diagrams we use, in-
cluding an example of amatrix-vectormultiplication showcasing the summation over an
index.
In Fig. 3.3 we show the representation of the matrix product state, Eq. (3.6), and the

representation of a matrix product operator, (3.7), both for a chain of length L = 5. The
usage of squares instead of circles for theMPO ismerely a help of better distinction of the
two types of objects; the relevant property is the number of legs protruding from each
tensor.

3.2.3. Canonical form of an MPS

Thus far, aside from the dimensionality we have not put any constraints on the matrices
Aσii in the MPS. However, in the light of the variational ground state search of the DMRG,
it is useful to have the MPS be in the so-called canonical form. This form assures the cor-
rect normalization required in the DMRG process. We start with a general MPS with no
normalization assumptions,

|ψ〉 =
∑

σ1,...,σL

Mσ1
1 . . .MσL

L |σ1〉 . . . |σL〉 . (3.11)

Performing an SVD on the first matrixMσ1
1 yields

Mσ1
1 = USV †, (3.12)

and we replace the original matrixMσ1
1 by the newmatrixAσ11 ≡ U . Next we generate a

newmatrix M̃σ2
2 by multiplying SV † from the le� to the matrixMσ2 ,

M̃σ2
2 = SV †Mσ2

2 . (3.13)

A�er transforming all matrices in the original expression, we have generated the state

|ψ〉 =
∑

σ1,...,σL

Aσ11 M̃σ2
2 . . .MσL

L |σ1〉 . . . |σL〉 . (3.14)

The important reward from this procedure is the fact that due to the SVD the matrixAσ11

has the property that (Aσ11 )†Aσ11 = 1. Iterative continuation of this scheme leads to the
final MPS representation in (le�-)canonical form

|ψ〉 =
∑

σ1,...,σL

Aσ11 . . . AσLL |σ1〉 . . . |σL〉 , (3.15)

where all matrices are normalized such that (Aσii )†Aσii = 1 for i = 1, . . . , L. In the SVD
of the last (d×1)-matrixMσL

L , the productSV † yields a single number, which is precisely
the norm of the initial state.
The same procedure can be applied starting from the last matrixMσL and moving to

1This nomenclature is rooted in the more general theory of tensor networks, of which the MPS framework
is a subset.
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Figure 3.2.: Diagrammatic representationof (from le� to right) a vectorvi, amatrixMij and
a rank-3 tensor Tink. The right-most picture shows a contraction of a vector v
with a matrixM , the result being a vectorwj =

∑
i viMij .
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Figure 3.3.: Le�: Graphical representationof amatrix product state |ψ〉 for a chainof length
L = 5. Right: Representation for a matrix product operator Ô for the same
chain.

the le�. In this case, the matricesMσi
i are being iteratively replaced by the matrices V †

from the SVD, and the neighboring matrix to the le� is transformed into

M̃
σi−1

i−1 = M
σi−1

i−1 US. (3.16)

A�er each matrix is transformed, the final state is in the right-canonical form, given by

|ψ〉 =
∑

σ1,...,σL

V σ1
1 . . . V σL

L |σ1〉 . . . |σL〉 , (3.17)

where all matrices V again fulfill the relation (V σi
i )† V σi

i = 1, which again follows from
the SVD.
Let us remark at this point, that instead of starting from the le� or the right end, one

can of course also start from an arbitrary point in the state, generating a so-calledmixed
canonical form.

3.3. Real-space renormalization

At this point we introduce the common renormalization idea behind Wilson’s NRG and
White’s DMRG. Conceptually, both methods operate in the same way: Consider a finite

A1

(A1)∗

W1

A2

(A2)∗

W2

A3

(A3)∗

W3

A4

(A4)∗

W4

A5

(A5)∗

W5

Figure 3.4.: Graphical representation of an expectation value 〈ψ|H|ψ〉
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A B

Figure 3.5.: Lowest lying states of the entire systemA ∪ B (solid line), and the two lowest
lying states of each subsystemsA andB (dashed lines).

chain lattice of lengthLwith open boundary conditions. The Hilbert space of each site i
is given byHi and has dimensiondimHi = d. TheHilbert space of the full system is then
H =

⊗L
i=1Hi, and has dimH = dL. Starting with the isolated first site i = 1, the re-

maining sites are successively appended to the system. To avoid the exponential growth
of the full Hilbert space, in each step the new Hilbert space is truncated to a maximum
dimensionM . Denoting the truncated Hamiltonian with dimension dim H̃ ≤ M with a
tilde, this step can be formally written for the first two sites as

H1 ⊗H2 → H̃2, (3.18)

where the index on the right-hand side denotes the (truncated) Hilbert space of the sites
i = 1, . . . , n. The general form of this transformation is thus

H̃n−1 ⊗Hn → H̃n, (3.19)

and once this procedure has been performed on the entire system, we have an approx-
imated representation of the original system. But how do we decide how we truncate
the Hilbert spaces? Since we are generally interested in the ground state of the system,
one possible suggestion could be to keep only the part of the Hilbert space which corre-
sponds to states of lowest energy. In fact, this is precisely what is done in Wilson’s NRG.
A�er a careful mapping of the physical system to a rather artificial chain lattice, by keep-
ingonly the lowest energy states in each stepa faithful (even ‘numerically exact’) solution
is found for the ground state.

However, this scheme fails for generic systems, which can be understood immediately
by considering the simple case of a particle in a box. The crucial problem is visualized in
Fig. 3.5, where the system has been divided into two subsystems A and B. The lowest-
lying energy states (in fact, all states) of each subsystem vanish at the boundary. How-
ever, the ground state of the full systemA∪B has its maximum amplitude in the center.
It is immediately clear that no finite combination of the states from A and B can yield
the ground state forA ∪B.

White’s key insight for the DMRG algorithm was to base the truncation scheme not on
the lowest-lying energies, but rather on those states that contribute most to the system.
These states are those with the most weight in the reduced density matrix of each sub-
system, which closes the loop to thematrix product representation we discussed above.
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3.4. Density Matrix Renormalization Group

The original formulation of the DMRG by White is found in Ref. [11]. Based on Wilson’s
numerical renormalization group (see below), it was formulated from the viewpoint of
real-space renormalization: Starting from a single site, more and more sites are succes-
sively added to the Hamiltonian while in each step truncating the Hilbert space to keep
only those states with the largest spectral weight in the density matrices. A�er a desired
system size is reached, the obtained state is optimized by iteratively optimizing each in-
dividual site in sweeps through the system. A comprehensive overview of this original
formulation can be found in Ref. [45].
The further development of this method, however, has led to the realization that it, in

fact, naturally operates onmatrix product states [40]. TheDMRGalgorithm can be equiv-
alenty reformulated as the variational optimization of a givenMPS. For the results of this
thesis, we used an implementation of the MPS-DMRG approach which has been devel-
oped with support from the Swiss Platform for High-Performance and High-Productivity
Computing (HP2C) and based on the ALPS libraries [46,47].

3.4.1. Variational optimization of a matrix-product state

Assume we have a HamiltonianH given as an MPO. Furthermore, consider the class of
normalized matrix product states with a maximum matrix dimension ofM . To find the
optimal approximation to the (true) ground state ofH within this class of states, weneed
to find the state |ψ〉which minimizes the energy,

E =
〈ψ|Ĥ|ψ〉
〈ψ|ψ〉 . (3.20)

A�er introducing a Lagrangian multiplier λ, this translates to extremizing

〈ψ|Ĥ|ψ〉 − λ 〈ψ|ψ〉 . (3.21)

Such a minimization is generally computationally di�icult and not very e�icient, due to
the big number of free parameters. However, a variational solution canbe foundby itera-
tively minimizing one tensor of |ψ〉 at a time, then proceeding to the next one. While this
scheme is essentially identical to White’s single-site DMRG algorithm, the optimization
can also be carried out by considering two sites at a time (the two-site DMRG algorithm),
which might converge better under certain circumstances. However, generally it is a pri-
ori not obvious, which of the two methods leads to a better convergence. Details on the
two-site optimization can be found in Refs. [11, 45].
Let us now assume our MPS to be in (either le�- or right-) canonical form, so that each

tensor is properly normalized. In order to optimize a single tensor, i.e.minimize Eq. (3.21)
with respect to this tensor, we fix all other tensors in the MPS, leaving out the currently
considered one. As an example, we consider the situation of Fig. 3.6 and optimize the
tensors Aσ33 . The e�ective Hamiltonian Ĥeff is then found by leaving out A3, shown di-
agrammatically in Fig. 3.6. To optimize the local tensors, we first reshape all dmatrices
Aσ33 into one big vectorA3 of maximum length dM2. The coe�icients in this vector are
the variational parameters and the minimization can be written as

min
A3

(
〈ψ|Ĥ|ψ〉 − λ 〈ψ|ψ〉

)
= min

A3

(
A†3HeffA3 − λA†3 ·A3

)
. (3.22)
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Figure 3.6.: Graphical representation of the e�ective HamiltonianHeff for the optimization
of tensorA3 in a 5-site system.

This minimization can now be performed by solving

∂

∂A†3

(
A†3HeffA3 − λA†3 ·A3

)
= 0, (3.23)

which leads to the eigenvalue problem

HeffA3 = λA3. (3.24)

An exact numerical diagonalization of this problem for matrices of dimension dM2 is in
most cases out of the question. However, as we are usually only interested in the ground
state, the eigenvalue problem can be solved by sparse-matrix techniques such as the
Lanczos [48] or Jacobi-Davidson [49] algorithms,whicharenumerically fast but only give
results for the lowest few eigenstates and eigenvectors.

3.4.2. Optimization procedure

Having discussed the optimization of a single tensor, we now turn to the optimization of
the full MPS |ψ〉. This procedure can be broken down into the following steps:

1. Initial MPS and normalization
Construct an initial MPS for the desired system, truncated to a maximum bond di-
mension of M . Typically this is done by either constructing a state using some
knowledge about the physical system, or by generating a randomMPS. This initial
MPS is then transformed into right-canonical (see above) to ensure a proper nor-
malization of its tensors.

2. Right sweep
Starting at site i = 1, solve the eigenvalue problem for tensor A1. Similar to the
calculation of the canonical form above, the new A1 is then decomposed by SVD
intoA1 = USV †, where the matrixU becomes the new tensorA1, and the SV † is
multiplied from the le� to the next tensorA2. This ensures proper normalization of
the tensors (as by definitionU †U = 1). Then, we move to the next site, i→ i+ 1,
and repeat this procedure until i = L− 1.

3. Le� sweep
Once the right sweephasoptimized site i = L−1, the right sweephas transformed
the entire system (with the exception of site i = L) into le�-canonical form. We
can thus simply repeat set previous step in the other direction, with the le� sweep
starting at site i = L. As in step 3, the tensorAi is diagonalized, and a�er the SVD,
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the matrix V † becomes Ai. US are multiplied from the right to the tensor Ai−1.
Again, this ensures normalization as V †V = 1. Repeat for the next site, i→ i− 1,
until i = 1.

Theprocess of sweepingonce right and then le�are commonly referred to asone ‘sweep’
through the system. This sweeping is repeated until the energy converges. For a system
with open boundary conditions, this procedure recovers precisely the single-site DMRG
method, albeit formulated in the language of MPS [11, 40, 50]. Since in each step the
parameters of one tensor are optimized, the energy can only be lowered in this process.
For one-dimensional gapped Hamiltonians which have an area law, this method works
extraordinarily well, producing results with an accuracy of 10−9 and better [50].

3.4.3. Ensuring ground state convergence

The bond dimension parameter M is a crucial factor determining the accuracy of the
DMRG results. IfM is too small for the system at hand, the resulting wavefunction may
not be represented accurately. However, performing several calculationswith increasing
M can remedy this problem as one can examine the convergence behavior towards the
exact result (we remindourselves that in the limitM →∞DMRGproducesexact results).
Another more subtle issue arises from the fact that the DMRG is globally a variational
method and as such might get stuck in a metastable minimum [51].
A general technique to avoid metastable minima in DMRG calculations which is espe-

cially useful in the MPS formulation was given by S. White in Ref. [52]. In the next sub-
section we demonstrate the occurrence of e�ective long-range interactions in the simu-
lation of 2D systems with the DMRG. Consider for instance a hopping term between two
sites which are nearest-neighbors in the physical system, but far apart in the MPS rep-
resentation. Correlations due to this interaction might be incorrectly suppressed in the
calculations, since in theDMRGprocess the extra states required to allow for the hopping
between the twophysical sitesmight not help lower the energy of one tensor, unless they
are already present in the tensor corresponding to the other site [53]. The solution sug-
gested in Ref. [52] is to add a noise term to the density matrix at each step. This leads to
correlations between sites further apart being artificially inserted, and thus the physical
correlations are “kept alive” until the calculation has run once through the entire system.
At this point, the addition of extra terms can generally be turned o�.

3.4.4. 2D lattices

The DMRG is constructed to work on one-dimensional lattices, and to simulate higher-
dimensional systems onemust firstmap them to a chain. While thismapping introduces
long-range interactions, which however increase the computational costs only slightly,
a much bigger problem arises due to the entanglement scaling. In 1D systems with an
area law the entanglement entropy is constant, but in 2D it grows with the boundary of
the subsystem, i.e. linearly in systemwidth. In the chain representation, in order to keep
the accuracy of the calculation fixed, this growth in entanglement entropy can only be
accommodated for by keeping more states in the calculation. In fact, the number of re-
quired states grows exponentially with the system width [54]. However, even with the
exponential growth MPS can still successfully describe systems of moderate width. In
typical applications, the used lattices have a long length L ∼ O(102) and a somewhat
smaller widthW ∼ O(1), with open boundary conditions in the length direction, and (if
required) periodic boundary conditions in the width direction. A thorough discussion of



3.5 Numerical Renormalization Group 29

Figure 3.7.: One possible mapping of a 4 × 4 square lattice to a one-dimensional system,
demonstrating the introduction of long-range interactions (gray lines) to the
resulting 1D chain.

the application of DMRG to 2D systems can be found in Ref. [53]. In Fig. 3.7 we demon-
strate one possible way of mapping a 4 × 4 square lattice system to a chain, where the
gray lines in the right figure show the induced long-range interactions, and theblack lines
indicate the nearest-neighbor hoppings.

3.4.5. Calculating excited states

Aside from the ground state properties, one can also use the DMRG to calculate excited
states. In fact, the calculation of the gap to the first excited state is o�entimes of funda-
mental importance for the classification of phases and their robustness [53].
A powerful way to calculate excited states in the DMRG takes direct advantage of the

formulation in theMPS framework,whichmakes it possible to calculate overlaps ofwave
functions in separate calculations. A�er the ground state |ψ0〉 of a Hamiltonian H is
found in an MPS representation using DMRG, one defines a Hamiltonian

H ′ = H + wP0, (3.25)

whereP0 = |ψ0〉 〈ψ0| is a projection operator to the ground state andw > 0 is an energy
penalty for states which are not orthogonal to |ψ0〉. For a large enough w, the ground
state |ψ1〉 of the modified Hamiltonian H ′ will be the second lowest eigenstate (which
can be either an excited state or a second ground state in a degenerate system) of the
original HamiltonianH [53]. A�er the states |ψ0〉 and |ψ1〉 are found, one can proceed to
calculate the next excited state by including both P0 and a new projectorP1 = |ψ1〉 〈ψ1|
in the Hamiltonian.
Simply put, in each calculation a state with lowest energy is found with the constraint

that it be orthogonal to a given set of other states. While this method provides a very
e�icient way of obtaining excited states and energy spectra, we briefly comment on the
computational cost. The result for an excited state depends greatly on the accuracy of
the lower-lying previously obtained states. Thus, for an accurate computation of many
excited states the maximummatrix dimensionM kept for all DMRG runs must be much
higher than just for a ground state calculation. Furthermore, since with this method the
excited states can only be computed sequentially (as the previously found states are the
required input to the calculation), the number of excited states which are accessible to a
high accuracy is limited to the order ofO(1) in a realistic setting.

3.5. Numerical Renormalization Group

A�er having introduced the DMRG algorithm, we now — somewhat anachronistically —
present the numerical renormalization group (NRG) algorithm, whichwas invented by K.
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Wilson in 1975 [10] and later on laid the foundation for the development of the DMRG.
While the DMRG algorithm is constructed for ground state calculations of generic lattice
Hamiltonians, the NRG focuses on the solution of quantum impurity problems, see Sec.
2.1. The twomain steps in a NRG run consist of mapping the quantum impurity problem
onto a semi-infinite tight-binding chain. In the second step, this chain is iteratively di-
agonalized. This diagonalization is essentially equivalent to a sweep in the DMRG, with
themain di�erence that the truncation of the Hilbert space is performed with respect to
the lowest-lying energy states, rather than the density matrix eigenvalues. The relation
between the NRG and other RG methods is straight-forward and it allows for the exami-
nation of an RG flow of thermodynamic observables.

3.5.1. Hybridization function

An important feature of the Hamiltonian for a quantum impurity problem given in
Eqs. (2.2)-(2.4) is the fact that the host system is non-interacting and thus readily di-
agonalizable in momentum space, i.e.

Hhost =
∑
kσ

εk c
†
kσckσ. (3.26)

In this case the conduction band degrees of freedom can be integrated out, yielding the
so-called hybridization function∆(ω). The latter containsall relevant information about
the host system from the viewpoint of the impurity and is thus the only input needed
to solve the impurity problem. The precise form of the hybridization function for the
Hamiltonian given above is

∆(ω) = ∆R(ω)− i∆I(ω) = lim
δ→0

∑
k

|Vk|2
ω + iδ − εk

. (3.27)

In the case that the hybridization is independent of k, Vk = V , this becomes

∆(ω) = |V |2
∑
k

1

ω − εk
− iπ|V |2

∑
k

δ(ω − εk). (3.28)

Real and imaginary parts of∆(ω) are related to each other by the Kramers-Kronig rela-
tion [3], and thus it su�ices to know only the imaginary part, which is given by the local
density of states of the host site coupling to the impurity. Assuming, as before, that the
impurity couples to the site at r = 0, this yields

∆I(ω) = πV 2ρ0(ω)

= −V 2 ImG(0)(0,0;ω), (3.29)

where we have used that the local density of states can be expressed in terms of the
local retarded Green function. The superscript (0) here indicates that the host system
is comprised of free conduction electrons. The calculation of such local Green functions
will be discussed in much detail in Part III, along with the various low-energy properties
of the hybridization functions we encounter.
In summary, the only required input to the NRG method is the (imaginary part of the)

hybridization function∆(ω) and the parameters for the isolated impurity,U , εf and V .
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3.5.2. Wilson chain

In order to use the aforementioned RG scheme to treat the problem of a magnetic im-
purity embedded in a generic d-dimensional host system, we first need to discretize the
system. To this end, thehost system (which is representedhereby thehybridization func-
tion) is mapped onto a semi-infinite tight-binding chain, the so-calledWilson chain. This
mapping ispossible even for 2Dand3Dhost systems, since in theKondoe�ect thes-wave
modes are dominant at low energies and any angular dependence of systemparameters
is not important. The idea is to iteratively map energy intervals—going from high to low
energies—to the discrete sites of the Wilson chain. Here, the interpretation is intuitive:
going to greater distances on the Wilson chain directly translates to going to lower ener-
gies in the original problem. Or equivalently, in the real-space RG sense, each site in the
Wilson chain can be associated with a real-space shell around the impurity. The first site
in the Wilson chain then corresponds to the region closest to the impurity, and it in turn
couples to a shell further away, and so forth [3, 10].

Logarithmic discretization

All of the information about the non-interacting host system that is relevant to the im-
purity problem is contained in the hybridization function. This implies that the partic-
ular form of the host Hamiltonian does not matter as long as the hybridization function
does not change. The following reformulation of the Anderson impuritymodel will prove
amenable to the discretization in the next step:

H = Himp +
∑
σ

D∫
−D

dε g(ε) a†εσaεσ +
∑
σ

D∫
−D

dε h(ε)
(
f †σaεσ + H.c.

)
, (3.30)

with a generic dispersion g(ε), a hybridizationh(ε) and fermionic operators [aεσ, a
†
ε′σ′ ] =

δ(ε− ε′)δσσ′ . For this new formulation, the hybridization function∆(ω) is given by [55]

∆(ω) = π
dε(ω)

dω
h (ε(ω))2 , (3.31)

with ε(ω) the inverse function to g(ε), i.e. g(ε(ω)) = ω. The functions g(ε) and h(ε)must
nowbeconstructed in suchaway that thehybridization functionequals that in Eq. (3.29).
For a constant ∆(ω) = ∆0, this can for instance be achieved by setting g(ε) = ε and
h(ε) =

√
∆0/π.

In the form of Eq. (3.30) the system can now be conveniently discretized. To this end,
we introduce a discretization parameter Λ > 1 and define a set of intervals within the
band with the discretization points (see Fig. 3.8(a))

ωn = ±Λ−n, n = 0, 1, 2, . . . . (3.32)

There is a certain freedom to the choice of the functions g and h in Eq. (3.31). Here, we
follow Ref. [55] and shi� all ε-dependence into the function g(ε). The function h(ε) is ap-
proximatedasa step function,where for each interval [ωn, ωn+1] it is givenby theaverage
of the hybridization function in that interval (see Fig. 3.8(b))

h±n =
1

dn

∫ n

dε
∆(ε)

π
, (3.33)



32 Numerical methods: DMRG and NRG

(a) (b)

(c)

!/D !/D

�(!) �(!)

1�1 ⇤�2 ⇤�1⇤�3�⇤�3�⇤�2�⇤�1

✏0 ✏1 ✏2 ✏3

t0 t1 t2

✏f

U Ṽ

Figure 3.8.: Logarithmic discretization of the hybridization function coupling to the impu-
rity (black disk). (a) The hybridization function∆(ω) (solid line, here as an ex-
ample that of a semi-infinite chain, see Chap. 7.1.1). While the impurity couples
to the full function, the band is logarithmically discretized with a parameter
Λ > 1. (b) The hybridization function is then transformed into a discrete set of
values. (c) From the discretized hybridization function the semi-infinite Wilson
chain is constructed.

where the integration runs over the nth interval, and dn = Λ−n(1 − Λ−1) is the width
this interval. Finally, the discretized Hamiltonian is given by

H =Himp +
∑
nσ

(
ξ+
n a
†
nσanσ + ξ−n b

†
nσbnσ

)
+

1√
π

∑
nσ

(
f †σ
(
γ+
n anσ + γ−n bnσ

)
+
(
γ+
n a
†
nσ + γ−n b

†
nσ

)
fσ

)
, (3.34)

where

γ±n =
√
πdnh

±
n , ξ±n =

∫ ±,n
dε∆(ε)ε∫ ±,n
dε∆(ε)

. (3.35)

The fermionic operators anσ and bnσ act in the nth energy interval, for a derivation see
Ref. [56]. In the next step, the Hamiltonian (3.34) is mapped onto a semi-infinite tight-
binding chain.

Mapping to semi-infinite chain

From the discretized Hamiltonian in Eq. (3.34) we can readily read o� the fermionic de-
gree of freedom to which the impurity directly couples,

c0σ =
1∫

dε∆(ε)

(
γ+
n anσ + γ−n bnσ

)
. (3.36)

The operators c0σ act on the zeroth orbital of the Wilson chain. The operators for the
following sites can be iteratively constructed, alongside with the e�ective hopping am-
plitudes tn between these sites and the level energies for each site, εn [56]. The hopping
amplitudes (see Fig. 3.8(c)) decay exponentially with distance n—a direct consequence
of the logarithmic discretization—and thus eventually guarantee a clear scale separation
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in the energies. For certain special cases, the calculation of the tn’s can be performed an-
alytically and in the limit of a completely flat hybridization function the level energies are
εn = 0 for all n, and the hopping amplitudes are given by

tn =
(1 + Λ−1)(1− Λ−n−1)

2
√

1− Λ−2n−1
√

1− Λ−2n−3
Λ−n/2, (3.37)

where we explicitly find the exponential dependence onn. Of course, in practice we can-
not treat an infinite Wilson chain, therefore one truncates the chain a�er a certain num-
ber of sites when su�iciently low energy ranges are reached. Typical values of Λ are on
the order of 2, and the Wilson chain typically reaches lengths of about 60 sites [56].
A�er themapping, when truncating theWilson chain at siteN , we are le�with what is

essentially a single-impurity Andersonmodel for a semi-infinite inhomogeneous 1D tight-
binding chain, given by the Hamiltonian [56]

H =Himp + Ṽ
∑
σ

(
f †σc0σ + H.c.

)
+

N∑
σ,n=0

εnc
†
nσcnσ +

N−1∑
σ,n=0

[
tn

(
c†nσcn+1σ + H.c.

)]
, (3.38)

where the operator cnσ destroys a fermion with spin σ on the Wilson chain at site n, and
the parameters εn and tn are given above. The hybridization Ṽ is given by

Ṽ 2 =
1

π

D∫
−D

dε∆(ε) (3.39)

which, using Eq. (3.29), in the case of a constant bare hybridization Vk = V reduces to
Ṽ = V .

3.5.3. Finding the ground state

A�er the transformations introduced in the previous subsections, we have successfully
reformulated the Anderson impurity model as a finite lattice system, consisting of the
strongly-correlated impurity and theWilson chain. At this point the exponential decay of
thehoppingamplitudesalong the chain come intoplay: Knowing the spectrumofagiven
part of the chain up to some length, the remaining sites only make exponentially small
corrections due to the exponentially small energy scales further down the chain [40]. To
find the ground state, the NRG recipe follows the ideas presented in Sec. 3.3: Starting
with just the impurity and the first site, more sites are added iteratively and in each step
the Hilbert space is truncated to keep only theM states of lowest energy. In contrast to
general latticeHamiltonians, this truncation scheme isperfectly suited forKondophysics
and their particular formulation as a Wilson chain.
Let us now formulate this schememore precisely [57]: The dimension of the impurity’s

Hilbert space isd0 = 4, and the localHilbert spacesof each chain site is alsoof dimension
d = 4. TheHamiltonian of the chain up to lengthn, H̃n, lives in aHilbert spacewith basis
states |σi〉, where i = 0 for the impurity and then i = 1, . . . , n for the sites in the chain.
Starting with a chain of length n such that its Hamiltonian H̃n can be diagonalized

exactly, we find the α eigenstates |ψnα〉. One then projects H̃n on theM states of lowest
energy and adds the next site at n + 1 to the chain, yielding H̃n+1. The Hilbert space of
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the new Hamiltonian H̃n+1 is of dimension dD and its eigenstates can be written as

|ψβn〉 =
d∑

σn=1

D∑
α=1

[Aσnn ]αβ |ψαn−1〉 |σn〉 , (3.40)

where [Aσnn ]αβ is a matrix composed of the coe�icients in the expansion. From this for-
mulationone immediately sees that theNRGprocess operates onmatrix products states.
In each step of the iterative diagonalization, the current state can be written (by repeat-
edly using Eq. (3.40)) as an MPS, viz.

|ψn〉 =
∑

σ0,...,σn

Aσ00 Aσ11 . . . Aσnn |σ1 . . . σn〉 . (3.41)

In the language of the density matrix renormalization group, we can think of the itera-
tive diagonalization process in the NRG as a single right-sweep in which the truncation
scheme keeps the lowest energies rather than those with largest weight in the reduced
density matrix.

Renormalization group flow

In contrast to the variational optimization of a general MPS as discussed in the context of
DMRG, the NRG procedure can be readily understood from a RG point of view. Whereas
in the DMRG algorithm sweeps are performed back and forth until the energy converges,
traversing along the chain in the NRG directly corresponds to the standard RG scheme
in which going to greater distances implies consideration of lower energy scales. In this
sense, from the NRG one can obtain the true RG flow as a function of energies, or equiv-
alently temperature, recovering the fixed points of the corresponding quantum impurity
problem discussed in Sec. 2.1.

3.5.4. Calculation of dynamic quantities

A physical quantity of which we make ample use in this thesis is the impurity spectral
function of the Anderson impurity model,

Aimp,σ(ω, T ) = − 1

π
ImGimp,σ(ω, T ), (3.42)

whereGimp,σ(ω, T ) is the impurity Green function for the spin-speciesσ, evaluated at an
energyω and temperatureT . Knowing the eigenstates, |r〉, and eigenenergies,Er, of the
Hamiltonian, the spectral function can be written in the Lehmann representation as [56]

Aimp,σ(ω, T ) =
1

Z(T )

∑
r,r′

∣∣Mr,r′
∣∣2 (e−βEr + e−βEr′

)
δ(ω − (Er′ − Er)), (3.43)

with the partition functionZ(T ) ≡∑r exp(−βEr) and themany-bodymatrix elements
Mr,r′ = 〈r|fσ|r′〉. During the iterative diagonalization process, the spectral function can
be calculated in each step, yielding a result which is valid for the energy range corre-
sponding to the given step. For each step n = 1, 2, . . ., the spectral density is thus eval-
uated at a frequency ω ∼ ωn, where ωn is the characteristic energy scale of the Hamilto-
nian H̃n. This procedure yields a discrete spectrum. To generate a smooth spectrum, the
δ distribution in Eq. (3.43) is replaced by a continuous function which is typically taken
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to be a Gaussian [58] or logarithmic Gaussian [59] distribution.





Part II.

The Heisenberg-Kitaev model in
triangular j = 1/2Mott insulators
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Chapter 4.

Transition metal oxides as j = 1/2Mott
insulators

The transitionmetals are found in the center of the periodic table and are defined by the
presence of a partially filled (inner) d shell. Of great interest are the transition metal ox-
ides (TMO), in which each transition metal ions is surrounded by a cage of oxygen ions
(the so-called ligands). The physical phenomena found in the 3d TMOs range from high-
Tc superconductivity in layered cuprates, colossalmagnetoresistance inperovskiteman-
ganites, to the coexistence ofmagnetism and ferroelectricity [60]. In the crystal field cre-
ated by the ligand cage the orbital degrees of freedom of the transition metals take on a
prominent role [61]. Therefore, the diverse properties of the TMOs are largely a result of
the strong electron-electron interaction between electrons occupying the same orbital.
While the physics of 3d TMOs form a venerable but still vibrant field of research, the

heavier 4d and 5d TMOs introduce interesting and non-trivial new physics due to the
strong spin-orbit coupling found in these elements. In fact, the TMOswith partially filled
5d shells are largely governed by a balanced interplay of electronic correlations, crystal
field e�ects and spin-orbit coupling. All three contributions enter with roughly the same
strength, facilitating a large variety of quantum states in these materials, such as Weyl
semi-metals, axion insulators, or topological Mott insulators [62].
We focus here on a special situation in which the transitionmetal oxides becomeMott

insulators, in which strong spin-orbit coupling leads to the formation of an e�ective j =
1
2 degree of freedom. Such a state was first observed by Kim et al. in 2008 [63], where
despite the assumption that it should be metallic, the iridate Sr2IrO4 was found to be a
Mott insulator exhibiting exactly the aforementionedphysics. The discovery of this novel
state has spurred a lot of research, and it was found to also occur in the hexagonal iri-
dates Na2IrO3 [64] and Li2IrO3 [65]. There, the e�ective degrees of freedom form well-
separated layers of honeycomb lattices. The orbital nature of the localized ‘spins’ intro-
duces a strong spatial dependence of the interactions, and Khaliullin et al. suggested in
Ref. [33] that thesematerialsmight be describedby a combination ofHeisenberg physics
and the celebrated Kitaev model, see Sec. 2.3.
In this chapter, we recapitulate the formation of such j = 1

2 states in transition metal
oxides with partially filled 5d shells and discuss it as a possible ground state for the re-
cently synthesized iridateBa3IrTi2O9, whichcontains transitionmetal oxides forming lay-
ers of a triangular lattice. With this motivation we discuss the physics of the Heisenberg-
Kitaev model on the triangular lattice in the next chapter.

4.1. E�ective spin moment in transition metal oxides

In this section, we demonstrate how the combined e�ects of crystal field splitting and
spin-orbit coupling lead to the formation of a Mott insulating state in the 5d transition
metals oxides, and finally to an e�ective spin-like degree of freedom.
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4.1.1. Atomic orbitals

From quantum mechanics we know that the state of an electron in a hydrogen atom is
described completely by a set of four quantumnumbers: the principal quantumnumber
n, the azimuthal quantum number `, the magnetic quantum numberm` and the elec-
tron’s spin quantumnumbermσ. In a real-space representation, thewavefunction of the
electron canbe split into a radial partRn`, an angular partY m

` and the spinwavefunction
σms . In polar coordinates, r = (r, θ, φ), it is then given as:

ψn`m`mσ(r, θ, φ) = Rn`(2r/n) · Y m`
` (θ, φ)⊗ σmσ , (4.1)

where the angular component component Y m`
` is a spherical harmonic and the radial

component R has a generally complex structure but always decays exponentially in r.
The real-space part of these wave functions (i.e. omitting the spin part) defines the so-
called atomic orbitals, which give the probability amplitude for an electron to be found
in a given location within the atom.
The principal quantum number n can take on integer values n = 1, 2, . . ., and it de-

scribes the di�erent energy shells of the atom. The azimuthal quantum number ` de-
termines the orbital angular momentum of the orbital. For a given energy level n, the
groups of orbitals corresponding to di�erent values of ` are labelled s, p, d and f , refer-
ring to ` = 0, 1, 2 and 3, respectively. For ` > 3 the naming continues in alphabetical
order (omitting j). The so-called subshell defined by n and ` still has some degree of
freedomwhich is captured by themagnetic quantum numberm`. The latter can take on
integer valuesm` = −`, . . . , `. Thus, the determination of a specific orbital requires all
three quantum numbers n, `, andm`. Due to the Pauli exclusion principle, each orbital
can host at most two electrons of di�erent spin quantum number, and thus the state of
a single electron is entirely described by the four quantum numbers.
Neglecting at this point e�ects such as the relativistic spin-orbit coupling (see below)

and placing the atom in a spherical potential, for a given n and `, the total energy of
the considered state is independent of the value of themagnetic quantum number. This
degeneracy canbe li�edby external e�ects, suchas a crystal potentialwhich ariseswhen
considering atoms in a material.
Although these orbitals are obtained for the hydrogen atom, they are at least qualita-

tively similar to the description of atoms with more than one electron, and can thus be
used as a good approximation.

Hund’s rule(s)

Shortly a�er the advent of quantummechanics and the atomic orbital model, Friedrich
Hund in 1925 formulated a set of rules [66,67] which are used to determine the electronic
configuration of a multi-electron atom in its ground state. Although Hund formulated
three rules, here we only consider the first rule, which can be stated as follows:

For a givenelectronic configuration, the termwithmaximummultiplicity has
the lowest energy.

The multiplicity is equal to 2S + 1, where S is the total spin for all electrons. To fill up
the degenerate energy levels in the ground state of the atom, according to Hund’s rule,
one first places one electron with a given spin, e.g. spin-↑, in every orbital. Once all or-
bitals are occupied, one starts filling up the orbitals with electrons of opposite spin, in
our example spin-↓.
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Figure 4.1.: The five d-orbitals forn = 3 in the octahedral oxygen cage of a transitionmetal
oxide. The two eg orbitals are spatially extended towards the oxygen atoms,
raising their energy due to the Coulomb interaction. The three t2g orbitals,
however, are pointing away from the oxygens.

4.1.2. eg and t2g orbitals in a crystal field

The transition metals are defined by a partially filled inner d shell, thus we specifically
consider here these d level orbitals embedded into a crystal background. For an atom
in a spherical potential, the d level (with angular momentum quantum number ` = 2)
has five degenerate eigenfunctions |`,m`〉, where m` = ±2,±1, 0. In most transition
metal oxides however, the transitionmetal ion is surrounded by an octahedral cage of six
oxygen ions—the so-called ligands—which create a crystal field with cubic (rather than
spherical) symmetry acting on the d-electrons of the transition metal atom, li�ing the 5-
fold degeneracy. In this case, the eigenfunctions of a d-electron are not the |`,m`〉 states
anymore, but rather linear combinations of them yielding the following five real-valued
orbitals [68]

dz2 = |2, 0〉
dx2−y2 = 1√

2
(|2, 2〉+ |2,−2〉)

}
egorbitals (4.2)

dxy = − i√
2

(|2, 2〉 − |2,−2〉)
dyz = 1√

2
(|2, 1〉+ |2,−1〉)

dzx = − i√
2

(|2, 1〉 − |2,−1〉) ,

 t2gorbitals (4.3)

which are shown in Fig. 4.1. All three t2g orbitals have the same energy, as do the two eg,
but the energy of the t2g orbitals is lower than that of the eg orbitals, which can be un-
derstood from the following perspective: The two eg orbitals are aligned along the z-axis
andasa flat “cross” along thex−andy−axes, respectively. Thed-electronsare therefore
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Figure 4.2.: 5d level splittings by the crystal field and the spin-orbit coupling, resulting in
an e�ective j = 1/2 degree of freedom.

close to theoxygen ions and their energy is raisedby the (repulsive) Coulomb interaction.
On the other hand, the t2g orbitals are oriented diagonally to the axes, i.e. away from the
ligands. The Coulomb interaction is thus smaller and accordingly these three orbitals are
energeticallymore favorable [8,68]. The resulting energy di�erence between the t2g and
eg states is historically called 10Dq [69], values for which are typically of the order of∼
2–3 eV [68]. The splitting into eg and t2g levels is shown schematically for the case of a 5d
shell in Fig. 4.2.

4.1.3. Spin-orbit coupling and e�ective j = 1/2

So far we have considered a purely non-relativistic description of an atom. While this
approximation is indeed justified for lighter atoms such as the hydrogen atom, it turns
out that in transitionmetal oxides the electron spin and the subsequent relativistic spin-
orbit coupling play an important role. In fact, they are the key ingredient leading to the
existenceofMott-insulating e�ective j = 1/2 states in the Iridate transitionmetal oxides.

Spin-orbit coupling

Consider a single electron orbiting a nucleuswith chargeZe, whereZ is the atomic num-
ber and e the elementary charge, fixed at the center of the coordinate system. Changing
our frame of reference to that of the electron, from special relativity we know that the
moving nucleus induces a magnetic field which interacts with the spin of the electron.
While this is just an intuitive picture, a rigorous result canbederived from theDirac equa-
tion, which replaces the Schrödinger equation in the relativistic case. Expanding in small
v/c, the first correction term due to spin-orbit coupling is then given by

HSOC = λL · S, (4.4)

whereL = (Lx, Ly, Lz)T is the orbital angularmomentum andS = (Sx, Sy, Sz)T is the
spin of the electron. Introducing the operator for the total angular momentum

J = L + S, (4.5)
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the energy shi� due to the spin-orbit contribution can be written as

∆E = λ 〈L · S〉 =
λ

2

(
〈J〉2 − 〈L〉2 − 〈S〉2

)
=
λ

2
(j(j + 1)− `(`+ 1)− s(s+ 1)) . (4.6)

Let us now discuss the coupling constant λ. From the expansion of the Dirac equation
one finds that [70]

λ =
1

2m2
ec

2

1

R

dV (R)

dR
, (4.7)

whereR is the distance between electron and nucleus. The potential V (R) created by a
nucleus withZ ∈ N protons is given by

V (R) = −Ze
2

R
. (4.8)

Plugging Eq. (4.8) in Eq. (4.7) and using furthermore that the expectation value of 1/R3

is given by [71] 〈
1

R3

〉
n`

=
Z3

`
(
`+ 1

2

)
(`+ 1)n3a3

B

, (4.9)

with the Bohr radius aB , we finally obtain that the coupling constant scales as

λ ∼ Z4. (4.10)

This derivation only takes into account a single electron and a heavy nucleus, but the
Iridates host, of course, more than one electron. These additional electrons, however,
participate in a screening of the nucleus and comparisonwith experimental data reveals
that Eq. (4.10) is still a good approximation.
In summary, the e�ective spin-orbit coupling can thus be roughly approximated to be

proportional to the fourth power of the number of protons in the atom’s nucleus, and in
e.g. the heavier transition metals Rh, Ru, Os, and Ir, it cannot be neglected anymore. In
fact, in Ir4+ ions with an atomic number of 77, it was found to be as large as λ ∼ 380meV
[72], far exceeding possible intersite interactions between its t2g orbitals and spins [73].

Formation of j = 1
2 in the Iridates

The large spin-orbit couplingof the Iridateshas a crucial e�ect on their physical behavior.
Combined with the e�ects of crystal field splitting it leads to an e�ective j = 1

2 angular
degree of freedom, combining both spin and orbital physics.
To see this, consider the typical Iridium valence Ir4+ which has a 5d5 configuration, i.e.

the 5d shell is occupied by five electrons. Due to the crystal field splitting discussed in
the last section, these orbitals are split up into the eg and t2g manifolds, di�ering by an
energyof 10Dq. FromHund’s rule,we further knowhowto fill up the low-lying t2g orbitals
with the five electrons, resulting e�ectively in a single hole in the t2g triplet, see Fig. 4.2.
In materials with an incomplete 3d shell, it is well understood that in this situation the

large Coulomb interaction between electrons in the t2g orbitals creates Mott insulating
behavior. The 5d orbitals are spatially muchmore extended than the 3d orbitals and the
Coulomb interaction is an order of magnitude smaller, which could lead to the assump-
tion that thesematerials should bemetallic. However, the fact that they are indeedMott
insulatorswith an e�ective j = 1

2 degree of freedomcanbeunderstood from their strong
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spin-orbit coupling. To see this, consider how the angular momentum operators act in
the t2g subspace. It will turn out to be convenient to perform a basis transformation in
this subspace, so that the new basis vectors φi for the t2g states are given as linear com-
binations of the dxy, dyz , and dzx orbitals [74],

φ+1 =
1√
2

(dzx − i dyz) , φ0 = dxy, φ−1 = − 1√
2

(dzx + i dyz) . (4.11)

For the eg states we keep the original basis vectors

ψ1 = dz2 , ψ2 = dx2−y2 . (4.12)

In this new basis, {φ1, φ0, φ−1, ψ1, ψ2}, the angular momentum operators have the fol-
lowing matrix representation,

Lx = − 1√
2


0 1 0

√
3 −1

1 0 1 0 0

0 1 0
√

3 1

−
√

3 0
√

3 0 0
−1 0 1 0 0

 , (4.13a)

Ly = − i√
2


0 1 0

√
3 −1

−1 0 1 0 0

0 −1 0
√

3 −1

−
√

3 0 −
√

3 0 0
1 0 1 0 0

 , (4.13b)

Lz = −


1 0 0 0 0
0 0 0 0 −2
0 0 −1 0 0

0 0 0 0 0
0 −2 0 0 0

 . (4.13c)

The upper le� 3 × 3 block of each matrix thus corresponds to the t2g manifold. Consid-
ering the action of the ` = 2 angularmomentum operatorL`=2 in this subspace, we find
that it is given exactly by the actionof a ` = 1angularmomentumoperator1, onlywith an
overall negative sign [75, 76]. In other words: Projected onto the t2g subspace, the ` = 2
angularmomentumoperatorL`=2

t2g , acts like an e�ective ` = 1 angularmomentumoper-
ator with a negative sign,−L`=1

t2g . We can check that the operators L`=1
t2g represented by

the upper le� 3× 3 blocks of the matrices (4.13a)–(4.13c) indeed fulfill the commutation
relations for a negative angular momentum:

[Lk, Ll ] = −iεklmLm, (4.14)

where εklm is the totally antisymmetric tensor. The e�ective angular momentum opera-
tor can thus be defined as Leff = −L`=1

t2g , and the spin-orbit term in the model can thus
be recast into the form

λL · S→ −λLeff · S, (4.15)

with `eff = 1. The total e�ective angular momentum operator then becomes Jeff =

1The only purpose of our basis transformation was to see this immediately. Of course, this result is inde-
pendent of the specific basis for the t2g subspace.
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Leff + S, which yields two energy levels, given by a doublet state with jeff = `eff −σ = 1
2

and a quartet state with jeff = `eff + σ = 3
2 , where σ = 1

2 is the spin quantum number.
Calculating the energy shi� due to the spin-orbit coupling gives [77]

∆ESOC = −λ
2

[
J2

eff − L2
eff − S2

]
= −λ

[
Jeff(Jeff + 1)

2
− 11

8

]
, (4.16)

and we find that the jeff = 1
2 doublet has energy λ and the jeff = 3

2 quartet has lower
energy−λ/2. We can again use Hund’s rule to fill up states in the quartet with four of the
five d5 electrons. The remaining electron resides in the doublet band, see Fig. 4.2. The
system can thus be described as a half-filled jeff = 1

2 single band system with a band
narrow enough that even a small Coulomb interaction U can open a gap and create a
Mott insulating state [63–65]. Weschematically showtheenergybands in the lowerpanel
of Fig. 4.2.

4.2. Spin interactions

Mott insulators with orbital degrees of freedomhave first been comprehensively studied
in the 1980s by Kugel and Khomskĭı [61], with the realization that the directional nature
of the orbital degree of freedoms leads to spin-selective interactions [78]. The term com-
pass models was coined at that time and has since been used to subsume a plethora
of di�erent models which are all characterized by the following two conditions [78]: (i)
there is only an interaction between certain vector components ofS, and (ii) on di�erent
bonds in the lattice, di�erent vector components interact. In general terms, the degree
of freedom need not be a proper spin-12 but can be given by any type of pseudospin op-
erator, however for our purposes we focus only on the former. In the Kitaevmodel which
we discussed in Sec. 2.3, the interactions between two spins are given by Sγi S

γ
j , where

γ = x, y, z depends on the orientation of the bond, making the Kitaev model a special
(because somewhat symmetric, compared to e.g. the 120 degree model [79]) specimem
of a compassmodel. In the followingwediscuss how such “Kitaev-type” interactions can
appear in transition metal oxides.
For aMott-insulating 5d transitionmetal oxide, themagnetic interactions between two

transitionmetal ions are mediated via the ligand oxygens by themechanism of superex-
change. Similar to the discussion of theMott insulator in Sec. 2.2.2, this superexchange is
facilitated by virtual hopping of electrons to intermediate states and back, only that here
these processes happen via the oxygen atoms. We discussed the strongly anisotropic na-
ture of the orbital degrees of freedom in the last sections and now, following Ref. [33], we
show how this may lead to the realization of spin-selective interactions in such systems.
These interactions are of theKugel-Khomskĭı type and, amongothermodels, occur in the
Kitaev model, see Sec. 2.3. The superexchange via a ligand oxygen can happen via two
di�erent dominant paths:

• 180◦ paths. These are dominant when two oxygen cages of the transition metal
oxides share a corner, as depicted in Fig. 4.3(a). The interaction happens along the
lineconnecting the transitionmetal ions, hence thename180◦. In this case, equiva-
lent orbitals are coupled via the 2dorbital of the oxygen, e.g.dyz on the le� ionwith
dyz on the right ion. For these paths, the hopping is diagonal in the orbital index,
and the e�ectiveHamiltonian for twoneighboring ions contains aHeisenberg-type
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Figure 4.3.: Schematic of the two possible superexchange paths. The top row shows the
two exchange paths, the center and bottom row show the alignment of the or-
bitals participating in the exchange. (a) 180◦ path coupling the same orbitals,
yielding an isotropic Heisenberg interaction. The two lower figures show the
same exemplary interaction from a side and top view, respectively. (b) 90◦
paths coupling di�erent orbitals, resulting in an e�ective Kitaev interaction.
Both lower figures are shown from a top view, each showing one half of the
full 90◦ exchange path.

exchange interaction and an anisotropic term,

H180◦
ij = J1Si · Sj + J2 (Si · eij) (Sj · eij) , (4.17)

where the operators S represent the e�ective j = 1/2 spin-orbital moments on
the transition metal ions. The vectors eij are unit vectors parallel to the line con-
necting the two transition metal ions and the coupling constants J1/2 depend on
microscopic parameters [33]. In the limit of strong spin-orbit coupling J1 � J2

and the isotropic Heisenberg interaction dominates.

• 90◦ paths. In these paths, the interaction happens at a 90◦ angle with respect
to the line connecting the ions, see Fig. 4.3(b). In contrast to the 180◦ paths, here
di�erent orbitals are coupled and the hopping matrix has only non-diagonal en-
tries. Along the two possible paths, the charge transfer amplitudes interfere de-
structively and the isotropic part the e�ective Hamiltonian vanishes exactly [33].
The remaining anisotropic interaction is given by

H90◦
ij = −JSγi S

γ
j , (4.18)

where γ ∈ {x, y, z} is given by the relevant orbital alignment of the intermediate
oxygen ion. In Fig. 4.3(b) the oxygen orbital is pz , thus here γ = z.
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Figure 4.4.: The parallel-edge alignment of the transition metal oxides in Ba3IrTi2O9. The
Ir-O-O-Ir exchange paths are longer than the Ir-O-Ir paths in the honeycomb
iridates, but they still lead to interactions of Kitaev type, albeit of somewhat
smaller magnitude compared to the Heisenberg coupling.

4.3. Kitaev interactions in real materials

We have seen how transition metal oxides with a strong spin-orbit coupling can form a
j = 1/2 ground state which, due to its orbital origin, has a strong anisotropic interac-
tion behavior. The e�ective exchange interactions depend on microscopic parameters
and edge-sharing octahedra lead to a Kitaev interaction. In realistic materials, however,
onemust expect other interactions to bepresent,mostly anisotropicHeisenberg interac-
tions due to direct overlap of the transitionmetal orbitals [80]. Nonetheless, the spin liq-
uid ground state of the Kitaev model (see Sec. 2.3) is stable against a small perturbation
by an isotropic Heisenberg exchange [80], and a possible realization of Kitaev physics is
therefore within reach. We now discuss twomaterials for which Heisenberg-Kitaevmod-
els have been proposed to be the relevant theoretical description.

4.3.1. The honeycomb iridatesA2IrO3

Chaloupka et al. argued in 2010 [80] thatA2IrO3 compounds (where typicallyA = Na or
A = Li) might be described by the so-called Heisenberg-Kitaevmodel, amixture of both
Heisenberg and Kitaev interactions:

H = JH
∑
〈ij〉

Si · Sj + JK
∑
〈ij〉‖γ

Sγi S
γ
j , (4.19)

where the value of γ ∈ {x, y, z} depends on the orientation of the nearest-neighbor link
〈ij〉. The e�ective spins on the Iridium ions form well-separated layers of honeycomb
lattices in such away that for each real-space bond direction a di�erent spin component
interacts [81]. The prospect of a possible realization of the Kitaev model, including its
spin liquid ground state, has led to a vast amount of research devoted to suchmaterials.
An abundance of experimental data [64, 65, 82–84], ab initio calculations [85–88], and
model simulations [89–95] for thesehexagonal systemshas fueledanongoingdiscussion
about the actual spin-orbital ordering mechanism in these materials.
Although the spin liquid ground state of the Kitaev model was shown [80] to be stable

against small Heisenberg-type perturbations, in the honeycomb Iridates the Heisenberg
interaction is still large enough to destroy the spin liquid. Experimental findings [86] do
indeed indicate a magnetically ordered ground state.

4.3.2. The triangular iridate Ba3IrTi2O9

A material which might be described by the Heisenberg-Kitaev model on the triangular
lattice is Ba3IrTi2O9 [96]. This compound crystallizes in a hexagonal structure consist-
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Figure 4.5.: The structure of Ba3IrTi2O9. The right column shows the triangular lattice
which emerges between the spins on the Iridium ions. The gray planes indi-
cate that for each direction di�erent orbitals become relevant, leading to the
anisotropic Kitaev-type interactions.

ing of well-separated layers in which the Ir4+ ions form a triangular lattice, its structure
is shown is shown in Fig. 4.5. Early experimental results measured a high antiferromag-
netic Weiss temperature (|θ| > 400K) [97], indicating a strong coupling between the
e�ective j = 1/2 degrees of freedom on the Ir4+ ions. The oxygen octahedra in the tri-
angular lattice layers are separated from each other, but they are still oriented towards
each other as in the previously discussed case of the honeycomb iridates: Any twoneigh-
boring octahedra have two parallel edges as shown in Fig. 4.5. The exchange path for
the iridium ions in two neighboring oxygen cages is Ir-O-O-Ir (Fig. 4.4) and as such some-
what longer than in the honeycomb iridates inwhich the exchangepathonly runs via one
ligand oxygen. However, this longer path still leads to destructive interference and the
subsequent suppression of the isotropic Heisenberg exchange, resulting in an e�ective
anisotropic Kitaev spin-coupling. Due to the longer exchangepaths this contribution is of
much smaller magnitude compared to the honeycomb iridates, and Heisenberg physics
are expected to be dominant. In terms of the Heisenberg-Kitaev model, Eq. (4.19), this
means that the experimentally relevant parameter regime should be assumed to be for
JH � |JK |with an antiferromagnetic Heisenberg coupling, JH > 0.

Site disorder and spin liquid behavior

Since the ionic radii of the Ir4+ and Ti4+ ions are very similar, a site disorder may de-
velop where a certain portion of the Iridium and Titanium ions exchange their positions.
This disorder has been found to be fairly large, ranging from 21% [98] to 37% [96]. For
these materials, no magnetic ordering down to lowest temperatures has been found,
and a spin liquid has been suggested as a possible ground state [96]. However, it is un-
clear whether this absence of orderingmust be contributed to the site disorder, and thus
whether it would vanish in the case of a clean single crystal.



Chapter 5.

The Heisenberg-Kitaev model on the
triangular lattice

In Secs. 2.2 and 2.3 we introduced the Heisenberg and Kitaevmodels, respectively. Both
of these models are by themselves of great interest as they contain a plethora of exotic
physical phenomena. The Heisenberg model has proven successful in the description of
ferromagnetic and antiferromagnetic materials. The honeycomb Kitaev model, on the
other hand, is celebrated for the existence of an exact solution and its spin-liquid ground
states. While the Kitaevmodel originally had been investigated from a purely theoretical
point of view, in the previous chapter we showed how spin-orbit coupling in transition
metal oxides can lead to the appearance of Kitaev-type interactions in real materials. Ki-
taev introduced and solved his original model on the honeycomb lattice [31]. However,
theKitaevHamiltonian can equally bedefinedonany lattice inwhich thebondsbetween
sites can be subdivided into three sets of di�erent spatial orientation [99], such as the tri-
angular or kagome lattices [12,13]. In thiswork,weconcentrateon the caseof a triangular
lattice. The exact solution of the Kitaevmodel in terms of Majorana fermions on the hon-
eycomb lattice does not generalize to the triangular lattice, and so far the nature of its
ground state is not clear. However, in materials such as the Ba3IrTi2O9 compound dis-
cussed in the previous chapter, the appropriate model is proposed to be a combination
of both types of interactions in the Heisenberg-Kitaev model.
Numerical results for the full phase diagram of the classical Heisenberg-Kitaev model

on the triangular latticehavebeen reported inRef. [12], withoneof themain results being
the observation of a phase close to the antiferromagnetic Heisenberg point, character-
ized by the formation of a lattice of Z2 vortices. In this chapter we complement these
findings with analytical and numerical results for the classical and the quantummodel.
A�er first discussing the relevant physics of the Heisenberg model on the triangular lat-
tice, we then consider the e�ect of adding a Kitaev interaction. We present the full phase
diagram for both the classical and quantummodels and proceed to consider each phase
individually and in more detail.

5.1. The Heisenberg model on the triangular lattice

As a preparation to the discussion of the Heisenberg-Kitaev model on the triangular lat-
tice, it is useful to first review the physics of the plain Heisenberg model without any
Kitaev interactions,

H = JH
∑
〈ij〉

Si · Sj . (5.1)

In the ferromagnetic case, JH < 0, the spins can trivially minimize their energy by align-
ing parallel to each other. In contrast, the nature of the quantum ground state for the
antiferromagnetic model, JK > 0, has long been debated. By now, however, it is under-
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Figure 5.1.: (a) The triangular lattice and the three lattice vectors ai. (b) First Brillouin zone
of the triangular lattice and the basis vectors of the reciprocal latticeGi, show-
ing the four special points K andK′,Γ andM. (c) The 120◦ order of the triangular
lattice. The three sublattices are colored di�erently. (d) Wilson loop on the up-
ward pointing triangular lattices to calculate vorticity.

stood that theantiferromagneticmodelhasagroundstate characterizedby the so-called
120◦ order. This specific ordering and its topological properties play an important role in
our subsequent discussion of the emergent Z2 vortex lattice phase.

5.1.1. 120◦ order of the antiferromagnetic model

The triangular lattice is shown in Fig. 5.1(a). It is spanned by the lattice vectors

ax = a

(
1
0

)
, ay =

a

2

(−1√
3

)
, az = −a

2

(
1√
3

)
, (5.2)

where a is the lattice constant which we will henceforth set to a = 1. Note that a two-
dimensional lattice of course only requires two basis vectors and that az = −ax − ay.
However, in order to keep our mathematical formulation of the systemmore elegant we
will use all three vectors. As each site in the triangular lattice has six direct neighbors,
its first Brillouin zone is a hexagon, as shown in Fig. 5.1(b). The basis vectors Gi of the
reciprocal lattice connect the centers of two Brillouin zones and are defined in the usual
way by the condition thatGi · ai = 2πδij . They are (with a = 1) given by

G1/2 = 2π

(
1
± 1√

3

)
. (5.3)

The magnetic order of the ground state of a given Hamiltonian naturally depends on
the typeof exchange interactionbetween individual spins. Thenearest-neighborHeisen-
bergmodel Eq. (5.1) contains only a single interaction JH , which can be either ferromag-
netic (JH < 0) or antiferromagnetic (JH > 0). On bipartite lattices, the antiferromag-
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netic ground state at T = 0 is given by a perfectly staggered spin ordering: The two-
sublattice structure allows for every spin to align perfectly antiparallel with all its neigh-
bors. However, the triangular lattice is a prime example of a non-bipartite lattice where
antiferromagnetic interactions lead to frustrationdue to the geometry of the lattice. Con-
sider one triangular plaquette with three spins: While two spins can order antiferromag-
netically, the third spin can never be antiparallel to both its neighbors at the same time.
This frustration typically leads to a highly degenerate ground state, where quantum fluc-
tuations are strongly enhanced. For the Heisenberg antiferromagnet on the triangular
lattice it was argued by Anderson that the ground state of this system is given by res-
onating valence bonds [100,101] in which pairs of spins form singlet dimers, covering the
entire lattice. While this idea was intriguing as it provided a connection to the pairing
mechanisms in high-temperature superconductors, it is by now established that the an-
tiferromagnetic ground state of the triangular spin-12 Heisenberg model at T = 0 is in
fact given by a state with long-range magnetic order, characterized by the 120◦ order-
ing [102–107] of the spins. This order is shown in Fig. 5.1(c): The spins are all co-planar
and the angle between any two neighboring spins is 120◦, or 2π/3.

Let us formulate more rigorously how this order comes about. We first introduce the
Fourier transform of the spin operators,

Si =
1√
N

∑
k∈1.BZ

Ske
ik·ri , (5.4)

whereN is the number of spins and the summation of themomenta runs over the entire
first Brillouin zone. We can now formulate the Heisenberg Hamiltonian in momentum
space, which yields

H =
∑

k∈1.BZ

J 0(k)Sk · S−k, (5.5)

with the exchange interaction in momentum space given by

J 0(k) = JH
∑

i=x,y,z

cos(ai · k), (5.6)

where the ai are the lattice vectors defined above. Minimizing this expression, we im-
mediately find thatJ 0(k) is minimal at the corners of the Brillouin zone. Each corner of
the Brillouin zone is related to two other corners by the reciprocal lattice vectors, which
leaves us with only two factually inequivalent corners, given by the K- and K′-points. For
the description of the magnetic order, the two relevant wave vectors are thus the ones
connecting the center of the Brillouin zone with these two points, given by

Q = ±4π

3

(
1
0

)
. (5.7)

As a next step, we use these two vectors to describe the spin order in the classical limit.
To this end, we introduce the following notation to describe a general classical spin:

Si = SΩ̂(ri), (5.8)

where S is the length of the spin, ri is the real-space vector pointing at lattice site i and
Ω̂ is a unit vector (which we throughout denote with a hat) inR3 determining the orien-
tation of the spin. As the magnetic order is determined by the momenta at±Q, we can



52 The Heisenberg-Kitaev model on the triangular lattice

write the spin orientation as

Ω̂(r) = Ω0e
iQ·r + c.c., (5.9)

whereΩ0 is a complex vector (which does not necessarily have to be of unit length) and
c.c. means complex conjugation. The constraint that Ω̂(r) is a purely real vector which
must be of length one at each site implies

Ω̂2(r) = Ω2
0e

2iQ·r + (Ω∗0)2 e−2iQ·r + 2|Ω0|2 !
= 1. (5.10)

Except for the special case that Q · r = nπ with n ∈ N0, this condition can only be
fulfilled for any r if Ω0 is chiral, i.e. Ω2

0 = (Ω∗0)2 = 0. Thus, we can without loss of
generality assume the spins to lie in the x-y-plane and setΩ0 = 1√

2
(1, i, 0)T . This leads

to the following expression for the orientation vector to describe the classical spin order
at zero temperature:

Ω̂120◦(r) = e1 cos(Q · r) + e2 sin(Q · r). (5.11)

The vectors ei are the three orthonormal basis vectors in three-dimensional spin space,
for which ei · ej = δij and e1× e2 = e3, and which we here identified with the Cartesian
basis vectors. Finally, from the Hamiltonian Eq. (5.1) we can immediately find the energy
per spin of this state. In the classical limit it is given by

ε120◦

N
= −S2 3

2
JH . (5.12)

5.1.2. Z2 vortices as topological point defects of the 120◦ order

An essential tool in the discussion of phase transitions is the order parameter as a mea-
sure of the degree of order in any given phase. But even when one is not directly con-
cerned with phase transitions, the order parameter might reveal important information,
such as the topological defects of the system. For the 120◦ state the order parameter con-
sists of three distinguishable arrows in a plane [108], and the order parameter space is,
in fact, isomorphic to the three-dimensional rotation group SO(3). This can be seen if we
relate the spin order to the orthonormal frame defined by the vectors êi for which only
rotations keep the internal structure intact.
Howdoes a topological defect of the 120◦ order look like? In this context, we candefine

a topological defect as an irregularity in the 120◦ spin order which cannot be eliminated
by a continuous transformation. In a di�erent sense, a defect can be understood as a
‘singularity’ in the order parameter [109]. The classification, stability and existence of
suchdefects is generallydiscussedbymeansof the fundamentalgroup (or first homotopy
group) of the order parameter space. In our case, the first homotopy group of SO(3) is

Π1(SO(3)) = Z2, (5.13)

which in 2D indicates that the system has stable point defects (in contrast to e.g. line
defects). These defects manifest as vortices in the order parameter, which translates to
a twisting of the 120◦ structure when going along a path around the vortex core. Pre-
cisely at the core, however, the order parameter diverges and it is not possible anymore
to assign a 120◦ order here. A vortex can further be labeled by its winding number: The
cumulative rotation of the order parameter along a closed path around the vortex core
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(a) (b) (c)

local 120° order:

Figure 5.2.: Vortices in the 120◦ order. The SO(3) order parameter of the 120◦ order is deter-
mined by the orientation of three arrows (dotted, dashed, solid) which define
the local spin order on a plaquette of the triangular lattice. The thicker white
arrows illustrate the chirality vectors κ, which by definition are orthogonal to
the local spin structure. In the shown configurations, the dotted arrow points
out of the plane of the page, i.e. the plane of the 120◦ order is perpendicular to
the page. (a) shows a perfect 120◦ orderwith a homogeneous order parameter,
(b) shows a vortex and (c) an anti-vortex. For a discussion we refer to the main
text.

is always θ = 2πn, where n ∈ N0 is the winding number. For the 120◦ order, however,
Eq. (5.13) tells us that in this case the vortices have a Z2 structure. Accordingly, we only
haveone typeof vortex, andanypair of vortices canbe continuously transformed to yield
a state where both are eliminated.
Tomeasure the rigidity of the 120◦ order parameter we now define a chirality vectorκ

oneachupwardpointing triangleplaquette (the shaded triangles inFig. 5.1(d)) as follows:

κ(r) =
2

3
√

3
(Sr × Sr+ax + Sr+ax × Sr−az + Sr−az × Sr) (5.14)

with the lattice vectors ai as defined in Fig. 5.1. The vector κ(r) is perpendicular to the
plane of the local 120◦ order of the plaquette defined by the position r, and its length
gives ameasure of the quality of the 120◦ structure [108]. In a perfect 120◦ ordered state,
the chirality vectors on all plaquettes are the same, κ(r) ≡ κ̂0 and |κ̂0| = 1. Any devi-
ation from the perfect 120◦ order, however, immediately changes the texture of chirality
vectors, and it vanishes as soon as two spins on a plaquette are parallel.
Fig. 5.2 shows what a vortex looks like in the chirality vectors. The vortex-free configu-

ration is shown in (a), where the order parameter is the same for each plaquette and the
chirality vectors are homogeneous. Fig. (b) shows a vortex configuration: The local 120◦

structure and thus the chirality vectors rotate clockwise when going around the closed
path. The corresponding anti-vortex is shown in (c), where the order parameter rotates
counter-clockwise. The vortex can be continuously transformed into the anti-vortex, but
neither can be continuously transformed into the vortex-free configuration.
In order to finally calculate the number of vortices enclosed by any given closed path
C, we introduce the “vorticity” function, which is given by the cumulative rotation of chi-
rality vectors along this path [108]. Due to theZ2 nature of the vortices, the total number
of vortices measured this way will either be one or zero. To be able to resolve individ-
ual vortices, it is thus important to consider paths of appropriate size and shape. The
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rhombic path shown in Fig. 5.1(d) was found to yield very good results [12], therefore we
will use this path in our calculations, too. We define the rotation between two chirality
vectors κi and κj by an angle ωij and a rotation axis n̂ij :

ωij = arccos (κi · κj) , (5.15a)

n̂ij =
κi × κj
|κi × κj |

. (5.15b)

At this point it is crucial to be able to distinguish between rotations by 0 (no rotation)
and 2π. To achieve this, we use the special unitary group SU(2), which is a two-valued
representation of SO(3). Any given rotation (ω, n̂) can then be represented by the two
following SU(2) matrices [108]:

Uij = ± exp
(ωij

2i
n̂ij · σ

)
, (5.16)

where σ = (σx, σy, σz)T is the vector of Pauli matrices, and replacing ω ↔ 2π − ω and
n̂↔ −n̂ reverses the signofUij . Let us consider now theproduct of thesematrices along
the closed contour C on the lattice of chirality vectors

UC =
∏

(ij)∈C

Uij = ±1, (5.17)

where1 is the2×2 identitymatrix. SinceSU(2) is non-abelian, theorderof themultiplica-
tion is important and we define the direction for a contour to run in a counter-clockwise
fashion. The result that for any closed contour, UC is given by the identity matrix up to
a sign follows directly from the definition in Eq. (5.16) and the fact that the sum of an-
gles ωij along a closed path must add up to integer multiples of 2π. The vorticity of the
contour C can then be simply defined via the trace ofUC as

V [C] =
1

2
trUC = ±1. (5.18)

In conclusion, once the chirality vectors are obtained directly from the spin configura-
tion, the vorticity of any given closed path can be calculated. In our definition, a vorticity
of V [C] = 1 means that C contains no (or, equivalently, an even number of) vortices,
whereas a negative vorticity V [C] = −1, on the other hand, indicates that C contains a
vortex (or an odd number of vortices).

5.1.3. Static spin structure factor

While theoretical analysis generally allows for the calculation of numerous di�erent
quantities, it is vital to provide links to experiment. In the treatment of magnetic sys-
tems, such a link is given by the static spin structure factor S . It is commonly measured
in magnetic neutron scattering experiments, and from its Bragg peak structure one can
infer magnetic properties of the observed materials. In spin-12 systems, it is defined as
the spatial Fourier transform of the equal-time spin-spin correlation function [110] for
the spin component γ:

Sγ(k) =
∑
i,j

eik·(ri−rj) 〈Sγi S
γ
j 〉 . (5.19)
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Summing over all spin components γ then yields the full spin structure factor S(k) =
Sx(k) + Sy(k) + Sz(k), which is measured in scattering experiments with non-spin-
polarized neutrons. In the classical limit at T = 0, fluctuations (both thermal and quan-
tum) vanish, and the expectation value in Eq. (5.19) is trivially given by the product of the
spin vectors, 〈Si · Sj〉classical,T=0 = Si · Sj . In this case, we find

Sγ(k) =
∣∣∑

i

eik·riSγi
∣∣2 (fluctuation− free). (5.20)

TheBraggpeaks in the structure factor indicate thedominantwave vectorswhichappear
in the spin structure. For a state with commensurate magnetic order, these peaks thus
directly identify the ordering vectors. Using Eq. (5.19) to calculate the structure factor of
the (classical) 120◦ state given in Eq. (5.11), we find

Sγ120◦(k) =
∣∣∑

i

ei(k±Q)·ri
∣∣2 ∼ δ(k±Q). (5.21)

We have thus recovered the expected result that in the antiferromagnetic ground state
of the triangular Heisenbergmodel at T = 0, all components of the spin structure factor
are peaked in the corners of the Brillouin zone at±Q.

5.2. The Heisenberg-Kitaev model

Let us now consider the Heisenberg-Kitaev model in which we add a Kitaev term to the
Heisenberg model on the triangular lattice:

H = JH
∑
〈ij〉

Si · Sj + JK
∑

γ=x,y,z

∑
γ−links

Sγi S
γ
j . (5.22)

In the triangular lattice we can immediately identify three di�erent spatial bond direc-
tions which we can label as x-, y- and z-links respectively. Due to the rotational C6 sym-
metry of the lattice (a global rotation by 2π/6 leaves the lattice invariant) the specific
labeling of each group of links is arbitrary, but for the sake of consistency we define an
x−link to be parallel to lattice vector ax, a y-link to be parallel to ay, and a z-link to be
parallel to az . This labeling is shown by a di�erent coloring of the links in Fig. 5.1(a). The
physical behavior of thisHamiltoniandepends solely on the couplingparametersJH and
JK . A convenientway to investigate all possible relative strengths of the two interactions
is to parameterise JH and JK on the unit circle using an angle α:

JH = cos(α), JK = sin(α), (5.23)

where α ∈ [0, 2π). This way, we have reduced the e�ective parameters to only one pa-
rameter, and by running α from 0 to 2π one can access any point in the phase diagram.
This parameterization is frequently used in discussions of the full phase diagram of the
Heisenberg-Kitaev model [12, 94].

5.2.1. Klein duality and SU(2)-symmetric points

The particular form of the Heisenberg-Kitaev Hamiltonian Eq. (5.22) leads to an interest-
ing property: A local basis transformation of the spin operators transforms the Hamilto-
nian in suchaway that the formof theHamiltonian ispreservedbut thecouplingparame-
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ters are changed. This featurewas first discussed in Refs. [111,112] and is especially useful
here as it reveals two additional SU(2)-symmetric points of the Hamiltonian (in addition
to the two Heisenberg points at α = 0 and α = π). While this “trick” had been well-
known for years, its underlying mathematical structure was first elucidated in Ref. [13],
where it was shown that the structure of the basis transformation is that of the Klein four
group Z2 × Z2. Following this logic, we refer to the mapping as the Klein duality.
Consider the following representation of theKlein four group, givenby the tuple (Γ,×)

consisting of a set of elements Γ and amultiplication defined as follows1:

Γ = {1, x, y, z} (5.24a)
x× x = y × y = z × z = x× y × z = 1. (5.24b)

Each bond in the lattice can immediately be labeledwith γij ∈ {x, y, z} according to the
Kitaev interaction it carries. Using the group structure of (Γ,×), we then proceed to find
labels ai ∈ Γ for each site. These site labels finally determine the type of basis rotation
to be performed in spin space. To this end, we start by labeling a reference site iwith the
identity 1. The labels for the rest of the sites are then found by using the multiplication
rules in Eq. (5.24b) on the bond labels along an arbitrary path connecting two sites. As
an example, consider the reference site at i, labeled with 1 and a path connecting sites i
and j (cf. Fig. 5.3(a)). Assume this path consists of the bond sequence x → y → z → x.
Then the site j will be labeled

x× y × z︸ ︷︷ ︸
=1

×x = 1× x = x. (5.25)

If the considered lattice is compatible with the duality transformation, the labels result-
ing from the outlined procedure do not depend on the chosen path. This is the most
general way of constructing the sublattice labeling and works for arbitrary (Klein dual)
lattices. The resulting structure for the case of the triangular lattice and the path from
the example is shown in Fig. 5.3(a).
Once the latticehasbeendivided into the four sublattices determinedby the site labels

ai, the spin basis on each site where ai 6= 1 is rotated by π around the spin axis Sai . This
rotation around one of the three axes e�ectively reverses the sign of the other two spin
components. More explicitly, the transformations for the four types of sites are:

ai = 1 : (Sx, Sy, Sz)→ ( Sx, Sy, Sz) (5.26a)
ai = x : (Sx, Sy, Sz)→ ( Sx,−Sy,−Sz) (5.26b)
ai = y : (Sx, Sy, Sz)→ (−Sx, Sy,−Sz) (5.26c)
ai = z : (Sx, Sy, Sz)→ (−Sx,−Sy, Sz). (5.26d)

A�er this transformation, the form of the Heisenberg-Kitaev Hamiltonian, Eq. (5.22), is
unchanged, but the parameters are transformed:

JH → −JH ,
JK → 2JH + JK .

(5.27)

It should be noted at this point that the duality transformation is a simple basis ro-
tation, and thus two dual points on the phase diagram can be described by the same

1Note that the Klein group is abelian and the multiplication is thus commutative.
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Figure 5.3.: (a) The four-color labeling of the triangular lattice. The bold arrows show the
path used in the example in the text. (b) The angular parameterisation of the
Heisenberg-Kitaev model with an angle α ∈ [0, 2π), where JH = cos(α) and
JK = sin(α). The purple lines illustrate the structure of themapping between
twopoints in the phase diagram. The four dots indicate the location of the four
SU(2)-symmetric points: The yellow (green) pair corresponds to the antiferro-
magnetic (ferromagnetic) Heisenberg model and its dual Hamiltonian.

e�ective model, albeit with an enlarged/shrunk unit cell and di�erent magnetic order,
for an example see Fig. 5.4. Therefore, if one knows the ground state at any point in the
phasediagram, by applying theduality transformation (i.e. thebasis rotation) one imme-
diately finds the ground state of the dual Hamiltonian. In the discussion of the phases of
the Heisenberg-Kitaev model we repeatedly refer to this fact as it allows us to analyze
only half of the phase diagram, while the other half can be immediately found by the
Klein duality.

SU(2) symmetric points

The anisotropic spin interactions in the Kitaev Hamiltonian explicitly break the SU(2)
invariance of the Heisenberg-Kitaev model. However, a closer inspection of Eqs. (5.27)
shows that for the special case that

JK = −2JH (5.28)

the Kitaev coupling JK vanishes a�er the basis rotation and the transformed Hamilto-
nian consists only of the SU(2)-symmetric Heisenberg term. Thus it turns out that the
phase diagram of the Heisenberg-Kitaev model has in fact four SU(2)-symmetric points:
the ferro- and antiferromagnetic Heisenberg points at JH 6= 0 and JK = 0, and their
dual counterparts given by Eq. (5.27).
A clearer picture of the Klein duality emerges in the angular parameterisation as given

in Eq. (5.23). In this context, the Klein duality provides a (unique) mapping between the
le� hemisphere (JH < 0) and the right (JH > 0) on the circle defined byα, see Fig. 5.3(b)
where the set of lines illustrates the mapping. The four SU(2) symmetric points are indi-
catedby the yellow (green) circles, corresponding to the (anti-)ferromagneticHeisenberg
point and its dual.

Spin configurations at the SU(2) symmetric points

Fig. 5.4 shows the classical spin configurations at the four SU(2)-symmetric points along
with the unit cells of each configuration, where the magnetic order at the dual points
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Figure 5.4.: Spin configurations and their dual configurations: (a) 120◦ order, (b) dual 120◦
order, (c) ferromagnet, and (d) dual ferromagnet. The gray diamond shows the
unit cells of each configuration.

was obtained by a applying the basis transformation discussed above. This transforma-
tion Eq. (5.26d) doubles the size of the unit cell [112, 113], as indicated by the gray dia-
monds in the figure. While the 120◦ order gets transformed into a similar albeit larger
structure, the dual ferromagnet is characterized by the formation of ferromangetically
ordered chains with each chain oriented antiferromagnetically with respect to its two
neighboring chains. Remarkably, although the dual ferromagnet exhibits antiferromag-
netically ordered (i.e. staggered) spins, it is still an exact eigenstate of the Hamiltonian
at that point and as such contains no quantum fluctuations, and it thus is an e�ectively
classical ground state.

5.3. Phase diagram

Withhelpof theKleindualitywecouldalready identify fourSU(2) symmetricpointswhich
each correspond to adi�erent phase. Numerical simulations show, however, that in both
the classical and the quantum model a fi�h extended phase around the antiferromag-
netic Kitaev point exists. Before discussing each phase in more detail below, we here
give an overview of the phase diagram as obtained in Ref. [12] for the classical case and
our own results for the quantummodel.
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5.3.1. Previous numerical results for the classical model

The full phase diagram for the classical Heisenberg-Kitaev model on the triangular lat-
tice was examined numerically in Ref. [12]. Results obtained from classical Monte Carlo
methods show the existence of a rich phase diagram, including a phase around the an-
tiferromagnetic Heisenberg point characterized by a lattice of Z2 vortices. The classical
phase diagram alongside schematic illustrations of the structure factors for each phase
are shown in Fig. 5.5. In the following, we recap the results found in Ref. [12] as they serve
as a motivation and starting point for our work.

Lattice of Z2 vortices

The arguably most intriguing phase is found around the antiferromagnetic Heisenberg
point forα ≈ 0 (JH > 0, |JK | � JH ): While the classical ground state at exactly JK = 0
is given by the 120◦ ordering of the spins, a small Kitaev exchange interaction locally pre-
serves this order but distorts it on long distances. The order becomes incommensurate
with the lattice and leads to the appearance of topological Z2 vortices discussed in Sec.
5.1.2. In the ground state these vortices forma triangular latticewith lattice vectors paral-
lel to themicroscopic ones. The distortion away from the 120◦ order is most clearly seen
in the spin structure factor, where the dominant peaks of the components Sγ(k) each
move slightly away from the K-point, depending on the component γ and the sign of JK ,
as is shown schematically in Fig. 5.5.

Ferromagnetic phases

At the ferromagnetic Heisenberg pointα = π, the classical ground state is given by a ho-
mogeneous constant magnetization, as shown in Fig. 5.4(c). This state is, in fact, also an
eigenstate of the full quantum-mechanical model. The phase around the ferromagnetic
state (denotet FM in Fig. 5.5) was found to be somewhat stable against deviations from
the exact SO(3) symmetric point by turning on Kitaev interactions. For a ferromagnetic
Kitaev interaction JK < 0, the phase indeed persists until the Heisenberg interaction
vanishes exactly. By virtue of the Klein duality, one can map the FM phase to its dual
phase FM′. Here, the spin order is stripy with a doubled unit cell as shown in Fig. 5.4(d).
The absence of any spatial modulation in the spin order of the ferromagnetic point at

α = π implies that the dominant wave vector is simply k = 0. This can be seen from
Eq. (5.9): In the case of a constant Ω̂(r) the exponential function must be constant as
well which can only hold for Q = 0. This property is recovered in the spin structure
factor, where for the entire FM phase the only Bragg peak is found in the center of the
Brillouin zone atΓ. In contrast, the order in theFM′ phase is non-constant. Here, for the
particular ground state order each spin component is described by a di�erent ordering
vectors. This again translates to the structure factor, where the Bragg peaks now sit half-
way between two Brillouin zone corners at the M points.

Kitaev points and nematic ordering

An interesting classical state is found at the Kitaev points α = ±π/2, where the Heisen-
berg interaction vanishes and the system is described entirely by the triangular Kitaev
model. These points are self-dual (i.e. the Klein duality maps them to themselves) and
must thus have a ground state which is invariant under the Klein basis transformation.
TheMonte Carlo results in Ref. [12] show that the spins form Ising chains along one of the
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Figure 5.5.: Phase diagram of the classical model as obtained from classical Monte Carlo
methods in Ref. [12]. I and I′ denote the incommensurate Z2 vortex lattice
phase and its dual, respectively. FM andFM′ are the ferromagnet and its dual.
The yellow shading around α = π/2 indicates the nematic Kitaev phase. For
each phase, the spin structure factor is shown schematically, with the peaks of
the components Sγ(k) shown. The components γ are distinguished by three
colors red, blue and green. Figure adapted from Ref. [12].

three lattice directions, where the chains are ordered antiferromagnetically for α = π/2
and ferromagnetically for α = −π/2. The type of Ising interaction is determined by the
Kitaev coupling along the chosen lattice direction in which the chain forms, i.e. if the
chains form along the direction of the Kitaev x-links, the e�ective Ising model for two
spins on a chain is Hij = Sxi S

x
j . As the two remaining Kitaev interactions acting be-

tween two neighboring chains do not couple to this component, flipping the spins in a
chain does not cost any energy. Thus, each chain is two-fold degenerate. Furthermore,
the freedomof choosing anyof the three lattice directions finally leads to a sub-extensive
degeneracy of 3× 2L states, whereL is the linear system size.
Deviating from the ferromagnetic Kitaev point immediately leads to the ferromagnetic

order described in the previous section: Since flipping chains does not cost energy, any
infinitesimal negative or positive Heisenberg interaction arranges the chains to the con-
figurations Fig. 5.5(c) and (d), respectively. The classical Kitaev point atα = −π/2 is thus
indeed a (self-dual) singular point in the phase diagram.
The antiferromagnetic Kitaev pointα = π/2, however, appears stable against Heisen-

berg perturbations as each spin’s neighbors in an adjacent Ising-AFM chain compensate
each other [114]. This extended region is termed nematic in Fig. 5.5.

5.3.2. Phase diagram for the quantummodel

The results from Ref. [12] cited in the last section were calculated for the classical model.
An obvious question is how quantum fluctuations for the case of spin-12 degrees of free-
dom a�ect the phases. We performed sparse matrix diagonalization calculations using
the Jacobi-Davidson [49,115] algorithmonvarious clusters consistingof up to 27 sites (for
more detail see App. B). While the ground state energy itself provides a useful quantity
to compare with analytics, its second derivative with respect to the parameter α helps
indicate the phase boundaries, as the points at which−d2E0/dα

2 seems to diverge in-
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Figure 5.6.: Ground state energyE0 (black line) and its second derivative,−d2E0/dα
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tive show thepositionof phase transitions. Thedatawereobtainedwith sparse
matrix diagonalization on a 24-sites cluster with periodic boundary conditions
(see main text). The colored bar on the bottom refers to the color scheme of
Fig. 5.7.

dicate phase transitions. The results are shown in Fig. 5.6 and the phase boundaries
that we thus identified were used to create the quantum phase diagram shown in Fig.
5.7. Close investigation of the classical and quantum phase diagrams shows that some
phase boundaries are shi�ed slightly (which might be a conspiracy of quantum fluctua-
tions and finite-size e�ects due to the smaller cluster size for the exact diagonalization
calculations), but all phases are present in both cases, which should be attributed to the
mainly classical nature of the various ordered phases.

5.4. Z2 vortex lattice phase

In the discussion of the phases in the triangular Heisenberg-Kitaev model, we first focus
on the vortex lattice phase around the antiferromagnetic Heisenberg point at α ≈ 0. In
order to identify the ground state in this parameter regime, we first show that any finite
Kitaev interaction immediately destabilizes the 120◦ order. Subsequently, from an ap-
proximative solution of theHamiltonian in the continuum limit bymeans of an expanded
Luttinger-Tisza method, we show that a lattice of Z2 vortices forms, which is in perfect
agreement with the previously reported results obtained from classical Monte Carlo cal-
culations [12].

5.4.1. Instability of the 120◦ order for finite Kitaev coupling

Let us first consider the fate of the classical 120◦ order in the presence of finite Kitaev in-
teractions. It is a priori not clear how small anisotropic interactions a�ect the spin order,
but we show that even an infinitesimal Kitaev coupling leads to an instability of the 120◦

state.
As the magnetic order of the spins discussed in Sec. 5.1.1 spontaneously breaks the

(continuous) symmetry of the Hamiltonian, we expect the existence of three Goldstone
modes. To identify these modes we consider small (i.e. long-wavelength) fluctuations
of the spin vector. These fluctuations around the 120◦ order can be parameterized by
two real fields πa(r) with a = 1, 2. Recalling our previous notation for classical spins,
Si = SΩ̂(ri), the addition of fluctuations yields the following form for the orientation
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Figure 5.7.: Phase diagram of the quantum model obtained from exact diagonalization,
with annotations labeling the phases based on both analytical and numerical
calculations. This figure summarizes our results and should serve as a refer-
ence point.

vector:

Ω̂(r) = Ω̂120◦(r)

√
1− (π1(r))2 − (π2(r))2 + δΩ̂(r), (5.29)

where Ω̂120◦ is given in Eq. (5.11) and the square-root ensures that Ω̂2(r) = 1. The fluc-
tuation term is given by

δΩ̂(r) = π1(r)[−e1 sin (Q · r) + e2 cos (Q · r)] + π2(r)e3. (5.30)

Plugging this Ansatz in the Heisenberg-Kitaev Hamiltonian and expanding up to second
order in the fluctuation fieldsπa oneobtainsa second-order correctionE(2) to theenergy,
E = Nε120◦ + E(2), where the energy of the 120◦ order is given by Eq. (5.12) andN is the
number of sites. The fluctuation part consists of two contributions,

E(2) = E(2)
0 +

∑
γ=x,y,z

E(2)
γ , (5.31)

where E(2)
0 contains isotropic fluctuations due to the Heisenberg interaction and E(2)

γ

contains anisotropic fluctuations from the Kitaev interaction which are dependent on
the bond-type γ. The full expressions for E(2) are given in App. B. The eigenmodes of the
fluctuations are found with the help of Fourier transformation,

πa(ri) =
1√
N

∑
k∈1.BZ

eikriπa(k). (5.32)

No Kitaev interaction, JK = 0

Let us first discuss the case of JK = 0. In the absence of Kitaev interactions the
anisotropic contribution vanishes, E(2)

∣∣
JK=0

= E(2)
0 . The energy of the fluctuations
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Figure 5.8.: Energies of the model: The exact diagonalization data was obtained on a 24
sites cluster, the Monte Carlo data on a 24 × 24 cluster at temperature T =
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is then given by

E(2)
0 =

JHS
2

2

∑
k∈1.BZ
γ=x,y,z

[
(1− cos(k · aγ)) |π1(k)|2 + (1 + 2 cos(k · aγ))|π2(k)|2

]
(5.33)

with π∗a(k) = πa(−k). The prefactor of the field π1 vanishes in the center of the Brillouin
zone at k = 0. The field π2, however, vanishes when k is in the corner of the Brillouin
zone, e.g.k = ±Q. Wheneither fieldπα dropsout of theHamiltonian, the corresponding
fluctuations do not cost any energy, i.e. the modes become massless (or so�). These
zero modes π1(k = 0) and π2(±Q) identify three Goldstone modes that correspond
to a long-wavelength rotation and tilting of the local orthogonal frame, respectively. In
particular, the energy dispersion of the tilting mode π2(k), i.e. the second term in the
sum in Eq. (5.33), can be expanded aroundmomentumQ and then, for |q| � |Q|, takes
the form

εtilt
Q+q

∣∣∣
JK=0

≈ JHS2 3

8
q2. (5.34)

Finite Kitaev interaction, JK 6= 0

For a finite Kitaev coupling we can still diagonalize the problem to obtain the eigenen-
ergies perturbatively in JK . If we consider the long-wavelength limit of small momenta
|q| � |Q|, the three zero modes cannot couple to each other (as they are too far away
from each other inmomentum space). Then, to lowest order, the dispersion relation ob-
tained for the tilting mode in this limit is given by

εtilt
Q+q ≈ JHS2 3

4
q2 − 2JKS

2
∑

γ=x,y,z

q · aγ sin(Q · aγ) (eγ3)
2
. (5.35)

Any finiteJK 6= 0 results in a negative value of εtilt
Q+q at certainmomentakinst, indicating

that the ground state order becomes unstable. We have thus found that the tilting Gold-
stonemodes trigger the instability of the 120◦ antiferromagnetic ordering in thepresence
of a finite Kitaev interaction JK . The wavevector at which εtilt becomes maximally neg-
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ative is given by

kinst =
JK
JH

4

3

∑
γ=x,y,z

aγ sin(Q · aγ)(eγ3)2

=
JK
JH

1√
3

(
(ey3)

2
+ (ez3)2 − 2 (ex3)2

√
3
[
(ez3)2 − (ey3)

2
] )

, (5.36)

which can be expressed entirely in terms of the vector e3. Without loss of generality, we
can assume the spins of the 120◦ ordering to be confined within the x-y plane. Then
e3 = ẑ and Eq. (5.36) reduces to

kinst =
JK
JH

(
1
1√
3

)
=
JK
JH

2√
3
az. (5.37)

5.4.2. Continuum limit of the Heisenberg-Kitaev Hamiltonian

By establishing the instability of the antiferromagnetic ordering at JH > 0 and infinitesi-
mal Kitaev interaction JK , we have shown that the 120◦ order cannot be the correct clas-
sical ground state. In fact, from thenumerical results, we instead expect the ground state
to be given by an incommensurate spin order forming a large-scale lattice ofZ2 vortices.
In the following section, by considering a continuum limit of the problem we present an
analytical solution which indeed recovers such a state. Our solution is an approximation
to the true ground state, but it still exhibits the characteristic properties found earlier in
numerics.
Let us first formulate the full Heisenberg-Kitaev Hamiltonian in momentum space:

H =
∑

k∈1.BZ

Sk

[
J 0(k)1+ JK(k)

]
S−k, (5.38)

where the Heisenberg interaction J 0(k) is given by Eq. (5.6) and the Kitaev interaction
is encoded in the matrix:

JK(k) = JK

cos(ax · k)
cos(ay · k)

cos(az · k)

 . (5.39)

From the classical Monte Carlo results we know that, on short length scales, the 120◦ or-
der is preserved, albeit with a slowly varying spatialmodulationwhich is the origin of the
topological defects. It is therefore reasonable to approximate the problemby expanding
the full Hamiltonian to second order around the wave vectors of the 120◦ order,±Q. As-
suming k = Q + qwith |q| � 1, this yields the continuum Hamiltonian in k-space

H =

∫
|q|<Λ

dq SQ+q

J̃ 0(q)1+

√
3

2
JK

ax · q
ay · q

az · q

S−(Q+q) (5.40)

with an infrared cut-o�Λ and the exchange interaction

J̃ 0(q) = −3JH
2

[
1 +

JK
3JH

− q2

4

]
. (5.41)
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To allow for the spatial modulation of the orthonormal frame which locally defines the
120◦ order, wemodify the expression in Eq. (5.11) by allowing the vectors ei to depend on
the position r,

ei → ei(r). (5.42)

In this formulation, the classical spin at site r can now be expressed as

S(r) = SΩ̂(r) = S [e1(r) cos(Q · r) + e2(r) sin(Q · r)]

=
S√
2

[
e−(r)eiQ·r + e+(r)e−iQ·r

]
, (5.43)

where we defined e± ≡ (e1 ± ie2) /
√

2. Back-transforming Eq. (5.40) to real-space then
yields the Hamiltonian

H =
3JHS

2

4

∫
dr

∑
γ=x,y,z

e−γ (r)

[
−∇2 − i 4JK√

3JH
aγ · ∇

]
e+
γ (r) + const. (5.44)

Again, for JK = 0 this Hamiltonian reduces to the continuum limit of the Heisenberg
model, but any finite Kitaev interaction induces a coupling to constant gauge fields,
which are here given by the lattice vectors ai. The magnetization can thus minimize
its energy by allowing for a spatial modulation of the SO(3) order parameter on length
scales∼ JH/JK , which is the expected result.

5.4.3. Luttinger-Tisza approximation of the classical ground state

While the 120◦ order instability and the continuumHamiltonian indicate on an analytical
level the existence of an incommensurate ground state for finite JK , it turns out that
an exact classical ground state is di�icult to obtain. This is mainly due to the strong
condition that the spin length be strictly S at every site. However, one can loosen this
constraint and obtain an approximate ground state with varying spin lengths. This is
knownas the Luttinger-Tisza approximation [116,117], inwhich the strong conditions that
|S(r)| = S for any r are replaced by the weaker condition that the spin length must be
conserved only on average. This yields a ground state which is a good approximation for
large length scales, JK |r|/JH � 1, or, alternatively, for small momenta |q| � JK/JH .
To set up the Luttinger-Tisza approximation, we use the notation introduced in Sec.

5.1.1. However, the spin orientation vectors are no longer unit vectors, and here we for-
mally define

S(r) = SΩ(r), (5.45)

for an arbitraryR3-vectorΩ. The energy functional for the classical spins then assumes
the following form:

E = JHS
2
∑
〈ij〉

Ωi ·Ωj + JKS
2
∑
γ‖〈ij〉

Ωγ
i Ωγ

j −
∑
i

λi(Ω
2
i − 1), (5.46)

where Ωi ≡ Ω(ri). This functional is given by the Heisenberg-Kitaev Hamiltonian and
an additional termwhich locally imposes the unit length of the spin vector with the help
of the Lagrange multiplier λi. In the simplest Luttinger-Tisza approximation, the N La-
grange multipliers are reduced to only one by changing the last term in Eq. (5.46) to

λ0

∑
i

(Ω2
i − 1). (5.47)
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Thiswayonee�ectively requires the sumof all spins squared tobeN , but each individual
spin can have arbitrary length. While within this approximation the problem becomes
tractable, the approximation is fairly coarse. To see how it can be improved, however, we
need to reformulate theproblem inmomentumspace. Plugging in theFourier transforms
of the spin vectors,

Ωi =
1√
N

∑
k∈1.BZ

eik·riΩk, (5.48)

the functional Eq. (5.46) then takes a form similar to Eq. 5.38:

E
NS2

=
∑
k

Ωk

[
J 0(k)1+ JK(k)

]
Ω−k +

∑
k,k′

λ−k−k′Ωk ·Ωk′ − λ0 (5.49)

where λ0 = λk=0, and the summations all run over the entire first Brillouin zone. In this
formulation, so�ening the spin length conservation requirement as in (5.47) translates to
keeping only theλ0multiplier, and settingλk = 0 for anyk 6= 0. This reveals a dominant
mode k(1) and the corresponding amplitude Ω

(1)
k to be used in the Fourier expansion

Eq. (5.48). By successively identifying further modes and their amplitudes, we can thus
gradually improve our approximation.
At the Heisenberg point JK = 0, we recover the results from Sec. 5.1.1 and find that

the diagonal components of the matrix are minimal for momenta at the K and K′ points
in the corner of the Brillouin zone. In this case, the system is fully described by only one
dominant mode k = Q, thus leading to 120◦ ordering. Turning on Kitaev interactions
JK 6= 0, we see from Eq. (5.40) that the minimum is shi�ed away from the corners. For
every spin component a di�erent new minimum appears and the new dominant wave
vectors then have the form

k(1)
γ = Q− taγ , (5.50)

where γ = x, y, z, and t ∈ R is a function of JK/JH . These wave vectors are incom-
mensurate with the lattice and lead to amodulation in the real-space spin configuration
on length-scales of the order ∼ 1/t. A consequence of the incommensurability of the
k

(1)
γ vectors is that the Fourier componentsΩγ(k

(1)
γ )which belong to thesewave vectors

generally induce further finite Fourier components (higher harmonics) of the Lagrange
multiplier as discussed above, they are given by λ±2k

(1)
γ
with γ = x, y, z. These finite

Lagrange multipliers in turn induce two finite secondary Fourier components Ωα(k
(2)
α,β)

with the secondary modes

k
(2)
α,β = Q− t (2aβ − aα), (5.51)

where α, β = x, y, z and β 6= α. In this fashion, each mode k(i) induces higher-order
modes k(i+1). The corresponding Fourier componentsΩα(k(i)) define the amplitude of
these modes and can be found by straight-forward minimization of the Hamiltonian.
Inour calculation,wekeep theprimaryandsecondarymodesgivenabove, andneglect

all higher orders. Minimizing the functional in Eq. (5.49) we obtain for the energy per site
in this approximation

εLT(t) = −JH
9

[
17 sin

π − 3t

6
+ sin

π + 15t

6
+ cos

π + 6t

3
+ 8 sin

π + 6t

6

+
JK
JH

(
cos

π + 6t

3
+ 8 sin

π + 6t

6

)]
, (5.52)
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which still depends on the parameter t that quantifies the distance of the primary
Bragg peaks k

(1)
α from the corner of the Brillouin zone. To find the ground state en-

ergy εLT(tmin), one now needs to find tmin by minimizing Eq. (5.52). The result is shown
as a green solid line in Fig. 5.8, and it is in excellent agreement with results from the clas-
sical Monte Carlo simulation. In particular, it is important to point out that the energy
εLT(tmin) for JK 6= 0 is lower than the energy of the 120◦ state, which for JK 6= 0 is given
by

ε120◦ = −S2 1

2
(3JH + JK). (5.53)

It isnowstraight-forward toconstruct thecorrespondingclassical groundstate. Thestate
resulting from the Luttinger-Tisza approximation is still a function of t. It is given by the
spin components

Ωα
t (r) =

4

3
√

3
Re

eiφ
ei(Q−taα)·(r−r0) +

1

4

∑
β=x,y,z
β 6=α

ei(Q−t(2aβ−aα))·(r−r0)


 , (5.54)

where φ ∈ R is a phase and r0 = (x0, y0)T fixes an origin. The ground state is finally
obtained by setting t = tmin. The spin length |Ωt(r)| varies in space, but it nevertheless
remains always finite so that the orientation ofΩt(r) is always well defined.
One shortcoming of this result is the fact that in the limit JK → 0 it does not recover

the 120◦ order. The limit |q| � JK/JH does not commute with JK → 0, and, as a
consequence, does not smoothly connect with the Heisenberg point. However, in the
limit JK → 0 the value of tmin → 0 and εLT(0) = −S23JH/2 still recovers the exact
classical ground state energy. Furthermore, for finite JK , the state Eq. (5.54) is in very
good agreement with numerical results, as we will discuss now.

Vortices

The approximate classical ground state of Eq. (5.54) does indeed contain a lattice of Z2

vortices, thus confirming the numerical results in Ref. [12]. This can be easily seen by
calculating the chirality in Eq. (5.14) and from this the vorticity. Fig. 5.9 compares both
quantities obtained from the Monte Carlo results and the mean-field state.
Fig. 5.14 shows the obtained chirality vectors (top row), the length of the chirality vec-

tors (middle row) and the calculated vorticity (bottom row). The lattices in the Monte
Carlo simulationhavea side-lengthofL = 18andperiodicboundary conditions. Weper-
formed 50 000 thermalization sweeps at a temperature T = 0.05, and then successively
reduced the temperature to T = 0 in another 50 000 sweeps. The point on the phase
diagram is α = 0.146π, which yields a relative Kitaev coupling strength of JK/JH =
tanα ≈ 0.49.
A�er finding tmin numerically, the texture of the calculated chirality clearly resembles

that of theMonte Carlo results. The orientation of the vortex crystal is fixed by the under-
lying triangular atomic crystal lattice, and its lattice constant grows by decreasing the
Kitaev interaction JK . One di�erence between numerics and analytics is that for a given
value of JK , the distance between to vortices is slightly overestimated in our analytical
results. This can be attributed to two facts: Keeping only the first two dominant modes
is a significant improvement over the simplest approximation but still omits a lot of in-
formation kept in higher modes. The more higher terms are kept, the less will each spin
deviate from unity length, and one can expect that in this case the formation of topo-
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Monte Carlo Mean field approximation
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Figure 5.9.: Chirality and vorticity obtained from classical Monte Carlo simulations and the
mean field result. The Monte Carlo simulations were performed for periodic
boundary conditions at T = 0.05with 50 000 thermalization sweeps and then
50 000 sweeps at T = 0. All results are obtained for α = 0.146π. Top row:
The (normalized) chirality vectors in which the vortices can be identified. The
color code refers to the out-of-plane component Sz . Center row: The absolute
value of the chirality vectors. In the core of the vortices the chirality vectors
have minimal length, which is seen in both results. Bottom row: The vorticity
V [C] calculated from the chirality vectors using the rhombic paths C discussed
in Sec. 5.1.2, showing that the vortices are in fact Z2 vortices as defined in the
main text.
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logical defects is enhanced. Secondly, our analytical approximation has been performed
for the case of small JK . In the numerical simulations, on the other hand, the Kitaev
coupling needs to be large enough to fit at least two vortices inside the lattice cluster.
However, the arguably most striking di�erence is that the length of the chirality vec-

tors in the analytical results vanishes quickly as one approaches a vortex core, whereas
the change in length is much less pronounced in the Monte Carlo results. This can be at-
tributed to the fact that the spin length is not conserved in the analytical approach and
thus the variation of the chiralities is allowed to be much stronger.

Spin structure factor

Further agreement between numerical and analytical results can be found in the spin
structure factor. FromEqs. (5.20) and (5.54) it follows that themodes included in the ana-
lytical solutionmanifest themselves asBraggpeaks. A characteristic of the spin structure
factor of the Z2 vortex lattice phase is the correlation between the position of magnetic
Bragg peaks and the corresponding spin component: If we take into account onlymodes
up to second order, we find that Sα(k) has one dominant Bragg peak at position k

(1)
α

and two secondary Bragg peaks at k
(2)
α,β for β 6= α. Within our approximation the rela-

tive weight of secondary and primary Bragg peaks are predicted to be 1/42 = 1/16 and,
according to Eq. (5.50) the dominant primary Bragg peak of Sα(k) are shi�ed away from
the Brillouin zone corner by tmin in the direction aα. Fig. 5.10 shows a comparison of the
numerical data obtained from classical Monte Carlo and our analytical solution.
Both primary and secondary Bragg peaks are clearly present, with the analytical es-

timates (arrows) agreeing nicely. In the last section we argued that the distance of vor-
tices is overestimated in our result. This small e�ect naturally translates to the structure
factor where the distance of the Bragg peaks from the corners is accordingly slightly un-
derestimated. Nonetheless, the analytical and numerical results are in very good agree-
ment: The positions of the both primary and secondary Bragg peaks are reproduced very
accurately.
Since we ran the Monte Carlo simulations at small but finite temperatures, we find a

slight broadening of the Bragg peaks. Also, an exact commensurability of the vortex lat-
tice with the size of the cluster of the microscopic lattice is generally not given and this
frustration further a�ects the Monte Carlo averages. Comparing the relative heights of
the primary and secondary Bragg peaks in the numerical results can therefore be ex-
pected to be somewhat unreliable. However, in our Monte Carlo results we find the ratio
to be

S(k
(1)
α )

S(k
(2)
β )
≈ 19± 4, (5.55)

which, within error margins, agrees with our analytical prediction of S(k
(1)
α )/S(k

(2)
β ) =

16.

5.4.4. Dual Z2 vortex lattice

With the help of the duality transformation in Eqs. (5.26d) and (5.27) one immediately
obtains the energy and ground state of the phase dual to the Z2 vortex around JH < 0
and JK = −2JH > 0. The energy is shown in Fig. 5.8.
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Figure 5.10.: The spin structure factor in the corner of the Brillouin zone around k = −Q,
for α = 0.152π, with a normalized scale such that the primary Bragg peaks
haveaheight of 1. Thenumerical datawas calculatedonaC6-symmetric clus-
ter with an edge length of 20 sites. A�er 2 000 000 thermalization sweeps at a
temperature T = 0.05, another 2 000 000 sweeps were run in which the tem-
peraturewas gradually lowered toT = 0. The full spin structure factor (upper
le� panel) is given as the sum of its components, S(k) = Sx(k) + Sy(k) +
Sz(k). The dashed lines indicate the Brillouin zone borders, and the arrows
depict the analytical results for the primary and secondary Bragg peaks.

5.5. Ferromagnetic order

In contrast to the antiferromagnetic case, the ground state of the ferromagnetic Heisen-
berg model is given by a constant, homogeneous spin configuration, Ω̂(r) ≡ Ω̂ with
Ω̂2 = 1. This state is an exact eigenstate of the Hamiltonian and it contains no quantum
fluctuations, which arise in the antiferromagnetic model e.g. due to spin-flip terms. The
corresponding classical energy per site is easily found and independent of the orienta-
tion of Ω̂. It is given by

εFM = S2 (3JH + JK) . (5.56)

At JK = 0 (or α = π) this corresponds to the exact ground state energy of the quantum
mechanical system (see Fig. 5.8). However, any finite JK gives rise to fluctuation correc-
tions to the ground state. It turns out that these fluctuations lower the O(3) symmetry
of the Heisenberg ferromagnet and discriminate between the various orientations of Ω̂.
We find that in this case, order-by-disorder leads to a minimization of the energy when
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the spins align along one of the three spin-axes. This reduces the symmetry fromO(3) to
Z6 as only six possible directions for the magnetization remain. A similar result for the
antiferromagnetic Heisenberg-Kitaev model on the honeycomb lattice was reported in
Ref. [118].

Spin-wave analysis of the Z6 ferromagnet

To see how quantum fluctuations a�ect the ferromagnetic ground state we perform a
1/S expansion for |JK/JH | � 1 and JH < 0. With the standard Holstein-Primako�
transformation we can express the spin operators in terms of bosonic operators:

S̃zi = S − a†iai, S̃+
i =

√
2S − a†iai ai, S̃−i = a†i

√
2S − a†iai, (5.57)

where S̃±i = S̃xi ± iS̃yi . Here, a
(†)
i are bosonic annihilation (creation) operators for the

site i ≡ ri, and we chose the operator S̃z to be aligned along the local z-axis. The spin
operator S within the laboratory frame is related to S̃ = (S̃x, S̃y, S̃z)T by a rotation
S = RS̃with the SO(3) matrix

R =

− sinφ − cos θ cosφ sin θ cosφ
cosφ − cos θ sinφ sin θ sinφ

0 sin θ cos θ

 , (5.58)

where φ ∈ [0, 2π) and θ ∈ [0, π]. A�er reformulating the Hamiltonian in terms of the
bosonic operators, we expand to second order in the a(†)

i ’s. The first-order term vanishes
and we find the two contributionsH = H(0) +H(2), whereH(0) = NεFM and

H(2) =
1

2

∑
k∈1.BZ

[
ψ†khkψk − S

∑
γ=x,y,z

(cos(k · aγ)− 1)
(

2JH + JK

(
1− Ω̂2

γ

))]
,

(5.59)

wherewedefined the two-component spinorψ†k =
(
a†k, a−k

)
and theorientation vector

is given by Ω̂ = R(0, 0, 1)T . The expression for hk is given in App. B, along with the
fluctuation correction to the energy in lowest order in the Kitaev interaction which are
obtained by a Bogoliubov transformation. Here we focus only on the result: the energy
to second order in |JK | has the form ε = NεFM + ε

(2)
FM with

ε
(2)
FM = −S

2

J2
K

|JH |
3(2
√

3− π)

8π

(
1 + Ω̂4

x + Ω̂4
y + Ω̂4

z

)
. (5.60)

Because 2
√

3 − π > 0, this expression is negative for any finite value of JK . With the
constraint that Ω̂2 = 1, the correction ε(2)

FM becomes maximally negative when the vec-
tor Ω̂ points along one of the six equivalent 〈100〉 directions, i.e. any of the coordinate
axes. At the Heisenberg point, JK = 0, the ferromagnetic ground state manifold is the
2-sphere. Any finite Kitaev interaction, however, reduces this manifold to only six points
corresponding to aZ6 ferromagnetic order parameter.
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Figure 5.11.: (a) Ground state energy of the quantum ferromagnet in an external Zeeman
field as a function of the direction of the applied magnetic fieldB, where we
have subtracted the ground state energy for B = ẑ. The Kitaev coupling
strength is JK/JH = tan(11π/10) ≈ 0.32. The energy is minimal when the
magnetization ispinnedalongoneof the threeaxes, andmaximalwhenpoint-
ing along the space diagonals. (b) The same results shown for the cut along
the yellow line in (a). Each line corresponds to a di�erent value ofJK/JH . For
JK/JH = 0 the ground state energy does not depend on the direction of the
magnetization. Upon increasing JK/JH up to JK/JH = tan(11π/10), the
directional dependence becomes more and more pronounced. The dashed
line is a fit of Eq. (B.10).

5.5.1. Dual Z6 Ferromagnet

Thedual point of theHeisenberg ferromagnet is located atJH > 0 andJK = −2JH . The
classical ground state energy of the dual ferromagnetic state is obtained from Eq. (5.56),

εFM′ = S2
(
− JH + JK

)
. (5.61)

As before, the physical properties of the ferromagnetic Hamiltonian directly carry over
to its dual point. Accordingly, the dual ferromagnetic state is also an exact ground state,
and fluctuations arise for any JK 6= −2JH . The latter, following the arguments of the
previous section, then favors a dual Z6 ferromagnetic ordering.

5.5.2. Numerical results

To further support the analytical results for the ferromagnet, we performed numerical
simulations for both the quantum system with quantum fluctuations and the classical
systemwith thermal fluctuations.

Quantum fluctuations: Fig. 5.11 shows the results for the ground state energy of a
small cluster of 12 sites calculated by exact diagonalization. The lattice cluster is imple-
mentedwith periodic boundary conditions and preserves theC6 rotational symmetry of
the lattice, thus it has no bias towards any direction in real space. To obtain the ground
state energy as a function of the direction of the magnetization, we applied a magnetic
field to each spin,

B = B

cos(φ) sin(θ)
sin(φ) sin(θ)

cos(θ)

 , (5.62)
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Figure 5.12.: Magnetization histograms from classical Monte Carlo simulations. The sys-
tem is a C6-symmetric cluster with periodic boundary conditions. The side
length is L = 12, the total number of sites is N = 3L2 = 432. Each image
consists of the histograms for six Monte Carlo runs. Each run was performed
at a temperature of T = 0.005, and comprised 6 000 000 sweeps, of which
300 000 were thermalization sweeps. Le�: Full SU(2) symmetry at the ferro-
magnetic point α = π. Right: Pinning of the magnetization to the spin axes
away from the ferromagnetic point at α = 11

8 π for a cluster of side length of
L = 12with fully periodic boundary conditions.

whereφ ∈ [0, 2π)and θ ∈ [0, π]. By changing theanglesφand θ, weadjusted themagne-
tization to point along di�erent directions. In Fig. 5.11(a) we show results for the change
in the ground state energy as a function of the orientation ofB, taken relative to the case
when B ‖ z. The Kitaev coupling is taken to be JK/JH = tan(11π/10) ≈ 0.32. We
find that, in agreement with our analysis above, the ground state energy of the system is
minimal when the magnetization points along one of the three spin axes. A scan of the
energies when changing the orientation ofB along the yellow line shown in Fig. 5.11(a),
we analyze the e�ect of di�erent Kitaev couplings. In Fig. 5.11(b) each line corresponds
to a di�erent value of JK . For JK = 0, the energy does not depend on the direction of
B. For any finite JK 6= 0, minima in the energy occur immediately, becoming more pro-
nounced as JK grows. The black dashed line in Fig. 5.11(b) is a fit of Eq. (B.10), showing
perfect agreement.

Thermal fluctuations: Considering fluctuations, we find that thermal fluctuations in
the classical system lead to the same result as the quantum fluctuations discussed be-
fore. To this end, we performed classical Monte Carlo calculations for a system with 432
spins for a fixed value of α = 11

8 π. In Fig. 5.12 we show histograms of the magnetiza-
tion obtained from a single Monte Carlo run. In the SO(3) symmetric case where JK = 0
(α = π), we find no preferred direction for the magnetization, and the histogram shows
values distributed over the entire sphere. Once a finite Kitaev interaction is included, at
α = 11

8 π the histogram shows that the magnetization is strongly focused along the spin
axes, confirming the results obtained before for the case of quantum fluctuations.
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5.6. Kitaev phase

Aside from the antiferromagnetic and ferromagnetic phases discussed so far, the numer-
ical results for both classical and quantum models show the existence of an extended
phase around the antiferromagnetic Kitaev point, JK > 0. In the classical limit, the
ground state of the Kitaevmodel on the triangular lattice, JH = 0 and JK > 0, is charac-
terized by the formation of independent Ising-chains along one of the three lattice direc-
tions, thereby spontaneously breaking theC6 lattice rotation symmetry. Before present-
ing our numerical results for the quantum model at the Kitaev point, we briefly discuss
the Kitaev model on the triangular lattice from an analytical perspective.

5.6.1. Applicability of the Majorana fermion formalism

The Kitaev model on the honeycomb lattice can be solved exactly, so an obvious ques-
tion is whether we can also solve it on the triangular lattice. While we cannot answer
this question in general, it turns out that the solution byMajorana fermionization as pre-
sented in Sec. 2.3 is not applicable here. The key point in the solution of the honeycomb
model is the presence of a su�icient number of conserved quantities (the plaquette op-
erators), which commute with each other and the Hamiltonian. This property is lost on
the triangular lattice. A di�erent, slightly less rigorous but physically intuitive reasoning
is given by noting that in the honeycomb lattice, each bond between two spins is mod-
eled by two Majorana fermions, one from each site. Each spin is decomposed into four
Majorana fermions, three of which participate in the three links to neighboring sites, and
the remaining fourth one describes the site itself. The triangular lattice, however, has
coordination number six, i.e. each site has six neighbors. Thus, the required number of
Majorana fermions to employ the same scheme as in the honeycomb lattice is seven.
This, however, is a nonsensical requirement as seven Majorana fermions would require
a Hilbert space of dimension

√
2

7
= 8
√

2, which is both unphysical and in disagreement
with the 4-dimensional Hilbert space of a spin-12 .

5.6.2. Numerical results

In order to investigate the quantummechanical ground state of the Kitaevmodel on the
triangular lattice we carried out extensive numerical calculations using the density ma-
trix renormalization group (DMRG, see Chap. 3) on triangular lattice strips of length L
and widthW with open boundary conditions. These lattice clusters break the C6 rota-
tional symmetry of the triangular lattice, and in the classical limit we expect a 2W -fold
ground state degeneracy withW independent Ising-chains forming along the longer di-
rection. Considering the e�ects of quantum fluctuations on these classical states, our
numerical results suggest that this degeneracy is li�ed in the quantum model by an in-
duced correlation between next-nearest neighbor chains. Directly neighboring chains,
however, remain uncorrelated. Thus, for the lattices we used we end up with two sets
of coupled chains, where chains within one set are correlated with each other, yielding
a ground state degeneracy of 22, independent of system size. For system which do not
break the rotationalC6 symmetry of the triangular lattice, this degeneracy should be ex-
pected along each of the three lattice directions, yielding a ground state degeneracy of
3× 22 in the thermodynamic limit.
We investigated the degeneracy by calculating the lowest few energies of lattices with

a width of up toW = 4, and a length of up to L = 16, for an antiferromagnetic Kitaev
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Figure 5.13.: Energy gaps of a 3×L triangular lattice strip with open boundary conditions.
All values are given in relation to the ground state energy E0, i.e. ∆E1 =
E1 − E0. The figures on the right show numerical results for 〈Sx(r)Sx(r0)〉
spin correlations, where the black disk with the white dot indicates the po-
sition r0, the diameter of the disks indicates the strength of the correlation
and the color indicates the sign, with red corresponding to negative (anti-
ferromagnetic) and black to positive (ferromagnetic) correlations. The lines
are fits, dashed line: f(x) = a0 exp(−x/a1), dash-dotted line: f(x) =
a0 exp(−x/a1) + a2x, dotted line: a2 − a0 exp(−x/a1)

coupling,JK > 0. In Fig. 5.13we show results for the energy gaps of a systemwithW = 3
(a 3-leg ladder),

∆Ei = Ei − E0, (5.63)

whereE0 is the ground state energy andEi is the ith excited state. The first three excited
states collapse exponentially onto the ground state energy as the length of the system
increases, which is in perfect agreement with the 22-degeneracy conjectured above. The
next four excited states collapse to the same energy, too, however with the gap to the
ground state growing linearly in system length. Finally, the 8th excited state exponen-
tially approaches a constant value.

To identify the physical nature of the various states we calculated spin correlations
functions, 〈Sγ(r)Sγ(r0)〉 for γ = x, y, z. These correlations functions confirm the pic-
ture we have established so far: The four lowest states consists of chains along the L-
direction, ordered antiferromagnetically in the x-component where the order is induced
by the Sxi S

x
j Kitaev coupling along this direction. In the right panel of Fig. 5.13 we show

exemplary correlation functions, in which we also see the clear absence of correlations
between directly neighboring chains. In the ground state manifold two next-nearest
neighbor chains are correlated antiferromagnetically, where the interchain coupling is
mediated along the rhombic path shown as a thick line. In Fig. 5.14 we show results
for the ground state of the 4-leg ladder. Here, we clearly find the suppression of spin-
correlations along the two shorter directions (y and z), while the dominant direction (x)
shows strong correlations.
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Figure 5.14.: Spin-spin correlations, 〈Sγ(r)Sγ(r0)〉, in the ground state of a 4×6 triangular
Kitaev model. The white dot indicates the position r0. Red disks correspond
to negative (antiferromagnetic) and black disks correspond to positive (ferro-
magnetic) correlations.

Excitations

Having identified the ground state, the question arises what the system’s excitations in
the thermodynamic limit are. From the spin correlators, see Fig. 5.13, we find that the
linear growth of the energy gaps∆E4 through∆E7 is due to a breaking of the antiferro-
magnetic order between two chains. The energy cost associated with flipping an entire
chain is linear in the system’s length, and should clearly be forbidden in the thermody-
namic limit.
The next excited state in our data, corresponding to the state with energyE8, shows a

breaking of spin correlations on a single site within a chain. The energy penalty associ-
ated with this local defect does not depend on system size, therefore we expect this to
be the relevant excitation for the infinite system.

5.7. Summary and outlook

In conclusion, we have investigated the full phase diagram of the Heisenberg-Kitaev
model formulated on the triangular lattice. The Heisenberg-Kitaevmodel is known to be
compatible with the Klein duality [13]; a special basis transformation which provides a
mapping between two halves of the phase diagram. This allows for the direct translation
of results obtained for one phase to its dual phase. Motivated by previous numerical
results for the classical model [12], we presented analytical approaches and numerical
results for both the classical and the quantum model. Using exact diagonalization rou-
tines, we showed that the rich phase diagram of the classical model is preserved in the
quantum case.

Ferromagnetic phases. We investigated the ferromagnetic phase analytically using a
spin wave analysis, corroborated by numerical results using classical Monte Carlo and
exact diagonalization. Close to the ferromagnetic Heisenberg point, the inclusion of a
finite Kitaev interaction leads to an order-by-disorder e�ect which pins the magnetiza-
tion along one of the three spin-axes, thereby lowering the ground state symmetry from
O(3) in the classical and SU(2) in the quantum case to Z6. For the classical model, this
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e�ect is mediated by thermal fluctuations, whereas quantum fluctuations drive the pin-
ning in the quantummodel. A similar e�ect has been observed before in the honeycomb
Heisenberg-Kitaev model [118]. Our numerical results show very good agreement with
the solutions we obtained in our sin wave analysis. Via the Klein duality, this physics
directly translates to the dual ferromagnetic phase.

Kitaev points. In the absence of the Heisenberg interaction, the system reduces to the
pure Kitaev Hamiltonian. While the honeycomb version of the model is exactly solvable
usingMajorana fermionization, this is not the case for the triangular lattice. Furthermore,
in contrast to the spin liquid ground stateof thehoneycombmodel, our numerical results
indicate a ground state with nematic order. In the classical Kitaev model on the trian-
gular lattice, the ground state is characterized by the formation of completely indepen-
dent Ising-chains, generating a sub-extensive ground state degeneracy. We performed
extensive DMRG simulations for triangular lattice ladders with a width of up to four legs.
Calculating the first few lowest-lying states and spin correlation functions, we conjec-
ture that the ground state of the quantum model is given by Ising-like chains, ordered
(anti-)ferromagnetically at the (anti-)ferromagnetic Kitaev point. These chains, however,
are not independent. Rather, quantum fluctuations induce correlations between next-
nearest chains, reducing the ground state degeneracy to 3× 22.
The ferromagnetic Kitaev model is a singular point in the phase diagram, as any finite

Heisenberg interaction can immediately drive the ground state into the ferromagnetic or
dual ferromagnetic order, depending on its sign. The antiferromagnetic Kitaev phase, on
the other hand, is an extended phase. Our numerical simulations indicate, however, that
any finite Heisenberg interaction breaks the ground state degeneracy. While our results
for finite system sizes yield a clear picture of the ground state, it is at this point not clear
if these results carry over to the thermodynamic limit.

Vortex lattice. Themost interesting phasemodel forms around the antiferromagnetic
Heisenberg point, when a small Kitaev interaction disturbs the 120◦ order. Previous
numerical results indicate [12] that in this case the magnetic order is distorted on long
length scales, leading to the formation of a lattice of topological point defects in the form
of Z2 vortices. These results were first obtained from classical Monte Carlo simulations
in Ref. [12]. In this chapter, we showed analytically that any finite Kitaev coupling imme-
diately destroys the 120◦ order of the antiferromagnetic Heisenberg point. Furthermore,
using an expanded Luttinger-Tisza approach, we could give an analytical approximation
to the ground state which also confirms the build up of the Z2 vortex lattice, confirming
to a very high degree of accuracy the Monte Carlo results.
Furthermore, we propose that the triangular Heisenberg-Kitaev model might be

the relevant model to describe the low-energy physics of the transition metal oxide
Ba3IrTi2O9. In this material, the specific form of the exchange paths between to iridium
ions is suggested to lead to the realization of Kitaev-type interactions, similar to honey-
comb iridates [33, 64, 65, 81]. In Ba3IrTi2O9, however, this interaction is thought to be
much weaker, and we argue that the Z2 vortex lattice discussed above lies well within
the experimentally relevant parameter regime.
Thus far, the synthesis of Ba3IrTi2O9 has su�ered fromstrongdisorder due to site inver-

sion e�ects as the Ti4+ and I4+ ions are of comparable size. However, with refinedmeth-
ods it might be possible to grow a non-disordered single crystal and perform polarized
neutron spectroscopy. The static spin structure factor is an experimentally accessible
observable with which the existence of a vortex lattice phase could be investigated.
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Chapter 6.

Friedel oscillations and the Kondo
screening cloud

Since its first experimental observation and the subsequent theoretical description and
solution, the Kondo e�ect (cf. Sec. 2.1) has been a cornerstone of condensed matter
physics, from the early experiments with iron impurities in gold [19], to heavy fermion
systems, to the highly topical search for Majorana fermions (cf. Chap. IV). Quantum im-
purity physics has been a ubiquitous and permanent field of study for more than 50
years, and the Kondo e�ect and many of its varieties and generalizations are by now
well understood. In this light, it is deeply surprising that the real-space physics of the
Kondo e�ect are still unclear and discussed controversially. The existence of a Kondo
energy scale TK suggests a real-space length scaleRK = ~vF /TK where vF is the Fermi
velocity. This length scale is thought to define the extension of the many-body singlet
between impurity and conduction electrons; the infamous Kondo screening cloud, the
“holy grail” [9] of Kondo research. One way of observing this Kondo cloud is in the
charge density oscillations surrounding a magnetic impurity [119–122]. These oscilla-
tions approach their standard form at long distances, while at shorter distances they are
governed by Kondo physics [119]. However, for the typically exponentially small values
of TK , the size of the screening cloud is exponentially large, and so far no experimental
evidence has been found. The absence of experimental proof has lead to criticism of the
screening cloud concept [123], yet analytical and numerical calculations clearly show
the appearance of such a length scale in various quantities [15, 124, 125]. Very recently, a
refined scanning tunnelingmicroscopy techniquewas used to observe Kondo signatures
in the local density of states away from the impurity position [126], and an experimental
verification of the Kondo cloudmay finally be within reach.
In this chapter, we discuss general properties of the Kondo screening cloud. We re-

view the occurrence of Friedel oscillations around potential-scattering impurities, and
recapitulate previously found results on the Kondo cloud.

6.1. Occurrence of a length scale in Kondo physics

In the solution of the Kondo problem, using his NRGmethod,Wilson could prove that the
Kondo groundstate is a singlet state. However, the precise structure of this state remains
unclear. Below the characteristic energy/temperature scale TK , the local magnetic mo-
ment on the impurity is dynamically screened by conduction electrons and amany-body
singlet forms. We can relate an energyE to awave-vectork via |k| = E/(~vF ), where vF
is the Fermi velocity. Accordingly, it follows naturally that one can assign a length scale
to the Kondo temperature by

RK ∼
~vF
kBTK

, (6.1)
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which is the distance at which the e�ective Kondo coupling becomes large. Investigat-
ing the RG flow (see Sec. 2.1) of the Kondo and Anderson impurity models we find that
going from high to low energies, the screening of the impurity moment sets in when
E ∼ TK . Equivalently, RK might be considered as the length scale which describes
the spatial range of the Kondo e�ect. In a real-space RG sense, at the length RK the
antiferromagnetic coupling becomes large and at distances r � RK (corresponding to
energies E � TK the system is described by the strong-coupling fixed point. In this
regime, the impurity degrees of freedom are completely screened. This interpretation is
indeed consistent with Fermi liquid theory in which one imagines conduction electrons
not participating in the screening at r � RK to not be a�ected by the presence of the
impurity. The question remains as towhere the screening occurs?

6.2. The screening cloud scenario

Thecommonlyadopted scenario in the literature (seee.g. Refs. [9,124]) is thatof a screen-
ing cloudof a spatial extentRK around the impurity. The cloud consists of electrons that
have previously interacted with the local moment and accordingly contain information
about the impurity, and thus, e�ectively, about each other [9]. The length scaleRK then
defines the distance to the impurity at which the scattered electrons are not correlated
anymore. The popular picture is that below TK , the electrons inside this cloud form a
many-body spin-singlet with the impurity spin. The implication is that the groundstate
of a Kondo system should have the following real-space form:

|kondo− singlet〉 =
1√
2

(
|↑〉imp |⇓〉cloud − |↓〉imp |⇑〉cloud

)
. (6.2)

The electrons in the cloud around the impurity collectively form a spin-12 degree of free-
dom(denotedby |σ〉cloud, withσ =⇑ / ⇓)which togetherwith the impurity spin (denoted
by |σ〉imp with σ =↑ / ↓) form a spin-singlet. The extension of the |kondo− singlet〉 ob-
ject isRK , andat distances greater thanRK the localmoment on the impurity is ‘hidden’
inside the Kondo singlet. Thus, the rest of the system behaves like a Fermi liquid with al-
teredboundary conditions (compared to theno-Kondo case) since anumber of electrons
is removed from the Fermi sea to participate in the screening cloud.

6.2.1. Spin-spin correlations

The Kondo e�ect is a direct result of spin-interactions and the groundstate is given by a
spin singlet. Therefore, a length scale of the Kondo e�ect should bemost directly visible
in spin-spin correlations. In fact, assuming a groundstate of the form given in Eq. (6.2),
the following quantity is suited to reveal information about the screening in real-space:

χf (r) = 〈Ŝzf Ŝzf 〉+

∫
|r′|<r

dr′ 〈Ŝzf Ŝzr′〉 , (6.3)

where Ŝzf and Ŝ
z
r are the z-components of the impurity spin and the conduction electron

at position r, respectively.
In Ref. [127] a perturbative analysis of χf (r) in the weak-coupling regime close to the

impurity, r � RK was performed. Moreover, the strong-coupling limit of χf (r) for dis-
tances r � RK was considered in Ref. [128], by application of Nozières’ Fermi liquid
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theory. In both cases, the spin-correlations are of the same form,

〈Ŝzf Ŝzr 〉 ∼ cos2(kF |r|)/rα, (6.4)

where the two regimes are distinguished by di�ering values of the exponentα. In partic-
ular, for a one-dimensional system the power-law behavior of the spin-correlators is

〈Ŝzf Ŝzr 〉 ∼
{
r−1, r � RK ,

r−2, r � RK .
(6.5)

This result has been confirmed by various numerical calculations using di�erent meth-
ods, such as Quantum Monte Carlo [129], an NRG method that was extended in such a
way to be capable of calculating real-space correlations accurately [130], and DMRG cal-
culations [131]. In Refs. [129, 131] the value of χf (r)was calculated and it was found that
for |r| � RK the screening is complete whereas it is not complete when |r| � RK .

6.3. Challenges to the screening cloud picture

The common picture described above is intuitive and straight-forwardly interprets the
Kondo length scale as the extension of the the Kondo singlet. This interpretation nicely
captures the Fermi liquid behavior of the conduction electrons in the region outside the
cloud, r � RK . However, it also su�ers from some subtle problems, which indicate
that the understanding of a Kondo length scalemust be—at least slightly—adjusted. One
immediately obvious issue arises when considering the limit of a vanishing Kondo cou-
pling. From Eq. (2.14) we know that the Kondo temperature depends exponentially on
the Kondo coupling J , so for the Kondo length scale one obtains

RK ∝ T−1
K ∝ e

1
ρ0J . (6.6)

It is thus obvious that decreasing the coupling between impurity and conduction band
leads to an increase in RK , and in the limit of a decoupled impurity, J → 0, the size of
the cloud diverges, RK → ∞. The implication is that in this limit the screening cloud
spreads out over the entire system and all conduction electrons participate in the singlet
state screening the impurity. However, in the limit J → 0 the impurity is strictly decou-
pled on the level of the bare Hamiltonian, and no screening takes place. Turning to the
renormalization group point of view, for a decoupled impurity the system never flows
from local moment to strong coupling and remains at the LM FP as ω → 0. The impu-
rity entropy is S(ω → 0) = log(2), clearly indicating that the impurity retains a spin-12
degree of freedom in the ground state, and the latter it thus clearly not a singlet.

A second inconsistency arises from the e�ect of temperature, which introduces a
length scale

RT =
~ vF
kBT

. (6.7)

This length scale interferes with the detection of the Kondo length scale [125,130] and as
soon as T > TK the Kondo e�ect is completely suppressed. However, for T > TK the
numerical results show no change for the region inside the Kondo cloud, i.e. r < RK ,
which is inconsistent with the destruction of a Kondo cloud singlet.
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6.4. Kondo length scale in charge density oscillations

Spin correlation functions seem like the obvious quantity to show a Kondo length scale.
However, numerical investigations of such correlators are currently only feasible using
techniques such as e.g. the density matrix renormalization group (DMRG). Although the
power of modern supercomputers allows for the treatment of fairly long 1D system (on
the order of a few hundred sites), Kondo physics happen at exponentially small ener-
gies, requiring ideally an exponentially large host system. It turns out that charge den-
sity oscillations can be calculatedmuch simpler, e.g. due to the possibility of expressing
Green functions in 1D systems exactly as a simple algebraic formula. The charge density
oscillations in the host system depend only on local impurity quantities, and the only in-
teracting part of the problem is the impurity problem, which can be solved numerically
exactly with the NRG. In this section we show how a Kondo length scale appears in the
charge density oscillations, before turning to the discussion of numerical results in the
next chapters.

6.4.1. Calculation of the charge density oscillations from Green functions

For our analysis of the Friedel (or charge density) oscillations, we now introduce some
important quantities which help us in the actual calculations. A central object in our
work is the retarded single-particle Green function. In its real-space formulation, it is a
function of two positions r and r′ and time t− t′, and it is defined as

Gσσ′(r, r
′; t− t′) = −iΘ(t− t′) 〈

{
cσr(t), c

†
σ′r′(t

′)
}
〉 , (6.8)

whereΘ(t) is the Heaviside step function which here ensures causality (t > t′), {a, b} ≡
ab + ba is the anticommutator of operators a and b, and cr(t) is the annihilation op-
erator for an electron with spin σ at position r and time t. A physical interpretation of
Gσσ′(r, r

′; t − t′) is that it gives the amplitude for a particle at r′ inserted at time t′ to
propagate1 into a state at position r and time t. With help of a Laplace transformation,
the real-time Green function in Eq. (6.8) can be expressed in frequency space. For puerly
real frequenciesω ∈ R this transformation does not converge, therefore we need to per-
form an analytic continuation, i.e. adding an infinitesimal imaginary part to ω. We thus
define the complex frequency argument z ≡ ω+iδ, where in this notationwehenceforth
imply taking the limit of δ ↘ 0. This finally yields the expression

Gσσ′(r, r
′; z) ≡ 〈〈cσr; c†σ′r′〉〉z =

∞∫
0

d(t− t′) eiz(t−t′)Gσσ′(r, r′; t− t′), (6.9)

where we introduced the double-bracket notation for the retarded Green function in fre-
quency space. This notation on the one hand reminds us of the fact that the Green func-
tion is really a certain kind of correlation function of two fermionic operators, and it will
on the other hand be convenient later on when applying equations of motion to the
Green function.
The Green function is an essential tool in the description of many-body systems and it

contains a lot of information [132,133]. From it, we candefine another important quantity

1Green functions are o�en also called propagators.
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in many-body physics, the spectral function

A(r;ω) =
∑
σ=↑,↓

(
− 1

π
lim
δ↘0

ImGσσ(r, r;ω + iδ)

)
= − 2

π
lim
δ↘0

ImGσσ(r, r;ω + iδ). (6.10)

In the last equality we assumed the absence of an external magnetic field. In this case,
the Green functions that are diagonal in the spin index are equal, G↑↑(r, r′; t − t′) =
G↓↓(r, r

′; t−t′) and the summation yields a factor of 2. Following from the interpretation
of the Green function, the spectral function can be understood as the probability density
for putting in (ω > 0) or taking out (ω < 0) a particle at r and energy ω. As a probability
density, it furthermore fulfills the sum rule

∞∫
−∞

dωA(r, ω) = 1. (6.11)

In the cases we consider, the spectral function equals the energy-resolved local density
of states and the charge densities at r and temperatureT can thus be expressed in terms
of the spectral function as [134]

n(r, T ) =

∞∫
−∞

dωA(r;ω)f(ω, T ), (6.12)

where f(ω, T ) = [exp(ω/T )) + 1]−1 is the Fermi distribution function. At zero tempera-
ture, T = 0, the Fermi function becomes a step function, f(ω, 0) = Θ(−ω). For a system
with half-bandwidthD the frequency summation only runs overω ∈ [−D,D], and plug-
ging in Eq. (6.10) with a Fermi level at εF = 0 yields for the charge density at position
r

n(r) = − 2

π
lim
δ↘0

Im

0∫
−D

dωG(r, r;ω + iδ). (6.13)

The Green function contains all the required information about the system at hand. For
an interacting system, such as a strongly-correlated impurity coupling to ametallic host,
it is a highly complicated object. However, in the next section we show that it can be ex-
pressed in termsof two components; one contains all the informationabout the impurity
physics, whereas the other only depends on the geometry of the host system.

6.4.2. Equations of motion and T -matrix

Di�erentiating theGreen function inEq. (6.8)with respect to time, fora time-independent
HamiltonianH we find that 〈〈cλ; c†λ′〉〉z has the following equations of motion:

z 〈〈cλ; c†λ′〉〉+ 〈〈L cλ; c†λ′〉〉z = 〈{cλ, c
†
λ′}〉 , (6.14)

where λ is an arbitrary quantumnumber andL · ≡ [H, ·] is the Liouville operator, which
is defined as the commutator with the Hamiltonian. Using these equations of motion,
for a quantum impurity system as introduced in Section 2.1 one can derive the following
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important relation for the full Green function in real space, see App. A:

G(r, r′; z) = G(0)(r, r′; z) +G(0)(r,0; z)T (z)G(0)(0, r′; z), (6.15)

where T (z) is the so-called scattering T -matrix. The superscript (0) means that these
Green functions are those of the same system without the impurity. These functions do
not depend on the impurity and are entirely determined by the system’s geometry, for
a lattice geometry they are therefore o�en called ‘lattice Green functions’. Conversely,
Eq. (6.15) immediately shows that all information about the impurity is contained in the
T -matrix, which for the single-impurity Anderson model (cf. Sec. 2.1.1) is given in terms
of the impurity Green function

T (z) = V 2 〈〈fσ; f †σ〉〉z = V 2Gimp(z), (6.16)

where f †σ creates an electron with spin σ on the impurity orbital. Note that we have
dropped spin indices as the Green functions do not depend on the spin. Summing over
spins, as before, yields a trivial factor of 2. Eq. (6.15) can be understood in a very intu-
itive way: The second term contains the impurity’s contribution to the non-local Green
function between points r and r′. This contribution is obtained by ‘traveling’ from r′ to
the impurity at 0, evaluating the local impurity T -matrix, and then going from there to
position r.
Having discussed all ingredients to calculate charge densities, we show in Fig. 6.1

a diagrammatic representation of the logic we follow in our construction. The main
constituent is the no-impurity (V = 0) real-space Green function G(0)(r, r′; z). Using
Eq. (3.29), we can find the hybridization function of the system, which in turn serves as
an input to the Numerical Renormalization Group. From there one obtains the impurity
Green function and thus the T -matrix. Finally, plugging Eq. (6.15) in Eq. (6.13) we then
integrate over all negative frequencies to retrieve the charge densities at di�erent points
in space. The di�erence in charge densities compared to the no-impurity situation then
follows directly from

∆n(r) = n(r)− n(0)(r)

= − 2

π
lim
δ↘0

Im

0∫
−D

dω
[
G(r, r;ω + iδ)−G(0)(r, r;ω + iδ)

]

(6.15)
= − 2

π
lim
δ↘0

Im

0∫
−D

dω
[
G(0)(r,0;ω + iδ)

]2
T (ω + iδ), (6.17)

where due to time-reversal invariance we could useG(0)(r, r′; z) = G(0)(r′, r; z).

6.4.3. Friedel oscillations

Before consideringmagnetic impurities and the resulting Kondo physics, we first discuss
the simpler case of a non-magnetic, purely potential-scattering impurity in a system of
non-interacting electrons. The Hamiltonian of the host electrons is diagonal in momen-
tum space and given by Eq. (2.2). The impurity is modeled by a local delta-function po-
tential at position r0, which could be the result of e.g. a single site in a lattice system
having a di�erent level energy than the rest of the homogeneous system. Conduction
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Lattice G
(0)
rr′(z) Grr(z) n(r)

∆(z) Gimp(z)
NRG

∫
dω

Figure 6.1.: Diagram depicting the underlying logic of our calculations. From the lattice
Hamiltonian we calculate lattice Green functions G(0)

rr (z). With these, the hy-
bridization function ∆(z) can be obtained which serves as input to the NRG.
A�er solving the impurity problem with the NRG and calculating the impurity
Green functionGd(z), we combine the latterwith the latticeGreen functions to
calculate the full real-space Green functionGrr(z) and finally the charge den-
sities n(r).

electrons scatter from this potential and the full Hamiltonian for this system is given by

H =
∑
kσ

εkc
†
σkcσk +

∑
kk′σ

Kkk′c
†
σkcσk′ , (6.18)

whereKkk′ = 〈σk|V̂ eff
imp|σk′〉 is the scattering amplitude, and |σk〉 is a Bloch state in the

lattice. The altered on-site energy at position r0 furthermore leads to a local change in
the charge density. However, classical electrodynamics tell us that the excess charge at
position r0 cannot create a sustained electric field in the metal. Rather, the free conduc-
tion electrons re-arrange themselves to compensate the impurity on amicroscopic level.
This charge compensation takes on the form of the so-called “Friedel oscillations” [14]:
A repulsive potential leads to a build-up of charge surrounding the impurity. The spa-
tial decay of these static charge displacements around the impurity is described by a
power-law which is modulated by a characteristic oscillatory behavior with a period of
2kF , where kF is the Fermimomentum. The leading asymptotic form in a d-dimensional
isotropic system is

∆n(r) ≡ n(r)− n0 ∼
cos(2kF |r− r0|+ η0)

|r− r0|d
, for |r− r0| → ∞, (6.19)

where n(r) = 〈c†rcr〉 is the charge density at position r, and n0(r) ≡ n0 is the constant
charge density of the homogeneous system in the absence of an impurity. ∆n(r) thus
measures the excess charge for a system with impurity compared to the same system
without the impurity. The potential scattering also leads to a phase shi� η0 ≡ η(εF ) in
the conduction electrons at the Fermi level, which depends on the scattering amplitude
Kkk′ . Friedel oscillations have successfully been studied experimentally using scanning
tunneling microscopy measurements [135–138] for various systems.

The occurrence of such density oscillations is a direct result of the potential scattering.
However, when the impurity is not only a potential scatterer, but also has amagnetic de-
gree of freedom, the resulting Kondo physics a�ect the long-distance form of the Friedel
oscillations in a distinctive way that evokes the elusive Kondo length scale, as we will
discuss below.
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6.4.4. Previous results for the Friedel oscillations in a free electron gas

The behavior of the Friedel oscillations around an impurity is completely determined by
the non-interacting lattice Green functions and the scattering T -matrix. The latter is a
well-studied object [3, 139] and allows us to make some qualitative statements at this
point. A signature of the Kondo e�ect is the characteristic resonance in the T -matrix
which occurs on the order of the Kondo temperature TK . Below this energy scale, the
magnetic impurity is screened by conduction electrons. This low energy regime relates
to long distances in real-space, and, accordingly, far away from the impurity the system
is not a�ectedby the (screened) impurity. The only e�ect remaining at this length scale is
the potential scattering phase shi�, and therefore the charge density oscillations should
approach their Friedel form for distances r � ~vF /TK [15]. On short distances, how-
ever, the screening of the impurity is not complete and the impurity is still “visible” to
thechargedensityoscillations. Thispurelyqualitativeanalysis already indicates theexis-
tence of a crossover between the two real-space regions r � ~vF /TK and r � ~vF /TK .
The full Kondo Hamiltonian Eq. (2.6) contains the magnetic Heisenberg exchange inter-
action and also a potential scattering term. It is important to recall at this point that the
potential scattering term vanishes for a particle-hole symmetric impurity. Zero potential
scattering, of course, implies no charge density oscillations. Thus, it is necessary to have
a particle-hole asymmetric impurity configuration in order to create density oscillations.
The occurrence of a Kondo length scale in the Friedel oscillations around an impurity

was first discussed in Refs. [119, 121]. Recently, A�leck et al in Ref. [15] presented more
detailed calculations supplemented by numerical results. There, the authors considered
a Kondo impurity in an isotropic, translationally invariant host systemof non-interacting
conduction electrons in d dimensions. In this system the Friedel oscillations are modu-
lated by a universal scaling function F (r/RK)which only depends on the Kondo scale:

∆n(r) ∼ 1

|r|d
[
cos

(
2kF |r| −

πd

2
+ 2η0

)
F (r/RK)− cos

(
2kF r −

πd

2

)]
. (6.20)

Note that if F (r) is constant this reduces to an expression proportional to the one in
Eq. (6.19). Let us briefly discuss this result at particle-hole symmetry, where Friedel os-
cillations must vanish. To this end, consider a one-dimensional tight-binding system at
particle-hole symmetry. There, the parameters become d = 1, kF = π/2 and η0 = 0.
Since (for a lattice constant of one) r is restricted to integer values, the density oscilla-
tions∆n(r) vanish exactly, as expected.
From perturbative expressions of the T -matrix, the form ofF (r) for the short- and far-

distance limits were derived. In the vicinity of the impurity, Kondo screening is not yet
complete and

F (r/RK)→ 1− 3π2

8 ln2(RK/r)
, (r � RK). (6.21)

The perturbative arguments used in the derivation of this behavior breaks down when
r/RK becomes of order 1. But for r � RK , or equivalenty ω � TK , Nozière’s Fermi
liquid theory [3] becomes applicable and yields (up to second order in r/RK ):

F (r/RK)→ −1 +
πW

4(r/RK)
− 3π2W2

32(r/RK)2
, (r � RK) (6.22)

with the Wilson numberW ≈ 0.4128. This number is a universal constant for the Kondo
model which relates the Kondo scale TK (which is calculated from perturbative high-



6.4 Kondo length scale in charge density oscillations 89

energy considerations) to the low-energy T = 0 impurity susceptibility, which is associ-
ated with the strong coupling regime [3]. Eqs. (6.21) and (6.22) imply a crossover in the
density oscillations: In the absence of Kondo physics, F ≡ 1. However, when Kondo
physics are present, F (r/RK) is close to 1 for r � RK and goes to −1 for r � RK ,
which is equivalent to the potential scattering phase shi� η0 in Eq. (6.19) picking up an
additional π/2 from the Kondo e�ect, η0 → η0 + π/2. Numerical results calculated with
the NRG method presented in Ref. [130] show a good agreement with these analytical
expressions.





Chapter 7.

1D and Quasi-1D lattices

Toexpandonprevious results in the literature, in this sectionweconsidernumerically the
chargedensity oscillations in the single-impurity Andersonmodel on 1Dandquasi-1D lat-
tices. InRef. [15] thecrossover in thedensitieswere studied for theKondoHamiltonian—a
low-energy e�ective model of the single-impurity Anderson Hamiltonian (see Sec. 2.1).
From the RG perspective, at the Kondo length RK ∼ 1/TK the system flows from the
local moment fixed point to the strong coupling fixed point. However, in the single-
impurity Anderson model, a second crossover exists at high energies, when the charge
fluctuations are frozen out and the system flows from the free orbital fixed point to the
local moment fixed point. In this chapter we show the existence of a second length scale
given by this high-energy crossover, RLM. In fact, the entire RG flow in frequency space
is completely reproduced in the density oscillations.
In the first section, we consider the tight-binding limit of a semi-infinite chain with an

Anderson impurity coupling to its end. Then, we show how to generalize the calculation
of lattice Green functions for lattices of a finite width, such as ribbons or tubes. For these
systems, although the geometry of the lattice alters the form of the charge density oscil-
lations, we find equivalent results to the simple 1D case.

7.1. Lattice Green functions

From equation Eq. (6.15) we know that aside from the impurity Green function, the
main ingredient in the calculation of the charge densities are the lattice Green functions
G

(0)
rr′(z). As discussed above, whereas the impurity Green function is a local quantity, the

Green functions between two points in the system for the case that the impurity is not
coupled to the system, i.e. V = 0, are non-local quantities. In the followingwe call these
Green functions “free” Green functions if V = 0. For a 1D chain, a convenient way to
calculate real-space propagators is to make use of the equations of motion in Eq. (6.14).
This calculation can be extended to also work for systems with a finite width. Fig. 7.1
shows the geometries we consider. In this section, we present the equations of motion
method and results for the lattice Green functions.

7.1.1. 1D chain

The simplest host system geometry we consider is a semi-infinite tight-binding 1D chain
at half-filling. It is shown graphically in le� part of Fig. 7.1(a). Let us recall the definition
of the single-impurity Anderson model as discussed in Sec. 2.1:

H = Hhost + εf n̂f + Un̂↑n̂↓ + V
∑
σ

(
f †σc0σ + H.c.

)
. (7.1)
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(b) quasi-1D square lattice ribbon

(a) 1D chain

(c) honeycomb tube (periodic boundary conditions in width)

Figure 7.1.: The lattices considered in this section, the semi-infinite configuration is shown
on the le� and the infinite system on the right. In the lower illustration, on the
le� the honeycomb ribbon is shown with the impurity coupling to all sites.

The host HamiltonianHhost for the semi-infinite 1D chain is given by

Hhost = t

∞∑
i=0

∑
σ

(
c†iσci+1σ + H.c.

)
. (7.2)

Upon transforming the fermionic operators ci into a diagonal basis, one finds the disper-
sion relation which in turn yields the bandwidthD = 2|t|with the hopping amplitude t.
As a first step, we calculate the free Green function at the end of the chain. As we show in
App. A, for the lattice described by Eq. (7.2) it is given in a continued fraction expression
as

G
(0)
0,0(z) =

1

z − t2

z − t2

z − . . .

=
1

z − t2G(0)
0,0(z)

, (7.3)

wherewe introducedaslightlymorecompactnotation forGreen functions in 1D,Gi,j(z) ≡
G(ri, rj ; z). We can solve forG

(0)
00 (z) and find the closed expression

G
(0)
0,0(z) =

z −
√
z2 − 4t2

2t2
. (7.4)

Further application of the equations of motion then enables us to find arbitrary free
Green functions on the chain, exploiting the important fact that ourmodel only includes
nearest-neighbor hoppings. Given a (not necessarily free) local Green function Gi,i(z),
the Green function on the next site is

Gi,i(z) = G
(0)
0,0(z) + t2Gi−1,i−1(z)

[
G

(0)
0,0(z)

]2
, (7.5)
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Then, using Eqs. (7.5) and (7.4), one can iteratively calculate any local Green function on
the chain. WhenV > 0 the impurity (which couples only locally to the chain site at r = 0)
can be taken as the first site in the chain, albeit with a hopping to the next site given
by V instead of t. From this perspective, once we obtained the impurity Green function
Gimp(z) from the NRG, this function serves as a starting point in Eq. (7.5). Finally, for the
di�erence of the Green functions with and without the impurity, ∆Gr,r(z) = Gr,r(z) −
G

(0)
r,r (z)we find:

∆Gr,r(z) =
V 2

t2
Gimp(z)

[
tG

(0)
0,0(z)

]2r+2
. (7.6)

Let us remark on two important aspects here. First, in a translationally invariant system
(regardless whether the symmetry is discrete or continuous), the Green functions gen-
erally only depend on the relative distance in real-space, i.e. Gr,r′(z) = Gr−r′(z). Of
course, the coupling of an impurity to a particular site removes this invariance, but also
in a semi-infinite chain with no impurity this symmetry is not given anymore, due to the
chain ending. Second, by transforming only one of the operators in the Green function
(see App. A) one finds the non-local free Green function

G
(0)
0,r(z) =

1

t

[
tG(0)(z)

]r+1
=

1

t
e−i(r+1)acos(z/(2t)). (7.7)

With this, we see that Eq. (7.6) is in fact equivalent to the Dyson equation Eq. (6.15):

Gr,r(z) = G(0)
r,r (z) +G

(0)
0,r(z) V

2Gimp(z)︸ ︷︷ ︸
=T (z)

G
(0)
r,0(z). (7.8)

Fig. 7.2 shows the three first non-local free Green functionsG(0)
0,r(z) for the semi-infinite

1D chain calculated from Eq. (7.7).

Infinite chain

So farwehave calculatedall relevant quantities for a semi-infinite chain. Fromequations
of motion it follows directly that the infinite system (Fig. 7.1(a), right figure) is easily con-
structedbyconnecting twosemi-infinite chainsat r = 0. Consider the continued fraction
expression in Eq. (7.3) for the Green function at the end of the semi-infinite chain. For the
infinite system, this turns into

G̃
(0)
0,0(z) =

1

z − t2

z − t2

z − . . .

− t2

z − t2

z − . . .

=
1

z − 2t2G
(0)
0,0(z)

. (7.9)

Plugging this function in Eq. 7.5, the real-space Green functions in the infinite system are
then found by

G̃i,i(z) = G̃
(0)
0,0(z) + t2G̃i−1,i−1(z)

[
G

(0)
0,0(z)

]2
. (7.10)

Note that only our startingpoint has changed: The functionG(0)
0,0(z) in the last equation is

still the Green function obtained for the semi-infinite chain, Eq. (7.4). In the lower panels
of Fig. 7.2 we show exemplary results for the non-local Green functions of the infinite
chain.
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Figure 7.2.: Real (solid) andnegative imaginary (dashed)parts of the free (V = 0) non-local
lattice Green function for t = −1/2. The top tow shows results for the semi-
infinite chain between sites 0 and r, the bottom row shows similar results for
the infinite chain.

7.1.2. Square lattice and honeycomb lattice ribbons

In the method presented in the previous section, we used the equations of motion to
relate one site to both its neighbors. Importantly, in a one-dimensional chain there is
only a single path connecting two arbitrary sites, and by relating neighboring sites we
could thus completely contain all required information in our calculations. In an infinite
system of dimension > 1, this is no longer true: There is a generally infinite number of
paths connecting any two sites, therefore a rigorous treatment with equations ofmotion
in real-space cannot yield a result. In Chap. 8 we present alternative ways to deal with
this situation. However, for the same reason it is clear that for systems infinite in one
dimension but finite in the other dimensions, equations of motion are still appropriate.
Here, we present a generalization [140] of the method from the last section, which at its
core is exactly equivalent, albeit formulated in a slightly more elaborate fashion.

7.1.3. Square lattice ribbons

Consider a semi-infinite “ribbon”of square lattice geometry, see the le� figure in themid-
dle row of Fig. 7.1. Let us assume the ribbon to be of widthW = 2N + 1, withN ∈ N.
The Hamiltonian of the ribbon (without the impurity) is then given by

H2D
host = t

∞∑
x=0

N∑
y=−N

[
c†(x,y),σc(x+1,y),σ + c†(x,y),σc(x,y+1),σ + H.c.

]
, (7.11)
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where c†(x,y),σ creates an electron at site r = (x, y)T . The coordinate system we use
here is shown graphically in Fig. 7.3. The main idea of how to proceed is to group all
sites with the same x-coordinate (which we henceforth call a “column”) into a vector-
valued compoundobject. Then, we can reformulate theHamiltonian Eq. (7.11) in amatrix
notation. To this end, let us define the vector of operators

cx,σ =


c(x,N),σ

c(x,N−1),σ
...

c(x,−N+1),σ

c(x,−N),σ

 , (7.12)

which contains all annihilation operators for sites in column x. The Hamiltonian (7.11)
can now be formulated as

H2D
host =

∞∑
x=0

c†x,σMxcx,σ + t
∞∑
x=0

(
c†x,σ · cx+1,σ + H.c.

)
, (7.13)

where thematrixMx defines the hopping between all siteswithin columnx. For the sake
of a precise notation, we henceforth denote matrices by an underline. The second term
in the Hamiltonian is the hopping between two neighboring columns, and in the case of
the square lattice is it simply given by the scalar product. Furthermore, as the system at
hand is homogeneous, the hoppingmatrixMx does not depend on the x-position of the
column, thusMx = M . For the square lattice it assumes tridiagonal form and is given
as

M =


0 t (t)
t 0 t

t 0 t

(t)
. . . . . . . . .

 . (7.14)

The entries in parentheses are only present for a “tube system”, i.e. a ribbon with peri-
odic boundary conditions in the y-direction. Fig. 7.3(a) shows an example of a subsystem
described by the matrixM .

With the matrix-valued formulation of the Hamiltonian (7.13), one can now proceed
along the same lines as for the simple 1D case in order to calculate arbitrary free lattice
Green functions between any two sites in the system. Starting, as before, with the cal-
culation of the Green functions at the end of the semi-infinite system, one finds again a
continued-fraction expression as in 1D, however for this system it is matrix-valued:

G0(z) = [A(z)− t2[A(z)− t2[A(z)− . . .]−1]−1]−1

= [A(z)− t2G0(z)]−1, (7.15)

where thematrixA(z) is given byA(z) = z1−M .G0(z) is theW ×W -matrix of all free
Green functions between operators in c0σ:

[G0(z)]ij = G
(0)
(0,i),(0,j)(z) = 〈〈c(0,i),σ; c†(0,j),σ〉〉

(0)

z
, (7.16)

where i, j ∈ [−N,N ] ⊂ Z. Note again that we have omitted spin indices in the Green
functions (butnot in theoperators) as theGreen functions inour scenariosdonotdepend
on spin. Equally to the 1D case, a closed expression for G0(z) can be found. It formally
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Figure 7.3.: (a) The coordinate convention for the square lattice ribbon. The blue bubble
indicates the column of sites combined into the vector of operators c0σ (see
main text), the hoppings in which are given by the matrixM . (b) Leaving out
certain bonds generates a “brick wall” lattice which is topologically equivalent
to the honeycomb lattice. Two inequivalent repeating columns are needed to
describe this lattice (solid anddashedbubble), thus requiring twohoppingma-
tricesM1 andM2.

resembles the result for the 1D chain and is given as

G0(z) =

(√
A(z)2 − 4t21 +A(z)

)
2t2

. (7.17)

Furthermore, Green functions between sites in column x = 0 and x = n are obtained by
(cf. Eq. (7.7))

Gn(z) =
1

t
[tG0(z)]n+1 , (7.18)

where the components of the matrixGn(z) are the Green functions:

[Gn(z)]ij = G
(0)
(0,i),(n,j)(z) = 〈〈c(0,i),σ; c†(n,j),σ〉〉

(0)

z
. (7.19)

Considering the technical features of this method we can thus summarize that the cal-
culation of non-local Green functions in a semi-infinite squarelattice ribbon can be done
by taking aW ×W -matrix to the (n + 1)st power. This can be implemented e�iciently
by diagonalizing the matrix first and then multiplying the eigenvalues. As the final re-
sult of this section, we consider the V 6= 0 case with an impurity coupling to the site at
r = (0, 0)T . The charge density di�erence at position r = (x, y)T can then be foundwith
Eq. (6.17), and the Green function∆Grr(z) is given by

∆Grr(z) = −V 2 Gimp(z)

([
G(0)
x (z)

]
0y

)2

, (7.20)

with the (scalar) impurity Green functionGimp(z).

In Fig. 7.4 we show the free Green functionsG(0)
0r (z) for a semi-infinite ribbon of width

W = 3 and r = (r, 0)T . A comparison with Fig. 7.2 reveals that the Green functions are
of a similar structure, however decorated with more complex features. In the figures we
have plotted the data in units of the half-bandwidthD.



7.1 Lattice Green functions 97

1.0 0.5 0.0 0.5 1.0
ω/D

3
2
1
0
1
2
3

G
(0

)

(0
,0

),
(r
,0

)(
ω
)

r=0

1.0 0.5 0.0 0.5 1.0
ω/D

r=1

1.0 0.5 0.0 0.5 1.0
ω/D

r=2

1.0 0.5 0.0 0.5 1.0
ω/D

3
2
1
0
1
2
3
4
5

G̃
(0

)

(0
,0

),
(r
,0

)(
ω
)

r=0

1.0 0.5 0.0 0.5 1.0
ω/D

r=1

1.0 0.5 0.0 0.5 1.0
ω/D

r=2

Figure 7.4.: Real (solid) andnegative imaginary (dashed)parts of the free (V = 0) non-local
lattice Green function for t = −1/2. The top shows results for the semi-infinite
ribbon of widthW = 3 between sites r0 = 0 and r = (r, 0)T , the bottom row
shows similar results for the infinite system.

Bandwidth of the ribbon lattices

In the 1D chain, the half-bandwidth is given by D = 2t. For the ribbon systems, with
increasing width W the bandwidth grows monotonously from the D = 2t value and
asymptotically approaches its 2D limitD = 4t, which is thehalf-bandwidthof the infinite
square lattice.

Infinite ribbons

Along the same lines as discussed in the previous section, we can connect two semi-
infinite ribbons to model an infinite one. Eq. (7.15) then assumes the form

G̃0(z) = [A(z)− 2t2G0(z)]−1, (7.21)

while the remaining equations stay unchanged. As before, we show results for the non-
local Green functions of an infinite ribbon in the bottom row in Fig. 7.4.
While in principle these results allow for precise calculations of arbitrary Green func-

tions in (semi-)infinite 2D lattices of finite width, the size of thematrices and the increas-
ing number of oscillations in the resulting functions quickly make wide systems unfeasi-
ble. However, this method still turns out to be very useful: With a slightly more involved
approach (but following the same logic) that we discuss in the next section, the calcu-
lations can be extended to a honeycomb lattice, allowing for the precise calculation of
Green functions in e.g. a tight-binding description of a carbon nanotube.
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7.1.4. Honeycomb lattice tubes

The first theoretical description [141, 142] and subsequent experimental realization
[143,144] of single-walled carbonnanotubes has led to remarkable progress in numerous
fields such as engineering [145–147], science [148] and even medicine [149]. Due to their
minute width, nanotubes can be modeled as 1D systems [141]. However, the method we
present here describes the full tube in a tight-binding approximation and thus allows
for a more detailed examination. From the point of view of our previous sections, a
carbon nanotube can be viewed as a honeycomb lattice ribbon with periodic boundary
conditions in the width-direction, see Fig. 7.1(c). The 1D chain and square lattice systems
considered so far have a unit cell of one site. Furthermore, due to the spatially homo-
geneous geometry, a�er grouping sites in vectors ci, we required only a single matrix
M and the identity 1 to describe the hopping in the system. The honeycomb lattice,
however, is bipartite with a unit cell consisting of two sites, distinguished by a di�erent
shading in the figure. For our purposes, it is important to realize that, topologically, the
honeycomb lattice is equivalent to a “brick wall” lattice, therefore allowing us to treat it
as a square lattice with certain bonds missing.
A nanotube is typically characterized by the direction in which the graphene sheet has

been “rolled up”, i.e. the direction perpendicular to the tube axis. More specifically, going
around the tube defines a vector in the plane of the graphene sheet,

C = na1 +ma2, (7.22)

where a1/2 are the two lattice vectors of the honeycomb lattice, see Fig. 7.6b. Depending
on the (relative) values of n and m, one discerns between three classes of nanotubes:
zigzag (n, 0), armchair (n, n) and chiral (n,m). While zigzag nanotubes are insulating,
the armchair nanotubes are metallic [150]. Therefore, since we are interested in the
Kondo in the tube, in the following we focus on the armchair geometry.
As shown in Fig. 7.3(b), a honeycomb lattice ribbon is composed of two inequivalent

columns of sites, describedby the twomatricesM1 andM2, which alternate throughout
the ribbon. The Hamiltonian for the tube is then given by

HHoney
host =

∑
xeven

c†x,σM1cx,σ +
∑
xodd

c†x,σM2cx,σ

+
L−1∑
x=0

t
(
c†x,σ · cx+1,σ + H.c.

)
. (7.23)

As in the square lattice case, thematricesM1,2 describe thehoppingbetweensiteswithin
a given column. For the armchair system

M1 =



0 t
t 0 0

0 0 t
t 0 0

0 0
. . .

0


, M2 =



0 0 t
0 0 t

t 0 0
0 0 t

t 0
. . .

t 0


(7.24)

respectively. The entries in the upper right and lower le� corners ofM2 wrap the ribbon
around to form a tube. As before, we can formulate a matrix-valued continued fraction
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Figure 7.5.: Negative imaginary (dashed) parts of the free (V = 0) non-local lattice Green
function on the semi-infinite honeycomb tubewith a circumference of 16 sites.
We leave out the real part for clarity. Note the di�erent y-scale between the
first and remaining two panels.

expression for theGreen functionat theendof a semi-infinite system. Defining, asbefore,
matricesAα(z) = z1−Mα, with α = 1, 2, the matrix of Green functions at the end of a
semi-infinite system which ends in a column described byMα (for instance, the system
shown in Fig. 7.3(b) ends on a column described byM1) can then be expressed by

Gα(z) =
[
Aα(z)− t2Gᾱ(z)

]−1
, (7.25)

where ᾱ = 2 for α = 1 and vice versa. SinceA1 andA2 are block-diagonal and have full
rank they are invertible. Considering—without loss of generality—the matrixG1 we find
(we omit the frequency arguments for notational clarity)

G1 =
1

2t2
A−1

1

(√
(A1A2)2 − 4t2A1A2 +A1A2

)
. (7.26)

ThematrixG2 can be obtained fromG1 viaG2 = A1G1A
−1
2 and vice versa. While this ex-

pression is indeed exact, it is ambiguous since the square root of aW ×W -matrix leaves
a choice of 2W sign-combinations. However, there is one physical solution: Since the
entries of theGαmatrices are retarded Green functions, they need to fulfill the Kramers-
Kronig relations.

Along the same lines as before, we can now find Green functions along the tube. For
conciseness and clarity, we revert our notation to the one used previously: Thematrix of
Green functions connecting column n and columnm are denoted by G(n,m; z). Then,
assuming the Green function matrix G(0, 0; z) for the system in Fig. 7.3, we can obtain
thematrix of Green functions connecting the zeroth column to the first column bymulti-
plying withG2 from the right or le�:

G(0, 1; z) = t G(0, 0; z) G2(z), (7.27a)
G(1, 0; z) = t G2(z) G(0, 0; z). (7.27b)

Using Eq. 6.15, the di�erence in Green functions in column one is then with and without
the impurity

∆G(1, 1; z) = tG2(z)G1(z)︸ ︷︷ ︸
G(1,0;z)

V 2Gd(z)︸ ︷︷ ︸
=T (z)

B0 tG1(z)G2(z)︸ ︷︷ ︸
G(0,1;z)

. (7.28)
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Figure 7.6.: (a) Schematicpictureofanarmchairnanotube, showinga regiongatedo� from
the rest of the tube by gates Vgate. This region functions as a quantum dot. We
model such a setup by coupling the spin- 12 impurity to all sites at the end of
the nanotube. (b) The vector na1 +ma2 in which the graphene sheet is “rolled
up” determines its geometry. Shown are the two vectors (n, n) (armchair) and
(n, 0) (zigzag) which lead to non-chiral nanotubes.

WhereB0 is aW ×W -matrix determining how the impurity couples to the system. This
result, of course, can be iterated and eventually leads to

G(n, n; z) = t2 Gα(z) G(n− 1, n− 1; z) Gα(z), (7.29)

where α alternates between 1 and 2, reflecting the alternation of the geometries along
the nanotube. In Fig. 7.5 we show results for the local and non-local Green functions ob-
tained by application of Eq. (7.27a) for a tube of widthW = 16. Because of the periodic
boundary conditions in the y-direction, the system is translationally invariant in this di-
rection. Recall that the entries of the matrixG(0, r; z) are the Green functions

G(0, r; z)ij = 〈〈c(0,i); c
†
(r,j)〉〉

(0)

z
, (7.30)

and from the translational invariance it follows that all diagonal entries must be iden-
tical. The imaginary part of the diagonal entries, ImG(0, 0;ω)ii, is gapless indicating a
metallic behavior for the armchair nanotube [141].

Impurity setups in nanotubes

In real experiments with carbon nanotubes, the impurity is typically constructed by gat-
ing o� a part of the tube, as shown in Fig. 7.6. The blue rings depict applied voltages
that gate o� the confined red region. This region functions as the quantum dot [151, 152],
whereas the rest of the tube is the lead. The important observation at this point is, that
since the “impurity” is merely a part of the nanotube, it couples to all sites at the end.
This justifies the picture in Fig. 7.1(c). We show in App. A how to determine the matrixB
for arbitrary cases of the impurity coupling tomultiple sites. In the case at hand, we find
that the connection matrix consists only of 1’s:

B0 =

1 . . . 1
...

. . .
...

1 . . . 1

 . (7.31)
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Figure 7.7.: Non-local Green functions appearing in the calculation of the charge densities
in a semi-infinite nanotube where the impurity couples to all sites at the end.
The functions are divided by the number of sites in the tube’s circumference
W .

Equivalence of a nanotube to a 1D chain

In Eq. (7.28) we have formulated the Dyson equation for the nanotube. As seen in the last
section, for the situationwhich resemblesmost thatof experiments, the impurity couples
to all sites of the same sublattice at the end of the tube. With the corresponding matrix
from Eq. (7.28), we find numerically that the hybridization function for the impurity is
in fact equivalent to that of a 1D chain, albeit multiplied by the number of sites in the
circumference of the tube and shi�ed by t. In fact, in this specific scenario, Eq. (7.28) can
be formulated as

Gnano
r,r (z) = W

[
G(0)
r,r (z − t) +G

(0)
0,r(z − t) V 2Gimp(z − t) G(0)

r,0(z − t)
]
, (7.32)

whereW is the tube circumference, and all functions on the right-hand side are those
of the simple 1D chain. The bandwidth of the nanotube system, however, isD = 3t, i.e.
the band is given by ω ∈ [−3t, 3t]. We show examples of the resulting Green functions in
Fig. 7.7.
It is important to note that this special relation only holds when the impurity couples

to the nanotube in the fashion described above. Therefore, the description of the Green
functions in terms of the simple objects of the 1D chain can only be applied when using
Eq. (7.28) since it is a direct consequence of the particular form of the matrix B0. If one
considers e.g. the case of an impurity side-coupled to an infinite nanotube, this result is
not valid anymore and the full matrix-valued methodmust be applied.

7.2. Impurity Green functions

The T -matrix is proportional to the impurity Green function, see Eq. (6.16), which we
calculate using the NRG.We discussed in Sec. 3.5 that all required information about the
host system is contained in the hybridization function∆(ω), which is proportional to the
local Green function of the site to which the impurity connects, see Eq. (3.29). In this
section we present results for the impurity Green functions entering the calculation of
the densities.
The negative imaginary parts of the local Green functions for the semi-infinite chain

and the semi-infinite ribbons are shown in Figs. 7.2, 7.4, respectively. The Green func-
tions for the e�ective 1D system of the armchair nanotube are shown in Fig. 7.7. Kondo
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Figure 7.8.: Negativ imaginary part of the impurityGreen function,−ImGimp(ω), obtained
for the semi-infinite 1D chainwith impurity parameters εf/D = −0.07,U/D =
0.2 and V/D = 0.075. In the le� panel the “Hubbard satellites” are seen at
energies εf and εf + U , alongside the sharp, narrow Kondo resonance at the
Fermi level,ω = 0. The right panel shows the samedata on a logarithmic scale.
The Kondo temperature TK can be defined as the full width at half maximum
of the resonance, here indicated by a dashed line.

physics play out on exponentially low energy scales, and while the di�erences in the lat-
tices we consider here lead to di�erent features in the hybridization functions on energy
scales of the band edge, ω ∼ O(D), around the Fermi level each system can be approxi-
mated by a constant hybridization function. Unsurprisingly, the corresponding impurity
Green functions are highly similar, only di�ering slightly at higher energies. Whereas the
spectral function in the host system is given by Eq. (6.10), the impurity spectral function
is defined similarly as

Aimp(ω) = − 2

π
lim
δ↘0

ImGimp(ω + iδ). (7.33)

In Fig. 7.8 we show the spectral function obtained for an impurity at the end of a semi-
infinite 1D chain, normalized so that the Kondo resonance has a maximum at 1. The
charge fluctuations in the Anderson impuritymodel lead to two high energy resonances,
known as the Hubbard satellites. These resonances are associated with the FO FP, they
occur at energies relating to the energy cost of adding one electron (εf ) and a second en-
ergy (εf +U ) to the unoccupied impurity. The slow rise of spectral weight,∼ 1/ log(ω)2,
is characteristic of the LM FP, and finally at the Kondo scale, TK , the Kondo resonance
saturates. Here, the system isdescribedby theSCFP, and results formFermi liquid theory
show an asymptotic behavior∼ 1 − ω2, whereas the asymptotic behavior for ω � TK
can be calculated perturbatively. The asymptotic functions are given as

πIm ∆Aimp(ω) =

{
1− a(ω/TK)2 ω � TK

b
c+log(ω/TK)2

ω � TK ,
(7.34)

shown in the right panel of Fig. 7.8.

7.3. Real-space RG flow in the charge densities

Referring to the diagram in Fig. 6.1, we are now equipped with all necessary Green func-
tions to calculate the chargedensity oscillations. We find that every relevant energy scale
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in the impurity problem leads to the existence of a characteristic length scale in real
space. In fact, the entire RG structure is reproduced in the charge density oscillations,
which is our main result of this chapter. This confirms the results for the Kondo scale in
Ref. [15], and extends them to a more comprehensive picture in terms of the entire RG
flow.

7.3.1. 1D chain

A key point in our results is that the real-space charge densities are obtained from an
integral transformation of the T -matrix, given by Eq. (6.17). The lattice Green functions
are complex objects, but generally become highly oscillatory for far distances [15]. For
the 1D chain, using Eq. (7.7) and expanding to first order inω � D the densities are given
by

∆n(r)
|ω|�D

= − 2

πt2
Im (−1)r+1

0∫
−∞

dω eiω(r+1)/t T (ω). (7.35)

The important point is that in the |ω| � D limit in 1D, equation Eq. (6.17) takes on the
form of a Fourier transformation. The inverse is generally well-defined and thus we ex-
pect all information contained in the T -matrix to be equally contained in the density os-
cillations. Indeed, we find that the full RG structure of the underlying quantum impurity
problem iswholly reproduced [125] in the spatial variation of∆n(r), as shown in Fig. 7.9.
There, we compare the energy dependence of the T -matrix with the space dependence
of thedensities, normalizedby thepurepotential scattering contribution∆nps(r)at long
distances. While the energy scale of the local moment crossover TLM ∼ O(U)was cho-
sen to be similar for each system in the figure, the Kondo temperatures are widely di�er-
ing. The di�erence betweenTLM andTK is deliberately tuned to be exaggerated to yield
a clear energy and scale separation. The densities in the lower panel exhibit RG flow be-
tween all three fixed points as a function of distance. The crossover from local moment
to strong coupling regime is given by a sign change in the oscillations, as discussed in
Ref. [15] for the Kondomodel.
The two crossover points at RLM and RK can be easily identified in the charge den-

sities and we indeed find the expected results that RLM ∼ 1/TLM and RK ∼ 1/TK .
In particular, as the impurity-host coupling decreases, the length scale RK grows and
finally diverges, RK → ∞, for the case of an uncoupled impurity. The impurity then
persists as a local magnetic moment and the long-distance behavior in real-space is de-
scribed correspondingly by the local moment fixed point. In that sense, the region r �
RK is not per se a “screening cloud”, but contains an internal structure di�erentiating re-
gions described by free orbital and localmoment physics from regions at∼ RK in which
screening occurs.

7.3.2. Square lattice ribbons

With the RG flow fully contained in the charge density oscillations of a 1D system, we now
turn to quasi-1D systems of a finite width—the ribbons discussed above. As before, we
use Eq. (6.17) to calculate the densities, with the lattice Green functions obtained from
Eqs. (7.19) and (7.18).
Fig. 7.10 shows the structure in the charge density oscillations for ribbons of di�erent

widths with an impurity coupled to the site at r = (0, 0). The density oscillations are
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Figure 7.9.: Comparison of the spectrum vs. inverse frequency (upper panel) and the nor-
malized excess charge density vs. distance (lower panel) for the T = 0 Ander-
son model on a semi-infinite 1D chain. The parameters of the Anderson model
are for all systems V/D = 3 × 10−3 and εf/D = −0.8 × 10−3. The Coulomb
interactionwas tuned to beU/D = 1×10−3, 1.125/D×10−3 and 1.25×10−3

(solid, dotted, and dashed lines). The RG fixed points describing the di�erent
regions are given as free orbital (FO), local moment (LM) and strong coupling
(SC).

strongest going diagonally away from the impurity. At the boundary of the system they
are reflected, thus generating a characteristic zig-zag pattern. We discuss the origin of
the focusing along the diagonals in more detail in Sec. 8.1. The more complex matrix
structure of the problemdoes not allow us to investigate the behavior of the charge den-
sities to such far distances as in the simple 1D case. However, by choosing parameters
such that the Kondo temperature becomes large, we can push the Kondo length scale
to small values,RK ∼ O(102), thus making it possible to examine the Kondo crossover
without the need to go to very long distances. As seen in Fig. 8.1, when going away from
the impurity along the central line where y = 0, the zig-zag pattern leads to the oscilla-
tions being strongest every (W+1)st site. The absolute values of the density oscillations
on these sites, |∆n(x, 0)|, are shown in Fig. 7.11 for a strip of widthW = 9. As in the 1D
case discussed before, the density oscillations change sign at the Kondo length scale,
which leads to a sharp dip in the absolute values. We find a good agreement with the
expected behavior of RK ∼ 1/TK where the Kondo temperature is extracted from the
thermodynamics, e.g. the impurity entropy. This behavior is demonstrated in Fig. 7.11
where the dip in the density oscillations moves toward the impurity for greater values
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Figure 7.10.: Chargedensityoscillations for ribbonsofwidthsW = 9, 11, 13. The sizeof the
circles is proportional to the density di�erences∆n(r), the red (blue) circles
are> 0 (< 0). The density oscillations are clearly strongest diagonally away
from the impurity, and reflected on the boundary. The impurity has a level
energy of εf/D = −0.07, an on-site Coulomb interaction of U/D = 0.2 and
a hybridization strength V/D = 0.075.

of the hybridization V . From Eqs. (2.14) and (2.10) we know that the Kondo temperature
grows with V , since

TK
D
∼ 2V

√
ρ0

U
e
− U
ρ04V

2 , (7.36)

therefore confirming the observed behavior of the dips. The density oscillations in
the square lattice ribbons possess a non-trivial structure, but the characteristic Kondo
crossover is nevertheless still present.

The dimension of the matrices used in the calculation of the Green functions grows
linearly in thewidthof the ribbons. Thematrixmultiplications anddiagonalizations have
a numerical complexity that scales as O(W 3). Furthermore the lattice Green functions
obtain more features for wider systems, therefore requiring the numerical integration
of Eq. (6.17) to be done more accurately. In the next chapter we present two di�erent
methods to investigate the infinite square lattice. However, it should be noted at this
point that the equations of motion method introduced here has the advantage that it
can be expanded to treat disordered system by introducing local level energies on each
site, εr. Furthermore, this method can also be used to describe three-dimensional slab-
type lattices.
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Figure 7.11.: Charge density oscillations for a ribbons of width W = 9, taken along the
central line where r = (x, 0). Plotted are the absolute values on a log scale,
where the sign change at ∼ RK is shown as a sharp dip. The results shown
are obtained for parameters εf/D = −0.07, U/D = 0.2 and V/D = 0.075
(circles) and V/D = 0.078 (crosses, dotted line), respectively. The triangles
show the oscillations for a pure potential scatterer where εf/D = −0.07,
U = 0 and V = 0.075.

7.3.3. Nanotubes

We discussed previously how the impurity setup that we employ for the nanotube leads
to an e�ective 1D model for the densities. Using again Eq. (7.7) in Eq. (7.32) leads to an
asymptotic expression for the charge oscillations along the tube:

∆n(r)
|ω|�D

= − 2

πt2
Im e−i

4π
3

(r+1)

0∫
−∞

dω e
−i 2ω√

3t
(r+1) T (ω)

ω→
√

3ω/2
= −

√
3

πt2
Im e−i

π
3

(r+1)(−1)r+1

0∫
−∞

dω eiω(r+1)/t T (
√

3ω/2). (7.37)

The expression in the last line is essentially that for the 1D chain in Eq. (7.35), however
multiplied by a factor

√
3/2 and with an additional modulation factor of e−i

π
3

(r+1). The
argument of the T -matrix is also rescaled by the factor

√
3/2 ≈ 0.86, which slightly

changes the Kondo temperature and accordingly the Kondo length scale. Assuming a
non-interacting impurity, U = 0, the Friedel oscillations due to the potential scattering
thus decay similarly to the simple 1D chain as ∼ 1/r, superimposed by a modulation
with a period of three sites. In Fig. 7.12 we compare results obtained numerically from
Eq. (7.32) with the asymptotic result from Eq. (7.37), proving that the 1D description of
the nanotube is justified.
For a correlated impurity, U > 0, we again find the RG flow contained in the density

oscillations. However, the modulation of the densities results in essentially three sets of
densities, see Fig. 7.12. In Fig. 7.13we show the same comparison as in the simple 1D case.
In the lower panel, each line connects densities belonging to one of the three subset of
sites, givenby3n+i, wheren ∈ Nand i = 0, 1, 2. At both length scales, the localmoment
scale RLM and the Kondo scale RK , we see a change in the density oscillations. How-
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Figure 7.12.: Charge density oscillations along a nanotube for pure potential scattering at
U/D = 0, ε/D = −0.1, V/D = 0.167. The extra phase in the expression for
the densities, Eq. (7.37), introduces a periodicity of three sites.

ever, contrary to the simple 1D case, the Kondo crossover does not show up as a simple
sign change. Only one of the three subsets changes sign whereas the other two grow in
magnitude. At distances r � RK , the density oscillations are thus strongly suppressed
and only at r � RK do they reach their simple potential scattering behavior.

7.3.4. Experimental observation

We have shown that the entire information of the full RG flow is contained in the charge
density oscillations surrounding an Anderson impurity in a simple 1D chain, but also in
quasi-1D nanoribbons and nanotubes. While the nanotube we described has a realistic
circumference of 16 sites (or 8 hexagons, respectively), the density oscillations decay as
a power-law and in a real system disorder and noise quickly render a measurement to
the required accuracy impossible at this point in time. In fact, the recent success [126,
153–155] of measuring signatures of the Kondo e�ect in the local density of states only a
few sites away from the impurity indicates that direct experimental results for the charge
density oscillations hundreds of sites away from the impurity are currently out of the
question.
Very recently, a di�erent proposal for the measurement of the Kondo cloud has been

put forth [156], however as of thewriting of this thesis no experimental results to this end
have been published.

7.4. Summary

We have calculated the static charge density oscillations due to a particle-hole asym-
metric Anderson impurity in one-dimensional and quasi-one-dimensional lattices. The
description of an impurity problem in terms of an RG framework is generically a function
of energy or distance. The density oscillations are given in terms of an integral trans-
formation of the T -matrix, which itself is related to the impurity local density of states.
As such, the entire information of the RG flow, which is contained in the T -matrix, must
equally be contained in the static density oscillations. We can directly confirm this con-
cept numerically, showing that the RG flow including all fixed points is recovered in the
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Figure 7.13.: Comparison of the spectrum vs. inverse frequency (upper panel) and the nor-
malized excess charge density vs. distance (lower panel) for the T = 0 Ander-
sonmodel on a semi-infinite 1D chain. The parameters of the Andersonmodel
are for all systems V = 0.75 × 10−3 and ε = −0.8 × 10−3. The Coulomb in-
teractionwas tuned to beU = 1×10−3, 1.125×10−3 and 1.25×10−3 (solid,
dotted, and dashed lines).

envelope function of the density oscillations.
Furthermore, we used a matrix-valued equations of motion approach for the calcula-

tion of Green functions on square lattice ribbons and honeycomb lattice nanotubes. In
the case of the latter, we can show that an experimentally relevant setup can bemapped
to an e�ective 1D chain with an extra phase factor.
Finally, our results suggest a slightly adjusted understanding of the Kondo screening

cloud. We conclude that the region inside the Kondo screening cloud is described by
the local moment fixed point, and the region outside is described by the strong coupling
fixed point— the screening of the impurity does not occur before the system flows to the
strong coupling fixed point at distances on the order of∼ RK .



Chapter 8.

Square lattice

Calculating Green functions for arbitrary lattices of dimension d > 1 to high accuracy
is generally a formidable task. Using equations of motion works well in 1D and can be
extended to quasi-1D (see the previous chapter). The computationally critical part in the
calculation is the repeated inversion of a matrix, an operation with generally scales as
O(N3), and thus the complexity of the calculations grows strongly with the width of the
system,making it intractable for an infinite 2D system. One could express theGreen func-
tions in k-space and perform a Fourier transformation to generate the real-space repre-
sentation. However, this involves a d-dimensional integral over highly oscillatory func-
tions which is numerically hard, especially when the required accuracy of the result is as
high as in our case. One thus has to look for more specialized methods tailored to the
particular lattice under consideration.
For simple cubic lattices (such as the square lattice), arbitrary Green functions in d di-

mensions can in fact be calculated in a very e�icientmanner via their lower-dimensional
counterparts. More specifically, square lattice Green functions are given by a convolu-
tion of two 1D Green functions. This result was presented for local Green functions in
Refs. [157, 158].
Furthermore, recursive methods for various lattices—among them the square lattice–

have been found which do not require any integrations [159, 160]. Although these meth-
ods are exact, they su�er greatly from build-up of numerical error, which so far can only
be circumvented for certain high symmetry directions on the lattices. For the square lat-
tice, such a direction is along the lattice diagonals. We argued in Sec. 8.1 that most of
the intensity of charge density oscillations is focused along the diagonals and thus this
method—whichwewill callMorita’smethoda�er its inventor [159]—allowsus toexamine
these to high accuracy.
In the following we discuss some properties of the Friedel oscillations on a square lat-

tice, then we briefly review the convolution method for arbitrary Green functions and
Morita’s method for functions along the diagonals. Finally, results for the densities and
the Kondo RG flow are presented.

8.1. Friedel oscillations on the square lattice

The results for the density oscillations on the square lattie ribbons considered in Chap.
7 showed an example where the lattice geometry strongly influences the real-space
physics. Turning to an infinite 2D system, the arguably simplest lattice configuration is
that of a square lattice: Its lattice vectors are a1 = aêx and a2 = aêy, where êx/y are
the cartesian basis vectors and a is the lattice constant. The unit cell is given as a square
of area a2, containing one site. In reciprocal space, the first Brillouin zone is a square
with an area of a2/(4π2). For the remainder of this chapter, we set the lattice constant

109
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to a = 1. The bath Hamiltonian we consider is

Hbath = t
∑
〈rr′〉σ

(
c†r,σcr′,σ + H.c.

)
, (8.1)

where the site positions are r = (x, y)T = xa1 + ya2 and the summation runs over
nearest neighbors. This Hamiltonian describes non-interacting electrons and it can be
diagonalized by Fourier transformation, yielding the dispersion relation

ε(k) = t [cos (kx) + cos (ky)] , (8.2)

wherek = (kx, ky)
T is a vector in the first Brillouin zone. Thebandwidth2D of themodel

is determined by the dispersion’s extremal energies and is readily found to be 2D = 4t.

Despite its geometrical simplicity, the square lattice gives rise to some interesting phy-
sics. Its influence on Friedel oscillations has been studied before [161,162], and in the fol-
lowing we would like to give an intuitive picture of the results, following the arguments
in Ref. [163]. Green functions can be understood as a description of how electrons of en-
ergy ωmove from a point source r′ to other points r in the system. Furthermore, charge
density oscillations in a system fundamentally result from scattering processes of con-
duction electrons on an impurity and can be calculated from the real-space Green func-
tion Grr′(ω + iδ), cf. Eq. (6.13). It is thus clear that the shape of the Friedel oscillations
is directly related to the propagation of electrons in the system. Indeed, by examining
the electron’s group velocity (determined by the Fermi surface of the system), one can
identify regions where electron transport and thus density oscillations are strong. The
group velocity is given by [110]

vg(k) =
1

~
∇kε(k), (8.3)

where ε(k) is theband structure and the gradient is takenwith respect to thewave vector
k. When many group velocity vectors point in a certain direction, electron flux in this
direction will be greatly enhanced. This e�ect is called electron focusing [163] and in the
following we examine this e�ect on the square lattice. At half-filling, the Fermi surface
is determined by ε(k) = 0, which for the square lattice dispersion from Eq. (8.2) is the
contour given by |kx| + |ky| = π, as shown in Fig. 8.1. The group velocity is normal
to the Fermi surface, and along the flat edges the group velocity vectors are all parallel,
resulting in a very strong electron focusing along the lattice diagonals. Therefore, Friedel
oscillations due to a potential scatterer have greatest intensity going diagonally away
from the impurity [163, 164]. A�er presenting results for the full system, we specifically
focus on the lattice diagonals since most of the charge density is centered along them.

8.2. Green functions on the infinite lattice

In principle, lattice Green functions for arbitrary lattice with translational symmetry can
always be obtained from a straight-forward Fourier transformation. While this approach
is of great usefulness in analytical treatments, it is usually only feasiblewhen considering
continuum limits in field theories. Here, we are rather interested in calculating (numeri-
cally accurate) e�ects of the microscopic features of the lattice. The Fourier transforma-
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Figure 8.1.: Le� panel: The dispersion ε(k) of the square lattice in the first brillouin zone
for t = 1. Right panel: The dispersion shown as contours of constant energy.
The Fermi surface ε(k) = 0 at half-filling is shown as the solid black diamond.
The group velocity vg along the Fermi surface is strongly focused along four
distinct directions (arrows). The group velocities are largest at the center of
the flat edges of the Fermi surface.

tion for real-space Green functions on the square lattice are given as

Grr′(z) =
1√
2π

D∫
−D

dk eik·(r−r
′)Gk,k′(z)

=
1√
2π

D∫
−D

dk
eik·(r−r

′)

z − ε(k)
, (8.4)

with the square lattice dispersion ε(k) given in Eq. (8.2). Themain problemwith this ap-
proach is the computationally involved 2D integral. Since this transformation has to be
performed per frequency argument ω, it is unfeasible to perform the integration to the
required accuracy each time. Another route could be to employ Discrete Fourier Trans-
formationmethods. There, however, the systeme�ectively acquires a finite size. Further-
more, in both cases, to avoid divergencies in the integrand, wemust always implement a
finite δ in z = ω+iδ, whichbroadens the resultingGreen functions and further decreases
the accuracy.
While this approach is thus not viable for our purposes, wemust resort to other meth-

ods of calculating the lattice Green functions. In the following, we present two such
methods for the square lattice.

8.2.1. The convolution method

In Refs. [157, 158] a method was introduced to calculate lattice Green functions for a d-
dimensional simple cubic lattice from a convolution of (d − 1)-dimensional Green func-
tions. In the case of the 2D square lattice, lattice Green functions can then be obtained
from Green functions for the one-dimensional chain, viz.

G2D
rr′(ω + iδ) =

D∫
−D

dω′ G1D
x,x′(ω

′ − ω + iδ)G1D
y,y′(ω + iδ), (8.5)
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where r = (x, y) and r′ = (x′, y′), and G1D
x,x′(z) = 〈〈cx; c†x′〉〉z is the (non-local) lattice

Green function for the chain as discussed in the previous chapter. Using the commonly
adopted sign ∗ for the convolution operator we can rewrite this as

G2D
rr′(z) = G1D

x,x′(z) ∗G1D
y,y′(z). (8.6)

The usefulness of this result lies in two important facts:

• The 1D Green functions are simple objects for which a simple analytical expression
exists, see Sec. 7.1, and they can thus be calculated very e�iciently.

• The convolution of two functions is equivalent to a multiplication of their Fourier
transforms. Thus, instead of Fourier transforming a 2D object, now we only need
the Fourier transformation (and back-transformation) of a 1D Green function, a
much simpler task. The Fourier transformation can be carried out numerically
very e�iciently using the Fast Fourier Transformation algorithm, an excellent im-
plementation of which can be found in the FFTW3 library [165].

We employ this method for the investigation of the shape and extension of the Kondo
cloud in the square lattice in Sec. 8.4.

8.2.2. Morita’s iterative method

The convolution method from the last subsection is a powerful tool for the calculation
of Green functions. However, due to the non-trivial numerical operations such as the
Fourier transformation, the accuracy is thus far high enough to produce satisfactory re-
sults for considering distances from the impurity of only a few hundred sites.
With regard to the exponentially large length scales associated with the Kondo e�ect,

we now introduce a di�erent method of calculating Green functions on the square lat-
tice, which is constrained to work only along the lattice diagonals. As discussed in Sec.
8.1, however, this is in fact precisely the region that we expect to find the strongest den-
sity oscillations. For the sake of clarity, in this section we use a slightly di�erent notation
for the Green functions. We are only concerned with Green functions on the lattice diag-
onals and can therefore express the Green functions only in terms of the distance to the
impurity along the diagonals,

G(n; z) ≡ Gr0(z), (8.7)

where r = n(êx + êy) and n ∈ N.
The algorithm we use was first introduced by Morita in Ref. [159]. However, in its orig-

inal formulation it is extremely sensitive to numerical errors and only generates reliable
results when |r| . 30. A refinement of this method was proposed in Ref. [160], strongly
increasing its numerical stability. As a starting point we require the local lattice Green
functionG(0)(0; z), and the non-local Green function connecting the origin with its diag-
onal neighbor,G(0)(1; z). These can be expressed exactly as:

G(0)(0; z) =
2

πz
K(D/z), (8.8)

G(0)(1; z) =
2

πz

(
z2

8
− 1

)
K (4/z)− z

4π
E(4/z), (8.9)

with the half-bandwidthD = 4t. K(x) is the complete elliptic integral of the first kind
andE(x) is the complete elliptic integral of the second kind. Fromhere, Morita’smethod
provides a recursive scheme which we briefly describe in the following.
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The Green function G(0)(n; z) can be related to G(0)(n − 1; z) via a (frequency- and
distance-dependent) factorR(n; z). The inital equation of the recursion is thus

G(0)(1; z) = R(0, z)G(0)(0; z). (8.10)

Plugging in Eqs. (8.8) and (8.9) yields

R(0, z) =
2z2

D2

(
1− E(D/z)

K(D/z)

)
− 1. (8.11)

The values of R(n, z) for n > 0 are then given in terms of the previously found R(n, z)
by the following formula [160]:

R(n+ 1, z) =
4(n+ 1)

2n+ 3

(
2z2

D2
− 1

)
−

(
2n+1
2n+3

)
R(n, z)

. (8.12)

Since R(n + 1, z) is given only in terms of R(n, z), this way one can calculate lattice
Green functions along the diagonal of the square lattice iteratively in a numerically very
e�icient manner. A�er calculatingR(m, z) for every 0 ≤ m < n, we find

G(0)(n; z) =

[
n−1∏
m=0

R(m, z)

]
G(0)(0; z). (8.13)

The resulting Green functions are those of an infinite lattice, thatmeans we neither have
to perform any broadening nor do we have to deal with finite size e�ects. Furthermore,
once the functions in Eqs (8.8) and (8.9) are known, the remaining calculation is simple
and can be performed very e�iciently by a computer. Therefore, this method allows us
to generate highly accurate results, whichwe use to discuss the real-space RG flow in the
square lattice in Sec. 8.5.

8.2.3. Results for the Green functions

In Fig. 8.2 we show results for the square lattice Green functions, G(0)(n; z) for various
values of n, calculated using the recursive Method by Morita. The arguably most striking
feature of these functions is the van-Hove singularity at the Fermi level, where the imagi-
nary part of theGreen functions diverges logarithmically, whichwediscuss inmoredetail
in the next section.

8.3. Impurity Green functions

In Sec. 7.2 we presented impurity Green functions for the Andersonmodel for the 1D and
quasi-1D system. In these system, the host density of states near the Fermi level is ap-
proximately constant. The resulting impurity Green functions therefore all resembled
those obtained for the simple flat band model [3]. The logarithmically diverging van-
Hove singularity in the hybridization function for the Anderson model on the square lat-
tice, shown in the upper le� panel of Fig. 8.2, however, is qualitatively di�erent from a
flat band model and we now discuss the implications for the impurity problem and the
NRG calculations.
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Figure 8.2.: Lattice Green functionsG(0)
r0 (ω) on the square lattice diagonal r = n(êx+ êy),

negative imaginary part (black line) and real part (gray line). The first figure
shows the local Green function obtained directly from the exact definition in
Eq. (8.8). The remaining Green functions are calculated with Morita’s recursive
method. The most important feature in the square lattice Green functions is
the logarithmic divergence near the Fermi level.

8.3.1. Van-Hove singularity in the hybridization function

The problem of a logarithmically diverging hybridization function is discussed bymeans
of the ‘poor man’s scaling’ approach and numerically using NRG in Ref. [166]. Numeri-
cally, one accounts for the divergence in the hybridization function by constructing the
Wilson chain long enough to resolve energies well below the Kondo scale, thereby cap-
turing all relevant physics at TK . The results agree well with those found from analytical
approaches.
Themain consequence of the divergence is the occurrence of non-Fermi liquid behav-

ior when the van-Hove singularity is exactly at the Fermi level, as is the case in our setup.
As T → 0, the huge spectral weight around the Fermi level leads to an overcompen-
sation in the screening process [166], similar to the overscreened Kondo problem [167].
This e�ect is visible in the thermodynamic impurity quantities, such as the susceptibil-
ity or the entropy, which show a nonmonotonous behavior as T → 0. Furthermore, the
Kondo resonance in the impurity Green function decays logarithmically, Aimp(ω) → 0,
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Figure 8.3.: Impurity entropy as a function of temperature for an impurity side-coupled to
the square lattice. The three RG fixed points are clearly visible. In the strong
coupling fixed point the impurity entropy becomes negative but logarithmi-
cally approaches zero. Parameters used are common V/D = 3 × 10−3 and
εf/D = −1.5×10−3, varyingU/D = 6×10−3, 5×10−3, 4×10−3 (black, red
and blue lines). The inset shows a closeup of the negative region. The dashed
line is a fit S(T ) = −a/| ln(T/D)|δ , with a = 1.25622 and δ = 0.980212.

for ω � TK .

8.3.2. Entropy and Green functions

In Ref. [166] the following estimate was given for the Kondo temperature in a square lat-
tice system:

TK ∼
√
|J |e−1/

√
|bJ |, (8.14)

where b is a constant on the order of the inverse bandwidth D−1. From this, the low-
temperature behavior of the impurity entropy could be derived and was found to be

Simp(T ) = − a

| ln(T/D)|δ , (8.15)

with constants a and δ on the order of 1. The overcompensation of the dynamic screen-
ing leads to negative values in the impurity entropy as T → 0, where logarithmically
approaches zero upon further lowering the temperature [166,168,169]. Of course, this re-
sults holds for the impurity contribution to the entropy, and the entropy of the entire sys-
tem is always non-negative. In Fig. 8.3 we show results from our NRG calculations for the
impurity entropy as a function of temperature for three di�erent parameter sets. Com-
paringwith the flat bandmodel results in Fig. 2.2, we find that all three fixed points of the
Anderson impurity model are present and one can observe the change of TK upon vary-
ing the impurity parameters. In the inset, a fit of Eqn. (8.15) to the low-temperature be-
havior is shown. The fit parameters were obtained to be a = 1.25622 and δ = 0.980212.
Fig. 8.4 shows results for an impurity Green function. We recover the two Hubbard

satellites at high energies, and see a narrow sharp resonance around the Fermi level.
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Figure 8.4.: Bottom panel: Negative imaginary part of the impurity Green function. The
inset shows the logarithmic decay as ω → 0. The data was calculated for an
Anderson impurity with parameters εf/D = 0.07, U/D = 0.22 and V/D =
0.04.

As shown in the inset, this resonance builds up as ω ∼ TK , but for ω � TK decays
logarithmically like

− ImGimp(ω)
ω→0∼ 1

log |D/ω| . (8.16)

8.4. Shape of the screening cloud

In the 2D free electron gas, Friedel oscillations induced by a potential scatterer fall o� ra-
dially with∆n(r) ∼ r−2 [14]. As discussed above, this anisotropy is broken in the square
lattice and, at half filling, the flat areas of the Fermi surface lead to four discrete direc-
tions of maximum electron transport (Fig. 8.1), and accordingly, charge density oscilla-
tions are strongest along the lattice diagonals. Since a charge surplus on one site leads
to a charge deficit on its four neighboring sites, the excess charge densities induced by a
localized potential are thus always of the same sign when going along the lattice diago-
nally. In the case of a 1D chain discussed in Sec. 7.3, the excess charge densities oscillate
symmetrically around zero, ∆n1D(r) ∼ (−1)r/r, with a changing envelope function of
the oscillations as the system flows from the free orbital (FO) to local moment (LM), and
from LM to the strong coupling (SC) fixed points.
In Fig. 8.5 we plot the absolute value of the charge density oscillations on a logarith-

mic scale. This di�erencedecays smoothly andmonotonously if the impurity is not corre-
lated (U = 0) and thusonly apotential scatterer. However, as soonas strong correlations
on the impurity are present and the system flows to the SC fixed point, the oscillations
change at specific distances from the impurity. Similar to Fig. 7.11, the data plotted in
Fig. 8.5 has a minimum at the point where the oscillations change, which can be seen
clearly as a dark line with a characteristic shape. Following the arguments given in Sec.
7.3 and the general notion of a correspondence between RG flow in inverse frequency
space and real-space, the area enclosed by the minimum can be associated with the LM
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Figure 8.5.: Charge density oscillations in the square lattice. The Anderson impurity with
parameters εf/D = −0.07, V/D = 0.04 is coupling to the site in the center.
Shown here are the logarithms of the absolute value of the charge density os-
cillations, log |∆n(r)|. The dark line shows a minimum, which indicates the
point where the oscillations change sign.



118 Square lattice

100 102 104 106 108 1010 1012

−D/ω

0.00

0.05

0.10

0.15

0.20
−
π

 Im
 T
σ
(ω

)

100 102 104 106 108 1010 1012

r

0.05

0.00

0.05

r∆
n
(r

)/
si

n
(2
δ)

FO LM SC

Figure 8.6.: Comparisonof the spectrumvs. inverse frequency (upperpanel) and theexcess
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square lattice. Thedensity oscillations are taken along the lattice diagonal. Pa-
rameters of the Anderson model are V/D = 3 × 10−3, εf/D = −1.5 × 10−3,
and varyingU/D = 6× 10−3, 5× 10−3, 4× 10−3 (dotted, dashed, solid lines).
The RG fixed points describing the di�erent regions are given as free orbital
(FO), localmoment (LM) and strong coupling (SC). Furthermore, the density os-
cillations have been normalized by the pure potential scattering contribution
at long distances, sin(2δ)with the scattering phase shi� δ.

fixed point, whereas on the outside of it the system has reached the SC fixed point.
As expected, the strong electron focussing due to the flat edges of the Fermi surface

(see Sec. 8.1) leads to the charge density oscillations being strongest along the lattice
diagonals,where theyareaboutanorderofmagnitude larger than in thedirectionsof the
x- or y-axis. Furthermore, the fact that the regions away from the diagonals contribute
only very little to the screeningof the impurity, thedistanceatwhich the crossoveroccurs
does not follow the exponential growth which is found along the diagonals (see below).

8.5. RG flow in real space along lattice diagonals

Having established the real-space shape of the crossover from regions of weak to strong-
coupling on the square lattice, we now turn to examining further the charge density os-
cillations along the lattice diagonals, using the iterative method described in Sec. 8.2.2.
We can carry out this calculation to amuch higher accuracy, and Fig. 8.6 shows ourmain
result: In direct analogy to the 1D case discussed in Sec. 7.3, the full RG flow is contained
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in the Friedel oscillations away from the impurity. Since frequency and distance are re-
lated by r ∼ ω−1, we again plot in the upper panel the negative imaginary part of the
T -matrix as a function of inverse negative frequency. This way we can, as before, asso-
ciate the relevant energy scales to a length scale.
We have found that, contrary to the isotropic case, the Friedel oscillations along the

diagonal do not fall o� as 1/r2, but rather 1/r with logarithmic corrections. The lower
panel shows the Friedel oscillations divided by 1/r. The crossovers between the di�er-
ent regions is clearly visible, furthermore we find a clear correspondence to the change
in energy scales in the upper panel. Whereas for the full lattice we have previously es-
tablished the existence of a crossover from local moment to strong coupling fixed point,
these results show that the whole RG flow is reproduced.
We find that, as long as the the convolutionmethod is computationally sensible, both

methods produce the same results along the diagonals.

8.6. Summary

We have used two di�erent exact methods for the calculations of lattice Green functions
on the square lattice. From these Green functions, using the NRG to solve the impurity
problem, we obtained the static charge density oscillations induced by an Anderson im-
purity side-coupled to the lattice. Similar to the 1D case discussed in the previous chap-
ter, we recover the entire RG flow, including all three fixed points of the model. While
previous analytical calculations have considered results for the free electron gas [15], we
here investigated specifically the influence of the square lattice geometry. For one, the
logarithmic divergence of the density of states at the Fermi energy directly influences
thequantities under considerations: both the impurity entropy and the impurity spectral
function exhibit logarithmic corrections at low energies. However, the most prominent
e�ect of the lattice geometry is surely the electron focusing due to the flat edges of the
Fermi surface: the directions of electronic transport—and therefore the charge density
oscillations—are strongly centered along the diagonal lattice directions away from the
impurity. Along these directions, we find that the envelope function of the oscillations
changes for each fixed point, in direct correspondence with the 1D results.
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Chapter 9.

Majorana zero modes in quantumwires

The realizationof a quantumcomputer is oneof the great goals inmodern science, bring-
ing together researchers from fields such as engineering, computer science, theoretical
and experimental physics. The computational power of qubits living in a quantum me-
chanical Hilbert space far exceeds that of any classical device [170]. However, construct-
ing a quantum computation device is far from trivial, and thus far only very basic oper-
ations could be performed successfully [171, 172]. One of the main challenges is to avoid
the decoherence, i.e. destruction, of a finely tuned quantum state by external influences.
A lot of research has therefore gone into the study of fault-tolerant quantum computa-
tion [173]. It was suggested by A. Kitaev in Ref. [174] that a topologically ordered state
can serve as physical analog of an error-correcting quantum code, opening up the field
of topological quantum computers.

Consider two particles moving around each other so as to interchange their positions.
This procedure leads to a multiplication of the overall quantum state by eiφ. In three
dimensions, the process of moving a particle the whole way around another one (i.e.
exchanging both particles twice) can be continuously deformed into a process where no
exchange takes place. Thismeans that in three dimensions, only one topological distinct
way of swapping the particles exists. Two swaps are identical to no swap and the phase
must be eiφ = ±1 [31]. In two dimensions, however, this exchange is topologically non-
trivial and thephase can takeonany rationalmultiple of2π. Theprocess ofmovingmany
such particles around each other in non-trivial ways is called braiding. If the order of
the braiding operations matter, the anyons are called non-abelian, whereas in the other
case they are abelian. In Ref. [175] it was proved that by braiding certain types of non-
abelian anyons, universal quantum computation can be performed. Furthermore, the
topological underpinnings of anyons provide a realization of a quantum memory that
is protected from decoherence. This topological rigidity of anyons makes topological
quantum computing one of the key candidates in the realization of a robust quantum
computer.

An example of anyonic particles is given byMajorana bound states (MBS), where Majo-
rana fermions are bound to some form of localized defect, e.g. a vortex core in a super-
conductor or the ends of a finite 1D wire. In fact, while MBS are intriguing even from a
purely conceptual point of view, their possible application in quantum computation has
played a big role in the recent quest for their detection. In this chapter, we introduce Ki-
taev’s Majorana quantumwire, a “simple but rather unrealistic” [7] model exhibiting un-
paired and spatially well-separated Majorana fermions, bound to the wire’s ends. These
MBS are robust and, in principle, could be manipulated to perform the braiding opera-
tions discussed above. Although originally a toy model, it turned out that a realization
waspossible,whichwediscuss in theendof this chapter. In thenext chapter,we consider
possible e�ects of quantum dots that might form naturally in realistic setups.
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9.1. Kitaev’s superconducting wire

In the quest for fault-tolerant quantum devices, A. Kitaev presented [7] a toy model of a
one-dimensional system inwhich spatially separated, localizedMajorana fermionsoccur
naturally. TheseMajoranazeromodesaredecoherence-protected (since theyare located
far apart from each other) and could be used to engineer a reliable quantum memory
device [7]. Consider the following superconducting system of spinless (or, equivalently,
spin-polarized) fermions on a chain consisting ofL� 1 sites. The system’s tight-binding
Hamiltonian is given by

H =
N∑
j=1

(
−tc†jcj+1 + ∆cjcj+1 + H.c.

)
− µ

N∑
j=1

(
c†jcj −

1

2

)
, (9.1)

where t is the hopping amplitude, µ the chemical potential and∆ the superconducting
gap. The operator ci annihilates a spinless fermion at lattice site i. In Sec. 2.3 we have
introduced Majorana fermions and shown how one Dirac fermion ci can be split into a
linear combination of two Majorana modes γi,1 and γi,2. Rewriting Eq. (9.1) in terms of
these Majorana operators yields

H =
i

4

− N∑
j=1

µγj,1γj,2 +
N−1∑
j=1

(
(∆ + t)γj,2γj+1,1 + (∆− t)γj,1γj+1,2

) . (9.2)

Let us now consider two special cases. In the absence of superconductivity and hopping,
t = ∆ = 0, the Hamiltonian reduces to

H = − iµ
4

N∑
j=1

γj,1γj,2. (9.3)

In this case, the two Majoranamodes on each sites are paired up together. This is shown
schematically in Fig. 9.1(a). In the second scenario, both superconducting and hopping
terms are present, for simplicity we set∆ = t > 0, and the chemical potential is µ = 0.
Then, the Hamiltonian takes on the form

H =
it

2

N−1∑
j=1

γj,2γj+1,1. (9.4)

Majoranas from di�erent sites are paired together. Remarkably, the twoMajoranamodes
at the end of the chain, γ1,1 and γN,2, have entirely dropped out of theHamiltonian! Sim-
ply put, there is no energy cost associated with the two modes, thus they occur at zero
energy. Furthermore, even if µ 6= 0 but |µ| < 2t and ∆ 6= 0, these boundary modes
exist [7]. They are spatially separated and their overlap is exponentially small in system
size, making them robust against perturbations.

9.2. A more realistic model: Topological superconductors

Kitaev’s Majoranawire from the previous section is thus far amere theoretical construct.
However, various suggestions for experimental realization have since been put forth, the
most promising ones are given by a one-dimensional heterostructure of a superconduc-
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Figure 9.1.: (a) Kitaev’s wire in the limiting case where Majorana fermions are paired up on
each site. The bigger white shapes depict the Dirac fermions described by the
operators cj , whereas the small gray circles show the Majorana fermions, de-
scribed by operators γj,n, n = 1, 2. Each Dirac fermion is composed of two
Majoranas. (b) The same system in the opposing limit. Majoranas belonging to
di�erent sites pair up, leaving two unpaired Majorana modes at the two ends
of the chain. (c) Experimental setup in the realization of Kitaev’s quantumwire.
The wire is placed on top of a superconductor and upon application of a mag-
netic fieldB, Majorana edge states form, depicted by the two stars.

tor and a semiconductor [176–178]. In these structures, a semiconducting quantumwire
with strong spin-orbit coupling is resting on a superconductor. Due to the close prox-
imity of the two, the wire inherits a superconducting pairing mechanism. Upon appli-
cation of an external magnetic field, this system can be driven into a so-called topolog-
ical phase which e�ectively realizes Kitaev’s system introduced above [179]. Recently,
such a setup has famously been realized in experiment [16], in which transportmeasure-
ments have indeed shown a conductance peak at the Fermi energy, strongly suggesting
the experimental discovery of Majoranamodes. The experimental setup is schematically
shown in Fig. 9.1(c). The quantum wire is on top of the superconductor, and also con-
nected to a normal metal lead. The stars indicate the expected position of the Majorana
fermions [16].

We now closely follow Ref. [180] in presenting themodel. Consider a one-dimensional
semiconducting wire with spin-orbit coupling of strengthα and an orthogonal magnetic
fieldBz . The proximity e�ectwith a neighboring bulk superconductor induces an s-wave
pairing field∆ in the wire. We furthermore include a local Coulomb interaction between
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Figure 9.2.: Dispersion relations for various parameter regimes of the Hamiltonian in
Eq. (9.5). For an explanation see the main text.

the electrons, leading to the following Hamiltonian:

HTSC = −
N−1∑
j=0

∑
σσ′

1

2

(
t c†jσcj+1σδσ,σ′ + α c†jσiσ

y
σσ′cj+1σ′ + H.c.

)

+

N∑
j=0

∑
σ,σ′

[
(t− µ) c†jσcjσδσσ′ +Bzc

†
jσσ

z
σσ′cjσ′

]

+
N∑
j=0

[
∆ (cj↑cj↓ + H.c.) + Un̂j↑n̂j↓

]
, (9.5)

where σi is the ith Pauli matrix and n̂iσ = c†iσciσ counts the spin-σ fermions at site i. To
understand how this Hamiltonian leads to the appearance of Majorana modes, we now
startwith its simplest formand step by step includemore terms anddiscuss their e�ects.
The corresponding dispersion relations are shown in Fig. 9.2.

(i) Consider first the time-reversal invariant noninteracting limitwhereα = ∆ = Bz =
U = 0. In this case, theHamiltonian describes free spinful fermions in a 1Dwirewith
a hopping amplitude t and chemical potential µ. Its dispersion relation around the
Fermi points is given by a parabola εk ∼ k2, as shown in Fig. 9.2(i).

(ii) Introducing spin-orbit coupling into the system,α > 0, splits thedispersion relation
into two parabolas, one for each spin alignment, see Fig. 9.2(ii). The spin-orbit cou-
pling term favors aligning the spins along or against the y direction, depending on
their momentum. In Fig. 9.2(ii), “right-moving” electrons with positive momentum
will align their spins along thepositive y-axis, whereas the spins of the “le�-moving”
electrons will align along the negative y-axis.

(iii) Turning on the magnetic field Bz 6= 0 changes the system crucially by canting the
spins along the z-direction. This e�ectively couples the di�erent spin-bands and, as
shown by the two bold lines in Fig. 9.2(iii), opens up a gap at k = 0. We now have
a finite region of the chemical potential µ (when µ is within the gap) in which the
system only has two Fermi points and can thus e�ectively be viewed as a system of
spinless fermions.

The system at this point connects smoothly to Kitaev’s spinless fermions in Eq. (9.1). As
discussed in the previous section, turning on a weak pairing field ∆ couples electrons
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Fig. 4. Spectroscopic mapping of atomic chains and ZBPs. (A) STM spectra measured 
on the atomic chain at locations corresponding to those indicated in panels (B) and (C). For 
clarity, the spectra are offset by 100 nS. The red spectrum shows the ZBP at one end of 
the chain. The gray trace measured on the Pb substrate can be fit using thermally 
EURDGHQHG�%&6�'26��GDVKHG�JUD\�OLQH��ILW�SDUDPHWHUV�ǻs = 1.36 meV, T = 1.45 K). (B and 
C) Zoom-in topography of the upper end (B) and lower end (C) of the chain and 
corresponding locations for spectra marked (1-7). (D and E) Spectra measured at marked 
location as in (B) and (C). (F) Spatial and energy-resolved conductance maps of another 
Fe atomic chain close to its end, which shows similar features in point spectra as in (A). 
Conductance map at zero bias (middle panel) shows increased conductance close to the 
end of the chain. Scale bar corresponds to 10 Å. We note that the localization length of the 
MQP observed here is a factor of 10 or smaller in length than the distance from the end to 
the islands that form in the middle of the chains. 

Figure 9.3.: Spatial and energy-resolved conductance maps of a Fe atomic chain close to
its end. The conductance map at zero bias (middle panel) shows an increased
conductance close to the end of the chain, indicating the existence of a Majo-
rana quasi-particle mode. Figure taken from Ref. [181].

of opposite momentum, driving the system into a topologically superconducting phase.
Thus, we obtain an experimental realization of Kitaev’s Majorana quantumwire.
A quantitative analysis [178] shows that the topological superconducting state exists

for parameter ranges

Bz > 0,

−
√
B2
z −∆2 < µ <

√
B2
z −∆,

(9.6)

as only in this regime the systemmaps to the spinless system in Eq. (9.1). So far we have
not taken interactions between the electrons into account, U = 0. In Ref. [180] it was
shown that the inclusion of a finite Coulomb interaction, U > 0, essentially leads to
two important e�ects: The superconducting pairing is suppressed and hence the bulk
gap protecting the topological phase decreases. This in turn leads to an increase in the
localization length of the Majorana fermions, which is per se undesirable from an exper-
imental standpoint. On the other hand, interactions increase the magnetization of the
wire, leading to significant broadening of the chemical potential window in which the
system connects to Kitaev’s model, making the model somewhat more robust against
perturbations and disorder.
In conclusion, within the right parameter regime, the system in Eq. (9.5) can be e�ec-

tively described by Eq. (9.2). Interactions in the wire do not destroy these physics, but
rather stabilize themagainst disorder. Hence, in a finite systemwith open boundary con-
ditions, such systemsexhibit exponentially localizedMajoranamodesat the le�and right
ends.

9.2.1. Experimental results

In 2012, the group around L. Kouwenhoven at TU Del� for the first time reported the ob-
servation of a zero-bias peak in transport measurements performed on the setup pre-
sented in the previous section [16]. This result was widely regarded as an answer to the
questionwhetherMajorana zeromodesdoexist [182], althoughsuchaconductancepeak
could also have been caused by the Kondo e�ect or disorder in the wire. Furthermore,
very recently measurements in a mathematically related, yet experimentally somewhat
di�erent setup were performed [181]. There, ferromagnetic iron (Fe) atomic chains were
placed on the surface of a superconducting lead. The onset of superconductivity was
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accompanied by peaks in the conductance, which could be spatially resolved and were
shown to appear at the ends of the wires. Part of their data is shown in Fig. 9.3, clearly
showing a conductance peak forming close to the edge of the one-dimensional wire at
zero bias. This experiment thus provides further evidence that Majorana modes do in-
deed form in such quantumwire setups.



Chapter 10.

Majorana fermions vs. the Kondo e�ect

Akeyobservation in the experimental realizationsof themodel presented in theprevious
chapter was the observation of a zero-bias conductance peak at the end of the quantum
wire. However, in the experimental setup used in Ref. [16] a setup as shown in Fig. 9.1(c)
was used. Noteably, the confined region between the normal lead and the supercon-
ductor might lead to the formation of a quantum dot [16, 183–185]. In this case, such a
quantumdot couldhost a single spindegreeof freedomandeventually lead to apossible
occurrence of theKondo e�ect, see Sec. 2.1. A competition between the superconducting
proximity e�ect and Kondo correlations has been shown to also lead to a zero-bias con-
ductance peak [186,187] for certain values of themagnetic field in the setup. Therefore, it
is crucial to understand the competition of Kondo andMajorana physics in this system in
order to clearly distinguish the possible origins of such zero-bias peaks. In this Chapter,
we investigate such a situation theoretically by considering a quantum dot coupled to
a generally interacting lead on the one side, and a Majorana mode on the other side, as
shown in Fig. 10.1.

10.1. The model

First we present our theoretical model. We consider a nanostructure comprised of a
fermionic degree of freedom localized on a quantum dot. This local moment couples to
an SU(2)-invariant, one-dimensional lead consisting of interacting fermions and to aMa-
joranamode in a topological superconductor, the setup is sketched in Fig. 10.1. Since we
are interested in the low-energy physics, we can focus on the regime of a singly-occupied
quantumdot, yielding an e�ective spin-12 degreeof freedom. Furthermore, with energies
well below the superconductinggap∆, wedonotneed to incorporate the full topological
superconductor. Instead, it su�ices to e�ectively consider only the two Majoranamodes
γ1 and γ2, localized at its ends. The full Hamiltonian is then given by

H = HNM +HQD +HNM−QD +HTSC−QD. (10.1)

The fermions in the lead are described in a tight-binding approximation with a hopping
amplitude t and Coulomb interactionUb by

HNM = −t
∑
i,σ

(
c†iσci+1σ + H.c.

)
+ Ub

∑
i

n̂i↑n̂i↓, (10.2)

where n̂iσ = c†iσciσ counts the spin-σ fermions at site i. The quantum dot and its cou-
pling to the leadaremodeledby the single-impurity Andersonmodel, Eqs. (2.3) and (2.4),
where the Hamiltonian for the isolated dot (i.e. the impurity) is

HQD = εf n̂f + Un̂f↑n̂f↓, (10.3)
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normal lead

B �2

�1

�V

topological superconductor
quantum dot

Figure 10.1.: The setup for ourmodel: A normalmetal lead is coupled to a quantumdot via
a hoppingV . On the other end, this quantumdot couples via a hoppingλ to a
topological superconductor, which hosts two Majorana zero modes at either
end (γ1 and γ2). This setup is obtained from the one in Fig. 9.1 a�er including
a quantum dot between lead and Majorana mode.

where the operator f †σ creates a spin-σ fermion on the quantum dot and n̂f = f †σfσ. The
quantum dot couples to the site at i = 0 in the lead by with a hopping V :

HNM−QD = V
∑
σ

(
f †σc0σ + c†0σfσ

)
. (10.4)

We assume the length of the superconductor to be much greater than the coherence
length of the Majorana modes, ξ. The coupling between quantum dot and the Majorana
mode at the far end of the superconductor of length L is exponential small in L/ξ, see
Sec. 9.1, and we thus neglect it here. Hence, the tunneling between the dot and the Ma-
jorana mode γ1 is given by

HTSC−QD = iλγ1

(
f↑ + f †↑

)
, (10.5)

with thehoppingamplitudeλ. TheMajoranamodeat the endof theTSC is spin-polarized
[188], andwe thusmodel here an interaction only with one spin-species on the quantum
dot.

10.1.1. Low-energy e�ective theory for the quantum dot

In Sec. 2.1.2 we discussed that an e�ective low-energy theory of the single-impurity An-
dersonmodel is obtained by projecting out states in which the impurity is empty or dou-
bly occupied by means of the Schrie�er-Wol� transformation. In the standard case this
leads to the Kondo model. In our system, however, we have to take into account the
coupling to the Majorana mode. A�er performing the transformation [189], the e�ective
low-energy Hamiltonian for our setup is given as

H = HNL +HB, (10.6)

withHNL given in Eq. (10.16) and the boundary HamiltonianHB given by

HB =− |λ|2ξ−Sz + |V |2ξ+ Sf · s0

+ iλ|V |γ1

[(
c0↑ + c†0↑

)(ξ−
2

+ ξ+S
z

)
+ ξ+

(
c†0↓S

+ + c0↓S
−
)]
, (10.7)
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Figure 10.2.: Separation into le�- and right-movers in the bosonization scheme. The dis-
persion relation is approximated linearly around the Fermi points kF , for
which ε(kF ) = εF . Themodes with positivemomentum, k > 0, are the right-
movers and those with negative momentum, k < 0, are the le�-movers.

Furthermore,
sx =

1

2

∑
σσ′

c†xσσσσ′cxσ′ (10.8)

is the spin operator at position x in the lead,Sf is the spin operator on the quantumdot,
and we defined

ξ± =
1

|εf |
± 1

U − |εf |
. (10.9)

The first term inEq. (10.7) describesane�ectivemagnetic fieldactingon thequantumdot
spin which is generated by virtual hopping of electrons from the topological supercon-
ductor to the quantum dot. The second term is the standard Kondo interaction between
the lead and the dot. Finally, the third term is generated by processes in which an elec-
tron tunnels between the lead and the superconductor via a virtual state on the dot. We
discuss the general case in Sec. 10.3 and the particle-hole symmetricmodel, εf = −U/2,
in Sec. 10.4.

10.2. Bosonization of the model

In order to carry out an RG analysis of our e�ective model, we use a bosonized version
of the Hamiltonian, treating it as a Luttinger-Tomonaga liquid. In this formulation, by
analyzing the various boundary conditions we can identify the low-energy fixed points
of the e�ective model.
The Luttinger liquid approach is a powerful method to describe interacting Fermions

in one-dimensional systems [190–192]. It was proposed by Tomonaga in 1950 and is
based on the insight that, in one-dimensional systems, the relevant degrees of freedom
are given by collective density waves rather than single particle excitations. The reason
for this lies in the fact that moving fermions in one dimension cannot avoid each other
and inevitablymomentum is transferred to neighboring particles—a crucial di�erence to
higher dimensional systems. This transfer of energy eventually leads to the emergence
of collective bosonic density-wave degrees of freedom. Importantly, these collective
excitations turn out to appear independently in the spin and charge channels, leading to
the famous phenomenon of spin-charge separation [193], which was directly observed
in experiment for the first time in 1996 [194].
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In the Luttinger liquid approach, one commonly approximates the dispersion relation
of the particles close to the Fermi energy, and then relates the single-particle creation
and annihilation operators to string operators corresponding to the relevant charge and
spindegrees of freedom. Linearizing thedispersion relation ε(k)around the Fermi points
at kF , see Fig. 10.2, yields

ε(k) =
∑
k≈kF

vF (k + kF ) +
∑
k≈kF

vF (k − kF ), (10.10)

where the Fermi velocity is given by vF = kF /me. The modes close to −kF are called
le�movers, and the ones close to kF are called rightmovers, referring to the direction in
which theypropagate. By linearizing themodel around the Fermi points, we implicitly fo-
cus on the physics on large length-scales, and it is thus reasonable to take the continuum
limit also in the operators, viz.

ci,σ → ψσ(x). (10.11)

In the spirit of the discussion above, one introduces bosonic fields for spin φ↑/↓ and
charge θ↑/↓, from which we can construct the following fields

φρ(x) = φ↑(x) + φ↓(x) (charge density)
θρ(x) = θ↑(x) + θ↓(x) (charge current)

φσ(x) = φ↑(x)− φ↓(x) (spin density)
θσ(x) = θ↑(x)− θ↓(x), (spin current)

where the indices on the le� refer to the spin fields (σ) and charge fields (ρ). To avoid
unnecessary confusion, in this chapter we henceforth denote spin-indices by s =↑, ↓ in-
stead of σ. With these fields, we can express the fermionic annihilation operators for le�-
and right-moving particles in the continuum limit as [190]

ψrs(x) = Γrs
1√
2πa

exp

(
− i√

2

[
(r φρ(x)− θρ(x)) + s (r φσ(x)− θσ(x))

])
, (10.12)

with r = ±1 for right-/le�-moving fermions and s = ±1 for spin ↑/↓ respectively. Γrs is
a factor preserving the correct commutation relations and a is the ultraviolet cut-o� of
the theory, given e.g. by the interatomic spacing. With these new operator definitions,
the Hamiltonian can now be formulated entirely in terms of the two fields φ and θ. The
interactions between particles are captured in the important Luttinger parameterKρ for
the spin sector andKρ for the charge sector, where for each sector [133, 190]

Kρ < 1, Kσ > 1 : repulsive interaction, (10.13)
Kρ = 1, Kσ = 1 : no interaction, (10.14)
Kρ > 1, Kσ < 1 : attractive interaction. (10.15)

With these operators, the bosonized leadHamiltonian can then be expressed as a spinful
Luttinger liquid in terms of the bosonic fields introduced above as

HNL =
∑
η=σ,ρ

vη
2π

∞∫
0

dx

[
Kη (∇θη)2 +

1

Kη
(∇φη)2

]
, (10.16)
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Normal metal

Superconductor

Figure 10.3.: Andreev reflection: At the boundary between a normalmetal and a supercon-
ductor an incident spin-↑ electron creates a Cooper pair in the superconduc-
tor and a spin-↓ hole which is scattered back into the normal metal.

where vσ/ρ is the velocity for charge and spin modes, respectively.

10.2.1. Andreev reflection

We have formulated our setup as a boundary problem for a 1D wire. To this end, it is
crucial to understand the nature of the various boundary conditions that might occur in
the model. At this point we briefly sketch the physics of Andreev reflection, which will be
used throughout the remainder of this chapter.
Let us consider the junction of a normal lead metal to a (topological) superconduc-

tor. Our focus lies on electrons with energiesE traveling through a metallic system con-
nected to the superconductor, occupying the half-plane with y < 0, see Fig. 10.3. The
superconducting gap, below which no states can be formed, is ∆ > 0. What happens
when the electrons hit the boundary of the superconductor? Naively one would expect
that if the incident electrons have energies E < ∆, they are backscattered into the
metal since they lack the energy to break-up a Cooper pair. However, in 1964 Andreev
showed [195] that something very di�erent happens: Assume an incident spin-↑ elec-
tron. At the boundary to the superconductor this electron with wave vector k is scat-
tered into a spin-↓ hole, with wave vector−k, see Fig. 10.3. The incoming electron forms
aCooper pair in the superconductor, with the second required spin-↓ electron taken from
the metal. This process does not violate time-reversal symmetry and thus the same can
happen with an incident hole, scattering back an electron into the metal.

10.2.2. Boundary conditions of the e�ective model

Before examining the interplay of the Kondo and Majorana couplings, we now give a
qualitative picture of the nature of the competing interactions and their corresponding
boundary conditions in the system.

Coupling to the lead: In the limit of a vanishing Majorana coupling, λ → 0, the full
Hamiltonian reduces to that of the standard Kondomodel. In this case, the ground
state is described by the strong-coupling Kondo fixed point including the singlet
formation discussed in Sec. 2.1. In terms of the boundary conditions for lead elec-
trons, a phase shi� is induced so that at the boundary

ψRσ(0) = e2iη0ψLσ(0), (10.17)

with the scattering phase shi� η0 which depends on the potential at the boundary
and is given by η0 = π/2 in the particle-hole symmetric limit [196].
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Coupling to the Majoranamode: The Majorana coupling λ, on the other hand, favors
the formation of an entangled state with the fermion parity (even or odd number)
in the lead. We describe this state inmore detail when discussing the particle-hole
symmetricmodel, see Sec. 10.4. In the absence of the quantum dot, such a system
is characterized by a perfect Andreev reflection fixed point with boundary condi-
tions

ψRσ(0) = ψ†Lσ(0), (10.18)

which describes the phenomenon of a right-moving electron being scattered into
a le�-moving hole at the boundary (see above).

The di�erence in the boundary conditions clearly shows that the two essential couplings
in our system (Kondo vs. Majorana) compete and, individually, drive the system to di�er-
ent fixed points.

10.3. Renormalization group analysis and numerical results

Having formulated the model in a field-theoretical description, we can now employ a
renormalization group (RG) analysis to identify the low-energy fixed points of the system
boundary. We can identify four couplings from Eq. (10.7) which appear in the RG equa-
tions:

h(0) = −|λ|2ξ− (Zeeman field)
J1,2(0) = λ|V |ξ∓ (Majorana)

J3(0) = |V |2ξ+. (Kondo)

We henceforth assume the electrons in the lead to have SU(2) symmetry, which means
that the Luttinger parameter in the spin sector is Kσ = 1. The RG equations up to
quadratic order are then given by

dh(`)

d`
= h(`)− J1(`)J2(`)

4πvσ

(
1 +

1

Kρ

)
(10.19a)

dJ1(`)

d`
=

(
3

4
− 1

4Kρ

)
J1(`) (10.19b)

dJ2(`)

d`
=

(
3

4
− 1

4Kρ

)
J2(`)− J2(`)J3(`)

2πvσ
(10.19c)

dJ3(`)

d`
=
J2

3 (`)

2πvσ
, (10.19d)

where ` is the logarithmic length scale. TheZeemanoperatorh(`) is relevant and leads to
apolarizationof the spinon thequantumdot. On theotherhand, theMajoranacouplings
J1(`)andJ2(`)are relevant if theLuttingerparameter in the charge sector isKρ >

1
3 . The

Kondo coupling J3(`) is marginal. The competition between the Majorana and Kondo
interactions appears as the second order correction ∼ J2(`)J3(`) in Eq. (10.19c) and is
thus contained in the flow of the operator J2(`).
If the impurity-lead coupling is weak, J3(`)/(πvσ) � 1, the Majorana coupling J2(`)

dominates the flow of the parameters and the system eventually flows to a fixed point
described by theMajorana interaction rather than the Kondo interaction, andwe conjec-
ture that the same is true also for the case when the impurity is strongly coupled.
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Characteristics of the Majorana-dominated fixed point

Let us now discuss in more detail the RG equations (10.19a)–(10.19d). The prefactor of
the linear term for the Zeeman operator h(`) is largest, and thus this operator grows
strongest under theRG flow. On a given length scale `∗ it will becomedominant,h(`∗)�
J2(`∗); at this point the quantumdot feels an e�ectivemagnetic field and the spinwill be
completely polarized along the z-axis. Accordingly, the operator Sz acquires a classical
expectation value and the terms containing spin raising and lowering operators S± in
the boundary Hamiltonian Eq. (10.7) are strongly suppressed. The remaining term con-
tains the couplingof spin-up electrons to theMajoranamode,∼ iγ1

(
ψ0↑ + ψ†0↑

)
. There-

fore, we can conclude that the boundary conditions of the lead are di�erent for spin-up
and spin-down electrons. Since spin-up electrons couple to theMajoranamode, the low-
energy fixed point here corresponds to Andreev boundary conditions (ABC), which scat-
ter right moving electrons into le�-moving holes,

ψ†R↑(0) = ψL↑(0). (10.20)

Spin-down electrons, on the other hand, do not couple to the Majorana mode. They can
only interact via the quantum dot through a virtual second-order spin-exchange process
(remember that we have already projected the impurity down to single occupation). But
since the impurity spin is strongly polarized it cannot be flipped, and a spin-down con-
duction electron must thus always be scattered back into a spin-down electron. This,
e�ectively, yields “normal” boundary conditions (NBC):

ψR↓(0) = ψL↓(0). (10.21)

We denote this fixed point as A ⊗ N , for the Andreev reflection in the spin-up and the
normal reflection in the spin-down sector, respectively.

10.3.1. Numerical results away from particle-hole symmetry

The RG analysis above relies on perturbative RG equations taken in the weak coupling
limit. Therefore, strictly speaking, they are not valid at strong coupling. To examine this
limit, we have performed DMRG calculations using the Hamiltonian in Eq. (10.7) to cor-
roborate our conjecture in the strong coupling case. The fact that the systems flows to a
fixed point described by the two di�erent boundary conditionsA⊗N can be seen in var-
ious static correlation functions, of whichwe have examined the superconducting triplet
correlator, defined in the continuum limit as

Tσ(x) = 〈
(
ψ†σ(x) ∂xψ

†
σ(x)

)(
ψσ(x′) ∂x′ψσ(x′)

)
〉
∣∣∣∣
x′→0

(10.22)

∝ 〈e2i[θ(x)−θ(x′)]〉x′→0

In the bulk of the wire, this correlation function decays algebraically as [190]

Tσ(x, x′) ∝ |x− x′|−(K−1
ρ +1). (10.23)

Let us nowdiscuss how this behavior is changed at the boundary, x′ → 0, for our bound-
ary conditions. The behavior of the correlation function is still a power law given by

Tσ(x) ∝ |x|dσ , (10.24)
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where the exponent dσ depends on the spin σ. The Andreev boundary conditions for
spin-up electrons lead to a strong suppression of fluctuations in the spin-up field θ↑. The
decay of the spin-tripled correlator must thus be slower than in the bulk, and we find

d↑ = −1

2
(K−1

ρ + 1). (10.25)

Accordingly, the spin-down field θ↓ strongly fluctuates for the normal boundary condi-
tions. Therefore, the decay of the spin-down correlator is stronger, leading to

d↓ = −3

2
(K−1

ρ + 1). (10.26)

Discretized system

For our DMRG calculations, we implement a discretized model using the tight-binding
Hamiltonian Eq. (10.2) for the lead and the low-energy e�ective Hamiltonian Eq. (10.7)
for the boundary. In a finite system, the Kondo e�ect depends strongly on the parity of
the lead electrons, it is strongly suppressed if the number of conduction electrons in the
lead is even [197]. Therefore, we always choose an odd number of sites in the lead in
our simulations. We furthermore fix the lead to be at half-filling and set Ub = 0 to avoid
certain instabilities like charge densitywaves or pairing instabilities. The non-interacting
lead thus impliesKσ = 1.
The discretized version of the correlator in Eq. (10.22) is obtained by replacing the

derivative of a fermion field with the di�erence in the site operators,

∂xψσ(x)→ ci+1,σ − ci,σ, (10.27)

where ci is the annihilation operator for spin σ at site x = xi. The triplet correlator then
becomes

Tσ(x)→ Tσ(xi) = 〈
(
c†i,σc

†
i+1,σ − c

†
i,σc
†
i,σ

)(
c0,σc1,σ − c0,σc0,σ

)
〉

= 〈c†i,σc
†
i+1,σc0,σc1,σ〉 , (10.28)

where in the second line we have taken into account that c†µc†µ = cµcµ = 0 for any set of
quantum numbers µ.
The DMRG simulations were performed for system sizes of up to 127 sites, keeping up

toM = 800 states in the calculations to ensure accurate results also for the gapless lead.
Fig. 10.4 shows the numerical results: The correlation function Tσ(x) shows a clearly dif-
ferent behavior depending on the value of the spin. From a scaling analysis of our nu-
merical data we extract the exponents d↑ ≈ −1 and d↓ ≈ −3 for the thermodynamic
limit, which is in perfect agreement with our predictions in Eqs. (10.25) and (10.26). This
confirms that the strong coupling fixed point is indeed controlled by the Majorana inter-
action rather than the Kondo interaction.

10.4. Results at the particle-hole symmetric point

Wenowturn to thediscussionof the special particle-hole symmetric point at εf = −U/2.
For these values of the parameters, ξ− = 0. Furthermore, ξ+ = 4/U , which leads to the
appearance of a standard Kondo term J3s0 · S with J3 = 4|V |2/U , see also Eq. (2.10).
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Figure 10.4.: Le� panel: Triplet pairing correlation function Tσ(x) for the couplings h/t =
0.2, J1/t = 0.2, J2/t = 1, J3/t = 0.5 where t is the hopping in the lead.
The upper set of lines show the correlation function for spin-↑ fermions, while
the lower show the correlation function for spin-↓ fermions. Dashed lines in-
dicate fits to a power-law decay. Right panel: Exponents d↑ (circles) and d↓
(triangles) extracted from the fits of the triple pairing correlation, as a func-
tion of inverse length.

The boundary Hamiltonian Eq. (10.7) therefore becomes

HB = iJ2γ1

[
(ψ↑(0) + ψ†↑(0))Sz + ψ†↓(0)S+ + ψ↓(0)S−

]
+ J3s0 · S. (10.29)

This Hamiltonian can be brought to a somewhat simpler form by introducing the follow-
ing set of Majorana operators:

ηx = ψ↓(0) + ψ†↓(0) (10.30a)

ηy = i
(
ψ†↓(0)− ψ↓(0)

)
(10.30b)

ηz = ψ↑(0) + ψ†↑(0). (10.30c)

With these operators, Eq. (10.29) can be written as

HB = iJ2

∑
α=x,y,z

γ1S
αηα + J3s0 · S. (10.31)

In theabsenceof theparametershandJ1, onecansee fromtheRGequationsEqs. (10.19c)
and (10.19d) that J2 flows to strong coupling. As a result, the system forms an entangled
state involving the fermion parity shared between the γ1 and ηα(0)modes and the impu-
rity spin. Beforewe discuss the first part of this statement, let us investigate how the spin
fluctuations come about. The particle-hole symmetric Hamiltonian is invariant under
the anti-unitary symmetry

T̃ = CK, (10.32)

whereK is complex conjugation and C is charge conjugation, i.e. fσ → f †σ andψσ → ψ†σ.
When acting on the quantum dot impurity spin, T̃ is similar to the time-reversal symme-
try, and [189]

T ST −1 = −S, (10.33)
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which implies that the spin strongly fluctuates, i.e. 〈S〉 = 0. Away from particle-hole
symmetry, the T̃ -symmetry is broken and the impurity spin is polarized.

Entangled ground state

Now we turn to the action of the Majorana operators γ1 and ηα. To this end, we remind
ourselves that we can formulate each Majorana fermions in term of two Dirac fermions,
see Eqs. (10.30). Here, we consider without loss of generality the the term γ1ηx.

γ1ηx |00〉 = |11〉
γ1ηx |11〉 = |00〉

}
|00〉+ |11〉 is eigenstate if combined parity is even, (10.34a)

γ1ηx |01〉 = |10〉
γ1ηx |10〉 = |01〉

}
|01〉+ |10〉 is eigenstate if combined parity is odd, (10.34b)

where in the state |ij〉 the first and second index correspond to the Hilbert space of the
Dirac fermion associated with γ1 and ηx, respectively. The inclusion of the fluctuating
spin finally leads to the ground state taking on the form

|00 ↑〉+ |11 ↓〉 for even parity in the lead, (10.35a)
|01 ↑〉+ |10 ↓〉 for odd parity in the lead. (10.35b)

10.4.1. Numerical results at particle-hole symmetry

We now present our numerical results for the particle-hole point. First, we consider the
superconducting triplet correlator already discussed away fromparticle-hole symmetry.
Another interesting quantity is the spin-spin correlator which further indicates the ab-
sence of the Kondo e�ect for finite Majorana coupling. Finally, results for the static spin
susceptibility of the quantum dot spin can be obtained exactly from the Hamiltonian
Eq. (10.31) in the limit of vanishing Kondo coupling J3. We compare these results for this
case and also extend the numerical calculations to the case of finite J3, agreeing nicely
with analytical results.

Superconducting triplet correlation

We now present numerical results to verify the results at the particle-hole symmetric
point. To this end, we consider the following form of the boundary HamiltonianHB in
Eq. (10.7):

HB =J3 Sf · s0 + iJ2 γ1

[(
ψ0↑ + ψ†0↑

)
Sz + ψ†0↓S

+ + ψ0,↓S
−
]
, (10.36)

where J1 = h = 0 at the particle-hole symmetric point. We again consider the super-
conducting triplet correlation function Tσ(x) from Eq. (10.22). In particular, we examine
the dependence of the exponent dσ on the Majorana coupling λ, see Fig. 10.5. We see
that for zero Majorana coupling, λ = 0, the correlation function decays with the same
exponent for both spin-up and spin-down electrons, d↑ = d↓. However, including the
Majorana coupling, the exponents immediately become di�erent. We have calculated
the exponents for systems of di�erent sizes, and an extrapolation shows that they sat-
urate at d↑ ≈ −1 and d↓ ≈ −3, which confirms that the strong-coupling fixed point is
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Figure 10.5.: Dependenceof theexponentdσ on theMajorana couplingJ2 for a fixedKondo
coupling J3/t = 0.5, at the particle hole symmetric point with J1 = h =
0. Solid lines correspond to d↑, dashed lines to d↓. System sizes are L =
32, 64, 96, 128 (black, red, blue, green), and an extrapolation to L → ∞ is
shown as a dotted line.

described by theA⊗N boundary conditions discussed above.

Static spin-spin correlator

Another quantity from which one can infer the dominating behavior in the strong-
coupling limit is given by the equal-time spin-spin correlation function 〈Sz(x)Sz(0)〉.
It was shown in Ref. [130] that the Kondo e�ect leads to a particular crossover in the
correlations at a distance of the Kondo length scaleRK (see Sec. 6.2.1), where

〈Sz(x)Sz(0)〉 ∼
{
x−1 for x� RK ,

x−2 for x� RK .
(10.37)

InFig. 10.6weshowournumerical results. Plotted is thespin-spincorrelator 〈Sz(x)Sz(0)〉
as a function of x at the particle-hole symmetric point, Eq. (10.29), and for di�erent val-
ues of the Majorana coupling J2. We tuned the Kondo coupling J3 such that in for zero
Majorana coupling, J2 = 0, we see a clear sign of the Kondo crossover and can thus
conclude that here the system is described by the Kondo strong-coupling fixed point.
However, upon including the Majorana coupling we find that this crossover quickly dis-
appears, and in the entire range the correlation function decays as x−2, implying that
there is no Kondo e�ect

Impurity spin susceptibility

Another interesting quantity to examine in the particle-hole symmetric limit is the im-
purity spin susceptibility. At the particle-hole symmetric point, ε = ε0 = −U/2, the
impurity spin is strongly fluctuating. Detuning the gate voltage by Vg, i.e. ε = ε0 + Vg,
we find that the impurity spin shows nontrivial behavior suited to distinguish between
Kondo and Majorana physics. This di�erence is easily understood qualitatively: In the
Kondo e�ect, a particle-hole asymmetric impurity does not a�ect the spin expectation
value, and therefore 〈S〉 = 0 for all values of Vg. The Majorana coupling, on the other
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Figure 10.6.: 〈Sz(x)Sz(0)〉 away from the quantum dot boundary for J3 = 0.5 and J2 =
0.1n with n = 0, 1, . . . , 10 (top to bottom) at the particle-hole symmetric
point. In the Kondo dominated regime (J2 = 0, big circles) the correlation
function shows a characteristic crossover from 1/x-dependence at short dis-
tances x� RK to 1/x2 at x� RL [130]. HereRK is the Kondo length scale.
Clearly, the correlation function exhibits a di�erent behavior in theMajorana-
dominated regime (J2 � 0, big triangles). There, the correlation function
decays as 1/x2 in the entire range.

hand, polarized the spin along the z-axis for Vg 6= 0. To examine the e�ect of a finite Vg,
consider the perturbation Hamiltonian obtained by introducing a small Vg:

HV = eVg

(
−8|λ|2

U2
Sz +

4iλ|t|
U2

γ1ηz(0)

)
. (10.38)

Using linear response theory, one finds the impurity spin susceptibility [189]

∂ 〈Sz〉
∂Vg

∣∣∣∣
Vg=0

=
2e

Uπ2
log

[
16πV 2vF
DU2

e
U

4vF V
2 λ2

]
, (10.39)

whereD is the half-bandwidth of the lead system and we have used that J2 = 4λV/U
at the particle-hole symmetric point. This behavior is very distinct from the Kondo case,
thuswe suggest that studies of impurity-spin fluctuations in TSC-QD-NL structuresmight
be used to help in identifying Majorana zero-energy modes.

To confirm this behavior, we ranDMRGcalculations of up to 64 sites of theHamiltonian
Eq. (10.7). We set U = 8 and V = 1, using up toM = 400 states and measuring 〈Sz〉 on
the impurity. Slightly detuning the chemical potential in the range Vg ∈ [−0.05, 0.05],
we could extract the numerical derivative ∂ 〈Sz〉 /∂Vg. To minimize e�ects due to the
finite size of the system, we ran the calculations several times, each timemultiplying the
Kondo-coupling termby an additional factorκ to suppress or enhance the Kondo energy
scale. The results are shown in Fig. 10.7. For intermediate values of λ we find that the
susceptibility can be well fit by a function∼ log(bλ2), as expected from Eq. (10.39). We
furthermore see that an enhanced Kondo coupling suppresses the spin susceptibility,
which can be easily understood from the fact that at the Kondo strong coupling fixed
point the impurity participates in the formation of a spin-singlet and the susceptibility
vanishes, 〈S〉 → 0.
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Figure 10.7.: Impurity spin susceptibility for a system of L = 64 sites with U = 8 and
V = 1, wheredi�erentdashed lines correspond tosimulationswherewehave
multiplied the Kondo termof Eq. (10.7) byκ = 0, 0.5, 1, 1.5, 2 (from top to bot-
tom). The black line (round points) was obtained for κ = 1, i.e. it represents
the unmodifiedHamiltonian (10.7). The solid lines showa fit toa log(bλ2) (see
Eq. (10.39)), with a and b as fit parameters over a regime of intermediate λ.

Thenice agreement of our numerical datawith the results fromEq. (10.39) confirm that
the spin susceptibility shouldprovide an interesting experimental quantity todistinguish
Kondo fromMajorana physics in the setup we consider.

10.5. Summary

In conclusion, we have studied the physical properties of a quantum dot coupled to a
1D topological superconductor and a normal metallic lead. In the experimentally rel-
evant parameter regime, the low energy theory for such a system involves Kondo and
Majorana-induced interactions [189]. We focus on the competition between Majorana
andKondocouplings,wherebothdrive the systemtodi�erentmany-bodygroundstates.
If the distance between the localizedMajoranamodes is taken to be far enough, we show
that the low-energy infrared fixed point is governed by the Majorana physics rather than
the Kondo e�ect. We found these results analytically using a perturbative RG scheme,
and corroborate the emerging picture with numerical data obtained with the DMRG.
We consider the impurity spin susceptibility, an experimentally accessible quantity,

and showhow todistinguish betweenKondoandMajoranaphysics in the lab. Wepredict
that in the presence of a coupling to the Majorana mode the impurity spin polarization
〈S〉 shows a strong dependence on tuning the gate voltage away from the particle-hole
symmetric point: whereas it vanishes at the particle-hole symmetric point, the spin is
polarized as the gate voltage is detuned. In fact, the impurity spin susceptibility’s depen-
dence on the Majorana coupling is highly non-trivial. In the Kondo-dominated regime,
on the other hand, the impurity spin is strongly fluctuating for all values of Vg regardless
whether the system is at the particle-hole symmetric point or not. These results have
important ramifications for experiments trying to detect Majorana zero modes, where
the natural formation of a local magnetic moment might interfere with the measure-
ments. The exceptional degree of parameter control in quantum dot experiments, how-
ever, might turn out to be highly useful for distinguishing these di�erent phenomena in
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Appendix A.

Real-space Green functions from equations
of motion

A.1. Green functions for the semi-infinite 1D chain

The Hamiltonian for the Anderson impurity model defined on a 1D chain is given by

H = t

∞∑
i=0

∑
σ

(
c†iσci+1σ + H.c.

)
+ εf n̂f + Un̂↑n̂↓ + V

∑
σ

(
f †σc0σ + H.c.

)
. (A.1)

We now derive how local and non-local Green functions in this system can be obtained
fromequations ofmotion. To this end, we start by considering the same setup for a chain
of finite lengthL. The chain Hamiltonian is then given by

H = t
L−1∑
i=0

∑
σ

(
c†iσci+1σ + H.c.

)
. (A.2)

The equations of motion for the Green functionGn,m;σ(z) ≡ 〈〈cnσ; c†mσ〉〉z for n,m > 1
are then straight-forwardly obtained from Eq. (6.14) as

Gn,m =
t

z
(Gn−1,m +Gn+1,m) +

1

z
δn,m, (A.3)

where we have omitted spin and frequency indices for clarity. For real parameters t, V ∈
R, this expression is symmetric in n andm:

Gn,m =
t

z
(Gn,m−1 +Gn,m+1) +

1

z
δn,m. (A.4)

In the first step we consider the chain without the impurity by setting V = 0, and calcu-
late the local Green function at one of its ends,G(0)

0,0(z). Starting at the other end of the
chain, we find the following relations:

G
(0)
0,N =

t

z
G

(0)
0,N−1

G
(0)
0,N−1 =

t

z

(
G

(0)
0,N−2 +G

(0)
0,N

)
⇒ G

(0)
0,N−1 =

t

z − t2

z

G
(0)
0,N−2. (A.5)
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Continuing this calculation down the chain, we eventually obtain

G
(0)
0,0 =

1

z − t2

z − t2

. . .

, (A.6)

with a fraction of depthL. Taking the limitL→∞, this expression becomes a continued
fraction and we can write it in a closed form as

G
(0)
0,0 =

1

z − t2G(0)
0,0

⇒ G
(0)
0,0 =

z ±
√
z2 − 4t2

2t2
. (A.7)

The negative imaginary part ofG(0)
0,0 is proportional to the spectral functionAn=0 andwe

must thus choose the sign of the square root such that the negative imaginary part of
G

(0)
0,0 is strictly non-negative. Before reintroducing the impurity to the system, we sum-

marize four important relationswhich are readily obtained from the equations ofmotion
calculation:

Gn,n =
1

z
+
t

z
(Gn−1,n +Gn+1,n) (A.8a)

Gn+1,n = G
(0)
0,0 t Gn,n (A.8b)

Gn+1,n−1 = G
(0)
0,0 t Gn,n−1 (A.8c)

Gn−1,n = Gn,n−1 =
t

z
Gn−1,n−1 +

t

z
Gn+1,n−1., (A.8d)

where Eqs. (A.8a) and (A.8d) follow directly from Eq. (A.4), and Eqs. (A.8b) and (A.8c)
follow from Eq. (A.5) in the limitL→ 0. From these expressions, we can obtain a general
expression for the local Green functionGn,n at a point n > 1 in the system:

Gn,n = G
(0)
0,0 + t2Gn−1,n−1

[
G

(0)
0,0

]2
(A.9)

which allows us to traverse the chain site by site in order to calculate the local Green
function at arbitrary sites.

When the impurity couples to the site at n = 0, these calculations are valid as long as
n > 1. With the impurity reinstated, V 6= 0, using the equations of motion forG0,0 we
find

z G0,0 = V Gf,0 + t G1,0 + 1

= V Gf,0 + t2 G
(0)
0,0 G0,0 + 1

⇒ G0,0 = G
(0)
0,0 + V G

(0)
0,0 Gf,0, (A.10)

whereGf,n ≡ 〈〈f ; c†n〉〉. Again applying the equations of motion toGf,0 yields

Gf,0 =
V

z
Gf,f +

t

z
Gf,1. (A.11)
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Using the expression from Eqs. (A.8) finally gives us

Gf,0 =
V

z
Gf,f +G

(0)
0,0

t2

z
Gf,0 = V G

(0)
0,0 Gf,f . (A.12)

Plugging this into (A.10) gives us the final expression forG0,0:

G0,0 = G
(0)
0,0 + V 2 Gf,f

(
G

(0)
0,0

)2
. (A.13)

which, in combinations with Eq. (A.9), allows us to calculate arbitrary Green functions
in the system. The di�erence in the Green functions for systems with and without the
impurity are readily calculated. Consider for simplicity the di�erence in the local Green
functions at position n = 1:

∆G1,1 = G1,1 −G(0)
1,1

= G
(0)
0,0 + t2

[
G

(0)
0,0 + V 2 Gimp

(
G

(0)
0,0

)2
](
G

(0)
0,0

)2
−
[
G

(0)
0,0 + t2

(
G

(0)
0,0

)3
]

= t2V 2 Gimp

(
G

(0)
0,0

)4

=
V 2

t2
Gimp

[
tG

(0)
0,0

]4
, (A.14)

which recovers the result in Eq. (7.6) for n = 1.

Extended systems

The extension of the calculation from the previous section readily generalized to systems
of finite size. One simply regroups all Green functions in the way discussed in Sec. 7.1.2.
A�er applying equations of motion to each Green function, the calculation can be per-
formed in a matrix-vector formalism and has the same form as the calculation or the 1D
chain. In the next section we discuss the calculation for the nanotube system, which is a
special case of the square lattice ribbons.

A.2. Green functions for ribbons and tubes

The extension of the calculation from the previous section readily generalized to systems
of finitewidth. One simply regroups all Green functions in theway discussed in Sec. 7.1.2.
Uponapplyingequationsofmotion toeachGreen function, one finds that the calculation
can be performed in amatrix-vector formalism and has the same form as the calculation
or the 1D chain.
Here we derive the relevant equations for the calculation of lattice Green functions for

the nanotube. This calculation can immediately be transferred to the (simpler) square
lattice ribbon systems. In the nanotube setup, we must distinguish between two types
of matrices 1 and 2, which alternate through the system. This issue does not occur in the
squarelattice ribbons, where only one hopping matrix is required.
We introduced the hopping matricesM1 andM2 for the nanotube in Sec. 7.1.2. The

matrix of Green functions connecting to the first column is given as Gn(z). Assuming
that the column at position n is described bymatrixM1, a�er applying the equations of
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motion to each coe�icient of the matrixGn, for n > 1we find,

[z1−M1]Gn(z) = tGn−1(z) + tGn+1(z) + δn,01. (A.15)

Defining the twomatricesA1/2(z) ≡ z1−M1/2, we can perform a calculation along the
lines of the previous section, starting with a finite tube of length L, with the last column
described byM1 (again omitting frequency arguments for clarity):

A1GL = tGL−1 (A.16)
A2GL−1 = tGL−2 + tGL (A.17)

⇒ GL−1 =
[
A2 − t2A−1

1

]−1
tGL−2. (A.18)

Continuation of this scheme yields

Gn = [A2 − t2[A1 − t2[A2 − . . .]−1]−1]−1tGn−1. (A.19)

For the case that the impurity is absent from the system, and the first column is described
byM1, this becomes (due to the delta function in Eq. (A.15))

G
(1)
0 = [A1 − t2[A2 − t2[A1 − . . .]−1]−1]−1, (A.20)

and if the system’s first column is described byM2,

G
(2)
0 = [A2 − t2[A1 − t2[A2 − . . .]−1]−1]−1, (A.21)

with which we recover Eq. (7.25):

G
(1)
0 =

[
A1 − t2G(2)

]−1
, (A.22a)

G
(2)
0 =

[
A2 − t2G(1)

]−1
. (A.22b)

By plugging Eq. (A.22b) into (A.22a) and recalling that A1 and A2 commute and are in-
vertible, one can solve forG(1)

0 and finds

G
(1)
0 =

1

2t2
A−1

1

(√
(A1A2)2 − 4t2A1A2 +A1A2

)
. (A.23)

Combining the previous results, the find furthermore that to advance a local Green func-
tion by one column in real space, we must apply the matrixG(1)

0 orG(2)
0 (depending on

the lattice geometry of this step), once from both sides. Thus, advancing a local Green
function one and two steps becomes (due to the alternating columns 1 and 2):

Gn+1 = t2G
(1)
0 GnG

(1)
0 , (A.24a)

Gn+2 = t2G
(2)
0 G

(1)
0 GnG

(1)
0 G

(2)
0 , (A.24b)

an so forth.

Result for the square lattice ribbons

As mentioned above, the square lattice ribbons only require a single set of matrices. In-
deed, by simply replacingA = A1 = A2 in Eq. (A.23), we recover the result for the square
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lattice ribbons:
G(1) =

1

2t2

(√
A2 − 4t21+A

)
. (A.25)

A.2.1. Impurity coupling to more than one site

Let us now discuss a generalizedmethod of coupling the impurity to the systems consid-
ered here. The impurity Green function obtained from the NRG is a scalar function: it is
therefore a priori not clear how to combine it with the matrix formalism which we con-
structed. To this end, we define a connection vector, 1c, which describes to which sites
the impurity couples. For a system of width W , the vector has length W and the nth
coe�icient in it describes the coupling between the impurity and the site in the host at
position r = (0, n), and a 1 indicates a coupling, and a 0 indicates now coupling. For
the case of the armchair nanotube considered in Sec. 7.1.2, we considered the situation
where every site in the first column of the nanotube couples to the impurity. Therefore,
the connection vector in this setup takes on the form

1c = [1, 1, 1, 1, . . . , 1]T . (A.26)

Again, careful application of the equations of motion yields the following expression for
the matrix of Green functions at the end of the system,

G0 = V 2GimpG
(α)
0 1c1

T
c︸ ︷︷ ︸

=B0

G
(α)
0 , (A.27)

where α ∈ {1, 2} again determines the type of column at the end of the tube, and we
have defined the connection matrix

B0 ≡ 1c1
T
c . (A.28)

In the case of Eq. (A.26) this becomes,

B0 =

1
...
1

 [1, . . . , 1] =

1 . . . 1
...

. . .
...

1 . . . 1

 . (A.29)





Appendix B.

Calculations for the triangular Kitaev
model

B.1. Lattice clusters used in the numerical calculations

In Sec. 5.3 we presented results for the ground state of the Heisenberg-Kitaev model on
the triangular lattice obtained from sparse-matrix diagonalization. To reliably reproduce
thephaseboundariesof theentirephasediagram, the latticeunder consideration should
becompatiblewithall di�erentphases. Fig.B.1 shows the four latticeclustersweused. To
minimize finite size e�ects, all clusters are implemented with periodic boundary condi-
tions. Except for the 12-site cluster, theperiodicboundary conditions require compromis-
ing on the symmetries. We immediately see that only clusters (i) and (iv) implement the
discrete C6 rotational symmetry of the triangular lattice. Accordingly, in the two other
clusters one direction is special. The following table summarizes the symmetries of each
cluster:

Cluster #spins Klein C6 120◦ AFM chains
(i) 12 3 3 3 3

(ii) 24 3 7 7 3

(iii) 24 3 7 3 3

(iv) 27 7 3 3 7

The next biggest cluster a�er the 12-site cluster that incorporates all symmetries is
comprised of 48 sites, which is currently intractable with exact diagonalization routines.
However, a comparison of the results for all lattices in Fig. B.1 shows that in each case
all phases are present, albeit with slightly shi�ed boundaries. Lattice cluster (iii) only
breaks theC6 rotational symmetry, which only a�ects the nematic phase around the Ki-
taev point by li�ing the ground state degeneracy. Therefore, the results shown in Fig. 5.6
were obtained using cluster (iii).

(i) (ii) (iii) (iv)

Figure B.1.: Lattice clusters used in the exact diagonalization calculations.

151



152 Appendix B. Calculations for the triangular Kitaev model

B.2. Instability of the 120◦ order

The second order correction to the energy of the 120◦ induced by fluctuations has the
form

E(2) = E0 +
∑

x−links

E(2)
x +

∑
y−links

E(2)
y +

∑
z−links

E(2)
z . (B.1)

The first term corresponds to the correction coming from the Heisenberg interaction. It
is given by

E(2)
0 = −

∑
〈ij〉

[(
ε120◦δij +

JHS
2

2

)
π1iπ1j +

(
ε120◦δij − JHS2

)
π2iπ2j

]
, (B.2)

where the summation runs over all nearest-neighbor links. The contribution due to the
anisotropic Kitaev interaction is given by

E(2)
γ = JKS

2

[(
eγ1e

γ
1 cos(Q · ri) cos(Q · rj) + eγ2e

γ
2 sin(Q · ri) sin(Q · rj)

− eγ1eγ2
[
cos(Q · ri) sin(Q · rj) + sin(Q · ri) cos(Q · rj)

])
π1iπ1j

+ eγ3e
γ
3π2iπ2j

+
(
−eγ1 sin(Q · ri) + eγ2 cos(Q · ri)

)
eγ3π1iπ2j

+
(
−eγ1 sin(Q · rj) + eγ2 cos(Q · rj)

)
eγ3π1jπ2i

]
, (B.3)

where we have used πai ≡ πa(ri)with a = 1, 2 and γ = x, y, z.

B.3. Spin-wave analysis of the ferromagnet

The second order correction to the ferromagnetic Hamiltonian in the spin-wave analysis
is given by

H(2) =
1

2

∑
k∈1.BZ

[
ψ†khkψk − S

∑
γ=x,y,z

(cos(k · aγ)− 1)
(

2JH + JK

(
1− Ω̂2

γ

))]
,

(B.4)

with the two-component spinorψ†k =
(
a†k, a−k

)
. The spin orientation vector is given by

Ω̂ =

− sinφ − cos θ cosφ sin θ cosφ
cosφ − cos θ sinφ sin θ sinφ

0 sin θ cos θ


︸ ︷︷ ︸

≡R

0
0
1

 (B.5)



B.3 Spin-wave analysis of the ferromagnet 153

withR ∈ SO(3) being a rotation matrix. The matrix hk is given by

hk = 2S
[
JH

∑
γ=x,y,z

(cos(k · aγ)− 1)1

+ JK

{
(cos(k · ax)− 1)

(
e+
x e
−
x 1+ (e+

x )2σ+ + (e−x )2σ−
)

+ (cos(k · ay)− 1)
(
e+
y e
−
y 1+ (e+

y )2σ+ + (e−y )2σ−
)

+ (cos(k · az)− 1)e+
z e
−
z (1− σx)

}]
, (B.6)

with thePaulimatricesσx,σy, andσz , andweused theabbreviationse± = 1√
2
R(1,±i, 0)T

and σ± = 1
2(σx ± iσy). With the help of a Bogoliubov transformation we can compute

the correction δεFM to the classical ground state energy (5.56). To elucidate the analyt-
ical structure we focus on the contribution to this correction only to lowest order in the
Kitaev interaction,

δεFM = − 1

4N

∑
k∈1.BZ

h21(k)h12(k)

h11(k)|JK=0

=
S

2N

J2
K

|JH |
∑

k∈1.BZ

∣∣cxe+
x e

+
x + cye

+
y e

+
y − cze+

z e
−
z

∣∣2
cx + cy + cz

, (B.7)

where we have defined the shorthand cγ ≡ (cos(k ·aγ)−1). To evaluate this expression
we need the following integrals over the Brillouin zone

1

N

∑
k∈1.BZ

cαcβ
cx + cy + cz

N→∞−→

1

V1.BZ

∫
1.BZ

dk
cαcβ

cx + cy + cz
= −6

√
3− 2π

3π
δαβ −

5π − 6
√

3

6π
(1− δαβ). (B.8)

We evaluated here the integrals in the thermodynamic limit,N → ∞, with the volume
of the first Brillouin zone given by V1.BZ = 8π2

√
3
.

Furthermore, we need the following identity:∑
γ=x,y,z

(e+
γ e
−
γ )2 = −(e+

x e
−
y )2 − (e+

y e
−
x )2 +

[
(e+
x )2 + (e+

y )2 + (ê−x )2 + (ê−y )2
]
ê+
z ê
−
z

=
1

4

(
1 + Ω̂4

x + Ω̂4
y + Ω̂4

z

)
. (B.9)

Putting these results together yields the second-order energy correction in Eq. (B.10):

ε
(2)
FM = −S

2

J2
K

|JH |
3(2
√

3− π)

8π

(
1 + Ω̂4

x + Ω̂4
y + Ω̂4

z

)
. (B.10)
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