
 

 

 

 

 

THREE ESSAYS ON 

EARNINGS FORECASTS AND THEIR RELATION TO BANKRUPTCY RISK 

AND EARNINGS MANAGEMENT    

 

 

 

Inauguraldissertation 

zur 

Erlangung des Doktorgrades 

der 

Wirtschafts- und Sozialwissenschaftlichen Fakultät 

der 

Universität zu Köln 

 

 

2022 

 

 

vorgelegt  

von 

 

Tim Vater, M.Sc. 

 

aus  

Köln  

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Referent:  Univ.-Prof. Dr. Dieter Hess 

Korreferent:  Univ.-Prof. Dr. Thomas Hartmann-Wendels 

Vorsitz:  Univ.-Prof. Dr. Alexander Kempf 

Tag der Promotion: 21.06.2022  



 

 

 

 

 

Acknowledgements 

 

Die folgende Arbeit habe ich während meiner Zeit als wissenschaftlicher Mitarbeiter am 

Lehrstuhl für allgemeine Betriebswirtschaftslehre und Unternehmensfinanzen der Universität 

zu Köln angefertigt. Ich möchte mich bei allen bedanken, die mich während dieser Zeit 

unterstützt haben. 

Besonderer Dank gilt zunächst Prof. Dr. Dieter Hess für die sehr gute Betreuung im 

Rahmen der Promotion. Ohne seine Ratschläge und Ideen wäre diese Arbeit nicht möglich 

gewesen. Ebenfalls bedanke ich mich bei Prof. Dr. Thomas Hartmann-Wendels für die 

Übernahme des Zweitgutachtens meiner Dissertation und bei Prof. Dr. Alexander Kempf für 

die Übernahme des Vorsitzes der Prüfungskommission.  

Des Weiteren bedanke ich mich bei meinen Koautoren Simon Wolf und Luca Brunke für 

die angenehme Zusammenarbeit. Ihr habt wesentlich zur Erstellung dieser Arbeit beigetragen. 

Zusätzlich möchte ich mich bei Djarban Waning, Britta Quadt, William Liu, Frederik Simon, 

Tobias Lorsbach, Martin Hüttemann und Anke Gewand für die Unterstützung und schöne Zeit 

am Lehrstuhl bedanken. Außerdem bedanke ich mich bei Daniel Simpson für das 

Korrekturlesen.   

Zuletzt möchte ich mich noch herzlich bei meiner Familie und meinen Freunden für die 

Unterstützung in den vergangenen Jahren bedanken. 

 

Tim Vater 

  



 

 

 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This thesis consists of the following studies: 

 

Vater, T., Wolf, S., 2022, 

Analyzing Expected Accounting Losses in the Context of Bankruptcy Prediction, 

Working Paper, University of Cologne. 

 

Vater, T., 2022, 

Using the Expected Profitability Distribution to Predict SME Bankruptcy,  

Working Paper, University of Cologne. 

 

Brunke, L., Vater, T., 2022, 

The Relation Between Earnings Management and Model-Based Earnings Forecast Accuracy, 

Working Paper, University of Cologne. 

 



 

 

 

 



VII 

 

 

 

Contents 

 

List of Tables ........................................................................................................................... IX 

List of Figures ......................................................................................................................... XI 

1 Introduction ...................................................................................................................... 1 

2 Analyzing Expected Accounting Losses in the Context of Bankruptcy Prediction ... 9 

2.1 Introduction ................................................................................................................ 9 

2.2 Related Literature ..................................................................................................... 13 

2.3 Hypotheses, Methodology, and Data ....................................................................... 15 

2.3.1   Research Hypotheses ..................................................................................... 15 

2.3.2    Methodology ................................................................................................. 18 

2.3.3    Data and Variables ........................................................................................ 23 

2.4 Empirical Results ..................................................................................................... 26 

2.4.1    In-Sample Analysis ....................................................................................... 26 

2.4.2    Out-of-Sample Analysis ................................................................................ 29 

2.4.3    Size Analysis ................................................................................................. 32 

2.5 Conclusion ................................................................................................................ 35 

2.6 Appendices ............................................................................................................... 38 

3 Using the Expected Profitability Distribution to Predict SME Bankruptcy ............ 41 

3.1 Introduction .............................................................................................................. 41 

3.2 Related Literature ..................................................................................................... 45 

3.3 Methodology ............................................................................................................ 49 

3.4 Data and Variables ................................................................................................... 55 

3.5 Empirical Results ..................................................................................................... 59 

3.5.1    In-Sample Analysis ....................................................................................... 59 

3.5.2    Out-of-Sample Analysis ................................................................................ 61 

 



VIII 

3.5.3    SME Size Class Analysis .............................................................................. 65 

3.5.4    Robustness Tests ........................................................................................... 68 

3.6 Conclusion ................................................................................................................ 70 

3.7 Appendices ............................................................................................................... 73 

4 The Relation Between Earnings Management and Model-Based Earnings Forecast 

Accuracy .......................................................................................................................... 77 

4.1 Introduction .............................................................................................................. 77 

4.2 Related Literature ..................................................................................................... 80 

4.3 Methodology ............................................................................................................ 84 

4.4 Data .......................................................................................................................... 88 

4.5 Empirical Results ..................................................................................................... 89 

4.5.1    Relation Between Earnings Management and Forecast Accuracy ................ 90 

4.5.2    Improving Earnings Forecast Accuracy ........................................................ 91 

4.5.3    Evaluation of Implied Cost of Capital Estimates .......................................... 94 

4.5.4    Alternative Earnings Forecast Models .......................................................... 96 

4.6 Conclusion ................................................................................................................ 97 

4.7 Appendices ............................................................................................................... 99 

Bibliography ......................................................................................................................... 103 

  



IX 

 

 

 

List of Tables 

 

Table 2.1: Number of Bankrupt and Non-Bankrupt Firms per Year ................................ 24 

Table 2.2: Descriptive Statistics ........................................................................................ 25 

Table 2.3: Analysis of the Expected Loss Measures ......................................................... 27 

Table 2.4: Parameter Estimates of Rolling Logistic Regressions ..................................... 28 

Table 2.5: Performance Evaluation of One-Year Ahead Bankruptcy Forecasts ............... 30 

Table 2.6: Relation Between Expected Accounting Losses and Size Classes .................. 33 

Table A2.1: Variable Descriptions ....................................................................................... 38 

Table A2.2: Results for the Ohlson (1980)-Model and Altman (1983)-Model ................... 40 

Table 3.1: Number of Bankrupt and Non-Bankrupt Firms per Year ................................ 56 

Table 3.2: Descriptive Statistics ........................................................................................ 57 

Table 3.3: Analysis of the Probability Measures ............................................................... 58 

Table 3.4: Parameter Estimates of Logistic Regressions .................................................. 60 

Table 3.5: Performance Evaluation of One-Year Ahead Bankruptcy Forecasts ............... 62 

Table 3.6: Economic Value of Differing Misclassification Costs ..................................... 65 

Table 3.7: Relation Between the Probability Measures and SME Size Classes ............... 67 

Table A3.1: Variable Descriptions ....................................................................................... 73 

Table A3.2: Industry, SME Size Class, and Location Classification ................................... 75 

Table A3.3: Results for the Models by Altman (1983) and Ohlson (1980) ......................... 76 

Table 4.1: Descriptive Statistics ........................................................................................ 89 

Table 4.2: Relation Between Earnings Management and Forecast Accuracy ................... 90 

Table 4.3: Parameter Estimates of Earnings Regressions ................................................. 92 

Table 4.4: PAFE Comparison ............................................................................................ 94 

Table 4.5: ICC Firm-Level Tests ....................................................................................... 95 

Table 4.6: ICC Portfolio Tests ........................................................................................... 96 

 



X 

Table A4.1: Variable Descriptions ....................................................................................... 99 

Table A4.2: ICC Estimates ................................................................................................. 100 

Table A4.3: Results for the EP-Model by Li and Mohanram (2014) ................................. 101 

Table A4.4: Results for the Model by Hou, van Dijk, and Zhang (2012) .......................... 102 

 

 

 

 

 

 

 

  



XI 

 

 

 

List of Figures 

 

Figure 2.1: Visualization of the Research Hypotheses ....................................................... 17 

Figure 2.2: Differences and Levels of Out-of-Sample Performance Over Time ................ 31 

Figure 3.1: Visualization of the Three Probability Measures ............................................. 52 

Figure 3.2: Differences in Out-of-Sample Performance Over Time .................................. 64 

Figure 3.3: Robustness Tests Based on Industries, Size Classes, and Locations ............... 69 

Figure 4.1: Relation Between Earnings Management and Forecast Accuracy Over Time 91 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



XII 

 

 



1 

 

 

 

Chapter 1 

Introduction 

Earnings, or profitability, are a central measure of a firm’s performance.1 Obtaining 

accurate earnings forecasts is of special interest for practitioners and academics alike, as they 

are an important input for firm valuation, asset allocation, or cost of capital calculation (Tian et 

al. (2021) and Azevedo et al. (2021)). In recent years, research on cross-sectional model 

forecasts as an alternative to analysts’ earnings forecasts emerged. Studies provide evidence 

that model-based forecasts beat analysts’ forecasts in terms of coverage, forecast bias, and 

earnings response coefficient, and further result in more reliable expected return proxies (e.g., 

Hou et al. (2012) or Hess et al. (2019)). Konstantinidi and Pope (2016) and Chang et al. (2021) 

argue that the risk associated with future earnings is of importance, too. It affects firms’ 

investment and financing policies as well as their legal contracts (Chang et al. (2021)). They 

suggest the higher moments of the future earnings distribution, i.e., dispersion, skewness, and 

kurtosis, as measures of risk in future earnings, and show that these measures are related to 

common risk metrics such as credit risk ratings or corporate bond spreads. Intuitively, risk in 

future earnings should also be related to a firm’s bankruptcy risk. A firm facing higher 

uncertainty regarding their future earnings has potentially a higher probability of failure. 

Correia et al. (2018) provide initial evidence on this by testing whether the higher moments of 

future earnings improve bankruptcy predictions. They find that particularly dispersion is 

positively associated with future bankruptcies of bond issuers. 

In general, incorporating forward-looking measures into bankruptcy prediction models 

seems useful as bankruptcy prediction is per se a future-oriented process. A model that predicts 

a firm to become bankrupt in a future period should be more reliable if it includes expectations 

about firm characteristics in this future period. However, research incorporating forward-

looking measures into bankruptcy prediction is very limited (e.g., Correia et al. (2018) or Hess 

 
1  Throughout this thesis, the terms “earnings” and “profitability” are used interchangeably, as earnings either refer 

to earnings per share or earnings scaled by total assets. 
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and Hüttemann (2019)). Therefore, Chapter 2 and Chapter 3 of this thesis further examine the 

relation between such measures, i.e., earnings forecasts, and bankruptcy risk.  

When making use of earnings forecasts, it is crucial that they are accurate. As reported 

earnings are a key explanatory variable in most earnings forecast models (e.g., Hou et al. (2012) 

or Li and Mohanram (2014)), their reliability should have a critical impact on the predictive 

ability of these models. One factor that potentially affects the reliability of reported earnings is 

the extent of a firm’s earnings management (EM). EM is commonly defined as the use of 

managerial discretion in order to deceive stakeholders about a firm’s financial position or to 

affect contractual obligations that are based on reported financial numbers (e.g., Healy and 

Wahlen (1999) or Dechow and Skinner (2000)). However, the relation between the extent of a 

firm’s EM and the ability to forecasts its respective earnings has not been examined by prior 

research yet. Hence, Chapter 4 of this thesis aims to analyze this relation, and further use it to 

improve the predictive ability of earnings forecast models. 

 

The first essay (Chapter 2) is based on the working paper “Analyzing Expected Accounting 

Losses in the Context of Bankruptcy Prediction” co-authored by Simon Wolf.  

As noted above, we examine the relation between earnings forecasts and bankruptcy risk 

further. In detail, we analyze the role of expected accounting losses in bankruptcy prediction. 

We focus on losses, as losses should arguably contain more information about a firm’s 

bankruptcy risk than profits. Our analysis is based on the following hypotheses. First, we 

hypothesize that an expected loss signal reveals information about a firm’s bankruptcy risk. To 

test this, we add an expected loss dummy to the bankruptcy prediction models by Shumway 

(2001), Altman (1983), and Ohlson (1980). Second, we hypothesize that the expected 

profitability distribution reveals further insights into a firm’s bankruptcy risk and increases the 

ability of expected accounting losses to predict future bankruptcies. In contrast to previous 

literature, we do not estimate the higher moments of future profitability (e.g., Konstantinidi and 

Pope (2016), Correia et al. (2018), and Chang et al. (2021)). Instead, we use the expected 

profitability distribution to replace the expected loss dummy with two probability measures: 

(i) the probability over a one-year horizon that a firm will realize losses and (ii) the probability 

that these losses will exceed a firm’s current cash balance. The second probability measure 

serves as a proxy for illiquidity.  

We find that the empirical results support our hypotheses. While adding the expected loss 

dummy already increases the predictive ability of the bankruptcy prediction models, adding the 

probability measures improves performance even further. For instance, for the model by 

Shumway (2001), using the expected probability to realize losses instead of the expected loss 
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dummy increases the “10th performance decile” criterion introduced by Shumway (2001) by 

3.08% instead of 1.38% compared to the initial model. Results are even stronger when changing 

the probability’s threshold from losses in general to losses that exceed current cash balances. 

The probability of becoming illiquid shows the overall strongest predictive performance 

increase of 5.80% in the 10th performance decile throughout our analyses. This is unsurprising, 

as the inability to fulfil financial obligations is intuitively the economic rationale to file for 

bankruptcy. In total, we find a strong link between our expected loss measures and future 

bankruptcy filings.  

In addition, previous studies provide evidence that losses occur more frequently for smaller 

firms (e.g., Klein and Marquardt (2006)). Therefore, it becomes more challenging to detect the 

relevant loss that is causing bankruptcy out of all reported losses. Thus, the ability of our 

expected loss measures to predict future bankruptcies potentially depends on firm size. To 

account for this, we conduct a size analysis by interacting our expected loss measures with size 

classes. We find that the parameter estimates of our measures increase in firm size, indicating 

that the relevance of expected accounting losses grows in firm size when assessing a firm’s 

bankruptcy risk. Further, ex ante controlling for size in the relation between expected losses 

and bankruptcy risk significantly improves out-of-sample forecast accuracy. For example, the 

interacted model using the expected loss dummy (loss probability, illiquidity probability) shows 

a 10th performance decile value of 71.85% (74.45%, 74.72%). Overall, these findings indicate 

a size effect in the relation between expected losses and bankruptcy risk. 

Our study has implications for everyone facing counterparty risk, especially banks and 

investors. We provide evidence that expected accounting losses capture bankruptcy risk and 

thus, are a strong predictor for future bankruptcy filings. Particularly information about the 

expected profitability distribution substantially improves bankruptcy prediction models. By 

being able to assess the bankruptcy risk of a counterparty more accurately, market participants 

can take actions to avoid risk or install mechanism to mitigate the impact of potential risk 

factors. Also, standard setters for regulatory frameworks of banks and insurance companies 

should consider the insights expected accounting losses reveal about a firm’s liquidity when 

formulating capital requirements. Additionally, the idea to relate expected profitability 

distributions to different economic threshold is neither limited to bankruptcy prediction nor to 

the selected thresholds. Therefore, practitioners and researchers in related disciplines could 

easily adopt this approach for their specific research. Lastly, while our empirical results are 

based on a sample of US public firms, our measures rely solely on accounting numbers and do 

not depend on market data. Therefore, they can be added to bankruptcy prediction models 

intended for non-listed firms, too. This is crucial as previous research on increasing predictive 
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performance mostly refers to market variables as useful predictors (e.g., Beaver et al. (2005), 

Campbell et al. (2008), Beaver et al. (2012), among others). However, models that include such 

variables are not applicable to non-listed firms and therefore, to an enormous share of the cross-

section of firms. For instance, in the 27 member states of the European Union (EU) in 2020, 

small and medium enterprises (SMEs) accounted for more than 99% of all firms, contributed 

to 53% of total value added and generated 65% of employment (European Commission 

(2021)).2 The economic significance of non-listed firms further highlights the usefulness of our 

measures. However, our results need to be verified using an actual sample of non-listed firms.  

 

The second essay (Chapter 3) based on the working paper “Using the Expected 

Profitability Distribution to Predict SME Bankruptcy” tackles this task.  

Using an approach similar to Chapter 2, I analyze if measures based on the expected 

profitability distribution also improve SME bankruptcy prediction accuracy. In detail, using a 

sample of German SMEs, I extend the models by Altman and Sabato (2007), Altman (1983), 

and Ohlson (1980) by three measures based on the expected profitability distribution, 

particularly the area covering losses. First, I measure the probability that a firm will realize 

losses in general. Firms that are expectedly unprofitable should differ from expectedly 

profitable firms in terms of bankruptcy risk and thus, the probability to realize losses should 

improve bankruptcy prediction accuracy. Second, I estimate the probability that losses will 

consume current cash balances, serving as a proxy for illiquidity. Third, I compute the 

probability that losses exceed book equity, signaling that a firm becomes overindebted. Both 

illiquidity and overindebtedness are included as reasons for bankruptcy filing in the German 

insolvency statute. Hence, I expect a positive link between both measures and bankruptcy filing 

for German SMEs. 

I find that, in line with expectations, incorporating the expected loss probability or the 

expected illiquidity probability significantly improves the accuracy of SME bankruptcy 

prediction models. For instance, for the model by Altman and Sabato (2007), including the 

expected illiquidity probability significantly increases the 10th performance decile from 36.80% 

to 40.21% compared to the initial model. Including the expected loss probability shows an even 

stronger improvement with a value of 42.18%. This is in line with the findings of the previous 

chapter and provides evidence for a strong relation between both measures and SME 

bankruptcy risk. In contrast, the expected overindebtedness probability shows weaker results. 

While the 10th performance decile still increases to 37.18%, the difference to the initial model 

 
2  Throughout this thesis, the terms “SME”, “non-listed firm”, and “private firm” are used interchangeably. 
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is statistically insignificant, indicating a weaker link to SME bankruptcy risk. A potential 

explanation is that firms do not immediately file for bankruptcy in case of overindebtedness as 

the insolvency statute leaves firms some leeway, i.e., if a recovery is expected, bankruptcy filing 

is not necessary. Overall, findings indicate that the expected loss probability performs best. 

Further, using a hypothesized competitive SME loan market, I show that banks would 

economically benefit from incorporating this measure into bankruptcy prediction models.  

Moreover, analogous to Chapter 2, I perform a size analysis to test for a size effect in the 

relation between the probability measures and SME bankruptcy risk, by additionally interacting 

the three measures with SME size classes. In contrast to Chapter 2, out-of-sample prediction 

results do not provide evidence for a size effect as the performance is not significantly 

increased. However, this is in line with the results of Gupta et al. (2015) who show that 

considering small and medium firms separately when predicting SME bankruptcy is not 

necessary. 

My findings primarily contribute to the literature by showing that incorporating firm-

specific forward-looking measures into SME failure prediction models significantly improves 

forecast accuracy. To my knowledge, no other SME study incorporates such measures. I 

provide evidence that measures based on the expected profitability distribution, particularly the 

area covering losses, are a strong predictor for SME bankruptcy filing and improve forecast 

accuracy. This is crucial, because as Altman and Sabato (2007) show, more accurate predictions 

lead to lower capital requirements and lower credit costs. Therefore, I suggest that banking 

institutions incorporate the probability measures, particularly the probability to realize losses, 

when assessing SME bankruptcy risk in order to sustain SME financing. 

 

A requirement for the valuable findings of Chapter 2 and Chapter 3 is that the utilized 

earnings forecasts are accurate. As noted above, a factor that potentially affects the predictive 

ability of earnings forecasts models is EM. Therefore, the third essay (Chapter 4) examines the 

relation between the extent of a firm’s EM and the ability to forecasts its respective earnings. It 

is based on the working paper “The Relation Between Earnings Management and Model-Based 

Earnings Forecast Accuracy” co-authored by Luca Brunke. 

The analysis is structured as follows. First, we examine the general relation between the 

extent of a firm’s EM and the accuracy of model-based earnings forecasts. That is, we run 

annual cross-sectional regressions of forecast accuracy on the level of EM. We generate 

earnings forecasts for up to three years ahead for the residual income (RI) model by Li and 

Mohanram (2014) and use the price-scaled absolute forecast error (PAFE) to evaluate forecast 

accuracy. Further, in line with the bigger part of research on EM, we use absolute discretionary 
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accruals as a measure for the extent of a firm’s EM (e.g., Frankel et al. (2002), Klein (2002), 

Bergstresser and Philippon (2006), among others), and we estimate discretionary accruals using 

the accruals model of Dechow et al. (1995). Second, we aim to use the relation between the 

extent of a firm’s EM and forecast accuracy to improve the predictive ability of earnings 

forecast models. We rank firms annually into quintiles based on the extent of a firm’s EM and 

create five dummy variables that indicate a firm’s respective quintile. We then interact the 

earnings forecast model with the EM quintile dummy variables, and we again generate earnings 

forecasts for up to three years ahead. Third, we test whether implied cost of capital (ICC) 

estimates based on the interacted model are more reliable expected return proxies in comparison 

to the initial model. For the cross-section of firms, we annually (i) regress realized future returns 

on the ICCs, and (ii) rank firms into deciles based on the ICCs and implement a long-short-

strategy, i.e., we compute the spread between the highest and lowest decile. 

In line with our expectations, we find a significantly positive relation between forecast 

errors and the extent of a firm’s EM for all forecast horizons. That is, we provide empirical 

evidence that a higher degree of EM corresponds to a worse performance in terms of model-

based earnings forecast accuracy. In detail, for one-, two-, and three-year ahead earnings 

forecasts, we find significantly positive average parameter estimates of 0.0204, 0.0189, and 

0.0182, respectively. Subsequently, when interacting the earnings forecast model with the EM 

quintile dummy variables, we find that PAFEs significantly decrease compared to the initial 

model. For instance, for one-year ahead forecasts, the median (mean) PAFE of the initial model 

is 3.72% (13.30%), whereas the PAFE of the interacted model is 3.18% (11.76%). Furthermore, 

we show that ICCs based on the interacted model exhibit higher correlations to realized future 

returns and that the long-short strategy yields higher returns for holding periods of up to three 

years. For example, for one-year ahead forecasts, the initial model shows an average parameter 

estimate of 0.1904 and a buy-and-hold return of 10.63%, while the interacted model shows 

values of 0.2176 and 12.32%, respectively. 

Our findings contribute to the literature by providing first empirical evidence on the 

significantly negative relation between the extent of a firm’s EM and the ability to forecast its 

respective earnings figure. The negative relation we find indicates that managers’ actions lower 

earnings predictability. This is potentially related to an impaired quality of reported earnings as 

a consequence of opportunistic managerial discretion. By showing this, we add to the debate 

on managers’ incentives for EM. We support the findings of previous studies indicating that 

EM is performed for opportunistic reasons, i.e., with the intention of misleading stakeholders 

to obtain some personal gain (e.g., Perry and Williams (1994), Teoh et al. (2002), or 

Bergstresser and Philippon (2006)), instead of aiming to increase the information content of 
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reported earnings (Beneish (2001)). Moreover, the results of the interacted model highlight that 

information about firms’ EM should be incorporated into earnings forecast models as it 

improves the predictive ability and results in more reliable ICCs that yield higher investment 

strategy returns. This supports previous research (e.g., Hou et al. (2012) or Hess et al. (2019)), 

and further establishes model-based earnings forecasts as a viable alternative to analysts’ 

earnings forecasts. 

 

In summary, Chapter 2 of this thesis contributes to the literature by providing evidence 

that expected accounting losses capture bankruptcy risk and thus, are a strong predictor for 

future bankruptcy filings of listed firms. Particularly information about the expected 

profitability distribution significantly improves the accuracy of bankruptcy prediction models. 

Building on these findings, Chapter 3 shows that these measures are also a strong predictor for 

SME bankruptcy filings and that they improve forecast accuracy. This result is crucial, as 

banking institutions that incorporate our measures could lower their capital requirements and 

consequently decrease SME credit costs. Finally, Chapter 4 provides first evidence for a 

significantly negative relation between the extent of a firm’s EM and model-based earnings 

forecast accuracy. Further, Chapter 4 presents how information about firms’ EM can be used 

to improve the predictive ability of earnings forecast models. 
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Chapter 2 

Analyzing Expected Accounting Losses in the Context 

of Bankruptcy Prediction 

2.1 Introduction 

Bankruptcy prediction has been studied intensively in finance and accounting for decades.3 

The ability to forecast bankruptcy probabilities is relevant whenever market participants need 

to assess counterparty risk. For instance, it enables creditors to allocate loans more profitably, 

investors to assign capital resources more efficiently, or regulators to formulate capital 

requirements. 

Following the Financial Accounting Standard Board (FASB), a firm fulfills the “going 

concern” condition if there are, in aggregate, no “… conditions or events that raise substantial 

doubt about the entity’s ability to continue …” (FASB (2014), p. 1). According to FASB, 

stakeholders expect firms to have higher bankruptcy probabilities in case substantial doubt 

exists. Moreover, FASB lists adverse financial trends like “recurring operating losses” (FASB 

(2014), p. 13) as an example for events that raise such substantial doubt. Hence, the risk of 

being unprofitable is directly linked to a firm’s bankruptcy risk. Literature already provides 

empirical evidence for this. For example, Ohlson (1980) shows that firms that realize negative 

net income in two consecutive years show significantly higher bankruptcy probabilities than 

comparable firms with less persistent losses. In addition, Beaver et al. (2012) find similar results 

when current loss information is incorporated into a bankruptcy prediction model. Both studies 

are evidence for the predictive power of accounting losses as a simple but strong signal for 

assessing a firm’s bankruptcy risk, confirming the position of FASB. 

 

 
3  See for example Beaver et al. (2012) for an overview of bankruptcy prediction literature. 



10 

In terms of accounting losses, previous literature mainly examines past profitability.4 

However, a recent body of research tackles the relation of risk measures and expected 

profitability (e.g., Konstantinidi and Pope (2016), Correia et al. (2018), or Chang et al. (2021)). 

Modelling forward-looking measures has at least two advantages for bankruptcy prediction. 

First, “predicting” is a future-oriented process that aims to make statements about a firm’s 

future condition. A model that predicts a firm to become bankrupt in a future period should 

intuitively be more reliable if it includes expectations about firm characteristics in this future 

period. Second, estimating expectations allows to model firm-specific distributions. This is 

important as information embedded in a single observation (e.g., past profitability) and in a 

distribution substantially differs. For example, two firms with equal realized profitability could 

have unequal risk characteristics, and therefore, ex ante probabilities to realize this profitability 

could be fundamentally different. When forming expectations about future profitability, this 

can be accounted for and the model can draw on this distributional information. Recent studies 

provide empirical evidence for this. For example, Konstantinidi and Pope (2016) and Chang et 

al. (2021) find a strong relation between expected profitability distributions and common risk 

measures like equity ratings and bond ratings. Moreover, Correia et al. (2018) directly link 

expected distributions of future profitability to bankruptcies of bond issuers. 

Building on that, we explore the role of expected profitability distributions in bankruptcy 

prediction further. In line with FASB, we focus on accounting losses, as the part of the 

distribution showing unprofitability should arguably be of higher interest when estimating a 

firm’s bankruptcy risk.5 In short, our paper shows that extending bankruptcy prediction models 

by information about expected accounting losses, specifically information embedded in loss 

distributions, significantly improves forecast accuracy.6 We use the Shumway (2001)-model as 

benchmark throughout the paper as previous literature points out that this model exhibits high 

predictive accuracy (e.g., Shumway (2001), Chava and Jarrow (2004), and Bauer and Agarwal 

(2014)). By improving an already well-performing prediction model, we highlight the 

predictive power of our measures. However, inferences are unchanged when alternative models 

are tested. In detail, we also show results for the Ohlson (1980)-model and the Altman (1983)- 

 

 
4  While some models use market data to implicitly incorporate forward-looking characteristics (e.g., Shumway 

(2001)), the majority of models does not. 
5  Throughout this paper, the term “unprofitable” refers to realizing “accounting losses”. Further, we will use the 

terms “accounting losses” and “losses” interchangeably. 
6  We define the area of the profitability distribution that relates to losses as “loss distribution” throughout this 

paper. 
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model (see Table A2.2).7 In contrast to Shumway (2001), these models do not rely on market 

variables and thus, are applicable to private firms as well. 

To show how expected loss information improves forecast accuracy, we follow a stepwise 

approach. In a first step, we analyze the predictive power of a simple binary loss variable. That 

is, we add a loss dummy to the Shumway (2001)-model. However, contrary to Ohlson (1980) 

and Beaver et al. (2012), we use a forward-looking signal, i.e., an expected loss dummy based 

on median profitability forecasts.8 In a second step, we expand the idea of expected losses as a 

predictor of future bankruptcies by using distributional information. Previous literature uses the 

entire expected profitability distribution to compute the distribution’s higher moments (e.g., 

Konstantinidi and Pope (2016), Correia et al. (2018), and Chang et al. (2021)). We deviate from 

this approach by using a concept similar to value at risk (VaR) that allows us to solely focus on 

the part of the distribution covering losses. While a VaR is typically defined as a value not 

exceeded given a certain probability, we rearrange the concept. That is, we compute firm-

specific expected probabilities to exceed certain accounting losses in the future. In detail, 

following Chang et al. (2021), we estimate out-of-sample conditional distributions of future 

profitability for each firm-year. We then use these firm-specific distributions to replace the 

binary loss signal by two probability measures: (i) the probability over a one-year horizon that 

a firm will realize losses and (ii) the probability that these losses will exceed a firm’s current 

cash balance (i.e., illiquidity proxy).9 In line with Konstantinidi and Pope (2016), we expect 

our measures to capture risk in future profitability that translates into firm-specific bankruptcy 

risk. In a last step, we test for non-linearity in the relation between accounting losses and 

bankruptcy risk. Previous studies provide evidence that losses occur more frequently for smaller 

firms (e.g., Klein and Marquardt (2006)). Therefore, the ability of our expected loss measures 

to predict future bankruptcies potentially depends on firm size. To account for this, we conduct 

a size analysis by interacting our measures with size classes. 

We find that adding our expected accounting loss measures to the Shumway (2001)-model 

significantly improves performance. While an expected loss dummy already increases forecast 

accuracy, the probability measures improve performance further. For example, using the 

expected loss probability instead of a simple dummy increases the “10th performance decile” 

 

 
7  Further, untabulated tests show comparable results for the bankruptcy prediction models by Altman (1968) and 

Zmijewski (1984). 
8  Previous literature (e.g., Evans et al. (2017) or Tian et al. (2021)) provides evidence that earnings forecasts 

based on quantile regressions, specifically median regressions, outperform forecasts generated by Ordinary-

Least-Squares regressions in terms of predictive accuracy. 
9  The probability of losses exceeding current cash balances is only a proxy for becoming illiquid. However, we 

refer to this as “illiquidity” throughout this paper. Section 2.3.2 further outlines the rationale to use this proxy 

and briefly discusses potential alternatives. 
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criterion introduced by Shumway (2001) by 3.08% instead of 1.38%. Results are even stronger 

when changing the probability’s threshold from losses in general to losses that exceed current 

cash balances. That is, the probability of becoming illiquid shows the overall strongest 

predictive performance increase (5.80%) in the 10th performance decile throughout our 

analyses. This is as expected, as the inability to fulfil financial obligations or claims is 

intuitively the economic rationale to file for bankruptcy. Hence, we find a strong link between 

expected illiquidity and future bankruptcy filings. Inferences are unchanged when looking at 

the “Area Under the Receiver Operating Characteristics Curve” (AUC) criterion. Furthermore, 

a time-series analysis reveals that the superior performance of our models holds for the bulk of 

years in our sample period. For the size analysis, we find that the relevance of the loss signal is 

reduced for firms with more frequent losses but increased for firms with infrequent losses. That 

is, the signal is less important for smaller firms, but more important for larger firms. 

Consequently, when ex ante controlling for different size classes, i.e., fitting different parameter 

estimates for different firm sizes, forecast accuracy increases even more. This is evidence for a 

size effect in the relation between expected losses and bankruptcy risk. 

Our paper contributes to the literature as follows. First, we provide evidence that expected 

accounting losses capture bankruptcy risk and thus, are a strong predictor for future bankruptcy 

filings. Especially when using information about the expected profitability distribution, we 

improve the Shumway (2001)-model substantially. Second, we show that losses that might 

deplete a firm’s current cash balance are more relevant than losses in general. Therefore, besides 

the fact that a firm will realize losses with a certain probability, the severity of these losses is 

relevant, too. In result, a high probability of expected losses exceeding current cash balances is 

a strong sign that the firm could suffer from illiquidity and become bankrupt. Third, we add to 

previous literature on the relation between accounting losses and firm size. We find that for 

firms with more frequently occurring losses (i.e., smaller firms), expected losses are a weaker 

signal for future bankruptcies. Fourth, our approach is not limited to extending the Shumway 

(2001)-model. Instead, our measures can theoretically be added to any bankruptcy prediction 

model. Further, because our measures do not depend on market data, they can also be added to 

bankruptcy prediction models intended for non-listed firms. Fifth, the idea to relate the 

conditional distribution of future profitability to different economic threshold is neither limited 

to bankruptcy prediction nor to the selected thresholds. Therefore, practitioners and researchers 

in related disciplines could easily adopt this approach and evaluate the loss probability against 

different threshold that are reasonable for their specific research. Ultimately, we provide 

guidance for regulators, rating agencies, banks, practitioners, and academics. They should adopt 
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our measures to capture the underlying risk in a firm’s profitability when assessing 

creditworthiness, bankruptcy risk, and solvency. 

The remainder of this paper is structured as follows. Section 2.2 provides a brief overview 

of related literature. Section 2.3 outlines our research hypotheses, the methodology, and the 

underlying data for our empirical analysis. Section 2.4 presents the empirical results. Section 

2.5 concludes and gives an outlook for future research. 

 

2.2 Related Literature 

The objective of our paper is to analyze the role of expected losses, particularly loss 

distributions, for bankruptcy prediction. Therefore, we use this section to provide a brief 

overview of literature on bankruptcy prediction and on model-based earnings forecasts.10 

Additionally, we review recent studies that explicitly link forecasted profitability to accounting-

based risk measures, a concept that we adopt for bankruptcy prediction.  

Altman (1968) was first to introduce a multivariate bankruptcy prediction model based on 

financial ratios. Using a matched sample, he implements multiple discriminant analysis (MDA) 

to detect systematic differences in characteristics of bankrupt and non-bankrupt firms. In result, 

Altman (1968) combines leverage, profitability, liquidity, solvency, and activity to define the 

Z-Score bankruptcy prediction model.11 

In the following decade, MDA is used extensively for bankruptcy prediction. Yet, critics 

outline that two restrictive assumptions of MDA, namely the multinormality and common 

dispersion matrices assumptions, are frequently violated (e.g., Joy and Tollefson (1975) or 

Eisenbeis (1977)). Besides these problematic assumptions, MDA has practical problems, too. 

For example, it is not possible to measure the relative importance of one explanatory variable 

based on MDA’s standardized coefficients (e.g., Altman et al. (1977), Joy and Tollefson (1975), 

or Eisenbeis (1977)). In response to these drawbacks, Ohlson (1980) suggests a logit model to 

forecast bankruptcies. Even when forecast accuracy does not substantially increase compared 

to MDA, logit models show statistical advantages compared to MDA and are better suited for 

predicting a binary outcome.12 After Ohlson (1980), bankruptcy prediction using logit models 

gains popularity and applicants continue to set up static logit models to forecast bankruptcies. 

 
10  We use earnings scaled by total assets (i.e., profitability) for our analysis. The terms “earnings” and 

“profitability” are used interchangeably throughout this paper. 
11  In addition, Altman (1983) modifies his Z-Score model for private firms (Z’-Score model) by calculating 

financial leverage based on book values instead of market values. Moreover, Altman (1983) argues that industry 

effects potentially affect asset turnover and thus, excludes asset turnover from the model (Z’’-Score model). 
12  For example, the approach needs no assumptions about prior bankruptcy probabilities or the distributions of 

explanatory variables (Ohlson (1980)).  
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However, Shumway (2001) points out potential inconsistencies when applying static logit 

models. Those models use exactly one observation per firm throughout the entire sample period 

to estimate parameters. He argues that this ignores the dynamics in firm characteristics and 

bankruptcy probabilities prior to the infrequent event of filing for bankruptcy. Hence, as each 

firm contributes to the fit with exactly one static set of explanatory variables, there is a large 

loss in information. In consequence, the research design induces a selection bias. To solve this, 

Shumway (2001) suggests a discrete hazard model, i.e., a multi-period logit model that accounts 

for the dynamics in firm characteristics to fit the model. Such models use all available firm-

year observations and allow bankruptcy probabilities to change in accordance to changing firm 

characteristics (i.e., a dynamic set of predictors). Until today, discrete hazard models are 

commonly used to predict bankruptcy probabilities. 

More recently, Beaver et al. (2012) analyze how characteristics of financial statement 

quality influence the information accounting measures provide for assessing a firm's bankruptcy 

risk. Using a fully interacted model to account for losses, they find that the occurrence of a loss 

significantly increases a firm's bankruptcy probability. Therefore, the authors provide evidence 

for the relevance of accounting losses when assessing a firm’s bankruptcy risk. Moreover, the 

authors show that accounting measures and market variables are complemental, such that 

bankruptcy prediction models should include measures of both. 

In terms of model-based earnings forecasts, recent studies focus on cross-sectional models 

because of the extensive growth in archival data over the past decades. Hou et al. (2012) are the 

first to provide empirical evidence for the applicability of cross-sectional earnings forecast 

models for a broad set of firms. As the authors outline, these models minimize data 

requirements and hence, in contrast to time-series models, do not induce survivorship bias. To 

generate firm-specific forecasts, only the most recent firm fundamentals are required. Hou et 

al. (2012) test how these model-based forecasts perform compared to analysts’ forecasts. They 

find that model-based forecasts show larger earnings response coefficients (e.g., Ball and 

Brown (1968), Brown et al. (1987), among others) and lead to more accurate expected return 

proxies. 

In a subsequent study, Li and Mohanram (2014) argue that the approach of Hou et al. 

(2012) can be improved by: (i) allowing the model to differentiate between the earnings 

persistence of profit and loss firms, (ii) adjusting the earnings metric for special items, and (iii) 

estimating standardized earnings (i.e., earnings per share). In their empirical test, the authors 

find that their adjusted model outperforms the Hou et al. (2012)-model. 

While Hou et al. (2012) and Li and Mohanram (2014) provide evidence for the validity of 

cross-sectional earnings forecasts in general, Konstantinidi and Pope (2016) analyze how these 
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forecasts relate to a firm’s risk. The authors apply a cross-sectional model to estimate certain 

percentiles of firm-specific future earnings distributions using quantile regressions. Next, they 

convert these percentile estimates into measures of expected level, dispersion, asymmetry, and 

tail risk (i.e., higher moments). They find that these measures correlate with various risk 

proxies, such as credit risk ratings and corporate bond spreads. These findings raise the question 

whether distributional properties of future earnings might also help to estimate firm-specific 

bankruptcy risk. 

Taking on this question, Correia et al. (2018) test whether the higher moments of future 

earnings improve out-of-sample bankruptcy predictions. They find that particularly the 

dispersion measure is positively associated with future bankruptcies of bond issuers, and that 

this finding is robust to controlling for further risk measures. With this, Correia et al. (2018) are 

the first to shed light on the value of future earnings’ distributional properties for bankruptcy 

prediction. 

Chang et al. (2021) pick up the approach of Konstantinidi and Pope (2016) to estimate the 

distribution of future earnings and derive the higher moments using quantile regressions. 

However, the authors raise concerns about the consistency of the higher moment estimates by 

Konstantinidi and Pope (2016). They argue that (i) using ad hoc formulas based on seven 

percentiles instead of adequate descriptions of the higher moments and (ii) the fact that 

estimated quantiles might cross, can lead to inconsistencies. To resolve this, Chang et al. (2021) 

approximate the entire distribution by estimating 150 percentiles and adjust this distribution for 

quantile crossing using a rearrangement method introduced by Chernozhukov et al. (2010). 

Afterwards, the authors use standard formulas to calculate the higher moments. They find that 

these consistent earnings-based risk measures are reflected in equity prices and credit spreads, 

providing further empirical evidence for the relevance of accounting-based risk measures. 

Given this recent development in literature, extending bankruptcy prediction models with 

information about expected loss distributions is a straightforward task to tackle. 

 

2.3 Hypotheses, Methodology, and Data 

This section outlines our research hypotheses and the methodology we use to test them. 

Further, we provide a detailed description of the data sample used for our empirical analysis. 

 

2.3.1 Research Hypotheses 

First, we hypothesize that expected accounting losses have predictive power for future 

bankruptcies in general. Firms that are expectedly unprofitable differ from expectedly 
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profitable firms in terms of bankruptcy risk. To test this, we follow Ohlson (1980) and Beaver 

et al. (2012) and use a dummy variable to capture the information expected losses provide. That 

is, we use a simple binary variable that indicates whether a firm is expected to be profitable or 

not in the upcoming fiscal period.13 Therefore, we hypothesize that: 

 

H1: Expected accounting losses increase a firm’s bankruptcy risk. Including an expected loss 

dummy in bankruptcy prediction models improves forecast accuracy.  

 

Second, we hypothesize that information about the distribution of expected accounting 

losses better predicts future bankruptcy filings than a dummy signal. To test this, we use a VaR 

measure that captures a firm’s expected probability to realize accounting losses in the upcoming 

fiscal period. Thereby, we deviate from previous literature that uses standardized distributional 

moments based on the entire distribution to capture risk (e.g., Chang et al. (2021)). We argue 

that the area of the distribution dealing with accounting losses should be of higher interest for 

bankruptcy prediction.14 This idea is in line with FASB’s position that losses are relevant when 

assessing bankruptcy risk (FASB (2014)). Therefore, we hypothesize that: 

 

H2: The expected profitability distribution provides additional insights into a firm’s 

bankruptcy risk. Replacing the expected loss dummy with the probability to realize future 

losses further improves forecast accuracy. 

 

Third, we hypothesize that the area of the distribution dealing with severe losses better 

predicts future bankruptcy filings than the area of the distribution covering losses in general. In 

more detail, a firm’s profitability distribution can intuitively be tested against economic 

thresholds besides zero. In the context of bankruptcy prediction, alternative thresholds originate 

from the regulatory bankruptcy filing requirements. Specifically, a firm’s inability to pay its 

obligations when due (i.e., illiquidity) requires filing for bankruptcy. This illiquidity could be 

affected by accounting losses. That is, a firm could realize severe losses that potentially translate 

into a depletion of the current cash balance and leave the firm illiquid. We hypothesize that: 

 
13  For robustness, we also test a current loss dummy following Beaver et al. (2012). Untabulated tests reveal that 

results are comparable. However, our hypotheses H2 and H3 relate to the distribution of future accounting 

losses. Obtaining a distribution from a single observed profitability is not possible. Therefore, we estimate firm-

specific conditional distributions of expected profitability. Thus, to be consistent with hypothesis H2 and H3, 

we use an expected loss dummy for hypothesis H1. 
14  For robustness, we also test the higher moments of the distribution. Untabulated tests show that these measures 

are not consistently related to future bankruptcies and do not improve out-of-sample performance substantially. 
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H3: The area of the expected profitability distribution covering severe losses provides 

additional insights into a firm’s bankruptcy risk. Replacing the probability to realize future 

losses in general with the probability to realize severe future losses that potentially 

translate into illiquidity further improves forecast accuracy. 

 

However, we acknowledge that illiquidity is mainly driven by the net cash outflow over a 

fiscal period and that using accounting losses only serves as a proxy.15 We further elaborate on 

this in Section 2.3.2. 

To summarize, Figure 2.1 visualizes our research hypotheses using an exemplary 

cumulative distribution function. The dotted line separates positive and negative profitability 

and serves as reference point for our analysis. Hypothesis H1 tests whether the firm is expected 

to be profitable or not, i.e., whether the median expected profitability (dashed line) is left or 

right from the reference point. Hypothesis H2 assesses the probability of a firm to be 

unprofitable in the subsequent fiscal year (gray plus black area). In addition, hypothesis H3 

accounts for the severity of the expected loss by moving the reference point from “loss” to 

“depleting current cash balance” (black area). 

 

 
15  However, literature provides evidence for a strong relation between earnings and cash flow (e.g., Bowen et al. 

(1986) or Dechow et al. (1998)). 

Figure 2.1: Visualization of the Research Hypotheses 

 

This figure visualizes our research hypotheses using an exemplary cumulative profitability distribution. The dotted line separates negative and

positive profitability, and the dashed line represents the median profitability forecast (H1). The gray plus the black area refer to the probability

of expected losses (H2), while the black area only refers to the illiquidity probability (H3).
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2.3.2 Methodology 

Predicting Future Profitability Distributions  

We use quantile regressions to forecast firm-specific quantile functions of one-year ahead 

profitability out-of-sample. In line with Koenker and Bassett (1978), Angrist and Pischke 

(2009), and Konstantinidi and Pope (2016), we fit the following regression model to obtain 

individual percentile estimates: 

 

Qτ(Profi,t+1|Xi,t) = argβτ minE[ρτ(Profi,t+1 − Xi,t
′ βτ)]

= argβτ minE[ρτ(ui,t+1)]

= argβτ minE[τ ∙ |ui,t+1|ui,t+1>0
+ (1 − τ) ∙ |ui,t+1|ui,t+1≤0

]                   (2.1) 

  

where Qτ is the τth percentile of one-year ahead expected profitability (Profi,t+1) 

conditional on the set of explanatory variables Xi,t for firm i in the tth period. It is derived by 

minimizing the check function ρτ(ui,t+1) that weighs the forecast errors ui,t+1 

asymmetrically.16 Afterwards, we obtain the firm-specific cumulative distribution function by 

inverting the forecasted quantile function. 

Analogously to recent literature on earnings forecasts, we perform rolling window cross-

sectional regressions to fit the model (e.g., Hou et al. (2012), Li and Mohanram (2014), and 

Konstantinidi and Pope (2016)).17 We follow Chang et al. (2021) and estimate 150 percentiles 

evenly spread between 0 and 1 to predict the shape of the distribution. According to Koenker 

and Bassett (1978), a substantial problem that may occur with this approach that leaves the 

estimated distribution inconsistent is “quantile crossing”. Quantile crossing means that the 

estimated percentiles are not monotonously increasing, e.g., that lower percentiles exceed 

higher percentiles at some point in the distribution. Quantile crossing typically occurs because 

of estimation errors. As estimation errors are potentially higher for extreme percentiles, the risk 

of quantile crossing increases the more percentiles are estimated. However, Chernozhukov et 

al. (2010) introduce a rearrangement method to resolve quantile crossing and to obtain 

consistent distributions. In line with Chang et al. (2021), we implement this method and obtain 

consistent estimates of future profitability distributions.18  

 
16  See Konstantinidi and Pope (2016) for a more detailed description of the approach. 
17  To lower data requirements, we start with a five-year window at the beginning of our sample period and expand 

it to ten years successively. 
18  See Chernozhukov et al. (2010) or the online appendix of Chang et al. (2021) for a detailed description of this 

approach. 
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We deviate from Chang et al. (2021) in terms of the specific cross-sectional forecast model 

we use. To estimate the conditional distribution of future profitability, we employ the model by 

Konstantinidi and Pope (2016): 

 

Profi,t+1 =      β+,0 + β+,1 ∙ OCFi,t + β+,2 ∙ ACCi,t + β+,3 ∙ SPIi,t      

                       + β−,0 + β−,1 ∙ OCFi,t + β−,2 ∙ ACCi,t + β−,3 ∙ SPIi,t  + εt+1                               (2.2) 

 

where Profi,t+1 is profitability (asset-scaled earnings), OCFi,t is operating cash flow, ACCi,t 

is accruals, and SPIi,t is special items. Furthermore, (+) is an indicator for profit firms and (-) 

indicates a loss firm. All explanatory variables are deflated by total assets.19 We select the 

Konstantinidi and Pope (2016)-model as previous research shows that there is a substantial 

difference in earnings persistence between profit and loss firms (e.g., Li (2011), Li and 

Mohanram (2014), among others). As we are particularly interested in the role of losses within 

our analysis, we argue that a fully interacted model that fits different parameters for profitable 

and unprofitable firms produces more reliable distribution estimates for our task.20  

We obtain out-of-sample firm-specific estimates for each percentile and by that, for the 

conditional distribution, by combining each percentiles’ parameter estimates for profit and loss 

firms with current firm fundamentals (OCFi,t, ACCi,t, and SPIi,t). As firm fundamentals vary 

across firms and over time, the conditional distribution estimates are firm-specific and time-

varying. 

 

Predicting Future Bankruptcy Filings 

We predict firm-specific one-year ahead bankruptcy probabilities with a discrete hazard 

model, i.e., a logistic regression model that uses multiple observations per firm (e.g., Shumway 

(2001), Chava and Jarrow (2004), or Correia et al. (2018)): 

 

Pi,t(yi,t+1 = 1|Xi,t) =
1

1 + exp(−Xi,t
′ β)

                                                                                         (2.3) 

 

 
19  We describe all variables used in this paper in more detail in Section 2.3.3 and Table A2.1. 
20  Untabulated tests show that the tenor of results is unchanged when we use alternative earnings forecast models, 

e.g., the model by Hou et al. (2012), the RI model and EP model by Li and Mohanram (2014), or the model by 

Chang et al. (2021). 
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where yi,t+1 is a dummy variable that indicates whether a firm files for bankruptcy within 

the subsequent twelve months, Xi,t
′  is the set of explanatory variables, and β is the vector of 

parameters.  

To predict bankruptcy probabilities out-of-sample, we use the Shumway (2001)-model as 

Shumway (2001), Chava and Jarrow (2004), and Bauer and Agarwal (2014) provide evidence 

that it shows a high accuracy and outperforms other prediction models (e.g., the Altman (1968)-

model or Zmijewski (1984)-model). The Shumway (2001)-model is defined by the following 

equation: 

 

Xi,t
′ β =  β0 + β1 ∙ RoAi,t + β2 ∙ Debt Ratioi,t + β3 ∙ Rel. Sizei,t

+ β4 ∙ Ex. Returni,t + β5 ∙ Sigmai,t                                                                             (2.4) 

 

with return on assets (RoAi,t) and excess returns (Ex. Returni,t) as profitability measures 

that capture book and market return, and Debt Ratioi,t, Rel. Sizei,t, and Sigmai,t (idiosyncratic 

risk) as risk measures. 

To test our research hypotheses, we use univariate extensions of the Shumway (2001)-

model with three measures based on the predicted profitability distribution. First, we extend the 

model by an expected loss dummy based on the median profitability forecast. Second and third, 

we add two probability measures, namely the probability to realize future accounting losses in 

general and the probability that these losses deplete a firm’s current cash balance. For 

simplicity, we describe the univariate model extensions by adding the explanatory variable Zi,t, 

representative for each of the three additional variables: 

 

Xi,t
′ β =  β0 + β1 ∙ RoAi,t + β2 ∙ Debt Ratioi,t + β3 ∙ Rel. Sizei,t

+ β4 ∙ Ex. Returni,t + β5 ∙ Sigmai,t + β6 ∙ Zi,t                                                          (2.5) 

 

Our three expected accounting loss measures are defined as follows: 

 

(i)  E[LossDummyt+1] = {
1, E[Proft+1,P50] < 0

0, E[Proft+1,P50] ≥ 0
 

(ii)  P(E[Proft+1] < 0)  

(iii) P(E[Proft+1] < −Cash Balance𝑡)   
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For the remainder of our paper, we will refer to (i) as “Loss Dummy”, (ii) as “Loss 

Probability”, and (iii) as “Illiquidity Probability”. Loss Dummy equals 1 if the median 

profitability forecast is negative, and 0 otherwise. Loss Probability equals the largest percentile 

of the profitability distribution with negative profitability. Therefore, it is the value of the VaR’s 

inverse function when using future accounting losses as threshold. Analogously, Illiquidity 

Probability is the value of the VaR’s inverse function when defining future accounting losses 

depleting current cash balances as threshold.21 

As stated before, we acknowledge that illiquidity is mainly driven by the net cash outflow 

over a fiscal period. That is, if net cash outflow (∆(Cash Balance)t+1) depletes the cash 

balance, a firm is unable to pay further obligations: 

 

0 =
Cash Balancet
Total Assetst

+
 E[∆(Cash Balance)t+1]

Total Assetst
                                                                            (2.6) 

 

In terms of financial reporting, net cash outflow is limited to the current cash balance.22 

Therefore, we cannot observe the contractual claims that would exceed a firm’s cash balance. 

Thus, a reliable estimation of future illiquidity is difficult. To address this issue, we use 

profitability (Proft+1) to approximate this risk of becoming unable to pay:23 

 

0 >
Cash Balancet
Total Assetst

+  E[Proft+1]                                                                                                    (2.7) 

 

Further, to perform the size analysis in Section 2.4.3, we annually form size terciles based 

on total assets to class observations into “small”, “medium”, and “large” firms. Next, we 

interact our loss measures with dummy variables (dj,t) for each size group. Additionally, we 

include group-specific intercepts. The size analysis is described by the following equation: 

 
21  Our probability measures are based on a concept introduced by Hüttemann (2019). Assuming a standard normal 

distribution, he uses the mean and standard deviation of an individual firm’s conditional earnings estimate to 

compute the probability that a firm’s future losses exceed currently available book equity. We deviate from this 

approach by directly estimating the underlying distribution of future earnings and by using losses and current 

cash balances instead of book equity as threshold values. 
22  That means that reporting a negative cash balance in the balance sheet occurs very rarely. In case a firm 

overdraws its cash balance, it is typically recognized as a liability position. 
23  We acknowledge that this approximation introduces measurement errors that might affect our findings. To 

account for this, we test other approximations as well. First, we use direct estimates of change in cash balance 

predicted by an autoregressive model. Second, we test cash flow forecasts estimated using specific cash flow 

forecast models (e.g., Barth et al. (2001)). Finally, we approximate future cash flow from future earnings using 

different definitions of the cash conversion rate. However, all alternative proxies lead to noisier estimates, 

resulting in worse out-of-sample performance than the approximation based on profitability. 
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Xi,t
′ β =  ∑β0,j ∙ dj,t

3

j=1

+ β1 ∙ RoAi,t + β2 ∙ Debt Ratioi,t + β3 ∙ Rel. Sizei,t

+ β4 ∙ Ex. Returni,t + β5 ∙ Sigmai,t +∑β6,j ∙ dj,t ∙

3

j=1

Zi,t                        (2.8) 

 

Assessing Bankruptcy Predictions 

We strictly separate in-sample and out-of-sample performance when assessing our 

prediction models. In-sample, we provide empirical evidence that our expected accounting loss 

measures in fact capture bankruptcy risk as they help explaining future bankruptcy filings. Out-

of-sample, we draw inferences on how well our variables improve bankruptcy detection in real 

forecast scenarios. 

To evaluate the in-sample fit of our logistic regression models, we employ the Akaike 

(1974) Information Criterion (AIC). In general, the AIC statistic compares different models 

applied to the same task on the same data set while controlling for overfitting by accounting for 

the complexity of the competing models. Therefore, we can directly compare the Shumway 

(2001)-model and our extended models. Mathematically, AIC is defined as: 

 

AIC = −2 ∙ Log L + 2 ∙ p                                                                                                                   (2.9) 

 

where Log L equals the log likelihood estimate and p equals the number of explanatory 

variables including the intercept. The lower the AIC of a model, the better it is at data fitting.  

To assess out-of-sample performance, we employ two test statistics commonly used in 

literature. The first measure, i.e., AUC, is a general approach to assess binary classifications. 

The “Receiver Operating Characteristics” (ROC) curve plots the classification’s true positive 

rates against its false positive rates for all possible classification cutoff points. For any threshold 

value between 0 and 1, the observations are reclassified into either case (i.e., bankrupt) or 

control (i.e., non-bankrupt) based on the predicted probabilities. The area under this curve 

(AUC) measures how well the model distinguishes between both classes. While a value of 0.5 

implies a random allocation (i.e., no predictive ability), a value of 1.0 represents perfect 

discrimination.  

Second, we use the Shumway (2001) performance decile criterion. At any estimation date, 

firms are sorted into deciles based on their predicted bankruptcy probabilities. After actual 

bankruptcies become observable, we calculate the share of bankruptcies in each decile. The 

higher the shares of bankrupt firms in deciles with the highest predicted bankruptcy 



23 

probabilities, the better the predictive performance of a model. This is rather a practitioner’s 

approach to assess bankruptcy prediction models as this measure outlines the relative number 

of defaults a bank avoids if it does not grant credits to a certain share (e.g., 10%) of firms with 

the highest expected bankruptcy probabilities. 

 

2.3.3 Data and Variables 

Our sample consists of the intersection of the annual COMPUSTAT North American 

database and the monthly CRSP stock return file. The total sample period spans from 1967 to 

2019 and contains US American firms reporting in US Dollar. Following our two-step 

prediction methodology, the earnings prediction sample period spans from 1967 to 2019, 

leading to first out-of-sample predictions of conditional profitability distributions in 1972. 

Analogously, the bankruptcy prediction sample ranges from 1972 to 2019, with out-of-sample 

forecasts starting in 1977. We assume a three-month reporting lag for firm fundamentals to 

become publicly available (e.g., Konstantinidi and Pope (2016)). In addition, we obtain 

bankruptcy information from Sudheer Chava’s database. It is used in Chava and Jarrow (2004), 

Chava et al. (2011), Chava (2014), and the latest update is available in Alanis et al. (2018).24 

We define bankruptcy as filing for Chapter 7 (liquidation) or Chapter 11 (reorganization). 

Following Correia et al. (2018), we delete observations of bankrupt firms after the bankruptcy 

filing date. In case of multiple bankruptcy entries for one firm, we keep the first filing. In line 

with previous literature (e.g., Shumway (2001), Chava and Jarrow (2004), or Konstantinidi and 

Pope (2016)), we exclude financial service companies (SIC codes 6,000 to 6,999) from our 

analysis as we expect their fundamentals to be different because of the regulatory framework. 

Table 2.1 presents the sample distribution of bankrupt and non-bankrupt firms by year. In total, 

our sample consists of 161,237 non-bankrupt and 1,492 bankrupt firm-years, with a mean 

annual bankruptcy rate of 0.93% and peaks during the crises in 2001 (3.07%) and 2009 (1.68%). 

The explanatory variables for the Konstantinidi and Pope (2016)-model to predict future 

profitability are defined as follows. The central variable, profitability (Prof), is earnings (IBC) 

deflated by total asset (AT). In case of missing IBC, we replace it by IB. Prior to the FASB No. 

95 in 1988, IBC is systematically missing as filing a cash flow statement was not mandatory. 

That is, prior to 1988, we systematically replace IBC by IB, while the replacement is 

unsystematic after 1988. Operating cash flow (OCF) is defined as OANCF minus XIDOC. 

Accruals (ACC) is defined as earnings minus operating cash flow. We calculate OCF as well as 

 
24  We thank Sudheer Chava for providing us with his bankruptcy data updated until 2020.  
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ACC using the balance sheet approach when they are missing.25 Following Li and Mohanram 

(2014), we define special items (SPI) as SPI and set accruals and special items to zero when 

missing. To match the left-hand side variable, we deflate all explanatory variables by total 

assets. 

The explanatory variables for the Shumway (2001)-model to predict future bankruptcies 

are defined as follows. Return on assets (RoA) is net income (NI) divided by total assets. 

Debt Ratio is long-term liabilities (LT) relative to total assets (AT), while Relative Size is a 

firm’s market capitalization (|PRC| multiplied by VOL) divided by the total market 

capitalization (USDVAL). We calculate Excess Return as the sum of differences between 

monthly returns (RET) and monthly value-weighted market returns (VWRETD) over a 

 

 
25  The balance sheet approach calculates operating cash flow as the difference between earnings and accruals. 

Following Hou et al. (2012), we define balance sheet accruals as the change in non-cash current assets less the 

change in current liabilities excluding the change in short-term debt and the change in taxes payable minus 

depreciation and amortization expense. See Table A2.1 for a detailed description of the calculations. 

Table 2.1: Number of Bankrupt and Non-Bankrupt Firms per Year 

 

Year
Non-Bankrupt 

Firm-Years

Bankrupt 

Firm-Years

Bankruptcy

Rate (%)
Year

Non-Bankrupt 

Firm-Years

Bankrupt 

Firm-Years

Bankruptcy

Rate (%)

1967 903 - - 1994 3,831 20 0.52

1968 1,106 - - 1995 4,145 24 0.58

1969 1,204 - - 1996 4,344 36 0.82

1970 1,354 - - 1997 4,542 39 0.85

1971 1,611 - - 1998 4,823 60 1.23

1972 1,684 5 0.30 1999 4,685 62 1.31

1973 1,765 6 0.34 2000 4,341 62 1.41

1974 2,403 12 0.50 2001 4,076 129 3.07

1975 2,938 10 0.34 2002 3,964 86 2.12

1976 2,955 10 0.34 2003 3,699 62 1.65

1977 2,734 10 0.36 2004 3,427 24 0.70

1978 2,799 12 0.43 2005 3,288 24 0.72

1979 2,936 9 0.31 2006 3,248 16 0.49

1980 3,074 18 0.58 2007 3,147 26 0.82

1981 2,937 21 0.71 2008 3,032 42 1.37

1982 2,955 27 0.91 2009 2,990 51 1.68

1983 3,140 25 0.79 2010 2,880 11 0.38

1984 3,214 31 0.96 2011 2,735 16 0.58

1985 3,355 42 1.24 2012 2,626 17 0.64

1986 3,582 43 1.19 2013 2,558 14 0.54

1987 3,526 27 0.76 2014 2,498 20 0.79

1988 3,601 39 1.07 2015 2,512 28 1.10

1989 3,701 29 0.78 2016 2,569 23 0.89

1990 3,620 47 1.28 2017 2,519 19 0.75

1991 3,569 45 1.25 2018 2,458 20 0.81

1992 3,579 37 1.02 2019 2,454 23 0.93

1993 3,601 33 0.91 Total 161,237 1,492 0.93

This table contains the number of firm-years separated into bankrupt and non-bankrupt firms and the corresponding bankruptcy rates in the

sample period from 1967 to 2019.
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12-month period. To calculate idiosyncratic risk (Sigma), we follow a two-step approach. First, 

we run firm-specific time-series regressions of monthly return on value-weighted market return 

over the past 12 months. Afterwards, we calculate Sigma as the standard deviation of the 

regression residuals. Following Shumway (2001), we drop observations with less than 

12 months of return data to calculate Sigma. To extend the Shumway (2001)-model, we use a 

firm’s expected profitability distribution to define Loss Dummy and Loss Probability, and 

additionally a firm’s current cash balance (CHE) to assess whether a firm potentially becomes 

illiquid (Illiquidity Probability). 

For our analysis, we require that all relevant variables are non-missing.26 To mitigate the 

impact of outliers, we winsorize all variables annually at the top and bottom percentiles. 

Table 2.2 contains descriptive statistics (Panel A) and correlation analyses (Panel B) of the 

Shumway (2001) variables as well as of our expected loss measures. Sample characteristics of 

the Shumway (2001) variables are comparable to those reported in the initial study. Moreover, 

Panel A reveals that even when the median firm is expected to be profitable (i.e., Loss Dummy 

 

 
26  For the analysis of the Ohlson (1980)-model and the Altman (1983)-model (see Table A2.2), we require these 

variables to be non-missing, too.  

Table 2.2: Descriptive Statistics 

 

Variable N Mean STD Min 1% 25% Median 75% 99% Max

Debt Ratio 156,551 0.50 0.25 0.04 0.06 0.32 0.50 0.65 1.28 2.05

RoA 156,551 -0.04 0.29 -4.23 -1.37 -0.03 0.04 0.08 0.23 0.33

Relative Size 156,551 -10.75 2.08 -15.93 -15.06 -12.24 -10.83 -9.36 -5.81 -4.80

Excess Return 156,551 0.02 0.64 -1.15 -0.94 -0.34 -0.07 0.22 2.46 7.06

Sigma 156,551 0.12 0.08 0.02 0.03 0.07 0.10 0.15 0.44 0.74

Loss Dummy 156,551 0.27 0.45 0.00 0.00 0.00 0.00 1.00 1.00 1.00

Loss Prob. 156,551 0.31 0.31 0.00 0.00 0.07 0.16 0.57 0.96 0.97

Illiquidity Prob. 156,551 0.16 0.24 0.00 0.00 0.01 0.05 0.18 0.91 0.95

Variable
Debt 

Ratio
RoA

Relative

Size

Excess

Return
Sigma

Loss 

Dummy

Loss 

Prob.

Illiquidity

Prob.

Debt Ratio - -0.21 0.06 -0.05 -0.03 0.03 0.15 0.39

RoA -0.17 - 0.43 0.36 -0.38 -0.71 -0.86 -0.66

Relative Size 0.02 0.35 - 0.31 -0.52 -0.43 -0.47 -0.35

Excess Return -0.06 0.19 0.19 - -0.09 -0.30 -0.34 -0.31

Sigma 0.03 -0.40 -0.46 0.16 - 0.43 0.41 0.25

Loss Dummy 0.07 -0.57 -0.42 -0.18 0.42 - 0.77 0.56

Loss Prob. 0.10 -0.65 -0.48 -0.20 0.46 0.92 - 0.74

Illiquidity Prob. 0.31 -0.62 -0.42 -0.23 0.37 0.68 0.73 -

Panel A: Summary Statistics

Panel B: Correlation Analysis

This table contains descriptive statistics for the pooled cross-section. Panel A displays summary statistics for the winsorized explanatory

variables of the Shumway (2001)-model as well as for the expected accounting loss measures. Panel B reflects their respective cross-correlations

following Pearson (Spearman) below (above) the diagonal. All correlations are statistically significance at the 1% significance level. 
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equals zero), it has in fact a positive probability to realize losses (i.e., Loss Probability equals 

16%). This demonstrates the different information content of a binary and a probability-based 

loss signal. Panel B outlines that our variables show moderate correlations to accounting-based 

risk measures (Debt Ratio), indicating that we offer complementary variables instead of 

substitutes. Moreover, because correlations to market-based measures (Sigma) are more 

pronounced, our measures seem to rather mimic the effect of market-driven variables.27 

 

2.4 Empirical Results 

In this section, we present our empirical results. First, we provide evidence that expected 

losses explain future bankruptcies (in-sample). Second, we confirm that expected losses predict 

future bankruptcies in out-of-sample applications and show how the ability to predict 

bankruptcy filings develops over time. Third, we analyze whether there is a size effect in the 

relation between expected losses and bankruptcy risk. 

 

2.4.1 In-Sample Analysis 

Table 2.3 analyzes differences between bankrupt and non-bankrupt firms with respect to 

our expected loss measures. Panel A shows how the measures develop over time for firms 

approaching bankruptcy. In detail, we analyze how the measures behave up to five years prior 

to bankruptcy filing and report values for non-bankrupt firms as benchmark.28 To ensure that 

we analyze the same bankrupt firms over time, we include only firms with firm histories of at 

least five years. Panel B presents results of mean equality tests to analyze whether the levels of 

our measures systematically differ between bankrupt and non-bankrupt firms.  

Various findings are worth highlighting. First, all measures increase monotonously while 

a firm approaches bankruptcy. For example, the fraction of firms expecting losses among 

bankrupt firms (i.e., Loss Dummy) more than doubles from 37% five years prior to bankruptcy 

filing to 81% in the year of filing for bankruptcy. Analogous to that, the average Loss 

Probability (Illiquidity Probability) increases from 40% (22%) five years before bankruptcy to 

69% (55%) in the bankruptcy filing year. Second, tests for equality of means (Panel B) reveal 

that non-bankrupt firms and bankrupt firms show statistically significant differences with 

respect to our expected loss measures. For instance, the average share of firms expecting losses 

among non-bankrupt firms (26%) is significantly lower compared to bankrupt firms (77%). In 

 

 
27  This is consistent as both our measures and market variables reflect forward-looking information. 
28  Year 1 indicates the financial statement information released at maximum twelve month before filing for 

bankruptcy. 
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line with this, the respective probabilities of future losses are significantly lower, too. Moreover, 

as the difference between non-bankrupt and bankrupt firms is at minimum (maximum) 1.23 

(2.52) times the level of non-bankrupt firms, results are also economically significant. In 

consequence, Table 2.3 provides first evidence in support of our hypotheses H1, H2, and H3, 

as our measures develop in line with expectations. 

Table 2.4 shows time-series averages of the parameter estimates, Newey-West (1987) 

t-statistics, and AIC values of the annual logistic regressions. Results for the Shumway (2001)-

model are comparable to the initial study.29 Therefore, we focus on the effects of our expected 

loss measures on the discriminative power of the model.  

All parameter estimates are in line with expectations. They are positive and statistically 

significant and therefore, increase a firm’s one-year ahead bankruptcy probability. When 

looking at the risk measures that are initially considered in the Shumway (2001)-model, we find 

that our measures are complementary to accounting-based risk measures (i.e., Debt Ratio) and 

substitutive to market-based risk measures (i.e., Sigma). This follows from a relatively small 

decrease in magnitude for the Debt Ratio parameter estimate (3.9665 to 3.5349 at maximum) 

and a more pronounced drop for the Sigma parameter estimate (2.9111 to 1.8146 at maximum). 

This is consistent with the correlation analysis in Table 2.2. The correlations of our measures 

 
29  In contrast to Shumway (2001), we find that RoA is significant at an alpha of 10% in the initial model. Moreover, 

once we add our loss measures, the variable gains significance in one out of three model specifications and flips 

its sign. This could be driven by the high correlations between current profitability (RoA) and expected 

profitability, as Table 2.2 reveals. 

Table 2.3: Analysis of the Expected Loss Measures 

 

5 4 3 2 1

Loss Dummy 0.37 0.42 0.51 0.64 0.81 0.26

Loss Prob. 0.40 0.43 0.49 0.59 0.69 0.30

Illiquidity Prob. 0.22 0.25 0.30 0.40 0.55 0.14

N 692 692 692 692 692 138,574        

Loss Dummy 0.77 0.26 0.51 16.60 ***

Loss Prob. 0.67 0.30 0.37 14.35 ***

Illiquidity Prob. 0.50 0.14 0.36 16.67 ***

Significance

Non-Bankrupt 

Firms

Years Prior to Bankruptcy Filing
Variable

Panel A: Development of Expected Loss Measures Prior to Bankruptcy

Panel B: Mean Equality Test of Expected Loss Measures

Variable
Bankrupt 

Firms

Non-Bankrupt 

Firms
Difference t-Statistic

This table contains an analysis of our expected loss measures and mean differences between bankrupt and non-bankrupt firms. Panel A

shows the development of the measures' means for bankrupt firms up to five years prior to bankruptcy filing and for non-bankrupt firms. We

only include bankrupt firms with a history of at least five years before bankruptcy to ensure that we investigate the same firms over time.

Panel B displays the results of a mean equality test between bankrupt and non-bankrupt firms. We test whether the values in annual means of

the expected loss measures are significantly different for both groups. ***, **, and * indicate significance at an alpha level of 1%, 5%, and

10%, respectively.
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with Debt Ratio are rather moderate, while the correlations with the market-based risk proxy 

are stronger. A possible explanation for this is the link between returns and expected earnings. 

Following the residual income valuation (e.g., Feltham and Ohlson (1995)), the value of a stock 

equals its appropriately discounted earnings expectations. Therefore, returns are just a 

transformation of expected earnings, and because of this, our measures partly mimic 

characteristics that are also captured by Sigma. This adds empirical evidence to the debate 

whether accounting-based measures offer explanatory power in addition to market variables 

(e.g., Hillegeist et al. (2004), Beaver et al. (2005), Agarwal and Taffler (2008), Campbell et al. 

(2008), and Beaver et al. (2012)). 

Further, all extended models show larger goodness-of-fit than the initial Shumway (2001)-

model and therefore, are better at data fitting. In detail, AIC decreases from 2,507.26 to 

2,443.28, 2,439.26, and 2,427.07 once the model is extended by Loss Dummy, Loss Probability, 

and Illiquidity Probability, respectively. Comparing our extended models to each other reveals 

that information about the distribution of expected losses (H2 and H3) increases the in-sample 

accuracy stronger than binary loss information (H1). Especially the probability of running into 

illiquidity substantially outperforms the improvement of Loss Dummy. To conclude, Table 2.4 

provides empirical evidence in support of our hypotheses H1, H2, and H3. 

 

Table 2.4: Parameter Estimates of Rolling Logistic Regressions 

 

Variable

Intercept -10.3833 *** -10.0402 *** -10.2546 *** -9.5430 ***
(-21.03) (-18.97) (-19.39) (-18.42)

Debt Ratio 3.9665 *** 3.8033 *** 3.7151 *** 3.5349 ***
(11.87) (11.49) (12.81) (11.36)

RoA -0.9663 * -0.3783 0.3745 *** 0.1030
(-1.89) (-1.10) (3.15) (0.39)

Relative Size -0.2035 *** -0.1406 *** -0.1248 *** -0.1092 ***
(-7.53) (-4.35) (-3.99) (-3.53)

Excess Return -1.4625 *** -1.2175 *** -1.1680 *** -1.2228 ***
(-10.46) (-9.57) (-8.29) (-9.21)

Sigma 2.9111 *** 2.1167 *** 1.8146 *** 2.1463 ***
(13.90) (8.88) (6.34) (8.54)

Loss Dummy 1.3336 ***
(35.39)

Loss Prob. 2.7700 ***
(12.65)

Illiquidity Prob. 2.7108 ***
(15.58)

AIC 2,507.26 2,443.28 2,439.26 2,427.07

This table contains the time-series averages of the parameter estimates, Newey-West (1987) t-statistics, and AIC values of the annual logistic

regressions of the Shumway (2001)-model and the extended models. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%,

respectively.

Shumway (2001) Shumway (2001)

Loss Dummy

Shumway (2001)

Loss Prob.

Shumway (2001)

Illiquidity Prob.
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2.4.2 Out-of-Sample Analysis 

To assess how well our loss measures improve bankruptcy detection in real forecast 

scenarios, we perform strict out-of-sample tests. Table 2.5 presents time-series averages of the 

models’ AUC (Panel A) and performance decile (Panel B) values. Moreover, Panel C displays 

time-series averages of differences in AUC and 10th decile values across models and the 

corresponding Newey-West (1987) t-statistics. 

Mean AUC values in Panel A and differences in Panel C support the hypothesis that 

information about expected losses improves bankruptcy prediction. Including the Loss Dummy 

(H1) significantly increases the forecast accuracy of the Shumway (2001)-model, leading to an 

AUC of 89.46 compared to 88.78. That means, the probability that a randomly picked bankrupt 

firm has a higher estimated bankruptcy probability than a randomly picked non-bankrupt firm 

increases by 0.68 percentage points. When using our probability measures (H2 and H3), the 

performance increase is even more pronounced. The extended model that includes Loss 

Probability (Illiquidity Probability) significantly outperforms the model including Loss 

Dummy and further increases AUC by 0.31 (0.41) percentage points to 89.77 (89.87). 

Therefore, the assumption that information about loss distributions is substantially more useful 

than binary loss information for assessing a firm’s bankruptcy risk is confirmed.  

For the performance deciles, specifically the 10th decile, Panel B reveals a similar pattern. 

Adding Loss Dummy to the prediction model increases the number of actual bankruptcies in 

the decile with the ex ante highest bankruptcy probabilities from 69.51% to 70.47% compared 

to the initial Shumway (2001)-model. That means, a bank can avoid additional 0.96 percentage 

points of credit defaults if it does not grant credits to these firms. Again, the performance 

increase is even stronger when using distributional information. While there is already a 

substantial improvement by Loss Probability (71.65%), the performance peaks using Illiquidity 

Probability with a 10th decile value of 73.54%.30 Panel C confirms that performance increases 

compared to the Shumway (2001)-model are statistically significant, except for the difference 

in 10th decile for the model extended by Loss Dummy. Moreover, performance differences 

between the models extended by our probability measures and the model using binary loss 

information are statistically significant. This again confirms the assumption of different values 

embedded in binary and distributional loss information for predicting future bankruptcies. 

As additional analysis, we track the performance of our expected loss measures throughout 

the sample period. To keep the analysis manageable, we only show results for the Shumway 

 
30  Untabulated results show that a combined model, i.e., including both probability measures simultaneously, 

further increases performance (AUC: 90.00%, 10th performance decile: 73.82%). However, differences to the 

model only including Illiquidity Probability are insignificant. Therefore, for reasons of parsimoniousness, we 

do not report the results. 
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(2001)-model and our best performing model (Illiquidity Probability). Therefore, results in 

Figure 2.2 only provide evidence for hypothesis H3. However, untabulated tests reveal that the 

other models (H1 and H2) show comparable performance improvements. Panel A (Panel B) 

presents the time-series of differences in AUC (10th decile) for the Shumway (2001)-model and 

the model extended by Illiquidity Probability. Differences in AUC (10th decile) reveal that the 

Illiquidity Probability model performs better or equal in 81.40% (88.37%) of the sample period.  

Further, Panel C (Panel D) plots levels of AUC (10th decile) for both models over time. 

Results show that both models have similar performance patterns. That is, once the performance 

of the Shumway (2001)-model increases or decreases from one year to another, the performance 

of the model extended by Illiquidity Probability moves accordingly. However, as indicated by 

Table 2.5: Performance Evaluation of One-Year Ahead Bankruptcy Forecasts 

 

Variable

Decile

1

2

3

4

5

6

7

8

9

10

Variable

-0.6760 *** -0.9870 *** -1.0910 ***
(-3.84) (-5.09) (-6.28)

0.9640 -0.3110 ** -0.4140 **
(1.14) (-2.58) (-2.51)

2.1370 ** 1.1730 ** -0.1040
(2.13) (2.04) (-0.68)

4.0343 *** 3.0703 *** 1.8973 **
(4.21) (4.12) (2.42)

-

-

-

-

Shumway (2001) Shumway (2001)

Loss Dummy

Shumway (2001)

Loss Prob.

Shumway (2001)

Illiquidity Prob.

Panel C: Differences in AUC (Above the Diagonal) and 10th Decile (Below the Diagonal)

2.21 2.48 2.88

69.51 70.47 71.65 73.54

5.06 5.94 5.21 4.68

14.22 14.49 14.19 12.82

1.88 2.21 1.56

1.43 1.23 0.85 1.31

1.12 0.91 0.69

1.201.02 0.92 1.03

0.48 0.28 0.39 0.35

0.81 1.45 1.08 0.97

1.45

AUC 88.78 89.46 89.77 89.87

Panel B: Performance Deciles

Shumway (2001)

Loss Dummy

Shumway (2001)

Loss Prob.

Panel A: AUC

Shumway (2001) Shumway (2001)

Loss Dummy

Shumway (2001)

Loss Prob.

Shumway (2001)

Illiquidity Prob.

Shumway (2001)

Illiquidity Prob.

This table shows the out-of-sample performance of one-year ahead bankruptcy forecasts. Panel A contains the time-series averages of AUC

for the Shumway (2001)-model and the extended models. Panel B shows time-series averages of the performance deciles. Panel C shows the

difference (y-axis minus x-axis) in out-of-sample performances of one-year ahead bankruptcy forecasts. It contains the time-series averages of

the differences in AUC (above the diagonal) and 10th performance decile (below the diagonal), and the corresponding Newey-West (1987) t-

statistics. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.

Shumway (2001)

Shumway (2001)

Loss Dummy

Shumway (2001)

Loss Prob.

Shumway (2001)

Illiquidity Prob.

Shumway (2001)

2.47

3.54
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Panel A and Panel B, the absolute level of accuracy for the extended model is higher in over 

80% of the sample period. Further, untabulated tests reveal that the performance of the extended 

model is slightly less volatile (e.g., AUC standard deviation of 3.99 compared to 4.39), implying 

that this model performs more consistently over time. 

In aggregate, Table 2.5 together with Figure 2.2 support our three research hypotheses. 

First, expected accounting losses (H1) improve bankruptcy prediction in general. Second, 

looking at the expected profitability distribution to obtain loss probabilities (H2 and H3) 

Figure 2.2: Differences and Levels of Out-of-Sample Performance Over Time 

 

Panel A: Difference in AUC Panel B: Difference in 10th Decile

Panel C: AUC Panel D: 10th Decile

This figure contains the percentage point differences (Panel A and Panel B) in out-of-sample performance (AUC and 10th performance decile) of

the Shumway (2001)-model and the model extended by Illiquidity Probability. Further, it shows their absolute levels (Panel C and Panel D)

throughout the sample period.

Shumway (2001) Illiquidity Probability minus Shumway (2001)

Shumway (2001) Illiquidity Probability Shumway (2001)
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increases performance even further. Therefore, prediction models make more use of 

distributional information than of binary loss information. 

 

2.4.3 Size Analysis 

The information expected accounting losses provide about a firm’s bankruptcy risk could 

differ in firm size. For example, Klein and Marquardt (2006) find that small firms report 

accounting losses at a higher frequency than larger firms. The authors argue that this is because 

small firms tend to be less diversified and show a higher idiosyncratic risk, among other 

characteristics. Therefore, as losses occur more frequently the smaller the firm is, we expect 

that it becomes more challenging to detect the “relevant loss” that is causing bankruptcy out of 

“all losses” reported. When differently sized firms (i.e., small, medium, and large) 

disproportionally report accounting losses compared to filing for bankruptcy, the prediction 

model will be adversely affected from pooling firms together. This negatively affects the overall 

fit and potentially leads to less accurate predictions. 

Panel A of Table 2.6 provides evidence for this disproportionality. On average, for firm-

years with reported losses, 56.98% of the firms are small, while 28.44% (14.58%) of firms are 

medium (large). Analogously, firm-years with expected losses contain 62.35%, 26.36%, and 

11.29% of small, medium, and large firms, respectively. However, small firms account for 

41.23% of all bankruptcies, while 38.33% and 20.44% of the bankrupt firms are medium and 

large. That means, small firms report accounting losses more than twice as frequent as medium 

firms, but file for bankruptcy only slightly more often. Also, small firms report losses roughly 

four times as frequent as large firms, but only file for bankruptcy twice as often. We observe 

an even more pronounced pattern when looking at expected losses instead of reported losses. 

This disproportionality between losses and bankruptcies indicates why the relevance of an 

expected loss signal should differ for small firms and larger firms when assessing bankruptcy 

risk. 

To account for this disproportionality, we interact our measures with size classes and rerun 

the bankruptcy prediction. We form size classes by grouping firms into size terciles based on 

total assets. Further, we group firms annually to avoid recency bias, i.e., to avoid having early 

(later) firm-years in our sample mainly allocated to the small (large) size class due to increasing 

average total assets over time. 

Panel B of Table 2.6 shows regression results for the interacted models. All interaction 

parameters are statistically significant and monotonously increasing in size classes. For 

example, the parameter estimate of Illiquidity Probability equals 1.8919, 3.3727, and 4.1190 
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Table 2.6: Relation Between Expected Accounting Losses and Size Classes 

 

Size Class

% Realized Losses

% Expected Losses

% Bankruptcies

Variable

Debt Ratio 3.3129 *** 3.1593 *** 3.0261 ***
(10.09) (10.72) (9.86)

RoA -0.9287 ** -0.2941 * -0.5538 **
(-2.58) (-1.97) (-2.03)

Relative Size -0.3861 *** -0.3769 *** -0.3454 ***
(-9.39) (-8.89) (-9.05)

Excess Return -0.9705 *** -0.8549 *** -0.9334 ***
(-9.44) (-7.82) (-8.58)

Sigma 2.0539 *** 1.6068 *** 2.0205 ***
(10.54) (7.07) (8.95)

Interaction Terms

Loss Dummy | Small 1.0137 ***
(16.60)

Loss Dummy | Medium 1.3520 ***
(37.54)

Loss Dummy | Large 2.0940 ***
(6.96)

Loss Prob. | Small 2.2225 ***
(10.47)

Loss Prob. | Medium 3.2842 ***
(16.38)

Loss Prob. | Large 4.6550 ***
(7.35)

Illiquidity Prob. | Small 1.8918 ***
(8.60)

Illiquidity Prob. | Medium 3.3727 ***
(24.43)

Illiquidity Prob. | Large 4.1190 ***
(9.68)

Size-Specific Intercept

AIC

Measure

AUC

10th Decile

62.35 26.36 11.29

41.23

Panel C: Performance Evaluation for Size-Interactions

2,370.69 2,345.43 2,337.24

90.82 90.88

74.72

Yes

90.25

71.85 74.45

Yes Yes

Shumway (2001)

Interacted Loss Dummy

Shumway (2001)

Interacted Loss Prob.

Shumway (2001)

Interacted Illiquidity Prob.

Shumway (2001)

Interacted Loss Dummy

Shumway (2001)

Interacted Loss Prob.

Shumway (2001)

Interacted Illiquidity Prob.

Panel B: Logistic Regression Results for Size-Interactions

Panel A: (Expected) Accounting Losses across Size Classes

Small Medium

38.33 20.44

This table analyzes the relation between expected accounting losses and size classes. We annually rank firms into terciles based on total

assets. Panel A shows the disproportionality in size of realized losses, expected losses, and filing for bankruptcy. Values are time-series

averages for the sample period. Panel B presents regression results. It contains the time-series averages of the parameter estimates, Newey-

West (1987) t-statistics, and AIC values for the annual logistic regressions of the size interacted models. Panel C shows the out-of-sample

results for AUC and 10th performance decile. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.

Large

56.98 28.44 14.58
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for small, medium, and large firms, respectively. That is, in contrast to the non-interacted model 

with a parameter estimate of 2.7108, the interacted model lowers the relevance of a loss signal 

for small firms, whereas the relevance increases for larger firms. We find this exact same pattern 

for parameter estimates of Loss Dummy and Loss Probability, too. This confirms that frequency 

and relevance of the signal are directly linked when assessing bankruptcy risk. In line with that, 

the model fit improves once we interact our measures with size. For all models, AIC increases 

compared to the non-interacted counterparts. Moreover, the worst performing interacted model 

shows a more accurate in-sample fit (AIC of 2,370.69) than the best performing non-interacted 

model (AIC of 2,427.07). Analogous to the results of the previous section, explanatory power 

peaks when using Illiquidity Probability (AIC of 2,337.24). 

Panel C presents out-of-sample results. In general, three findings are worth highlighting. 

First, controlling for size in the relation between expected losses and bankruptcy risk 

significantly improves prediction accuracy. For example, for AUC, the worst performing 

interacted model (Loss Dummy, 90.25%) shows a higher accuracy than the best performing 

non-interacted model (Illiquidity Probability, 89.87%). Second, distributional information is 

still valuable. For the interacted models, when replacing Loss Dummy with Loss Probability, 

both AUC and 10th decile values significantly increase. While AUC increases by 0.57 

percentage points to 90.82%, the 10th decile increases by 2.60 percentage points to 74.45%. 

Also, this outperforms the best performing non-interacted model (Illiquidity Probability) with 

a 10th performance decile value of 73.54%. Third, the exact VaR threshold, i.e., loss or 

illiquidity, becomes less relevant once we control for size. Performance improves only 

marginally when changing the threshold from realizing future losses to realizing severe future 

losses that deplete current cash balances. In detail, AUC increases from 90.82% to 90.88%, and 

10th performance decile improves from 74.45% to 74.72%. That suggests that measuring the 

severity of losses with cash balances in the non-interacted model is already a proxy for the size 

effect between expected losses and bankruptcy risk. Therefore, it is less relevant once we 

explicitly model the size effect between losses and bankruptcies but is highly relevant when we 

do not run interacted models. 

To summarize, results suggests that there is a size effect in the relation between expected 

losses and bankruptcy risk. Moreover, modelling this size effect when using expected losses as 

input for bankruptcy prediction models improves forecast accuracy. Nevertheless, replacing a 

binary signal with a probability measure still significantly improves performance. Thus, results 

still support our hypotheses, shedding further light on the relevance of expected accounting 

losses for assessing firm-specific bankruptcy risk. 
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2.5 Conclusion 

This paper analyzes the role of expected accounting losses in bankruptcy prediction by 

testing three hypotheses. First, we hypothesize that an expected loss dummy (H1) is a signal 

that reveals information about a firm’s bankruptcy risk. We use median profitability forecasts 

as expected values. Second, we hypothesize that the underlying profitability distribution reveals 

further insights into a firm’s risk and increases the ability of expected accounting losses to 

predict future bankruptcies. We calculate firm-specific estimates of expected profitability 

distributions using cross-sectional earnings forecast models and predict the probability over a 

one-year horizon that a firm will realize accounting losses. We hypothesize that this information 

extends the predictive ability of expected losses, such that the bankruptcy prediction accuracy 

increases (H2). Third, related to the regulatory bankruptcy framework, we hypothesize that the 

probability that a firm is not able to meet its contractual claims in the future due to illiquidity 

exhibits further predictive power (H3). This measure adds information about the severity of 

expected losses and thus, should contain more insights into a firm’s bankruptcy risk. Moreover, 

previous literature shows a link between accounting losses and firm size. For example, Klein 

and Marquardt (2006) find that small firms report accounting losses more frequently than larger 

firms. Therefore, it becomes more challenging to detect the relevant loss that is causing 

bankruptcy out of all losses reported. To account for this, i.e., to test if there is a size effect in 

the relation between expected losses and bankruptcy risk, we conduct a size analysis. That is, 

we interact our expected loss measures with size classes. 

To test our hypotheses, we use univariate extensions of the Shumway (2001) bankruptcy 

prediction model. Additionally, we test the Ohlson (1980)-model and the Altman (1983)-model. 

In contrast to Shumway (2001), these models do not rely on market data and thus, are also 

applicable to private firms. We find that empirical results support all of our hypotheses. Both, 

in-sample and out-of-sample, our expected accounting loss measures contribute to explaining 

and predicting future bankruptcies.  

Starting with the in-sample analysis, results reveal that our measures monotonously 

increase while a firm is approaching its bankruptcy date. For example, the average Illiquidity 

Probability five years prior to bankruptcy filing equals 21.69% and more than doubles in the 

year of bankruptcy filing to 54.59%. We observe similar patterns for Loss Dummy and Loss 

Probability. As expected, parameter estimates of our measures are statistically significant and 

positive. Moreover, correlation analyses reveal that our expected loss measures capture 

incremental accounting-based risk compared to accounting variables already controlled for, and 

mimic market-based risk measures. This results from relatively low correlations of our 

measures with Debt Ratio, but relatively strong correlations with Sigma. In consequence, 
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including our measures has moderate effects on the parameter estimates of Debt Ratio, but 

stronger effects on Sigma’s parameter estimates. 

In terms of real forecasting ability (i.e., out-of-sample), results show substantial 

improvements, too. To assess forecast accuracy, we use AUC and the Shumway (2001) 

performance deciles. Both measures show a monotonous increase in predictive performance 

from hypothesis H1 to H3. For instance, while Loss Dummy increases AUC by 0.68 percentage 

points, accuracy can be improved even further when looking at the expected loss distribution. 

Replacing the binary signal by Loss Probability improves performance by additional 0.31 

percentage points. When also accounting for the severity of the loss, i.e., when considering the 

probability that losses will deplete the current cash balance (Illiquidity Probability), forecast 

accuracy increases the strongest (additional 0.10 percentage points). A similar pattern can be 

observed for the performance deciles. For example, the 10th decile values equal 69.51%, 

70.47%, 71.65%, and 73.54% for the Shumway (2001)-model, the H1-, the H2-, and the H3-

extension, respectively. Additional tests reveal that our results are robust over time and when 

using alternative bankruptcy prediction models (e.g., Ohlson (1980) and Altman (1983)). 

Concerning the size effect, we find that the parameter estimates of our measures increase 

in firm size, indicating that the relevance of expected accounting losses grows in firm size when 

assessing a firm’s bankruptcy risk. We find that this is driven by the disproportionality between 

loss occurrence and bankruptcy filing for smaller firms. Ex ante controlling for size in the 

relation between expected losses and bankruptcy risk significantly improves out-of-sample 

forecast accuracy. For example, the interacted model using Loss Dummy increases AUC to 

90.25% and the 10th decile value to 71.85%. However, performance still peaks with the 

interacted Illiquidity Probability model at an AUC of 90.88% and a 10th decile value of 74.72%. 

Hence, distributional information about expected accounting losses is still more valuable for 

predicting future bankruptcies than binary loss information. Overall, results of the size analysis 

support our hypotheses as well. 

 Our paper is not without limitations. To calculate our measures, we rely on profitability 

estimates. Therefore, these measures are affected by estimation error, possibly negatively 

impacting our results. Moreover, our illiquidity measure is an approximation. That is, we 

approximate the change in cash balance using accounting earnings. Therefore, the resulting 

measure is affected by measurement error, too. To address this issue, we check alternative 

measures that are more closely related to the change in cash balance. However, we find that our 

simple proxy outperforms alternative measures. 

Our study has implications for everyone facing counterparty risk, especially banks and 

investors. By being able to assess the bankruptcy risk of a counterparty more accurately, market 
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participants can take actions to avoid risk a priori or install mechanism to mitigate the impact 

the risk could have on their stake. Also, standard setters working on regulatory frameworks for 

banks and insurance companies should consider the insights expected accounting losses reveal 

about a firm’s liquidity when formulating capital requirements. As empirical results reveal the 

strongest performance increase when taking into account the severity of a loss, we recommend 

incorporating loss information by using Illiquidity Probability, while accounting for size in case 

of heterogeneous firm sizes. In addition, our approach is neither limited to bankruptcy 

prediction tasks nor to one-year ahead predictions. We provide general guidance on how to 

quantify and assess accounting-based risk, specifically profitability risk. Therefore, the insights 

we provide should also be useful in applications outside of bankruptcy prediction, if the 

application relates to profitability, illiquidity, solvency, etc. Also, multi-period loss 

probabilities could be applied for multi-period bankruptcy predictions. We leave this for future 

research. Finally, as our method focuses solely on accounting numbers, private firms are not 

systematically uncovered by our measures. To elaborate, previous research on increasing 

predictive performance mostly refers to market variables as useful predictors (e.g., Beaver et 

al. (2005), Campbell et al. (2008), Beaver et al. (2012), among others). However, such models 

are not applicable to private firms and therefore, to an enormous share of the cross-section of 

firms. In contrast, any prediction model designed for private firms can be extended by our 

measures. 
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2.6 Appendices 

 

Table A2.1: Variable Descriptions 

 

(continued) 

Variable Description COMPUSTAT/CRSP Variable

Profitability
Cash earnings, if missing, accounting earnings, scaled by 

total assets.

IBC / AT 

IB / AT

OCF
Operating cash flow minus extraordinary items and 

discontinued operations, scaled by total assets.
(OANCF - XIDOC ) / AT

OCFB/S Profitability minus balance-sheet-method accruals. Profitability - ACCB/S

ACC
Profitability minus operating cash flow minus extraordinary 

items and discontinued operations, scaled by total assets.
Profitability - OCF

ACCB/S

Change in non-cash current assets less current liabilities 

change without change in short-term debt and change in 

taxes payable minus depreciation and amortization.

(Δ(ACT - CHE) - Δ(LCT - DLC - TXP) - DP) 

/ AT

SPI Special items deflated by total assets. SPI / AT

Loss Dummy
Variable that indicates whether the firm expects losses in 

the subsequent period.

Loss Prob.
Probability that a firm will realize losses in the subsequent 

period.

Illiquidity Prob.
Probability that a firm will realize losses that exceed the 

current cash balance in the subsequent period.

RoA Net income deflated by total assets. NI / AT

Debt Ratio Long-term liabilities relative to total assets. LT / AT

Excess Return
Past year's firm return minus value-weighted index return. 

Measured via monthly returns over the past 12 months.

Sigma
Standard deviation of residuals of firm-specific time-series 

regressions of excess returns on market returns over the 

past 12 months.

Relative Size
A firm's market capitalization relative to the overall market 

capitalization.
log(ABS(PRC) · VOL / USDVAL )

Panel A: Konstantinidi and Pope (2016)-Model

This table contains the variable descriptions used throughout Chapter 2. All variables refer to the current period, if not noted otherwise.

Panel A contains the variable descriptions for the explanatory variables used for predicting future profitability. Panel B contains the

definitions of our expected accounting loss measures. Panels C to E describe the explanatory variables used in the bankruptcy prediction

models by Shumway (2001), Ohlson (1980), and Altman (1983), respectively.

Panel B: Accounting Loss Measures

Panel C: Shumway (2001)-Model

f E[Prof] = {
1, E[Prof] < 0

 0, E[Prof] ≥ 0

∑Returnt − ar et Returnt

12

t=1

 (εt,  P )

P(E[Prof] < 0)

P(E[Prof] < −C E)
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Table A2.1: Variable Descriptions (continued) 

 

RoA Net income deflated by total assets. NI / AT

Debt Ratio Long-term liabilities relative to total assets. LT / AT

Working

Capital
Working capital relative to total assets. WCAP / AT

Current Ratio Current liabilities relative to current assets. LCT / ACT

Size A firm's size. log(AT)

Overindebted-

ness

Dummy that indicates whether total liabilities exceed total 

assets.

Financial

Performance
Funds provided by operations relative to total liabilities. PI / LT

Persistent

Loss

Dummy that indicates whether a firm realized losses in two 

consecutive fiscal years.

Net Income

Change

Scaled change in net income between two consecutive 

fiscal years.

RoA (Altman) Earnings before interest and taxes deflated by total assets. EBIT / AT

Retained

Earnings
Retained earnings relative to total assets. RE / AT

Working

Capital
Working capital relative to total assets. WCAP / AT

Leverage A firm's book equity relative to total liabilities. CEQ / LT

Panel E: Altman (1983)-Model

Panel D: Ohlson (1980)-Model

f LT− AT = {
0, LT −AT  0
 1, LT − AT > 0

f  It,t−1 = {
1,  It, It−1 < 0
 0,  It, It−1 ≥ 0

 It−  It−1
 It +  It−1
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Table A2.2: Results for the Ohlson (1980)-Model and Altman (1983)-Model 

 

Variable

AUC

10th Decile

Variable

AUC

10th Decile

Variable

AUC

10th Decile

Variable

AUC

10th Decile

Panel A: Ohlson (1980)-Model

Ohlson (1980) Ohlson (1980)

Loss Dummy

Ohlson (1980)

Loss Prob.

Ohlson (1980)

Illiquidity Prob.

This table shows the out-of-sample performance (AUC and 10th performance decile) of one-year ahead bankruptcy forecasts for the Ohlson

(1980)-model and the Altman (1983)-model. The variables included in both models are displayed in Table A2.1. Panel A contains the time-series

averages for the non-interacted Ohlson (1980)-model. Panel B contains the time-series averages for the size-interacted Ohlson (1980)-model.

Analogously, Panel C and Panel D show results for the Altman (1983)-model.

Ohlson (1980) Ohlson (1980)

Loss Dummy

Ohlson (1980)

Loss Prob.

Ohlson (1980)

Illiquidity Prob.

Panel B: Size-Interacted Ohlson (1980)-Model

86.68 87.96 88.94 89.01

62.98 65.73 67.82 68.65

86.68 87.80 88.40 88.38

62.98 65.57 67.76 68.96

58.54 64.47 64.90 66.51

Altman (1983) Altman (1983)

Loss Dummy

Altman (1983)

Loss Prob.

83.87 87.37 88.58 88.48

58.54 64.80 66.66 67.63

Panel C: Altman (1983)-Model

Panel D: Size-Interacted Altman (1983)-Model

Altman (1983) Altman (1983)

Loss Dummy

Altman (1983)

Loss Prob.

Altman (1983)

Illiquidity Prob.

Altman (1983)

Illiquidity Prob.

83.87 86.87 87.39 87.14
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Chapter 3 

Using the Expected Profitability Distribution to 

Predict SME Bankruptcy 

3.1 Introduction 

Worldwide, small and medium enterprises (SMEs) play a crucial role and are considered 

the backbone of many economies (e.g., Altman and Sabato (2007) or Gupta et al. (2015)). For 

example, in the 27 member states of the European Union (EU) in 2020, SMEs accounted for 

more than 99% of all enterprises, contributed to 53% of total value added by enterprises and 

generated 65% of employment (European Commission (2021)).31 Given this economic 

significance, it is important to understand the factors of SME failure. Yet, research focusing on 

SME failure prediction starts only in recent years with Altman and Sabato (2007). The increased 

interest in SME failure prediction is motivated by the revised international capital framework 

(Basel II), as it links minimum capital requirements for credits directly to the customer’s level 

of risk (Ciampi (2015)). It allows banks to use internal measures as inputs for the computation 

of minimum capital requirements, with the main input being the customer’s one-year ahead 

default probability (e.g., Bhimani et al. (2010) or Calabrese et al. (2016)). Altman and Sabato 

(2007) provide evidence that using a specific SME failure prediction model instead of a generic 

corporate model results in more accurate default predictions. Subsequently, they show that this 

potentially lowers banks’ capital requirements, and in turn, lowers SME customers’ interest 

costs. The superior performance of the SME model can be attributed to the fact that there are 

substantial differences between SMEs and larger, i.e., public, firms. For instance, SMEs are 

generally riskier, pay higher interest costs, rely mostly on debt financing, face higher financing 

constraints, and are more leveraged (e.g., Dietsch and Petey (2004), Beck et al. (2006), Brav 

(2009), or Saunders and Steffen (2011)). These differences suggest that different factors 

 

 
31  The numbers refer to firms in the non-financial business sector.  
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influence the default risk of SMEs and public firms, respectively (Charalambakis and Garrett 

(2019)). Taken together, SMEs crucial role in economies worldwide, the change in banking 

regulations, and the fundamental differences to public firms, all highlight the importance of 

specific SME failure prediction models (Ciampi (2015)). 

Given this relevance, following Altman and Sabato (2007), several studies focusing on 

SME failure prediction have been published (e.g., Altman et al. (2010), Bhimani et al. (2013), 

Ciampi (2015), Gupta et al. (2015), Filipe et al. (2016), Charalambakis and Garrett (2019), 

among others). The bigger part of these studies tries to account for the fact that SMEs have 

fewer disclosure obligations regarding financial statement data and that the published data is 

often less reliable and accurate (e.g., Altman et al. (2010) or Ciampi and Gordini (2013)). 

Therefore, the models additionally incorporate variables that go beyond the traditional 

accounting ratios based on leverage, profitability, coverage, solvency, and activity that are used 

in public firm failure prediction models (e.g., Altman (1968)). For example, Bhimani et al. 

(2013) include macroeconomic measures and information about ownership and management, 

Ciampi (2015) incorporates corporate governance characteristics, and Filipe et al. (2016) 

account for country-specific business cycles, credit conditions, and insolvency codes.  

A further point to consider is that traditional accounting ratios are backward-looking. i.e., 

they represent past financial statement information. As failure prediction is per se a future-

oriented process, a model including expectations about future firm characteristics is potentially 

more accurate (Vater and Wolf (2022)). 

Hence, this paper aims to add to the trend of extending SME failure prediction models 

beyond traditional accounting ratios by supplementing these models with firm-specific 

forward-looking measures. Recent literature provides evidence that forward-looking measures 

based on the expected profitability distribution are related to common risk measures like equity 

and bond ratings (e.g., Konstantinidi and Pope (2016), Correia et al. (2018), or Chang et al. 

(2021)). Further, Vater and Wolf (2022) analyze the role of expected profitability distributions 

in public firm bankruptcy prediction. They show that information about the expected 

profitability distribution, particularly the area covering expected losses, significantly improves 

the predictive accuracy of the bankruptcy predictions models by Shumway (2001), Altman 

(1983), and Ohlson (1980). Given the worldwide importance of SMEs, I use an approach 

similar to Vater and Wolf (2022) and analyze if measures based on the expected profitability 

distribution also improve SME bankruptcy prediction accuracy.32 

 
32  While the estimated expected profitability distributions are still based on SME accounting data that is subject to 

the criticism stated above, research provides evidence that earnings or profitability forecasts based on accounting 

data show high accuracy (e.g., Hou et al. (2012), Li and Mohanram (2014), or Tian et al. (2021)). 
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For my analysis, I use a sample of German SMEs for the period from 2010 to 2019. In 

Germany, 99.40% of firms are SMEs (Federal Statistical Office of Germany (2021)). While US 

private firms are not obligated to publish their financial statements, in Germany, a substantial 

proportion of private firms must publish their annual accounts.33 Additionally, in terms of 

economic significance, Germany is Europe’s biggest and worldwide the fourth biggest 

economy (International Monetary Fund (2021)). Therefore, Germany seems to be an excellent 

testing ground for SME related studies (Dierkes et al. (2013)). 

For the empirical analysis, I extend the model by Altman and Sabato (2007) by three loss 

measures based on the expected profitability distribution.34 To compute these measures, I 

estimate out-of-sample firm-specific conditional distributions of future profitability following 

Chang et al. (2021). Using these estimates, I implement a concept similar to value at risk (VaR). 

VaR is typically defined as a value not exceeded given a certain probability. I rearrange the 

concept and compute three firm-specific probabilities of expected accounting losses exceeding 

certain thresholds. First, I measure the probability that a firm will realize losses in general, i.e., 

that losses are greater than zero. Second, I estimate the probability that losses will consume 

current cash balances, i.e., a firm is incapable to fulfil its financial obligations. This serves as a 

proxy for illiquidity. Third, I compute the probability that losses exceed book equity, i.e., that 

a firm has negative book equity. This signals that a firm’s assets no longer cover its liabilities 

and thus, that the firm is overindebted. 

The first two measures are also tested by Vater and Wolf (2022). They argue that firms 

that are expected to be unprofitable differ from expectedly profitable firms in terms of 

bankruptcy risk. Thus, the probability to realize losses should improve bankruptcy prediction. 

Further, they point out that there is potentially a strong relation between expected illiquidity 

and future bankruptcy, as the inability to fulfil financial obligations is intuitively the economic 

rationale for bankruptcy filing. This is also reflected in the German insolvency statute (section 

17 to 19). Section 17 states that illiquidity is the general reason to file for bankruptcy and that 

a debtor is illiquid if he cannot pay his mature obligations. Moreover, section 18 says that 

imminent illiquidity, i.e., the likely inability to pay obligations on the date of their future 

maturity, is also a reason for bankruptcy filing. Hence, I expect that there is a strong link 

between illiquidity and bankruptcy filing for German firms, too. A novelty of this study is the 

third measure, as it accounts for a special feature of German bankruptcy law that is not present 

in US bankruptcy law. In Germany, a firm must file for bankruptcy when liabilities exceed 

 
33  Not all German private firms are obligated to publish their financial statements, but only corporations, i.e., firms 

with limited liability. 
34  Further, Table A3.3 shows that the tenor of results is unchanged when extending the models by Altman (1983) 

and Ohlson (1980). 
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assets, i.e., in case of negative book equity, unless it is highly probable that the firm recovers. 

This is determined by section 19 of the German insolvency statute. Therefore, I also expect a 

strong relation between overindebtedness and bankruptcy filing for German firms.  

A further aspect addressed by Vater and Wolf (2022) is that smaller firms report losses 

more frequently than larger firms (e.g., Klein and Marquardt (2006)). They argue that the 

expected loss measures potentially depend on firm size. Thus, they perform a size analysis by 

interacting the loss measures with size classes. As the sample used in this study also consists of 

firms with varying size, I perform a size analysis as well. 

I find that, in line with expectations, incorporating the expected loss probability or the 

expected illiquidity probability significantly improves the accuracy of SME bankruptcy 

prediction models. For example, including the expected illiquidity probability increases the 

“10th performance decile” criterion introduced by Shumway (2001) by 3.41 percentage points 

compared to the initial model by Altman and Sabato (2007). Including the expected loss 

probability shows an even stronger improvement of 5.38 percentage points. Time-series 

analysis indicates that the improvements hold for the bigger part of the sample period. This 

provides evidence for a strong relation between both measures and SME bankruptcy risk. 

Results for the expected overindebtedness probability are not as significant. The 10th 

performance decile only increases by 0.38 percentage points, indicating that there is a weaker 

link to SME bankruptcy risk. A possible explanation is that firms do not immediately file for 

bankruptcy in case of overindebtedness, as the insolvency statute leaves firms some leeway, 

i.e., they expect a recovery. Overall, findings indicate that the expected loss probability 

performs best. In addition, I provide evidence that the results are robust to industries, SME size 

classes, and location. Using a hypothesized competitive loan market, I also show that banks 

potentially benefit economically from implementing the expected loss probability.  

Further, the size analysis only partly provides evidence for a size effect in the relation 

between the expected loss measures and SME bankruptcy risk. On the one hand, regression 

results show that the relevance of the loss signal decreases for firms with more frequent losses, 

whereas it increases for firms with less frequent losses. On the other hand, this finding does not 

translate to a significantly increased out-of-sample performance. However, this is in line with 

the results of Gupta et al. (2015) as they show that there is no need to consider small and 

medium firms separately when predicting SME bankruptcy.35 

This paper contributes to the literature as follows. First, I incorporate firm-specific 

forward-looking measures into SME failure prediction models. To my knowledge, no other 

 
35  While I only interact the expected loss measures with size classes, untabulated tests show that interacting the 

full model with size classes does not improve out-of-sample performance either. 
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SME study incorporates such measures. While public firm failure prediction models are able to 

incorporate forward-looking information by including market-based variables, SME failure 

prediction models based on accounting information typically lack this information. Second, I 

provide evidence that the expected profitability distribution, particularly the area covering 

losses, is related to SME bankruptcy risk and thus, is a strong predictor for SME bankruptcy 

filing. This confirms the results of Vater and Wolf (2022) for public firms. Third, I add to the 

debate whether considering SME size classes separately improves SME bankruptcy prediction 

accuracy (e.g., Gupta et al. (2015) or El Kalak and Hudson (2016)). I find that interacting the 

expected loss measures with size classes does not improve out-of-sample accuracy.  

To summarize, specifically the expected loss probability shows promising results and 

banking institutions should incorporate this measure when assessing SME bankruptcy risk. This 

results in more accurate predictions, potentially leading to lower capital requirements and lower 

credit costs for SME customers. 

The remainder of this paper is structured as follows. Section 3.2 provides a brief overview 

of related literature. Section 3.3 outlines the methodology, and Section 3.4 depicts the data and 

variables used for the empirical analysis. Section 3.5 presents the empirical results. Section 3.6 

summarizes the findings and concludes. 

 

3.2 Related Literature 

This section provides an overview of SME and private firm failure prediction literature. 

Further, it presents studies that link expected profitability to risk measures.  

 

SME Failure Prediction 

With the introduction of Basel II in the early 2000s, SME failure prediction starts gaining 

popularity.36 Altman and Sabato (2007) are the first to develop a bankruptcy prediction model 

for SMEs. Their model includes five variables that cover leverage, liquidity, profitability, 

coverage, and activity. They find that their model outperforms a generic corporate model, 

highlighting the fact that SMEs are different from larger corporations regarding credit risk, and 

that SME specific failure prediction models are needed.  

Most studies related to SME failure prediction try to account for the fact that SMEs have 

fewer disclosure obligations regarding financial statement data and that the data is less reliable 

 
36  Before, there are only few studies that mainly focus on small firm, e.g., Edmister (1972), Keasey and Watson 

(1987), or Keasey and Watson (1988). 
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by additionally incorporating non-financial information (e.g., Altman et al. (2010) or Ciampi 

and Gordini (2013)). The following passage lists several exemplary studies.37 

Altman et al. (2010) update the bankruptcy prediction model of Altman and Sabato (2007) 

to include a wide range of non-financial information, reflecting characteristics such as financial 

reporting compliance, internal audit, trade credit relationships, age, size, and industry failure 

rate. They find that including non-financial information significantly increases the model’s 

predictive ability. Bhimani et al. (2010, 2013, and 2014) define several credit default prediction 

models for private firms using financial, macroeconomic, and non-financial variables. The non-

financial variables cover size, age, industry, geographic region, and owner liability status. They 

find that these variables play an important role in private firm default prediction as they 

significantly improve the predictive ability of the models. Ciampi (2015) introduces a default 

prediction model for small firms which incorporates financial and corporate governance data. 

The corporate governance variables cover CEO duality, board independence, board size, and 

ownership concentration. He finds that a model containing both financial and corporate 

governance variables has greater predictive ability than a model based solely on financial ratios. 

Filipe et al. (2016) develop a distress prediction model for European SMEs that incorporates 

idiosyncratic and systematic predictors. The idiosyncratic variables include financial ratios and 

non-financial information, i.e., size, age, legal form, location, industry, and number of 

shareholders. The systematic variables cover business cycle, credit conditions, and insolvency 

codes. They provide evidence that SMEs across different European countries are affected by 

common idiosyncratic factors, but the relevant systematic factors vary by country. Moreover, 

they find that smaller firms are more vulnerable to systematic factors, and contrary to other 

studies (e.g., Bhimani et al. (2010)), that industry classifications often show no significance. 

Altman et al. (2017) analyze the predictive performance of the Z’’-Score model introduced by 

Altman (1983) on a large international dataset of 34 mainly European countries. They show 

that the model performs reasonably well in an international context, especially when country-

specific coefficients are estimated. Additionally, they test various modifications of the model 

using non-financial variables, i.e., age, size, industry, country specific risk, and year. They 

conclude that the inclusion of these variables generally increases the predictive ability of the 

Z’’-Score model, but that the strength of the effect is country-dependent. 

Accounting for differences between SME size classes, Gupta et al. (2015) develop separate 

failure prediction models for micro, small and medium sized firms, and for SMEs in general. 

 
37  Giving a complete literature review would go beyond the scope of this section. There are further studies that use 

non-financial information but the relation to my research question is limited (e.g., Gupta et al. (2014), 

Charalambakis and Garrett (2019), among others). 
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Their results show that there is no need to consider small and medium firms separately from 

SMEs, as almost the same factors influence default probabilities for these firms. However, they 

find that micro firms are influenced by different explanatory variables than SMEs. El Kalak 

and Hudson (2016) follow a similar approach to Gupta et al. (2015) but use US data instead of 

UK data. They also conclude that micro firms need to be modeled separately from SMEs and 

that medium firms are not affected by different factors than SMEs. However, contrary to Gupta 

et al. (2015), they find that small firms are also influenced by different explanatory variables 

than SMEs in general, and thus, they need to be considered separately when predicting failure, 

too. Gupta et al. (2018) also take size classes into account and additionally distinguish between 

bankruptcy and financial distress prediction. For bankruptcy prediction, they find that the 

factors that influence bankruptcy probabilities vary between size categories and advise to use 

individual models for each size category. When forecasting financial distress, they provide 

evidence that the individual size categories are not affected by different explanatory variables 

compared to SMEs in general. 

There are only few studies that primarily focus on Germany.38 Grunert et al. (2005), using 

a unique dataset provided by four major German banks, develop a failure prediction model for 

medium sized firms using financial and non-financial information. The banks provide firm-

specific non-financial information regarding rating categories, management quality, and market 

position. The results suggest that including both financial and non-financial variables yields a 

significantly higher predictive ability than only using one variable category. Likewise using 

German data, Dierkes et al. (2013) test whether incorporating business credit information into 

a private firm default prediction model increases the forecast accuracy. The business credit 

information includes data about a firm’s payment history with business partners, its 

creditworthiness, its order book, and its business outlook. Further, they use data regarding the 

credit bureau office that covers the firms. They find that including the information named above 

significantly improves the accuracy of failure predictions. 

Related to the forecasting methodology I use in this study, Gupta et al. (2016) test whether 

discrete-time or continuous-time hazard models produce more accurate SME failure forecasts. 

Although the difference in results between both approaches is not fundamental, they conclude 

that discrete-time hazard models are superior to continuous-time hazard models.  

 

 

 

 
38  Filipe et al. (2016) and Altman et al. (2017) also cover Germany, but they include several other countries as 

well. 
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Risk in Expected Profitability 

Hou et al. (2012) introduce model-based earnings forecasts as an alternative to analysts’ 

earnings forecasts. Using a cross-sectional approach, these forecasts minimize firm-specific 

data history requirements and hence, do not induce survivorship bias in contrast to time-series 

models. The authors find that their forecasts show larger earnings response coefficients (e.g., 

Ball and Brown (1968) or Brown et al. (1987)) and lead to more accurate expected return 

proxies compared to analysts’ forecasts. Li and Mohanram (2014) further improve the approach 

by Hou et al. (2012) by differentiating between the earnings persistence of profit and loss firms, 

adjusting earnings for special items, and estimating earnings per share instead of firm-level 

earnings. They find that their model outperforms the model by Hou et al. (2012). 

Konstantinidi and Pope (2016) test if measures based on the distribution of future 

profitability capture risk.39 Using quantile regressions, they estimate expected level, dispersion, 

skewness, and kurtosis (i.e., higher moments) of future profitability.40 They show empirical 

evidence that these measures are correlated with common risk proxies, e.g., corporate bond 

spreads and credit risk ratings. Based on these findings on the distributional properties of future 

earnings, Correia et al. (2018) test if the higher moments of future profitability also improve 

bankruptcy prediction of bond issuers. They find that mainly the dispersion measure 

significantly predicts future bankruptcies when also controlling for alternative risk measures. 

Chang et al. (2021) question the consistency of the estimates by Konstantinidi and Pope 2016 

and Correia et al. (2018). They argue that (i) using ad hoc formulas for the calculation of the 

higher moments, and (ii) quantile crossing, might lead to inconsistencies. Therefore, instead of 

forecasting selected percentiles to approximate the higher moments, they estimate the entire 

distribution. This enables them to use general statistical formulas to compute the higher 

moments. Further, they employ a rearrangement method by Chernozhukov et al. (2010) that 

prevents quantile crossing. They find that these consistent measures are related to credit spreads 

and equity prices, providing further empirical evidence on the relevance of forward-looking 

risk measures.  

Using these findings, Vater and Wolf (2022) investigate the role of expected accounting 

losses in bankruptcy prediction. They argue that the area of the profitability distribution 

covering losses should be of higher interest when assessing a firm’s bankruptcy risk. Following 

Chang et al. (2021), they estimate firm-specific expected profitability distributions and compute 

VaR-based loss measures. In contrast to the higher moments that are based on the entire 

 
39  For their analysis, Konstantinidi and Pope (2016) use earnings scaled by total assets, i.e., profitability.   
40  A recent paper by Tian et al. (2021) provides evidence that earnings forecasts based on quantile regressions, 

specifically median regressions, outperform those forecasts generated by Ordinary-Least-Squares regressions 

in predictive accuracy. 
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distribution, these measures focus solely on the area of the distribution covering losses. They 

find that particularly the expected probability to realize future losses and the expected 

probability of future losses consuming current cash balances significantly improves the 

accuracy of bankruptcy prediction models. Additionally, they provide evidence for a size effect 

in the relation between expected losses and bankruptcy risk 

Given the significant results of Vater and Wolf (2022) for public firm bankruptcy 

prediction and SMEs’ crucial role in economies worldwide, I analyze if measures based on the 

expected profitability distribution also improve SME bankruptcy prediction.  

 

3.3 Methodology 

To conduct my analysis, I follow a three-step approach. First, I forecast firm-specific future 

profitability distributions. Second, using these distributions, I compute three expected firm-

specific probabilities of accounting losses exceeding certain economic thresholds. Third, I test 

if these measures improve the accuracy of SME bankruptcy prediction models.   

 

Predicting Future Profitability Distributions 

Following Chang et al. (2021), I estimate the quantile function of one-year ahead 

profitability using quantile regressions (e.g., Koenker and Bassett (1978) and Angrist and 

Pischke (2009)). The quantile function is based on the out-of-sample estimation of 150 quantiles 

evenly spread between 0 and 1. To obtain the individual quantile estimates, quantile regression 

solves the following minimization problem: 

 

Qτ(Profi,t+1|Xi,t) = argβτ minE[ρτ(Profi,t+1 − Xi,t
′ βτ)]

= argβτ minE[ρτ(ui,t+1)]

= argβτ minE[τ ∙ |ui,t+1|ui,t+1>0
+ (1 − τ) ∙ |ui,t+1|ui,t+1≤0

]                   (3.1) 

 

where Qτ is the τth percentile of expected profitability Profi,t+1, conditional on the 

information set Xi,t. It is derived by minimizing the check function ρτ(ui,t+1) that weighs the 

forecast errors ui,t+1 asymmetrically.41 Subsequently, I generate firm-specific cumulative 

distribution functions by inverting the estimated quantile functions. 

Using this approach, quantile crossing is an issue that might occur. Due to estimation 

errors, the estimated percentiles are not monotonously increasing, i.e., lower percentiles might 

 
41  See Konstantinidi and Pope (2016) for a more detailed description of the approach. 
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exceed higher percentiles. This appears mainly in the tails of the distribution and leads to 

inconsistent quantile functions. To solve this problem, Chernozhukov et al. (2010) introduce a 

rearrangement method that results in consistent quantile functions. In line with Chang et al. 

(2021), I implement this method and thus, ensure that the three probability measures are based 

on consistently estimated quantile functions.  

To generate the quantile estimates, I use the earnings persistence (EP) model by Li and 

Mohanram (2014): 

 

Profi,t+1 = β0 + β1 ∙ Profi,t + β2 ∙  egProfi,t + β3 ∙  egProfi,t ∙ Profi,t + εt+1                   (3.2) 

 

where Profi,t+1and Profi,t are asset-scaled earnings,  egProfi,t is a dummy variable that 

equals one for firms with negative profitability and 0 otherwise, and  egProfi,t ∙ Profi,t is an 

interaction term of the dummy variable and profitability.42 I select the EP model as only 

earnings and total assets are needed for the estimation. This takes into account that SMEs often 

have fewer disclosure obligations regarding financial statement data and that no market data is 

available.  

The model estimation is performed annually at the end of December. To estimate the 

model, I use an increasing time window.43 That is, in the first iteration, the model is estimated 

on two years of data, in the second iteration, the model is estimated on three years of data, and 

so forth. Subsequently, I compute out-of-sample firm-specific estimates for the 150 quantiles 

by combining the respective quantiles’ parameter estimates with current profitability, the 

respective dummy variable, and the corresponding interaction term. This results in time-varying 

firm-specific quantile functions and conditional distributions, as profitability and hence, 

predicted quantiles, change across firms and over time. 

 

Loss Probability Measures 

Using the profitability distributions obtained in the previous step, a concept similar to VaR 

is implemented. However, while a VaR is typically defined as a value not exceeded given a 

certain probability, the approach is rearranged here. I calculate three expected firm-specific 

probabilities of accounting losses exceeding certain economic thresholds:44 

 
42  For a detailed variable description, see Section 3.4 or Table A3.1. 
43  The tenor of results is unchanged using a two-year rolling window.  
44  The probability measures are based on a concept introduced by Hüttemann (2019). Assuming a standard normal 

distribution, he uses the mean and standard deviation of an individual firm’s conditional earnings estimate to 

compute the probability that a firm’s future losses exceed currently available book equity. I deviate from this 

approach by directly estimating the underlying distribution of future earnings and by using losses and current 

cash balances as additional threshold values. 
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(i)  Loss Probability:    P(E[Proft+1] < 0)  

(ii)  Illiquidity Probability:  P(E[Proft+1] < −Cash Balancet)   

(iii) Overindebtedness Probability: P(E[Proft+1] < −Boo  Equityt)   

 

First, Loss Probability is equal to the largest quantile of the profitability distribution with 

negative profitability, i.e., showing the probability to realize accounting losses in general in the 

following period. It presents the value of the VaR’s inverse function when using future 

accounting losses as threshold. The rationale for this measure is that bankruptcy risk should 

differ for expectedly unprofitable and expectedly profitable firms. I expect a positive relation 

between bankruptcy risk and Loss Probability. Second, Illiquidity Probability is the value of 

the VaR’s inverse function when defining future accounting losses depleting current cash 

balances as threshold. It serves as a proxy for illiquidity, i.e., a firm’s inability to fulfil its 

financial obligations. There should be a strong relation between expected illiquidity and future 

bankruptcies, as the inability to fulfil financial obligations is intuitively the economic rationale 

for bankruptcy filing. This is also reflected in the German insolvency statute. Section 17 of the 

statute states that illiquidity is the general reason to file for bankruptcy and that a debtor is 

illiquid if he cannot pay his mature obligations. Moreover, section 18 says that imminent 

illiquidity, i.e., the likely inability to pay obligations on the date of their future maturity, is also 

a reason for bankruptcy filing. Therefore, I expect a strong positive relation between Illiquidity 

Probability and bankruptcy risk. Third, Overindebtedness Probability is the value of the VaR’s 

inverse function when defining future accounting losses depleting current book equity as 

threshold. This results in negative book equity, signaling that a firm’s assets no longer cover its 

liabilities. Section 19 of the German insolvency statute states that a firm must file for 

bankruptcy when liabilities exceed assets unless that it is highly probable that the firm recovers. 

Hence, I also expect a strong relation between Overindebtedness Probability and bankruptcy 

filing.  

Figure 3.1 visualizes the three probability measures using an exemplary cumulative 

distribution function. The sum of the light gray, dark gray, and black area assesses Loss 

Probability, i.e., the probability to be unprofitable in the subsequent fiscal year. The 

combination of the dark gray and black area shows Illiquidity Probability. It moves the 

reference point from being unprofitable to losses depleting current cash balances. The black 

area displays Overindebtedness Probability, i.e., the probability that losses deplete book 

equity.45 

 
45  Note that this is a cumulative distribution function for an exemplary firm. For other firms, current cash balances 

might exceed book equity, i.e., the dark gray and black area are swapped. 
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It is important to highlight that Illiquidity Probability only serves as a proxy for illiquidity 

as actual illiquidity is mainly driven by the net cash outflow over a fiscal period (Vater and 

Wolf (2022)). A firm faces illiquidity, i.e., it is unable to pay further obligations, if net cash 

outflow depletes the current cash balance. However, in terms of financial reporting, net cash 

outflow cannot exceed the current cash balance.46 Therefore, finding a reliable estimate of 

future illiquidity is challenging, as the contractual claims that potentially exceed the cash 

balance are not observable. To address this issue, in line with Vater and Wolf (2022), I use 

profitability to approximate this risk of becoming unable to pay, as profitability is related to 

cash flow and not restricted by the cash balance.47 

 

Bankruptcy Prediction 

In line with previous SME failure prediction literature (e.g., Gupta et al. (2015) or Filipe 

et al. (2016)), I use a discrete hazard model, i.e., a logistic regression model with multiple 

observations per firm (Shumway (2001)), to predict firm-specific one-year ahead bankruptcy 

probabilities: 

 
46  Reporting a negative cash balance in the balance sheet occurs very rarely. In case a firm overdraws its cash 

balance, it is typically recognized as a liability position. 
47  Literature provides evidence for a strong relation between earnings and cash flows (e.g., Bowen et al. (1986) or 

Dechow et al. (1998)). Further, I also test other approximations. I use direct estimates of change in cash balance 

predicted by an auto-regressive model and cash flow forecasts estimated using specific cash flow forecast 

models (e.g., Barth et al. (2001)). However, untabulated results show that the alternative proxies lead to noisier 

estimates, resulting in worse out-of-sample performance compared to the approximation based on profitability. 

Figure 3.1: Visualization of the Three Probability Measures 

 

This figure visualizes the three probability measures using an exemplary cumulative distribution function. The combined light gray, dark gray,

and black area assesses Loss Probability. The combination of the dark gray and black area shows Illiquidity Probability. The black area displays

Overindebtedness Probability.
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Pi,t(yi,t = 1|Xi,t) =
1

1 + exp(−Xi,t
′ β)

                                                                                              (3.3) 

 

where yi,t is a dummy variable indicating if a firm files for bankruptcy within the 

subsequent twelve months, Xi,t
′  is the set of explanatory variables, and β is the vector of 

parameters.  

To estimate out-of-sample bankruptcy probabilities, I use the model specification of 

Altman and Sabato (2007) as benchmark. I select this model specification as Altman and Sabato 

(2007) analyze various financial ratios and select the ones that predict SME failure best. They 

show that their model exhibits high forecast accuracy and significantly outperforms a generic 

corporate model. Further, only basic financial statement data is needed. Analogous to the 

profitability forecast model, this takes into account that SMEs often have fewer disclosure 

obligations and that no market data is available. The linear regression model is denoted by the 

following equation: 

 

Xi,t
′ β =  β0 + β1 ∙ EBITDA/TAi,t + β2 ∙ STD/BKEQi,t + β3 ∙ RE/TAi,t

+ β4 ∙ CAS /TAi,t + β5 ∙ EBITDA/I Ti,t                                                                  (3.4) 

 

where EBITDA/TAi,t is EBITDA divided by total assets, STD/BKEQi,t is short-term debt 

divided by book equity, RE/TAi,t is retained earnings divided by total assets, CAS /TAi,t is 

cash balance divided by total assets, and EBITDA/I Ti,t is EBITDA divided by interest 

expense.48 The variables represent the categories profitability, leverage, coverage, liquidity, and 

activity, respectively. All variables but short-term debt divided by book equity are expected to 

have a negative relation to SME bankruptcy risk. 

To test if the three probability measures based on out-of-sample estimated profitability 

distributions add value to SME bankruptcy prediction, I extend the benchmark model 

univariately with the three measures. For simplicity, in the following equation, the explanatory 

variable Zi,t is representative for each of the three probability measures. 

 

Xi,t
′ β =  β0 + β1 ∙ EBITDA/TAi,t + β2 ∙ STD/BKEQi,t + β3 ∙ RE/TAi,t

+ β4 ∙ CAS /TAi,t + β5 ∙ EBITDA/I Ti,t + β6 ∙ Zi,t                                               (3.5) 

 

 
48  Detailed variable definitions are presented in Section 3.4 and Table A3.1. 
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Analogous to the prediction of the profitability distribution, the models are estimated 

annually at the end of December using an increasing time window. I compute out-of-sample 

firm-specific bankruptcy probabilities by combining the respective parameter estimates with 

current financial data.  

 

Performance Evaluation 

To evaluate if the three probability measures improve the in-sample fit of the regression 

model, I use the Akaike (1974) Information Criterion (AIC) (e.g., Gupta et al. (2016)). It is used 

to compare competing model specifications applied to the same task (i.e., SME bankruptcy 

prediction) on the same data set while controlling for model complexity. It helps to provide 

evidence that the three probability measures in fact capture SME bankruptcy risk. AIC is given 

by the following equation: 

 

AIC = −2 ∙ Log L + 2 ∙ p                                                                                                                   (3.6) 

 

where Log L equals the log likelihood and p equals the number of explanatory variables 

including the intercept. Lower AIC values indicate a better model fit while avoiding overfitting. 

To evaluate the out-of-sample performance, i.e., to assess if the three probability measures 

improve predictive accuracy, I use two test statistics commonly employed in bankruptcy 

prediction literature (e.g., Shumway (2001), Altman et al. (2010), or Filipe et al. (2016)). First, 

I use the “Area Under the Receiver Operating Characteristics Curve” (AUC). Based on the 

predicted bankruptcy probabilities, the “Receiver Operating Characteristics” (ROC) curve plots 

true positive rates against false positive rates for all classification cut-off values between 0 and 

1. The area under this curve measures how well the model discriminates between bankrupt and 

non-bankrupt firms. A value of 0.5 stands for a random allocation (i.e., no predictive ability) 

and a value of 1.0 implies perfect discrimination. Second, I use the performance decile measure 

introduced by Shumway (2001). To compute the measure, observations are sorted into deciles 

based on their predicted bankruptcy probability. After actual bankruptcies become observable 

in the subsequent twelve months, the share of actual bankruptcies in each decile is calculated. 

I mainly focus on the 10th decile. The higher the fraction of bankrupt firms in deciles with the 

highest predicted bankruptcy probabilities, the better the predictive performance of a model. 

From a practitioner’s point of view, it shows the number of defaults a bank can potentially avoid 

if it does not grant loans to firms with high bankruptcy probabilities. I calculate AUC and the 

performance deciles annually and report time-series averages.  
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However, both AUC and the performance decile measure do not take into account that for 

banks in practice, the cost of a type I error (classifying a bankrupt firm as non-bankrupt) and of 

a type II error (classifying a non-bankrupt firm as bankrupt) substantially differs. In case of a 

type I error, a bank can potentially lose the total loan amount, while a type II error only leads 

to a revenue loss (Blöchlinger and Leippold (2006)). To account for the differing 

misclassification costs and to link the predictive accuracy of a bankruptcy prediction model to 

its economic impact on a bank’s credit business, I employ an approach similar to Agarwal and 

Taffler (2008). I assume two competing banks in a loan market worth EUR 100 billion.49 

Further, all loans are of the same size. To assess a customer’s credit risk, one bank uses the 

initial model by Altman and Sabato (2007) and the other bank uses the best performing 

extended model.50 Potential customers are the German SMEs analyzed in this study. Banks 

reject the 5% of firms with the highest bankruptcy probability according to the respective 

model. For the remaining SMEs, each bank quotes a credit spread based on the following 

equation derived by Blöchlinger and Leippold (2006): 

 

Ri,t =
Pi,t(Y = 1)

Pi,t(Y = 0)
∙ LGD +                                                                                                                (3.7) 

 

where Ri,t is the credit spread, Pi,t(Y = 1) is the calculated probability of bankruptcy, 

Pi,t(Y = 0) is the calculated probability not to file for bankruptcy, LGD is the loan loss given 

default, and   is the credit spread for the highest quality loan. In line with Agarwal and Taffler 

(2008), I set LGD to 45.00% and   to 0.30%. Customers choose the bank that quotes the lowest 

spread. Based on the resulting loan distribution between both banks, I report the corresponding 

market share, default share, average credit spread, revenue, loss, profit, and return on assets for 

the total sample period.  

 

3.4 Data and Variables 

The sample used for the empirical analysis is taken from Bureau van Dijk’s (BvD) 

Amadeus database. It covers the period from 2010 to 2019 and consists of private German 

SMEs. Banks and insurance companies are generally excluded from the Amadeus database. In 

line with recent literature (e.g., Filipe et al. (2016) or Gupta et al. (2016)), SMEs are defined 

 

 
49  The size of the loan market is analogous to Agarwal and Taffler (2008). Relative results between both banks are 

invariant to the size of the loan market. 
50  The performance is evaluated using AUC and 10th performance decile values. 
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based on the guidelines of the European Commission (2003), i.e., medium-sized (small-sized) 

enterprises encompass firms with total assets between EUR 10 million and EUR 43 million 

(EUR 2 million and EUR 10 million). Further, owners must have limited liability (e.g., Altman 

et al. (2017)).51 Based on section 325 of the German commercial code, I implement a 12-month 

reporting lag for firm fundamentals to become publicly available. Information about 

bankruptcies is also taken from BvD. Firm observations are marked as bankrupt, if the legal 

status is “Active (insolvency proceedings)” and the corresponding legal status date is in the 

twelve months following the lagged financial statement publishing date. In addition, from 2018 

onwards, the bankruptcy data included in the BvD Amadeus database is supplemented by a 

bankruptcy database provided by Dieter Hess.52 This database is compiled by crawling the daily 

official online releases on the website of the German business register. Therefore, it contains a 

virtually complete list of all German bankruptcies. Further, observations of bankrupt firms after 

the bankruptcy filing date are deleted (e.g., Correia et al. (2018)), and in case of multiple 

bankruptcy entries for a single firm, I keep only the first filing. Moreover, it is worth 

highlighting that BvD only provides information for the eight most current years, and that most 

variables have only the most recent information available, i.e., they are not historical. I 

overcome this issue by additionally using vintage BvD datasets obtained between 2013 and 

2017.53  

 
51  In detail, the following German firm types are included: AG, AG & Co. KG, GmbH, GmbH & Co. KG, UG, 

and UG & Co. KG. 
52  I am grateful to Dieter Hess for providing the database. The database may be obtainable from Dieter Hess on 

request. 
53  Researchers may contact BvD for historical snapshots. I am grateful to Dieter Hess for providing me with BvD 

vintage datasets. 

Table 3.1: Number of Bankrupt and Non-Bankrupt Firms per Year 

 

Year
Non-Bankrupt 

Firm-Years

Bankrupt 

Firm-Years

Bankruptcy

Rate (%)

2010 30,418 - -

2011 32,419 185 0.57

2012 34,507 303 0.87

2013 35,886 112 0.31

2014 35,705 142 0.40

2015 26,030 112 0.43

2016 23,513 98 0.42

2017 22,779 44 0.19

2018 22,278 114 0.51

2019 22,312 124 0.55

Total 285,847 1,234 0.48

This table contains the number of non-bankrupt and bankrupt firm-years and the corresponding bankruptcy rates in the sample period

from 2010 to 2019.
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Table 3.1 displays the number of bankrupt and non-bankrupt firms by year included in the 

sample. In total, it contains 285,847 non-bankrupt and 1,234 bankrupt firm-years, with a mean 

annual bankruptcy rate of 0.48%.54 

For the profitability prediction model, the central variable profitability is defined as “Profit 

(Loss)” (PL) minus “Extraordinary Profit (Loss)” (EXTR) divided by “Total Assets” (TOAS). 

For the bankruptcy prediction model, the variables are defined as follows. EBITDA/AT is 

“EBITDA” (EBTA) divided by “Total Assets”, STD/BKEQ is “Current Liabilities: Loans” 

(LOAN) divided by “Shareholder Funds” (SHFD), RE/TA is “Other Shareholder Funds” 

(OSFD) divided by “Total Assets”, CASH/TA is “Cash and Cash Equivalents” (CASH) divided 

by “Total Assets”, and EBITDA/INT is “EBITDA” divided by “Interest Paid” (INTE). Further, 

to compute the three probability measures, I use the estimated profitability distributions. To 

calculate Illiquidity Probability (Overindebtedness Probability), I additionally use “Cash and 

Cash Equivalents” (“Shareholder Funds”). 

 

 
54  The non-bankrupt firm-years from 2010 are not included in the calculation of the mean annual bankruptcy rate.  

Table 3.2: Descriptive Statistics 

 

Variable N Mean STD Min 1% 25% Median 75% 99% Max

EBITDA/TA 256,663 0.13 0.13 -0.31 -0.26 0.06 0.11 0.19 0.56 0.60

STD/BKEQ 256,663 0.53 2.01 -2.83 -0.96 0.00 0.00 0.20 11.59 19.65

CASH/TA 256,663 0.13 0.16 0.00 0.00 0.01 0.06 0.19 0.68 0.72

EBITDA/INT 256,663 384.88 2,234.34 -121.49 -69.07 3.40 9.53 33.61 16,771.94 23,765.84

RE/TA 256,663 0.27 0.28 -0.89 -0.38 0.05 0.23 0.47 0.88 0.91

Loss Prob. 256,663 0.13 0.19 0.04 0.04 0.04 0.05 0.05 0.70 0.72

Illiquidity Prob. 256,663 0.07 0.15 0.00 0.00 0.00 0.01 0.03 0.64 0.66

Overind. Prob. 256,663 0.06 0.21 0.00 0.00 0.00 0.00 0.00 0.99 0.99

Variable
EBITDA/

TA

STD/

BKEQ

CASH/

TA

EBITDA/

INT

RE/

TA

Loss 

Prob.

Illiquidity

Prob.

Overind. 

Prob.

EBITDA/TA - -0.02 0.20 0.65 0.19 -0.40 -0.21 -0.20

STD/BKEQ -0.06 - -0.26 -0.21 -0.11 -0.04 0.08 -0.12

CASH/TA 0.19 -0.13 - 0.38 0.29 -0.11 -0.69 -0.15

EBITDA/INT 0.14 -0.04 0.13 - 0.42 -0.38 -0.38 -0.33

RE/TA 0.19 -0.20 0.26 0.12 - -0.16 -0.26 -0.54

Loss Prob. -0.54 0.04 -0.13 -0.07 -0.23 - 0.44 0.40

Illiquidity Prob. -0.46 0.07 -0.27 -0.06 -0.26 0.85 - 0.44

Overind. Prob. -0.30 -0.01 -0.10 -0.04 -0.42 0.48 0.48 -

Panel A: Summary Statistics

Panel B: Correlation Analysis

This table contains descriptive statistics for the pooled cross-section from 2011 to 2019. Panel A displays summary statistics for the variables of

the bankruptcy prediction model by Altman and Sabato (2007) as well as for the three probability measures. Panel B shows the respective cross-

correlations following Pearson (Spearman) below (above) the diagonal. All correlations are statistically significance at the 1% significance level. 
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For the empirical analysis, I require all relevant variables to be non-missing. To mitigate 

the impact of outlying observations, I winsorize all variables annually at the top and bottom 

percentiles. 

Table 3.2 contains descriptive statistics (Panel A) and correlation analyses (Panel B) for 

the variables of the model by Altman and Sabato (2007) and for the three probability measures. 

Results for the variables by Altman and Sabato (2007) are in line with previous studies that 

employ similar variables (e.g., Gupta et al. (2015) or Filipe et al. (2016)).55 Examining the three 

probability measures, Panel A shows that all firms have a positive probability to realize future 

losses (Loss Probability) and that all measures are skewed to the right. Untabulated tests reveal 

that for Illiquidity Probability, positive probabilities start at the 45th quantile (22nd quantile) 

for non-bankrupt (bankrupt) firms, and for Overindebtedness Probability, they start at the 79th 

quantile (49th quantile), respectively. This shows that on average for the cross-section of firms, 

book equity is larger than cash balances, i.e., expected losses must be more severe to deplete 

book equity than to consume cash balances. Correlations in Panel B illustrate that the three 

probability measures are only moderately correlated. The only exception is the rather high 

Pearson correlation between Loss Probability and Illiquidity Probability. 

Table 3.3 illustrates differences between bankrupt and non-bankrupt firms with respect to 

the three probability measures. Panel A shows how the measures develop in the five years 

 
55  Altman and Sabato (2007) do not report these statistics. Thus, a comparison to the initial study is not possible. 

Table 3.3: Analysis of the Probability Measures 

 

5 4 3 2 1

Loss Prob. 0.16 0.19 0.25 0.28 0.36 0.13

Illiquidity Prob. 0.10 0.12 0.17 0.20 0.27 0.06

Overind. Prob. 0.09 0.09 0.10 0.14 0.19 0.06

N 189 189 189 189 189 251,031

Loss Prob. 0.33 0.13 0.20 13.21 ***

Illiquidity Prob. 0.24 0.06 0.17 12.64 ***

Overind. Prob. 0.21 0.06 0.15 9.23 ***

This table contains an analysis of the three probability measures and their differences between bankrupt and non-bankrupt firms. Panel A

shows the development of the mean values of the probability measures for bankrupt firms up to five years prior to bankruptcy filing and for

non-bankrupt firms. Only bankrupt firms with a history of at least five years before bankruptcy are included. Panel B displays the results of a

mean equality test between bankrupt and non-bankrupt firms, testing whether annual means of the probability measures are significantly

different for both groups. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.

Significance

Non-Bankrupt 

Firms

Years Prior to Bankruptcy Filing
Variable

Panel A: Development Prior to Bankruptcy

Panel B: Mean Equality Test

Variable
Bankrupt 

Firms

Non-Bankrupt 

Firms
Difference t-Statistic



59 

before a firm’s bankruptcy filing date.56 I only include bankrupt firms with a history of at least 

five years before bankruptcy to ensure that I analyze the same firms over time. All measures 

are monotonously increasing while approaching bankruptcy. Loss Probability and 

Overindebtedness Probability roughly double in the five years leading to bankruptcy, while 

Illiquidity Probability nearly triples. Further, a test for equality of means in Panel B reveals that 

non-bankrupt and bankrupt firms show statistically significant differences in the three 

probability measures. All measures are significantly higher for bankrupt firms than for non-

bankrupt firms. In consequence, Table 3.3 provides first evidence that the three probability 

measures potentially help to differentiate between bankrupt and non-bankrupt SMEs. 

 

3.5 Empirical Results 

This section provides empirical evidence that the three probability measures based on 

expected profitability distributions improve SME failure prediction accuracy. First, I show in-

sample results of annual logistic regressions. I compare the initial model by Altman and Sabato 

(2007) to the univariate extensions of the model with the three probability measures and provide 

evidence on the discriminative power of the probability measures for SME bankruptcies. 

Second, using AUC and the performance decile measure, I test if the discriminative power 

persists out-of-sample and how it develops throughout the sample period. Further, using a 

hypothesized competitive SME loan market, I show how banks would benefit from 

implementing the best performing probability measure. Third, I analyze a potential size effect 

in the relation between the three probability measures and SME bankruptcy risk. Fourth, I show 

that the results are robust to industries, SME size classes, and locations. 

 

3.5.1 In-Sample Analysis 

Table 3.4 presents results of the annual logistic regression. It shows time-series averages 

of the parameter estimates, Newey-West (1987) t-statistics, and AIC values of the four model 

specifications tested. Multiple findings are worth highlighting. First, in all model specifications, 

the variables of the model by Altman and Sabato (2007) are significant and show the correct 

sign, i.e., bankruptcy probability is increasing with increasing STD/BKEQ and decreasing with 

increasing values for all other variables. Second, the three probability measures are also 

significant, and the sign is in line with expectations. When either of the measures increases, the 

bankruptcy probability increases, too. It is interesting that the strength of the effect seems to 

 
56  Year 1 indicates that the financial statement information is released at maximum twelve months before filing 

for bankruptcy. 
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decrease with increasing loss severity, i.e., Loss Probability shows the highest parameter 

estimate (1.6257) and Overindebtedness Probability the lowest (0.2312).57 Further, when 

looking at the effect on the initial variables of Altman and Sabato (2007), Loss Probability and 

Illiquidity Probability have the highest influence on EBITDA/TA, as it decreases from -4.2887 

to -2.0470 and -2.6990, respectively. The relation is also reflected in the correlation analysis in 

Table 3.2, as both probability measures show the highest Pearson correlations to EBITDA/TA. 

This is unsurprising, as EBITDA/TA is a profitability measure (Altman and Sabato (2007)), 

and the probability measures are based on profitability distributions. Further, Illiquidity 

Probability influences the parameter estimate of CASH/AT. Again, this is related to the 

computation of Illiquidity Probability and also reflected in the correlation analysis. In contrast, 

Overindebtedness Probability only has a minor influence on the variables of the model by 

Altman and Sabato (2007). Third, the overall goodness-of-fit criterion confirms that each loss 

probability measure improves in-sample model fit, as all models show decreased AIC values 

compared to the initial model by Altman and Sabato (2007). Loss Probability shows the highest 

reduction in AIC, i.e., it improves model fit the most, while Overindebtedness Probability only 

slightly reduces AIC.  

 
57  I further elaborate on this in the following section. 

Table 3.4: Parameter Estimates of Logistic Regressions 

 

Variable

Intercept -4.2028 *** -4.7619 *** -4.5871 *** -4.3000 ***
(-53.33) (-61.30) (-54.65) (-73.76)

EBITDA/TA -4.3563 *** -2.0858 *** -2.7413 *** -4.0234 ***
(-43.90) (-34.12) (-25.93) (-50.54)

STD/BKEQ 0.0361 *** 0.0376 *** 0.0374 *** 0.0395 ***
(8.15) (8.56) (8.51) (8.89)

CASH/TA -4.4911 *** -4.3386 *** -3.6314 *** -4.4779 ***
(-127.42) (-136.10) (-126.10) (-120.72)

EBITDA/INT -0.0001 *** -0.0001 *** -0.0001 *** -0.0001 ***
(-8.00) (-7.85) (-8.17) (-8.04)

RE/TA -1.9760 *** -1.7540 *** -1.8198 *** -1.7873 ***
(-11.52) (-10.64) (-10.51) (-13.35)

Loss Prob. 1.6389 ***
(29.31)

Illiquidity Prob. 1.3528 ***
(35.24)

Overind. Prob. 0.3051 ***
(4.83)

AIC 8,565.19 8,510.67 8,533.74 8,563.17

Altman/Sabato (2007) Altman/Sabato (2007)

Loss Prob.

Altman/Sabato (2007)

Illiquidity Prob.

Altman/Sabato (2007)

Overind. Prob.

This table contains time-series averages of the parameter estimates, Newey-West (1987) t-statistics, and AIC values for the annual logistic

regressions of the model by Altman and Sabato (2007) and the extended models. ***, **, and * indicate significance at an alpha level of 1%,

5%, and 10%, respectively.
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To summarize, results in Table 3.4 provide empirical evidence for a significant positive 

relation between the three probability measures and SME bankruptcy risk. However, the 

strength of the relation seems to vary depending on the threshold. This is in line with the 

findings of Vater and Wolf (2022) for public firm bankruptcy prediction. 

 

3.5.2 Out-of-Sample Analysis 

I use strict out-of-sample tests to evaluate if the three probability measures in fact improve 

SME bankruptcy prediction, i.e., if the relation documented in the previous part translates to 

real forecast scenarios. Table 3.5 shows time-series averages of AUC (Panel A) and 

performance decile (Panel B) values for the model by Altman and Sabato (2007) and the models 

extended by the probability measures. Further, Panel C displays time-series averages of 

differences in AUC and 10th performance decile values and the corresponding Newey-West 

(1987) t-statistics for pairwise model specification comparisons. 

Mean AUC values in Panel A provide evidence that information about expected losses 

improves SME bankruptcy prediction. Compared to the initial model by Altman and Sabato 

(2007) with an AUC of 77.94, all probability measures improve performance. While 

Overindebtedness Probability only shows minor improvements (78.02), Illiquidity Probability 

substantially boosts performance with an AUC of 78.64, and Loss Probability increases it even 

further to 79.08. That means, e.g., for Loss Probability, the probability that a randomly picked 

bankrupt firm has a higher predicted bankruptcy probability than a randomly picked non-

bankrupt firm increases by 1.14 percentage points. Panel C confirms that the performance 

improvements are statistically significant for Loss Probability and Illiquidity Probability, 

whereas they are statistically insignificant for Overindebtedness Probability. Further, it shows 

that the superior performance of Loss Probability compared to Illiquidity Probability is 

statistically significant as well.  

Mean values for the performance deciles in Panel B, specifically the 10th decile, display a 

similar pattern. All probability measures improve performance compared to the model by 

Altman and Sabato (2007). Adding Overindebtedness Probability only slightly increases 

performance (36.80 to 37.18), while Loss Probability and Illiquidity Probability substantially 

boost performance to 42.18 and 40.21, respectively. That means, e.g., for Loss Probability, a 

bank can avoid additional 5.38 percentage points of credit defaults if it does not grant credits to 

firms in the 10th decile. Again, Panel C confirms that the performance improvements are 

statistically significant for Loss Probability and Illiquidity Probability and statistically 

insignificant for Overindebtedness Probability. However, for the 10th performance decile, the 
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superior performance of Loss Probability compared to Illiquidity Probability is not statistically 

significant.  

Overall, results from Table 3.5 indicate that Loss Probability improves performances the 

most compared to the initial model by Altman and Sabato (2007).58 This is surprising, as it only 

shows the probability to realize future losses, i.e., to have negative profitability. Illiquidity 

Probability and Overindebtedness Probability, on the other hand, also account for the severity 

of future losses by using cash balance or book equity as thresholds. Further, they are linked to 

the reasons to file for bankruptcy stated in the German bankruptcy statute. However, regarding 

 
58  Untabulated results show that including a combination of the three probability measures does not increase 

performance further. 

Table 3.5: Performance Evaluation of One-Year Ahead Bankruptcy Forecasts 

 

Variable

Decile

1 1.14 0.92 1.21

2 1.18 1.57 1.21

3 2.37 2.55 2.66

4 2.18 2.22 2.38

5 3.92 3.65 3.27

6 5.95 6.19 6.12

7 8.46 8.48 8.81

8 12.39 13.38 15.38

9 20.24 20.83 21.79

10 42.18 40.21 37.18

Variable

-1.1400 *** -0.7000 *** -0.0800
(-6.03) (-4.02) (-1.01)

5.3800 *** 0.4400 *** 1.0600 ***
(4.80) (4.14) (5.54)

3.4100 ** -1.9700 0.6200 ***
(3.15) (-1.80) (3.63)

0.3800 -5.0000 *** -3.0300 *
(0.94) (-4.40) (-2.30)

Altman/Sabato (2007)

Altman/Sabato (2007)

Loss Prob.

Altman/Sabato (2007)

Illiquidity Prob.

Altman/Sabato (2007)

Overind. Prob.

Altman/Sabato (2007)

36.80

21.38

6.34

8.98

15.76

1.21

1.12

2.79

1.86

3.77

Altman/Sabato (2007)

Loss Prob.

Panel A: AUC

Altman/Sabato (2007) Altman/Sabato (2007)

Loss Prob.

Altman/Sabato (2007)

Illiquidity Prob.

Altman/Sabato (2007)

Illiquidity Prob.

Altman/Sabato (2007)

Overind. Prob.

Altman/Sabato (2007)

Overind. Prob.

This table shows the out-of-sample performance of one-year ahead bankruptcy forecasts. Panel A (Panel B) contains time-series averages of

AUC (performance decile) values for the model by Altman and Sabato (2007) and for the extended models. Panel C shows the difference (y-axis

minus x-axis) in out-of-sample performance of the one-year ahead bankruptcy forecasts. It contains time-series averages of differences in AUC

(above the diagonal) and 10th performance decile (below the diagonal) and the corresponding Newey-West (1987) t-statistics. ***, **, and *

indicate significance at an alpha level of 1%, 5%, and 10%, respectively.

AUC 77.94 79.08 78.64

Panel B: Performance Deciles

78.02

Altman/Sabato (2007) Altman/Sabato (2007)

Loss Prob.

Altman/Sabato (2007)

Overind. Prob.

Panel C: Differences in AUC (Above the Diagonal) and 10th Decile (Below the Diagonal)

Altman/Sabato (2007)

Illiquidity Prob.

-

-

-

-
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Overindebtedness Probability, the insolvency statute leaves firms some leeway, i.e., if a firm 

expects a recovery from overindebtedness, it does not have to file for bankruptcy immediately. 

Untabulated statistics show that 5.05% of firm-years in the sample report negative equity but 

do not file for bankruptcy.59 This could potentially explain the weak performance of 

Overindebtedness Probability. The superior performance of Loss Probability compared to 

Illiquidity Probability could be related to the fact that a variable based on cash balance, i.e., 

CASH/AT, is already included in the model by Altman and Sabato (2007). Table 3.2 confirms 

a rather high relation between both variables with a Spearman correlation of -0.69. Further, 

Table A3.3 shows results when extending the model by Altman (1983) and the model by Ohlson 

(1980) with the three probability measures. Both models initially do not include a measure 

related to cash balances. While Overindebtedness Probability still performs rather weak, Loss 

Probability and Illiquidity Probability again show substantial improvements. However, for both 

the Altman (1983) and the Ohlson (1980) model, Illiquidity Probability outperforms Loss 

Probability. This is also in line with the findings of Vater and Wolf (2022) for public firms. 

Thus, depending on whether the SME bankruptcy prediction model already includes a measure 

related to cash balance, including Loss Probability or Illiquidity Probability is potentially the 

better choice. However, since the model by Altman and Sabato (2007) is the benchmark for this 

study, results provide evidence that Loss Probability performs best. 

Next, I analyze the performance of the three probability measures throughout the sample 

period. Figure 3.2 displays the time-series of differences in AUC (left graphs) and 10th 

performance decile (right graphs) values between the initial model by Altman and Sabato 

(2007) and the models extended by the probability measures. Panel A shows that the model 

extended by Loss Probability outperforms the initial model for both evaluation measures in 

every year throughout the sample period, i.e., the superior performance is not driven by single 

years. Differences for AUC and 10th performance decile look somewhat similar for Illiquidity 

Probability in Panel B. However, in 2016, both evaluation measures show a worse performance 

for the extended model, making the results not as consistent as for Loss Probability. Results for 

Overindebtedness Probability in Panel C show the weakest results, as the initial model performs 

better in terms of AUC (10th performance decile) between 2014 and 2016 (2013 and 2014). In 

total, Figure 3.2 suggest that the model extended by Loss Probability is the best and most 

consistently performing model.  

As pointed out in Section 3.3, AUC and the performance deciles do not consider the 

differing  misclassification  costs of  type I  and  type  II  errors. To  verify  that  the overall best  

 
59  For comparison, in the year preceding bankruptcy, 16.35% of firms report negative book equity. 
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Figure 3.2: Differences in Out-of-Sample Performance Over Time 

 

Panel C: Overindebtedness Probability (Left: AUC / Right: 10th Decile)

Panel B: Illiquidity Probability (Left: AUC / Right: 10th Decile)

Panel A: Loss Probability (Left: AUC / Right: 10th Decile)

This figure contains the percentage point differences in out-of-sample performance between the model by Altman and Sabato (2007) and the

models extended by the three probability measures throughout the sample period. Panel A displays results for Loss Probability, Panel B for

Illiquidity Probability, and Panel C for Overindebtedness Probability. In each Panel, the left graph displays differences in AUC and the right

graph shows differences in 10th performance decile values. 
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performance of the model extended by Loss Probability compared to the initial model by 

Altman and Sabato (2007) holds when explicitly considering the differing misclassification 

costs, I use a hypothesized competitive loan market similar to Agarwal and Taffler (2008). 

Table 3.6 presents the results. Credit spreads of Bank 1 (Bank 2) are based on the initial model 

by Altman and Sabato (2007) (the model extended by Loss Probability). Bank 2 has a market 

share of 55.92% compared to 44.08% for Bank 1. Hence, more SMEs choose to take loans from 

Bank 2 due to lower credit spreads. Further, the number of defaults relative to total credits 

granted is lower for Bank 2. This is a sign for an overall higher credit quality (Agarwal and 

Taffler (2008)). The higher market share in combination with higher loan quality translates into 

a substantially higher revenue for Bank 2 compared to Bank 1, with values of 271.91 and 

200.25, respectively. Since losses are only slightly higher for Bank 2, profits are also 

substantially higher for Bank 2 (181.37 compared to 114.11 for Bank 1). The superior 

performance of Bank 2 is also reflected in a higher return on assets.  

To summarize, Table 3.6 provides evidence that the model extended by Loss Probability 

outperforms the initial model by Altman and Sabato (2007) in economic terms when 

considering the differing misclassification costs. Hence, banks would potentially benefit from 

incorporating Loss Probability into their SME bankruptcy prediction models.  

 

3.5.3 SME Size Class Analysis 

Vater and Wolf (2022) argue that the relation between expected accounting losses and 

bankruptcy risk possibly depends on firm size as small firms tend to have accounting losses at 

a higher frequency compared to larger firms (Klein and Marquardt (2006)). Further, if 

Table 3.6: Economic Value of Differing Misclassification Costs 

 

Variable
Bank 1: Altman/Sabato (2007) Bank 2: Altman/Sabato (2007)

Loss Probability

Credits 94,430 119,770

Market Share (%) 44.08 55.92

Defaults 410 431

Defaults/Credits (%) 0.43 0.36

Avg. Credit Spread (%) 0.45 0.49

Revenue (EUR m) 200.25 271.91

Loss (EUR m) 86.13 90.55

Profit (EUR m) 114.11 181.37

Return on Assets (%) 0.26 0.32

This table shows results of a competitive SME credit market with a market size of EUR 100 billion. Evaluation takes place at the end of the

sample period. Credit spreads of Bank 1 are based on the initial model by Altman and Sabato (2007) and credits spreads of Bank 2 are

based on the model extended by Loss Probability. The bank with the lower credit spread is assumed to grant the loan. Credits is the total

number of credits granted per bank. Market Share is Credits divided by total number of credits. Defaults is the total number of

bankruptcies, i.e., credit defaults, per bank. Avg. Credit Spread is the mean credit spread for all loans granted. Revenue is market size *

Market Share * Avg. Credit Spread. Loss is market size * total number of credits * Defaults * LGD (0.45%). Profit is Revenue - Loss.

Return on Assets is Profit / (market size * Market Share).
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bankruptcies do not occur proportionally more frequently for smaller firms, the relevant loss 

causing bankruptcy filing is more challenging to identify. Hence, they state that pooling all 

firms together could negatively affect model fit and prediction accuracy. To account for this, 

they run a size analysis by interacting the loss probability measures with three size classes. 

First, they show that in their sample, losses and bankruptcies occur more frequently for smaller 

firms. However, the relation of losses to bankruptcies is much higher for smaller firms 

compared to larger firms. Second, they provide empirical evidence that prediction accuracy is 

improved by interacting the loss probability measures with size classes. Therefore, they argue 

that there is a size effect in the relation between expected accounting losses and bankruptcy 

risk.  

Table 3.7 presents results for the SME sample used in this study. Panel A provides 

empirical evidence for the disproportionate relation of (expected) losses and bankruptcies for 

small and medium firms. 56.44% of firm-years that report losses belong to small firms, while 

43.56% belong to medium firms. Values for expected losses are nearly identical.60 However, 

small firms account for 62.64% of bankruptcies, whereas medium firms are responsible for 

37.36% of bankruptcies. These relations show that for small firms, the relevant loss causing 

bankruptcy filing should be more challenging to identify. In consequence, fitting the three 

probability measures individually for small and medium firms when assessing bankruptcy risk 

potentially improves accuracy. Therefore, I interact the measures with SME size classes and 

rerun the bankruptcy predictions. Panel B presents the regression results for the interacted 

models. Parameter estimates of the variables of the model by Altman and Sabato (2007) are 

nearly unaffected compared to Table 3.4. For the three probability measures, in line with 

expectations, all interaction parameter estimates are statistically significant and increasing in 

size. In contrast to the non-interacted models in Table 3.4, the effect, i.e., the magnitude of the 

parameter estimates, is reduced for small firms in comparison to medium firms. This confirms 

the finding from Panel A, that for medium firms, expected losses should be a stronger sign for 

bankruptcy filing. Further, AIC values are slightly lower, i.e., model fit improves compared to 

the results in Table 3.4. Panel C contains out-of-sample evaluation results. All AUC and 10th 

performance decile values show improvements compared to Table 3.5, except for the 10th 

performance decile of Loss Probability. However, untabulated results show that the 

improvements compared to Table 3.5 are statistically insignificant. This is in contrast to the 

results of Vater and Wolf (2022). They find that the size interaction significantly improves 

results. A possible reason could be that the disproportionate relation of losses and bankruptcies  

 
60  A firm expects losses if the median profitability forecast is negative.  
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for different size classes is more pronounced in the sample of Vater and Wolf (2022), thus 

increasing the strength of the size effect and its impact on out-of-sample results. 

Overall, while regression results suggest that there is a size effect in the relation between 

the three probability measures and SME bankruptcy risk, out-of-sample evaluation results do 

Table 3.7: Relation Between the Probability Measures and SME Size Classes 

 

Size Class 

% Realized Losses

% Expected Losses

% Bankruptcies

Variable

EBITDA/TA -2.1745 *** -2.8092 *** -4.0626 ***
(-36.50) (-28.29) (-50.38)

STD/BKEQ 0.0365 *** 0.0365 *** 0.0386 ***
(8.27) (8.24) (8.59)

CASH/TA -4.3370 *** -3.6531 *** -4.5018 ***
(-130.06) (-117.68) (-119.54)

EBITDA/INT -0.0001 *** -0.0001 *** -0.0001 ***
(-7.91) (-8.21) (-8.06)

RE/TA -1.6914 *** -1.7610 *** -1.7393 ***
(-10.27) (-10.12) (-12.84)

Interaction Terms

Loss Prob. | Small 1.1349 ***
(27.04)

Loss Prob. | Medium 2.2406 ***
(25.35)

Illiquidity Prob. | Small 1.1363 ***
(20.21)

Illiquidity Prob. | Medium 1.7290 ***
(33.00)

Overind. Prob. | Small 0.2676 ***
(3.79)

Overind. Prob. | Medium 0.3370 ***
(6.20)

Size-Specific Intercept

AIC

Measure

AUC

10th Decile

78.16

38.13

Altman/Sabato (2007)

Interacted Overind. Prob.

Yes

Altman/Sabato (2007)

Interacted Loss Prob.

Altman/Sabato (2007)

Interacted Illiquidity Prob.

79.13

Panel A: (Expected) Losses and Bankruptcies in SME Size Classes

This table analyzes the relation between the three probability measures and SME size classes, i.e., small and medium size. Panel A shows the

disproportionality in size of realized losses, expected losses, and bankruptcy filings. Panel B displays time-series averages of parameter

estimates, Newey-West (1987) t-statistics, and AIC values for the annual logistic regressions of the size interacted models. Panel C presents

results for AUC and 10th performance decile. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.

Altman/Sabato (2007)

Interacted Loss Prob.

Altman/Sabato (2007)

Interacted Illiquidity Prob.

Altman/Sabato (2007)

Interacted Overind. Prob.

8,555.63

Yes

8,494.42

Yes

8,521.99

41.44

78.82

40.80

Small

56.44

57.72

62.64

Medium

43.56

42.28

37.36

Panel B: Logistic Regression Results for SME Size Class Interaction

Panel C: Out-of-Sample Evaluation for SME Size Class Interaction
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not confirm this finding. While I only interact the three probability measures with size classes 

in Table 3.7, untabulated tests show that interacting the full model with size classes does not 

improve out-of-sample performance either. This adds to the debate whether it is worth 

considering SME size classes separately when predicting SME bankruptcy (e.g., Gupta et al. 

(2015), El Kalak and Hudson (2016), or Gupta et al. (2018)). In line with Gupta et al. (2015), 

my findings suggest that it is not necessary to consider small and medium firm separately for 

SME bankruptcy prediction. 

 

3.5.4 Robustness Tests 

Results in Section 3.5.2 provide evidence that especially the addition of Loss Probability 

significantly improves the predictive accuracy of the model by Altman and Sabato (2007). This 

section tests if the superior performance of Loss Probability in terms of AUC and 10 th 

performance decile persists across industries, SME size classes, and locations. Figure 3.3 

presents the results for the model by Altman and Sabato (2007) (gray) and the model extended 

by Loss Probability (black). In each panel, the left (right) graph shows time-series averages of 

AUC (10th performance decile) values. I use expected bankruptcy probabilities from the initial 

analysis in section 3.5.2, i.e., grouping is done ex post. Further, Table A3.2 presents a detailed 

overview of the industry, size, and location classifications. 

Panel A shows results for industry groupings according to Chava and Jarrow (2004).61  

Predictive accuracy varies widely across industries, i.e., AUC (10th performance decile) values 

range between 74.79 and 92.47 (33.10 and 49.32). In general, predictions seem to be most 

accurate for firms in industry #3 (Construction Industries), and least precise for industry #8 

(Finance, Insurance, and Real Estate).62 In terms of model comparison, for industries #4 

(Manufacturing; 460 bankruptcies), #6 (Wholesale Trade; 163 bankruptcies), #7 (Retail Trade; 

94 bankruptcies), and #9 (Service Industries; 139 bankruptcies), the model extended by Loss 

Probability outperforms the initial model by Altman and Sabato (2007) in both evaluation 

criteria. For industries #5 (Transportation, Communications, and Utilities; 65 bankruptcies) and 

#8 (Finance, Insurance, and Real Estate; 33 bankruptcies), results are mixed, whereas in 

industry #3  (Construction Industries; 94 bankruptcies),  the  initial  model  performs  better.  In  

 
61  Industries #1 (Agriculture, Forestry, and Fisheries), #2 (Mineral Industries), and #10 (Public Administration) 

are excluded from the analysis due to the lack of bankruptcies in these industries. See Table A3.2 for further 

details. 
62  As noted in Section 3.4, banks and insurance companies are excluded from the BvD Amadeus database used for 

this study. Hence, industry #8 only includes real estate firms. 
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Figure 3.3: Robustness Tests Based on Industries, Size Classes, and Locations 

 

Panel A: Chava/Jarrow 10-Industries (Left: AUC / Right: 10th Decile)

Panel B: Size Classes (Left: AUC / Right: 10th Decile)

Panel C: Location (Left: AUC / Right: 10th Decile)

This figure displays robustness checks for the out-of-sample performance of the model by Altman and Sabato (2007) (gray) and the model

extended by Loss Probability (black). The robustness tests cover industries (Panel A), SME size classes (Panel B), and locations (Panel C). In

each panel, the left (right) graph shows time-series averages of AUC (10th performance decile). In Addition, Table A3.2 presents a detailed

description of the industry, size, and location classification.
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total, when considering the number of bankruptcies in each industry, the findings suggest that 

results are robust for the bigger part of firms. 

Panel B displays results for SME size classes. The model extended by Loss Probability 

exhibits superior AUC and 10th performance decile values for both small and medium firms, 

with more pronounced improvements for medium firms. Specifically for the 10th performance 

decile, predictions for medium firms compared to small firms are less accurate for the initial 

model by Altman and Sabato (2007) but are substantially more accurate for the model extended 

by Loss Probability. Overall, the findings prove that the superior performance is robust across 

SME size classes and suggest that medium firms benefit the most from the addition of Loss 

Probability.  

Panel C compares results for firms in eastern and western Germany. Eastern Germany 

contains the federal states that formerly belonged to the German Democratic Republic. These 

federal states are still in parts economically underdeveloped and structurally weaker in contrast 

to their western counterparts (e.g., Sinn (2002), Alecke et al. (2010), or Brenke (2014)). Hence, 

the location in Germany could also be seen as a proxy for the economic strength of a region. 

Looking at the graph, it is evident that the model extended by Loss Probability outperforms the 

initial model in both evaluation criteria. For AUC, eastern Germany shows higher values for 

the initial and the extended model. For the 10th performance decile, eastern Germany’s values 

are slightly lower compared to western Germany, but for the extended model, values are 

approximately equal. In total, findings are robust regarding a firm’s location. Further, Lehmann 

et al. (2004) provide evidence for a lending gap between eastern and western German SMEs, 

i.e., firms in eastern Germany face higher loan prices and collateral requirements. Therefore, 

the increased accuracy of the extended model is especially beneficial for eastern German SMEs, 

as this potentially decrease banks’ capital requirements and in turn lower SMEs’ capital cost 

(Altman and Sabato (2007)).  

To summarize, Figure 3.3 provides evidence that the results are robust to (most) industries, 

SME size classes, and locations. It further highlights the value of Loss Probability for SME 

bankruptcy prediction and indicates that it should be incorporated into SME bankruptcy 

prediction models. 

 

3.6 Conclusion 

Given SMEs’ crucial role in economies worldwide, it is of special interest for banks and 

investors to assess the financial condition of these firms. Therefore, in this paper, I aim to 

improve SME bankruptcy prediction models by including forward-looking measures, similar 
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to Vater and Wolf (2022). As bankruptcy prediction is per se future-oriented, a model including 

expectations about future firm characteristics is potentially more accurate. I analyze the relation 

of these measures to SME bankruptcy risk and provide empirical evidence that they are a strong 

predictor for SME bankruptcy filings. In detail, using a sample of German SMEs, I extend the 

model by Altman and Sabato (2007) by three measures based on expected profitability 

distributions, particularly the area covering losses. First, I measure the probability that a firm 

will realize losses in general. Second, I estimate the probability that losses will consume current 

cash balances, serving as a proxy for illiquidity. Third, I compute the probability that losses 

exceed book equity, signaling that a firm becomes overindebted.  

I find that, in line with expectations, all probability measures are positively related to SME 

bankruptcy risk. The analysis shows that for bankrupt firms, the probability measures increase 

substantially in the last five years leading to bankruptcy filing. Also, the differences between 

bankrupt and non-bankrupt firms for all measures are statistically significant. Regression results 

reveal a significant and positive relation between all measures and bankruptcy risk. The effect 

seems to be strongest for Loss Probability and weakest for Overindebtedness Probability with 

parameter estimates of 1.6389 and 0.3051, respectively. Further, all measures reduce AIC, i.e., 

they improve model fit. In terms of out-of-sample performance, I find that Loss Probability and 

Illiquidity Probability significantly improve the accuracy of SME failure prediction models. 

For instance, Illiquidity Probability significantly increases the 10th performance decile from 

36.80% to 40.21% compared to the model by Altman and Sabato (2007). Loss Probability 

shows an even stronger improvement with a value of 42.18%. This is in line with the findings 

of Vater and Wolf (2022) and provides evidence for a strong relation between both loss 

measures and SME bankruptcy risk. In contrast, Overindebtedness Probability shows weaker 

results. While the 10th performance decile still increases to 37.18%, the difference to the initial 

model is statistically insignificant, indicating a weaker link to SME bankruptcy risk. A potential 

reason for this finding is that firms do not have to file for bankruptcy immediately in case of 

overindebtedness. The insolvency statute leaves firms some leeway, i.e., if a recovery is 

expected, bankruptcy filing is not necessary. Additional tests show that in contrast to Illiquidity 

Probability and Overindebtedness Probability, including Loss Probability outperforms the 

initial model by Altman and Sabato (2007) in every year of the sample period. Taken together, 

this indicates that out of the three analyzed probability measures, Loss Probability performs 

best. Further, using a hypothesized competitive SME loan market, I show that banks would 

economically benefit from implementing Loss Probability, and robustness checks provide 

evidence that results are consistent across (most) industries, SME size classes and locations.  
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In addition, previous studies show that smaller firms report losses more frequently than 

larger firms (e.g., Klein and Marquardt (2006) or Vater and Wolf (2022)). Therefore, I interact 

the three probability measures with SME size classes to test for a size effect in their relation to 

bankruptcy risk. Results indicate that the relevance of expected losses grows with firm size, but 

out-of-sample prediction accuracy does not improve significantly. 

In total, my findings contribute to research on SME failure as follows. I show that 

incorporating firm-specific forward-looking measures into SME bankruptcy prediction models 

significantly improves forecast accuracy. I provide evidence that the expected profitability 

distribution, particularly the area covering losses, is a strong predictor for SME bankruptcy 

filing. To my knowledge, no other SME study incorporates such measures. As “predicting” is 

per se a forward-looking process, future research could test further forward-looking measures. 

Moreover, I add to the debate on whether accounting for size classes in SME bankruptcy 

prediction models improves accuracy (e.g., Gupta et al. (2015), El Kalak and Hudson (2016), 

or Gupta et al. (2018)). In line with Gupta et al. (2015), I conclude that distinguishing the effects 

on small and medium firms does not improve predictive accuracy. Lastly, I suggest that banking 

institutions implement the probability measures, particularly Loss Probability, when assessing 

SME bankruptcy risk. As Altman and Sabato (2007) point out, more accurate predictions lead 

to lower capital requirements and lower credit costs. This in turn helps to sustain SME 

financing, i.e., financing for the backbone of most economies. 
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3.7 Appendices 

 

Table A3.1: Variable Descriptions 

 

(continued) 

Variable Description Bureau van Dijk Variable

Profitability Income before extraordinary items scaled by total assets. (PL - EXTR) / TOAS

Loss Dummy
Variable that indicates whether the firm realized losses in 

the past period.

Loss Interaction Interaction term between profitability and the loss dummy. Prof · Loss Dummy

Loss Prob.
Probability that a company will realize losses in the next 

period.

Illiquidity Prob.
Probability that a company will realize losses that will 

consume the current cash balance in the next period.

Overind. Prob.
Probability that a company will realize losses that will 

consume book equity in the next period.

EBITDA/TA
Earnings before interest, taxes, depreciation, and 

amortization relative to total assets.
EBTA / TOAS

STD/BKEQ Short-term debt relative to book equity. LOAN / SHFD

CASH/TA Current cash balance relative to total assets. CASH / TOAS

EBITDA/INT
Earnings before interest, taxes, depreciation, and 

amortization relative to interest expenses.
EBTA / INTE

RE/TA Retained earnings relative to total assets. OSFD / TOAS

RoA Earnings before interest and taxes relative to total assets. EBIT / TOAS

Retained

Earnings
Retained earnings relative to total assets. OSFD / TOAS

Panel D: Altman (1983)-Model

Panel C: Altman and Sabato (2007)-Model

Panel B: Loss Probability Measures

Panel A: Li and Mohanram (2014) EP-Model

This table contains the descriptions of the variables used throughout Chapter 3. All variables refer to the current period if not noted

otherwise. Panel A contains the variable descriptions of the EP-model by Li and Mohanram (2014) used for the prediction of future

profitability distributions. Panel B contains the definitions of the three probability measures. Panel C, Panel D, and Panel E describe the

explanatory variables used in the bankruptcy prediction models by Altman and Sabato (2007), Altman (1983), and Ohlson (1980),

respectively.

P(E[Prof] < 0)

P(E[Prof] < −CAS )

P(E[Prof] < −S FD)

f Prof = {
1, Prof< 0
 0, Prof≥ 0
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Table A3.1: Variable Descriptions (continued) 

 

Working

Capital
Working capital relative to total assets. WKCA / TOAS

Leverage A firm's book equity relative to total liabilities.
SHFD / TOLI

[with TOLI = CULI + NCLI]

RoA (Ohlson) Net income relative to total assets. PL / TOAS

Debt Ratio Long-term liabilities relative to total assets. TOLI/ TOAS

Working

Capital
Working capital relative to total assets. WKCA / TOAS

Current Ratio Current liabilities relative to current assets. CULI / CUAS

Size A firm's size. log(TOAS)

Overindebted-

ness

Dummy that indicates whether total liabilities exceed total 

assets.

Financial

Performance
Funds provided by operations relative to total liabilities. (PL + DEPR - FIPL)  / TOLI

Persistent Loss 
Dummy that indicates whether a firm realized losses in two 

consecutive fiscal years.

Net Income

Change

Scaled change in net income between two consecutive 

fiscal years.

Panel E: Ohlson (1980)-Model

f TOLI− TOAS = {
0,TOLI− TOAS 0
 1,TOLI− TOAS> 0

f PLt,t−1 = {
1, PLt,PLt−1 < 0
 0, PLt,PLt−1 ≥ 0

PLt −PLt−1
PLt + PLt−1
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Table A3.2: Industry, SME Size Class, and Location Classification 

 

Industry Description SIC Codes Non-Bankrupt Bankrupt

1 Agriculture, Forestry, and Fisheries < 1000 1,741 0

2 Mineral Industries 1000 - 1500 808 1

3 Construction Industries 1500 - 1800 15,695 94

4 Manufacturing 2000 - 4000 66,374 460

5 Transportation, Communications, and Utilities 4000 - 5000 21,167 65

6 Wholesale Trade 5000 - 5200 38,547 163

7 Retail Trade 5200 - 6000 17,166 94

8 Finance, Insurance, and Real Estate 6000 - 6800 15,322 33

9 Service Industries 7000 - 8900 45,650 139

10 Public Administration 9100 - 10000 540 0

Size Class Description Non-Bankrupt Bankrupt

Small 117,906 646

Medium 105,104 403

Location Description Non-Bankrupt Bankrupt

West 184,231 850

East 38,779 199

Registered in Old German Federal States

Registered in New German Federal States + Berlin

EUR 2 m < Total Assets  ≤ EUR 10 m 

EUR 10 m < Total Assets ≤ EUR 43 m 

Panel A: Industry Classification

Panel B: SME Size Classes

Panel C: Location

This table presents information about the industry classification by Chava and Jarrow (2004) (Panel A), SME size classes (Panel B) and the

classification in eastern and western Germany (Panel C) used for the robustness checks in Section 3.5.4. Each panel additionally shows the

number of firm-years marked as bankrupt and non-bankrupt in each category. The covered period starts with the first bankruptcy

predictions in 2012, i.e., total numbers of bankrupt and non-bankrupt firm-years deviate from Table 3.1. 
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Table A3.3: Results for the Models by Altman (1983) and Ohlson (1980) 

 

Variable

AUC

10th decile

Variable

AUC

10th decile

Ohlson (1980) Ohlson (1980)

Loss Prob.

Ohlson (1980)

Illiquidity Prob.

Ohlson (1980)

Overind. Prob.

Panel B: Ohlson (1980)

77.99 78.67 78.74 78.00

39.08 42.76 43.53 38.89

76.29 77.30 77.49 76.27

36.55 39.61 40.77 36.69

Panel A: Altman (1983)

Altman (1983) Altman (1983)

Loss Prob.

Altman (1983)

Illiquidity Prob.

Altman (1983)

Overind. Prob.

This table shows the time-series averages of annual out-of-sample performance (AUC and 10th performance decile) of the one-year ahead

bankruptcy forecasts for the models by Altman (1983) (Panel A) and Ohlson (1980) (Panel B). The variables included in both models are

presented in Table A3.1.



77 

 

 

 

Chapter 4 

The Relation Between Earnings Management and 

Model-Based Earnings Forecast Accuracy 

4.1 Introduction 

Earnings are a central measure of a firm’s performance. Hence, it is of special interest for 

investors, analysts, and firms themselves to obtain accurate information about future earnings 

(Tian et al. (2021)). For practitioners and academics alike, earnings forecasts are an important 

input for firm valuation, asset allocation, or cost of capital calculation (Azevedo et al. (2021)). 

In recent years, research on cross-sectional model forecasts as an alternative to analysts’ 

earnings forecasts emerged, particularly focusing on the computation of the implied cost of 

capital (ICC). The ICC is an expected return proxy, and it is computed as the discount rate that 

equates expected future cash flows to current stock price. Several studies provide evidence that 

model-based ICCs are more reliable expected return proxies than analyst-based ICCs (e.g., Hou 

et al. (2012) and Hess et al. (2019)).  

A common denominator in most earnings forecast models is that last period’s reported 

earnings are a key explanatory variable for future earnings (e.g., Hou et al. (2012) and Li and 

Mohanram (2014)). This is unsurprising, as previous literature finds that earnings are highly 

persistent (e.g., Fama and French (2006) and Hou and van Dijk (2019)). Thus, the reliability of 

the reported earnings figure is presumably related to the predictive ability of the forecast 

models. However, one factor affecting reported earnings, and in turn earnings forecasts, has not 

been covered by research on model-based earnings forecasts yet. This factor is the extent of a 

firm’s earnings management (EM). A widely accepted definition of EM in academic literature 

is that EM is an adjustment of financial reports in order to deceive certain stakeholders about a 

firm’s economic performance or to affect contractual obligations that are based on reported 

financial numbers (e.g., Healy and Wahlen (1999), Dechow and Skinner (2000), and Lo 

(2008)). 
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Hence, the occurrence of EM, i.e., intentionally misstating earnings, should intuitively 

compromise the reliability of reported earnings. This assumption is further supported when 

looking at managers’ incentives to manipulate earnings (Dechow et al. (1996) and Dechow and 

Schrand (2004)). For instance, managers use EM to increase stock prices before initial public 

offerings, meet analysts’ earnings targets, or maximize bonuses that are based on the respective 

earnings. Literature provides evidence for the occurrence of EM in relation to these incentives 

(e.g., Healy (1985), Perry and Williams (1994), Teoh et al. (1998) and Doyle et al. (2013)). 

Therefore, this all points to EM impairing the reliability of reported earnings and in turn, 

negatively affecting the accuracy of model-based earnings forecasts. 

Consequently, with our paper, we aim to examine the effect of EM on the predictability of 

future earnings. The motivation for our study stems from the assumption of a significantly 

negative relationship between the extent of a firm’s EM and the ability to forecast its respective 

earnings figure. Further, we seek to use this relation to improve the predictive ability of earnings 

forecasts models. That is, we incorporate information about firms’ EM in the earnings forecast 

approach and evaluate if this results in more accurate forecasts and more reliable ICC estimates. 

For our analysis, we require measures of (i) earnings forecast accuracy and (ii) the extent 

of a firm’s EM. To evaluate forecast accuracy, we first generate earnings forecasts for up to 

three years ahead using the residual income (RI) model by Li and Mohanram (2014), and then 

we calculate the price-scaled absolute forecast error (PAFE). Next, firms manage earnings 

either through the manipulation of cash flows or accruals (Dechow and Schrand (2004)). In line 

with the bigger part of previous literature, we focus on the accruals component and use absolute 

discretionary accruals to measure firms’ EM (e.g., Frankel et al. (2002), Klein (2002), 

Bergstresser and Philippon (2006), among others). Discretionary accruals are defined as the 

residuals from the estimation of an accruals model, and we use the modified Jones (1991) model 

by Dechow et al. (1995) for the estimation.63 

The results of the empirical analysis support our expectations, i.e., we provide evidence 

for a negative relationship between the extent of a firm’s EM and the ability to accurately 

forecast its respective earnings. When running annual cross-sectional regressions of PAFE on 

the EM measure for one-, two-, and three-year ahead earnings forecasts, we find significantly 

positive average parameter estimates of 0.0204, 0.0189, and 0.0182, respectively. In other 

words, we provide empirical evidence that a higher level of EM corresponds to less accurate 

model-based earnings forecasts. Subsequently, we capitalize on this finding and use the relation 

between EM and the predictability of future earnings to improve forecast accuracy. We annually 

 
63  We further elaborate on the selection of the specific earnings forecast model and accruals model in Section 4.2. 
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rank firms into quintiles based on the extent of a firm’s EM and create five dummy variables 

that indicate a firm’s respective quintile. We then interact the earnings forecast model with the 

EM quintile dummy variables. Again, we generate earnings forecasts for up to three years ahead 

and find that the forecasts of the interacted model show significantly lower PAFEs compared 

to the initial model.64 For instance, for one-year (two-year, three-year) ahead forecasts, the 

median PAFE of the initial model is 3.72% (4.88%, 6.41%), whereas the PAFE of the interacted 

model is 3.18% (4.58%, 5.64%). Further, analogous to the methodology used in previous 

studies (e.g., Hou et al. (2012) and Li and Mohanram (2014)), we implement an ICC analysis 

and provide evidence that ICCs based on the interacted model are more reliable expected return 

proxies in comparison to ICCs based on the initial model. For the cross-section of firms, we 

annually regress realized future returns on ICCs. We show that ICCs based on the interacted 

model exhibit higher correlations to realized future returns. For example, for one-year ahead 

forecasts, the initial model shows an average parameter estimate of 0.1904 and an R² of 10.70%, 

while the interacted model shows values of 0.2176 and 12.80%, respectively. Moreover, we 

annually rank firms into deciles based on the ICCs and implement a long-short-strategy, i.e., 

we compute the spread between the highest and lowest decile. We find that this portfolio 

approach yields higher returns for holding periods of up to three years when using ICCs based 

on the interacted model (e.g., 12.32% vs. 10.63% for a one year holding period). Lastly, we 

ensure that our findings are robust to alternative earnings forecast models. We rerun the 

previous tests and provide evidence that the tenor of results is unchanged when using the 

earnings persistence (EP) model by Li and Mohanram (2014) and the model by Hou et al. 

(2012). 

Our findings contribute to the literature as follows. First, to our knowledge, we are the first 

to examine the relation between the extent of a firm’s EM and the ability to forecast its 

respective earnings figure. In line with our expectations, we provide evidence for a significantly 

negative relationship. That is, when the level of a firm’s EM increases, the PAFE increases as 

well. Second, our results of the interacted model highlight that EM should be considered when 

generating model-based earnings forecasts. It improves forecast accuracy and results in more 

reliable ICCs that yield higher investment strategy returns. This is important as it further 

supports previous research (e.g., Hou et al. (2012) and Hess et al. (2019)) that identifies model-

based earnings forecasts as a viable alternative to analysts’ earnings forecasts. Third, our 

findings add to the debate on managers’ incentives for EM. Beneish (2001) points out that there 

are potentially two perspectives on EM. On the one hand, the “informative perspective” 

 
64  Throughout this paper, we will refer to the RI model by Li and Mohanram (2014) as the “initial model”, and we 

will refer to the RI model that we interact with the EM quintile dummy variables as the “interacted model”. 
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suggests that managerial discretion is used to reveal private expectations about future cash 

flows to stakeholders. For our analysis, this could improve the information content of reported 

earnings and lead to more accurate earnings forecasts. However, there is no empirical evidence 

for this perspective, and our results do not support it either. On the other hand, the 

“opportunistic perspective” states that managers manipulate earnings to mislead investors with 

the intention of obtaining some personal gain. This should impair the reliability of reported 

earnings, resulting in less accurate earnings forecasts. Our findings match this perspective, and 

therefore support the results of previous studies focusing on opportunistic managers’ actions 

(e.g., Perry and Williams (1994), Teoh et al. (2002), and Bergstresser and Philippon (2006)). 

The remainder of this paper is structured as follows. Section 4.2 provides a brief overview 

of related literature. Section 4.3 outlines the methodology we employ, and Section 4.4 describes 

the data we use for our empirical analysis. Section 4.5 covers the empirical results, and Section 

4.6 concludes. 

 

4.2 Related Literature 

This section provides an overview of related literature. First, we present studies focusing 

on cross-sectional earnings forecasts and their relation to ICCs.65 Second, we briefly discuss 

studies that implement models to estimate discretionary accruals as a measure for the extent of 

a firm’s EM. 

 

Model-Based Earnings Forecasts and Implied Cost of Capital 

Information about the expected rate of return is crucial in various economic settings, e.g., 

to ensure an efficient allocation of scarce resources or capital budgeting (e.g., Botosan and 

Plumlee (2005) and Lee et al. (2021)). There exists a vast amount of literature on different 

approaches for deriving an estimate of a firm’s expected rate of return. It is well documented 

that using realized returns to proxy for expected returns bears a range of problems and leads to 

noisy and biased estimates (e.g., Fama and French (1997) and Easton and Monahan (2016)). 

Thus, in recent years, a stream of literature that approximates the expected rate of return with 

the ICC emerged (e.g., Gebhardt et al. (2001), Claus and Thomas (2001), Ohlson and Juettner-

Nauroth (2005), and Easton (2004)). An advantage of the ICC estimation is that it does not rely 

on noisy realized returns to derive a proxy for expected returns (Lee et al. (2010)). Although it 

is an important source of information for researchers and practitioners alike, the ICC of a firm 

 
65  Throughout this paper, we will use the terms “cross-sectional” and “model-based” earnings forecasts 

interchangeably. 
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itself is unobservable. It is defined as the internal rate of return that results equating the current 

stock price to the present value of expected future cash flows. Whereas the current stock price 

is directly observable, information about future cash flows has to be approximated. In order to 

derive a reliable ICC estimate, this approximation relies heavily on the accuracy of the 

respective input factors, especially unobservable future earnings (Botosan and Plumlee (2005)).  

Literature provides two popular options to derive estimates of a firm’s future earnings. On 

the one hand, for a subsample of firms, analyst forecasts of the respective firm’s earnings are 

available. Easton and Monahan (2005) show that more reliable ICCs are the result of more 

accurate analysts’ forecasts. Thus, they provide evidence for the necessity of accurate input 

factors for the ICC estimation.  

However, since analysts mainly cover larger firms, various models to forecast future 

earnings emerged (e.g., Hou et al. (2012) and Li and Mohanram (2014)). These models allow 

to cover all firms with available financial statement data. The majority of recent studies on 

model-based earnings forecasts implements a cross-sectional estimation approach. While the 

model-based forecasts show lower forecast accuracy, Hou et al. (2012) find that these forecasts 

beat analysts’ earnings forecasts in terms of coverage, forecast bias and earnings response 

coefficient. Further, ICCs based on cross-sectional earnings forecasts are more reliable 

expected return proxies than analyst-based ICC estimates. Thus, they supply evidence that 

suggests deriving ICC estimates from model-based earnings forecasts rather than from analyst 

forecasts. Whereas Easton and Monahan (2016) question these results, Hess et al. (2019) 

confirm the superiority of model-based earnings forecast in terms of the achieved reliability of 

ICC estimates. However, the puzzle why mechanical earnings forecast models result in less 

accurate forecasts compared to analyst earnings forecasts, but in more reliable ICC estimates, 

remains unanswered at this point (Hess et al. (2019)). Additionally, Gerakos and Gramacy 

(2013), as well as Li and Mohanram (2014), note that the forecast errors resulting from the Hou 

et al. (2012) model are quite similar to or even worse than those derived from a random walk 

model. They express doubt whether the forecasts from that model should be used at all. Thus, 

Li and Mohanram (2014) propose two new models to improve the approach of Hou et al. (2012) 

by differentiating between the earnings persistence of profit and loss firms, adjusting the 

earnings metric for special items, and estimating earnings per share instead of firm-level 

earnings. They provide evidence that their adjusted model outperforms the model by Hou et al. 

(2012) regarding forecast bias, accuracy, earnings response coefficient, and ICC reliability.  

Evans et al. (2017) and Tian et al. (2021) show that using the least absolute deviation 

method, i.e., median regressions, further improves forecast performance. However, since our 
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analysis is mainly concerned with the relation between EM and forecast accuracy, we follow 

Hou et al. (2012) and Li and Mohanram (2014) and employ the OLS method.66  

In addition to forecasting mean or median earnings, Konstantinidi and Pope (2016) and 

Chang et al. (2021) use quantile regressions to estimate the distribution of expected earnings. 

Using these estimates, they compute the higher moments of future earnings. They argue that 

these moments are measures of risk in future earnings and provide evidence that they are related 

to common risk measures such as credit risk ratings or corporate bond spreads. Although they 

also develop models to forecast future earnings, their work is mainly concerned with forecasting 

higher moments of future earnings and not with a mean forecast of earnings. Thus, in our study, 

we will not cover the models suggested by Konstantinidi and Pope (2016) and Chang et al. 

(2021) due to a deviating research focus.  

Throughout our empirical analysis, we focus on the RI model introduced by Li and 

Mohanram (2014), since previous studies find that it performs best in terms of forecast 

accuracy. However, we will disclose the results based on the EP model by Li and Mohanram 

(2014) and the model by Hou et al. (2012) in Table A4.3 and Table A4.4. Our main findings 

are robust to changes in the underlying earnings forecast model.  

 

Estimation of the Earnings Management Measure 

A widely accepted definition of EM in previous studies is that EM is an adjustment of 

financial reports in order to deceive certain stakeholders about a firm’s economic performance 

or to affect contractual obligations that are based on reported financial numbers (e.g., Healy 

and Wahlen (1999) and Dechow and Skinner (2000)). However, this concept is difficult to 

measure directly, as it focuses on unobservable managerial intent (Dechow and Skinner 

(2000)). The most common approach to measure EM is isolating the discretionary part of 

accruals (Dechow et al. (2012)). This part of accruals reflects distortions due to active EM, 

while the non-discretionary part captures adjustments based on fundamental performance 

(Dechow et al. (2010)). Estimates of discretionary accruals are obtained by directly modeling 

the accruals process. Widely used accruals models are developed by Jones (1991), Dechow et 

al. (1995), Dechow and Dichev (2002), and McNichols (2002) (Dechow et al. (2012)).  

Jones (1991) analyzes if firms use EM to decrease earnings during import relief 

investigations. Her model includes total accruals as dependent variable, and change in revenues 

and property, plants, and equipment as independent variables. The fitted value of the regression 

represents non-discretionary accruals, and the residual represents discretionary accruals. Jones 

 
66  Untabulated tests show that our results are unchanged when median regressions are used. 
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(1991) finds that managers actively decrease earnings to profit from import reliefs. Dechow et 

al. (1995) point out that the model by Jones (1991) implicitly assumes that revenues are non-

discretionary. In consequence, if EM occurs through discretionary revenues, it is not accounted 

for in the discretionary accruals estimate. Dechow et al. (1995) propose a solution by modifying 

the model by Jones (1991). They use cash revenue instead of reported revenue, i.e., the change 

in revenues is adjusted for change in receivables. They provide empirical evidence that the 

modified model better detects EM compared to the initial model by Jones (1991). Dechow and 

Dichev (2002) suggest a new measure for accruals and earnings quality. While they do not 

explicitly intent to measure EM, their measure is based on the standard deviation of the 

residuals, i.e., discretionary accruals. Their model includes change in working capital as 

dependent variable and past, current, and future cash flows as independent variables. They find 

that a larger standard deviation of discretionary accruals results in e.g., less persistent earnings, 

longer operating cycles, and more volatile cash flows, accruals, and earnings (Dechow et al. 

(2010)). McNichols (2002) links the approach of Jones (1991) to Dechow and Dichev (2002). 

She adds the variables of Jones (1991) to the model by Dechow and Dichev (2002) and shows 

that the explanatory power regarding working capital accruals increases. Moreover, Francis et 

al. (2005) use this model to compute the accruals quality measure proposed by Dechow and 

Dichev (2002). However, they further differentiate between accruals quality due to economic 

fundamentals and due to management choices. They find that lower accruals quality yields 

higher cost of debt, smaller price multiples on earnings, and larger equity betas. Yet, they 

conclude that accruals quality driven by economic factors has a larger effect on cost of capital 

than accruals quality driven by management choices. 

In this study, we use the modified Jones (1991) model by Dechow et al. (1995) to compute 

the EM measure for the following reasons. First, as stated before, Dechow et al. (1995) show 

that their modified model better detects EM compared to the initial model by Jones (1991). 

Second, the models by Dechow and Dichev (2002) and McNichols (2002) contain cash flows 

from period t + 1 to estimate discretionary accruals for period t. To prevent a look-ahead-bias 

in our analysis, we would have to relate the forecast error of current period’s earnings forecasts 

to last period’s EM measure. However, we want to avoid such a timing lag between both 

measures, and additionally, Dechow and Dichev (2002) point out that their model is not 

specifically intended to estimate firms’ EM. Third, the accruals quality measure of Francis et 

al. (2005) that is driven by management choices requires a seven-year time-series of firm-

specific data. This potentially induces a survivorship bias that we intent to avoid. 

To the best of our knowledge, we are the first to analyze the relation between the extent of 

a firm’s EM and model-based earnings forecast accuracy. As noted in the previous section, 
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model-based earnings forecasts are an important input in practice as well as in academic studies. 

Thus, understanding the factors influencing their accuracy is worth investigating further.  

 

4.3 Methodology 

This section outlines the methodology we employ in this study. First, it shows how we 

generate earnings forecasts and the corresponding PAFEs. Second, it presents how we compute 

the EM measure, i.e., absolute discretionary accruals. Third, it depicts how we (i) examine the 

relation between the extent of a firm’s EM and earnings forecast accuracy, (ii) use information 

about firms’ EM to improve the predictive ability of earnings forecast models, and (iii) test if 

this information enhances ICC reliability.  

 

Model-Based Earnings Forecasts 

To forecast earnings, we use the RI model introduced by Li and Mohanram (2014). The 

model is defined as follows: 

 

Earni,t+τ = β0 + β1 ∙ Earni,t + β2 ∙  egEi,t + β3 ∙  egEi,t ∙ Earni,t

+ β4 ∙ B Eqi,t + β5 ∙ Tacci,t + εi,t+τ                                                                    (4.1) 

 

where Earni,t+τ and Earni,t are earnings,  egEi,t is a dummy variable that equals 1 for 

firms with negative earnings and 0 otherwise, and  egEi,t ∙ Earni,t is an interaction term of the 

dummy variable and earnings. Further, B Eqi,t is book value of equity and Tacci,t is total 

accruals. All variables are scaled by the number of shares outstanding. We forecast earnings for 

up to five years ahead, i.e., for τ = 1 − 5.67 

In line with cross-sectional earnings forecast literature (e.g., Hou et al. (2012) and Li and 

Mohanram (2014)), we use a rolling OLS regression approach with a ten-year window to 

generate the earnings forecasts.68 First, at the end of June of each year of our sample period, 

data from year t − 9 to year t is used to estimate the model parameters. Second, we multiply 

the computed parameters with the independent variables from year t to obtain firm-specific 

earnings estimates for year t + τ. Out-of-sample earnings forecasts are available from 1979 

onwards. 

 
67  For our analysis, we primarily use one-, two-, and three-year ahead forecasts. Four- and five-year ahead forecasts 

are needed for the ICC computation in Section 4.5.3. 
68  To lower data requirements, we start with a five-year window at the beginning of the sample period and expand 

the window to ten years successively. 
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To evaluate forecast accuracy, we use the PAFE (e.g., Hou et al. (2012) and Li and 

Mohanram (2014)). It is defined as follows: 

 

PAFEi,t+τ = |
Earnt+τ − Earn̂t+τ

prct
|                                                                                                   (4.2) 

 

where Earnt+τ is realized earnings in year t + τ, Earn̂t+τ is the model-based earnings 

forecast for year t + τ, and prct is the stock price at the end of June of year t. 

 

Earnings Management Measure 

In line with previous literature (e.g., Frankel et al. (2002), Klein (2002), and Bergstresser 

and Philippon (2006)), we use absolute discretionary accruals as a measure for the extent of a 

firm’s EM. Discretionary accruals are defined as the residuals from the estimation of an accruals 

model. To compute non-discretionary accruals, we use the modified Jones (1991) model by 

Dechow et al. (1995): 

 

TACCi,t = β0 + β1 ∙ (∆REVi,t − ∆RECi,t) + β2 ∙ PPEi,t + εi,t                                                     (4.3) 

 

where TACCi,t is total accruals, ∆REVi,t is change in revenue, ∆RECi,t is change in 

receivables, and PPEi,t is property, plant, and equipment. All variables are scaled by the number 

of shares outstanding.69 Further, as specified by Jones (1991) and Dechow et al. (1995), the 

intercept is also scaled, i.e., the true constant term is suppressed (Peasnell et al. (2000)). 

Following more recent studies (e.g., Chung and Kallapur (2003), Francis et al. (2005), 

Bergstresser and Philippon (2006), among others), we implement a cross-sectional approach 

instead of time-series analysis initially employed by Jones (1991). Comparing cross-sectional 

to time-series accruals models, Bartov et al. (2000) find that only cross-sectional models are 

constantly able to detect EM. Further, accruals models are frequently estimated at industry level 

(Dechow et al. (2010)). We follow this approach and employ the Fama and French 48 industry 

classification.70  

 
69  We scale our variables by the number of shares outstanding to be consistent with the variable definition of the 

earnings forecast model. Thereby, we deviate from the variable definition of Jones (1991) and Dechow et al. 

(1995). They scale all variables by lagged total assets to reduce heteroscedasticity. Following the approach of 

Jones (1991), untabulated tests show that the error term of the unscaled accruals model is highly correlated with 

the number of shares outstanding. This indicates that scaling by the number of shares outstanding is also 

reasonable. 
70  Untabulated tests show that the tenor of results is unchanged when we do not estimate the accruals model at 

industry level. However, we follow the approach commonly used in EM literature. 
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Similar to the model-based earnings forecasts, we use rolling OLS regressions with a ten-

year window to estimate the model.71 First, model parameters are computed using data from 

year t − 9 to year t. Second, the computed parameters are multiplied with the independent 

variables from year t to obtain an estimate of non-discretionary accruals for year t (TACĈi,t). 

Lastly, subtracting this estimate from actual total accruals (TACCi,t) provides an estimate for 

discretionary accruals, and the absolute value of discretionary accruals serves as our measure 

for the extent of a firm’s EM (E i,t). It is available from 1975 onwards and defined as follows: 

 

E i,t = |TACCi,t − TACĈi,t|                                                                                                              (4.4) 

 

Empirical Analyses 

First, we test the relation between the extent of a firm’s EM and model-based earnings 

forecast accuracy using the following regression equation: 

 

PAFEi,t+τ = β0 + β1 ∙ E i,t +∑ γk ∙ Controlk,i,t
k

+ εt+τ                                                         (4.5) 

 

where PAFEi,t+τ is the forecast error resulting from the forecast made in year t for the year 

t + τ and E i,t is the EM measure for year t. We control for firm size by including the logarithm 

of total assets and for industry by adding industry dummies according to the Fama and French 

48 industry classification.72 We run annual cross-sectional OLS regressions for τ = 1 − 3.73 

Second, to inspect if the EM measure helps to improve the predictive ability of earnings 

forecast models, we use the following approach. We annually rank firms into quintiles based 

on the extent of a firm’s EM and create five dummy variables that indicate a firm’s respective 

quintile. Next, we interact the earnings forecast model with the EM quintile dummy variables, 

i.e., we run a separate regression for each quintile subsample: 

 

Earni,t+τ =∑ Qk ∙ (β0 + β1 ∙ Earni,t + β2 ∙  egEi,t + β3 ∙  egEi,t ∙ Earni,t
5

k=1

+ β4 ∙ B Eqi,t + β5 ∙ Tacci,t + εi,t+τ)                                           (4.6) 

 
71  Analogous to the earnings forecasts, we start with a five-year window at the beginning of the sample period and 

expand the window to ten years successively. 
72  Ecker et al. (2013) identify firm size as a potentially important correlated omitted variable in tests for EM. 
73  Using the estimated EM measure as independent variable potentially induces an "error-in-variables" bias. That 

is, the regression coefficient of the EM measure might be biased towards zero (Griliches and Ringstad (1970)). 

Hence, our empirical results might understate the true effect of EM on forecast accuracy. 
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The notation is analogous to equation 1, with the addition of the indicator variable 𝑄𝑘 

representing the five EM quintile dummy variables. They are equal to 1 if a firm belongs to a 

specific quintile, and 0 otherwise. We rerun the analysis of the initial earnings forecast model 

and compare regression results and PAFEs of the initial model and the interacted model. 

Third, we investigate if the earnings forecasts from the interacted model result in more 

reliable expected return proxies compared to the initial model. In line with earnings forecast 

literature (e.g., Hou et al. (2012), Li and Mohanram (2014), and Azevedo et al. (2021)), we use 

ICCs as a proxy for expected returns. The ICC is defined as the discount rate that equates current 

stock price to the present value of future cash flows (Hou et al. (2012)). The forecasted earnings 

are used as future cash flow estimates. Hence, more accurate forecast should yield more reliable 

expected return proxies. Prior research has developed various ICC estimation methods. To 

guarantee that our results are not affected by any particular method, we follow the earnings 

forecast literature and use a composite ICC. Our ICC measure is the average of the following 

four commonly used ICC metrics (Azevedo et al. (2021)). We use two ICCs based on a residual 

income model, i.e., metrics by Gebhardt et al. (2001) and Claus and Thomas (2001), and two 

ICCs based on an abnormal earnings growth model, i.e., metrics by Ohlson and Juettner-

Nauroth (2005) and Easton (2004). We present a detailed description of the ICC metrics in 

Table A4.2. To increase coverage, we require only one ICC metric to be available to compute 

the composite ICC (Hou et al. (2012)). We calculate the firm-specific composite ICC at the end 

of June of each year.  

We analyze the relation of the composite ICC to future returns using two approaches 

commonly used in earnings forecast studies (e.g., Hou et al. (2012) and Li and Mohanram 

(2014)). The first approach examines the relation at the firm-level using the following equation: 

 

Reti,t+τ = β0 + β1 ∙ ICCi,t + εi,t+τ                                                                                                    (4.7) 

 

where Reti,t+τ is realized stock return at the end of June of the year τ and ICCi,t is the one-

year ahead composite ICC calculated at the end of June of the current year. Using this equation, 

we run annual cross-sectional OLS regressions for τ = 1 − 3. Values of β1 closer to 1 imply a 

more reliable expected return proxy (Li and Mohanram (2014)). 

The second approach evaluates the relation between the composite ICC and future returns 

on a portfolio level. In line with Hou et al. (2012), we rank firms into decile portfolios based 

on the composite ICC at the end of June of each year. Next, we calculate the equally weighted 

buy-and-hold return for each decile portfolio for holding periods of up to three years. We mainly 

focus on the spread between the highest and lowest decile, i.e., when implementing a long-short 
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strategy (Azevedo et al. (2021)). We test if this strategy results in significant returns and 

compare the initial earnings forecast model to the interacted model. The idea behind this 

strategy is that more reliable ICCs result in a more accurate ranking of firms regarding their 

expected returns. Consequently, a more accurate ranking will yield higher returns from the 

long-short strategy. 

 

4.4 Data 

The sample we use for our empirical analysis consists of the intersection of the annual 

COMPUSTAT North American database and the monthly CRSP stock return file. It contains 

US American firms reporting in US dollar. The total sample period spans from 1971 to 2019. 

We implement a three-month reporting lag for firm fundamentals to become publicly available. 

Following previous literature (e.g., Dechow et al. (2012)), we exclude financial firms (SIC 

codes 6,000 to 6,999) from our analysis as financial statements of these firms are subject to 

different regulatory frameworks.  

The variables for the earnings forecast model are defined as follows. Earnings is income 

before extraordinary items (IB) minus special items (SPI). Special items are set to zero if 

missing. Book equity is total common equity (CEQ). Total accruals are defined as income 

before extraordinary items (IB) minus cash flow from operations (OANCF). Since cash flow 

from operations is only available from 1988 onwards, we use the accruals definition of 

Richardson et al. (2005) in case of missing cash flow from operations (Li and Mohanram 

(2014)).74 To compute the PAFE, we take the price from the monthly CRSP stock return file 

(PRC). To estimate the accruals model, we use the following variables. Total accruals are 

defined analogously to the earnings forecast model. The change in revenue is current period’s 

total revenue (REVT) minus total revenue from the previous period. Likewise, the change in 

receivables is current period’s total receivables (RECT) minus total receivables from the 

previous period. Property, plant, and equipment is total gross property, plant, and equipment 

(PPEGT). For both models, all variables are scaled by the number of common shares 

outstanding (CSHO). We require all relevant variables to be non-missing. Further, to mitigate 

the effect of outliers, we winsorize all variables annually at the 1st and 99th percentile. 

To compute the ICC metrics, we further use the following variables. Earnings are defined 

analogous to the earnings forecast model. Book equity is total common equity (CEQ), dividends 

are common dividends (DVC), and total assets are total assets (AT). These variables are scaled 

 
74  See Table A4.1 for a more detailed description.  
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by the number of common shares outstanding (CSHO), too. The one-year buy-and-hold return 

is computed by compounding returns from the monthly CRSP stock return file (RET). 

Table 1 presents descriptive statistics for the variables included in the earnings forecast 

model and for the EM measure.75 Panel A shows summary statistics (cross-sectional mean, 

median, standard deviation, select percentiles, and firm-years with complete data) and Panel B 

displays Pearson and Spearman correlations. Our final sample contains 164,337 firm-year 

observations. Focusing on the EM measure, Panel A reveals that it is skewed to the right, i.e., 

the cross-sectional mean (1.09) is approximately twice as large as the median (0.54). Further, 

Panel B shows that Pearson (Spearman) correlations between the EM measure and the variables 

included in the earnings forecast model range between -0.16 and 0.41 (-0.24 and 0.07). 

 

4.5 Empirical Results 

This section presents the empirical results. First, we provide evidence for a significantly 

negative relation between the extent of a firm’s EM and model-based earnings forecast 

accuracy. Second, we capitalize on this finding and use the EM measure to improve the 

predictive ability of earnings forecast models. Third, we show that the increased forecast 

 
75  Li and Mohanram (2014) do not present descriptive statistics of the variables. Thus, a comparison to the initial 

study is not possible. 

Table 4.1: Descriptive Statistics 

 

Variable N Mean STD 1% 25% Median 75% 99%

Earn 164,337 1.00 12.84 -3.55 -0.07 0.57 1.65 7.63

NegE 164,337 0.29 0.45 0.00 0.00 0.00 1.00 1.00

NegExE 164,337 -0.24 0.80 -3.55 -0.07 0.00 0.00 0.00

BkEq 164,337 10.11 109.78 -2.62 2.25 6.11 12.82 50.32

Tacc 164,337 0.55 2.89 -6.70 -0.05 0.12 1.14 8.48

EM 164,337 1.09 1.62 0.01 0.21 0.54 1.25 8.73

Variable Earn NegE NegExE Tacc BkEq EM

Earn - -0.78 0.80 0.71 0.37 0.27

NegE -0.09 - -0.98 -0.50 -0.35 -0.16

NegExE 0.09 -0.48 - 0.47 0.35 0.12

BkEq 0.75 -0.04 0.01 - 0.28 0.41

Tacc 0.07 -0.17 0.19 0.04 - 0.02

EM 0.05 -0.06 -0.24 0.07 -0.03 -

Panel A: Summary Statistics

Panel B: Correlation Analysis

This table contains descriptive statistics for the pooled cross-section of firms from 1975 to 2019. Panel A displays summary statistics for the

variables of the earnings forecast model and for the EM measure resulting from the accruals model by Dechow et al. (1995). Panel B shows the

respective cross-correlations following Pearson (Spearman) below (above) the diagonal. All correlations are statistically significance at the 1%

significance level. 
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accuracy results in more reliable expected return proxies. Lastly, we ensure that our findings 

are robust to different earnings forecast models.  

 

4.5.1 Relation Between Earnings Management and Forecast Accuracy 

In this section, we analyze the relation between the extent of a firm’s EM and the accuracy 

of model-based earnings forecasts. We run annual cross-sectional regressions of PAFE on the 

EM measure while controlling for firm size and industry. Table 4.2 presents the results for 

forecast horizons of up to three years. It contains the time-series averages of the parameter 

estimates, Newey-West (1987) t-statistics, and R² values. 

In line with our expectations, the findings provide evidence for a significant positive 

relation between EM and forecast errors for all forecast horizons. That is, the higher the EM 

measure, the higher the PAFE, i.e., the lower the forecast accuracy. For one-, two-, and three-

year ahead forecast, the coefficient of the EM measure shows values of 0.0204, 0.0189, and 

0.0182, respectively. Hence, the strength of the relation slightly decreases with increasing 

forecast horizon. This could be since earnings forecasts tend to become less accurate the larger 

the forecast horizon (e.g., Hou et al. (2012) and Li and Mohanram (2014)), and thus, the 

proportion of the forecast error attributable to management’s manipulation of earnings 

decreases. 

In general, the negative relation between EM and forecast accuracy we find indicates that 

managers’ actions lower earnings predictability. As pointed out in Section 4.1, this could be 

related to an impaired quality of reported earnings due to opportunistic managerial discretion. 

Hence, our results are in line with previous studies finding that EM is performed with the 

intention of misleading stakeholders to obtain some personal gain (e.g., Perry and Williams 

(1994), Teoh et al. (2002), and Bergstresser and Philippon (2006)), instead of aiming to increase 

the information content of reported earnings (Beneish (2001)). 

Additionally, Figure 4.1 plots the annual coefficients of the EM measure for one-, two-, 

and three-year ahead forecasts. It shows that coefficients approximately range between 0.01 

Table 4.2: Relation Between Earnings Management and Forecast Accuracy 

 

PAFEt+1 PAFEt+2 PAFEt+3

Coefficient 0.0204 *** 0.0189 *** 0.0182 ***
(8.85) (10.51) (9.77)

Controls Yes Yes Yes

R² 0.1249 0.1334 0.1352

This table depicts the relation between EM and model-based earnings forecast accuracy. It contains the time-series averages of the parameter 

estimates, Newey-West (1987) t-statistics, and R² values from the annual regressions of PAFE on the EM measure. We control for firm size by 

including the logarithm of total assets and for industry by adding industry dummies according to the Fama and French 48 industry

classification. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.
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and 0.06. Most importantly, the figure displays that the coefficients are entirely positive 

throughout the sample period, i.e., that the sign of the relation between EM and forecast 

accuracy is consistent. This further strengthens the significance of our findings. 

 

4.5.2 Improving Earnings Forecast Accuracy 

In this section, we make use of the insights gained from the previous section, i.e., that a 

higher level of EM is significantly related to larger earnings forecast errors. Based on this 

finding, we hypothesize that firms’ EM characteristics contain information that is important for 

predicting future earnings. More specifically, we assume that the parameter estimates of 

earnings forecast models are influenced by the extent of a firm’s EM. As outlined in Section 

4.3, we interact the RI model by Li and Mohanram (2014) with the EM quintile dummy 

variables to account for information about firms’ EM. By interacting the model with the dummy 

variables, we allow for an additional variation of coefficients across EM quintiles. Thus, we 

expect to obtain more accurate parameter estimates for each subsample. We assume this 

approach to translate to lower forecast errors on average compared to the initial earnings 

forecast model. 

Table 4.3 presents results for the rolling earnings regressions for one, two, and three years 

ahead. It contains the time-series averages of the parameter estimates, Newey-West (1987) 

t-statistics, and  R² values. The first column covers the initial earnings forecast model, whereas 

Figure 4.1: Relation Between Earnings Management and Forecast Accuracy Over Time 

 

This figure shows the relation between EM and model-based earnings forecast accuracy. It contains the annual parameter estimates from the

annual regressions of PAFE on the EM measure for one-, two-, and three-year ahead forecasts. We further control for firm size and industry.
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Table 4.3: Parameter Estimates of Earnings Regressions 

 

Variable
Initial 

Model
EMQ1 EMQ2 EMQ3 EMQ4 EMQ5

Intercept 0.2630 *** 0.1464 ** 0.0083 0.0117 0.0079 0.1321 *
(2.92) (2.40) (0.72) (0.84) (0.35) (1.70)

Earn 0.7927 *** 0.8177 *** 1.0034 *** 0.9626 *** 0.9368 *** 0.8378 ***
(21.43) (14.01) (171.57) (80.19) (168.63) (29.74)

NegE -0.4402 *** -0.2087 *** -0.0828 *** -0.0727 *** -0.0797 *** -0.2842 ***
(-5.36) (-3.76) (-6.72) (-5.72) (-5.79) (-4.67)

NegExE -0.3308 *** -0.0085 -0.3040 *** -0.2191 *** -0.2946 *** -0.4135 ***
(-9.00) (-0.10) (-5.27) (-3.64) (-14.52) (-11.45)

BkEq 0.0027 0.0089 *** 0.0064 *** 0.0074 *** 0.0099 *** 0.0115 *
(0.28) (6.42) (3.73) (4.84) (3.83) (1.97)

Tacc 0.0599 *** 0.0208 *** -0.0127 *** 0.0144 *** 0.0092 *** 0.0418 ***
(3.53) (4.14) (-4.68) (3.05) (3.73) (3.37)

R² 0.6888 0.7721 0.7116 0.6918 0.631 0.6606

Variable
Initial 

Model
EMQ1 EMQ2 EMQ3 EMQ4 EMQ5

Intercept 0.1957 *** 0.1276 *** 0.0039 0.0351 * 0.068 * 0.1574 *
(3.72) (3.09) (0.13) (1.83) (1.99) (1.88)

Earn 0.7442 *** 0.8553 *** 0.9383 *** 0.9277 *** 0.8820 *** 0.7153 ***
(22.76) (24.15) (56.88) (127.42) (82.63) (20.09)

NegE -0.4424 *** -0.2042 *** -0.1154 *** -0.1283 *** -0.1424 *** -0.4006 ***
(-8.29) (-5.74) (-4.76) (-7.36) (-5.58) (-5.70)

NegExE -0.4868 *** -0.1736 ** -0.3513 *** -0.4000 *** -0.4936 *** -0.4976 ***
(-13.19) (-2.07) (-5.59) (-9.32) (-15.13) (-10.44)

BkEq 0.0258 *** 0.0152 *** 0.0278 *** 0.0199 *** 0.0207 *** 0.0333 ***
(5.13) (4.55) (6.26) (10.14) (5.46) (4.97)

Tacc 0.0074 -0.0008 -0.0381 *** -0.0064 0.0052 -0.0052
(0.76) (-0.12) (-4.51) (-1.57) (1.10) (-0.63)

R² 0.6156 0.6470 0.5392 0.5064 0.4560 0.5496

Variable
Initial 

Model
EMQ1 EMQ2 EMQ3 EMQ4 EMQ5

Intercept 0.4055 *** 0.2292 *** 0.0670 ** 0.0719 ** 0.1285 *** 0.1463
(3.64) (3.35) (2.18) (2.32) (3.33) (1.47)

Earn 0.7026 *** 0.7938 *** 0.9810 *** 0.9059 *** 0.8073 *** 0.7797 ***
(13.43) (11.09) (57.68) (65.20) (33.69) (9.82)

NegE -0.6284 *** -0.3254 *** -0.1787 *** -0.2508 *** -0.2168 *** -0.2618 **
(-7.67) (-4.90) (-5.14) (-9.34) (-5.70) (-2.28)

NegExE -0.5734 *** -0.1752 -0.5069 *** -0.6136 *** -0.5807 *** -0.6256 ***
(-10.37) (-1.54) (-6.70) (-10.78) (-16.98) (-7.98)

BkEq 0.0253 0.0241 *** 0.0263 *** 0.0311 *** 0.0379 *** 0.0380 ***
(1.67) (6.93) (7.28) (7.34) (7.06) (3.38)

Tacc 0.0015 -0.0022 -0.0528 *** -0.0220 *** -0.0002 -0.0617 ***
(0.12) (-0.27) (-4.80) (-4.33) (-0.05) (-3.59)

R² 0.4655 0.5701 0.4443 0.3947 0.3599 0.4706

Panel A: Earnt+1

Panel B: Earnt+2

Panel C: Earnt+3

This table contains the time-series averages of the parameter estimates, Newey-West (1987) t-statistics, and R² values from the annual earnings

regressions. Results are displayed for the initial model and the individual EM quintiles. Further, we show results for one-, two-, and three-year

ahead earnings. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.
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columns two to six report results for each EM quintile subsample. Looking at the individual 

parameter estimates for each EM quintile, it becomes evident that they differ across each 

subsample as well as compared to the parameter estimates of the initial model. For example, 

for one-year ahead forecasts (Panel A), the initial model shows an earnings parameter estimate 

of 0.7927, whereas the EM quintiles exhibit larger coefficients ranging between 0.8177 and 

1.0034. Similar patterns can be observed for two- and three-year ahead forecasts (Panel B and 

Panel C, respectively). For the negative earnings dummy, values for the EM quintiles are larger 

compared to the initial model, too. Values for the interaction term and for book equity vary, 

i.e., no clear pattern between the EM quintiles and the initial model is visible. Further, for all 

forecast horizons, the parameter estimate of total accruals is smaller for the EM quintiles in 

comparison to the initial model. This could be due to the fact that the EM measure is based on 

accruals, and thus, it already incorporates information about accruals into the model. To 

summarize, the findings support our assumption that the parameter estimates of earnings 

forecast models are influenced by firms’ EM. That is, parameter estimates vary between the 

EM quintile subsamples and thus, the relationship between the predictor variables and future 

earnings differs based on the extent of a firm’s EM. 

Next, we assume that fitting parameter estimates for each EM quintile translates to lower 

forecast errors. Table 4.4 shows results of the forecasting performance of the initial model 

compared to the interacted model. We report mean and median PAFEs for earnings forecasts 

of up to three years ahead. Furthermore, we report the difference in PAFEs between both 

models and whether the difference is statistically significant. The table provides evidence that 

for both mean and median PAFEs, the interacted model significantly improves the predictive 

ability compared to the initial model. This finding holds for all forecast horizons. Forecasting 

one-year (two-year, three-year-) ahead leads to a median PAFE of 3.72% (4.88%, 6.41%) for 

the initial model compared to a significantly lower median PAFE of 3.18% (4.58%, 5.64%) for 

the interacted model. Results are similar when examining mean PAFE values, although mean 

PAFE values are generally higher than median PAFE values. Moreover, the differences in 

PAFEs between the initial and the interacted model are statistically significant at the 1% 

significance level for forecasts of up to two years ahead and at the 10% significance level for 

three-year ahead forecasts.  

In conclusion, we provide evidence that incorporating information about the extent of a 

firm’s EM into cross-sectional earnings forecast models leads to more accurate forecasts. This 

is notable as it further supports previous research (e.g., Hou et al. (2012) and Hess et al. (2019)) 

that identifies model-based earnings forecasts as a reasonable alternative to analysts’ forecasts. 
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Moreover, it highlights that the extent of a firm’s EM is an important predictor for forecasting 

future earnings. 

 

4.5.3 Evaluation of Implied Cost of Capital Estimates 

The previous section provides evidence that interacting the earnings forecast model with 

quintile dummy variables based on the EM measure improves forecast accuracy. In this section, 

we follow recent research (e.g., Li and Mohanram (2014) and Hess et al. (2019)) and analyze 

if the increased forecast accuracy results in more reliable ICCs. In line with ICC literature (e.g., 

Gebhardt et al. (2001) and Hou et al. (2012)), we evaluate ICCs by assessing their predictive 

ability for future realized returns. First, we perform firm-level tests to evaluate the relation 

between the computed composite ICC and realized future returns. Second, we test the predictive 

power of the composite ICC for future realized returns on a portfolio level.  

Table 4.5 presents the results of the firm level-tests, showing the relation between the 

composite ICC and buy-and-hold returns for one-, two-, and three-years ahead. We annually 

regress realized future returns on the composite ICC, for both the initial earnings forecast model 

and the interacted model. The table shows time-series averages of parameter estimates, Newey-

West (1987) t-statistics, and R² values. We expect a positive and significant coefficient if ICCs 

are able to predict future returns. Further, a coefficient closer to 1 represents an ICC estimate 

that is on average closer to realized returns. The table reveals that the coefficients of the 

interacted model are closer to 1 in comparison to the initial model. For one-year ahead forecasts, 

the coefficient of the initial model is 0.1904 compared to 0.2176 for the interacted model. For 

two-year and three-year ahead forecasts, the values are 0.1659 compared to 0.1947 and 0.1472 

compared to 0.1896, respectively. Further, the coefficients of the interacted model show higher 

t-statistics and thus, higher significance. Moreover, for all forecast horizons, R² increases when 

interacting the earnings forecast model with the EM quintile dummy variables. In total, 

Table 4.4: PAFE Comparison 

 

Model

Median Mean Median Mean Median Mean

0.0372 0.1330 0.0488 0.1437 0.0641 0.1690
(18.85) (15.46) (23.27) (20.81) (12.72) (11.35)

0.0318 0.1176 0.0458 0.1335 0.0564 0.1470
(21.21) (13.96) (19.90) (19.40) (19.33) (21.05)

Difference -0.5341 *** -1.5390 *** -0.2975 *** -1.0161 *** -0.7714 * -2.2004 *
(-3.36) (-4.34) (-8.04) (-6.15) (-1.90) (-1.97)

Interacted 

Model

Earnt+1 Earnt+2 Earnt+3

Initial 

Model

This table compares time-series averages of median and mean PAFEs from the initial earnings forecast model and the model interacted with EM

quintile dummy variables. One-, two-, and three-year ahead forecasts are analyzed. Further, we test if the difference in PAFE between both models

(interacted model minus initial model) is statistically significant. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%,

respectively.
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Table 4.5 provides evidence that ICCs based the interacted model are closer related to realized 

future returns than ICCs based on the initial model.  

Table 4.6 illustrates the results of the portfolio tests for the initial earnings forecast model 

and the interacted model. We annually rank firms into decile portfolios based on the composite 

ICC. For each decile portfolio, we calculate annualized equally weighted buy-and-hold returns 

for holding periods of up to three years. Further, we implement a long-short strategy by 

calculating the spread between the highest and lowest decile. A positive and significant return 

spread illustrates that the composite ICC has significant predictive power for future realized 

returns. Results reveal that for both models, annualized buy-and-hold returns for all holding 

periods increase almost monotonically from the first to last decile.76 The corresponding high-

minus-low return spreads are positive, statistically significant, and economically meaningful 

for both models. However, the interacted model outperforms the initial model for all holding 

periods. For a one-year holding period, the buy-and-hold return spread for the initial model is 

10.63%, while the interacted model yields a return spread of 12.32%. For a two-year (three-

year) holding period, the return spread of the initial model is 7.20% (6.17%), whereas the 

interacted model shows a larger return spread of 8.38% (7.94%). Further, return spreads for the 

interacted model show larger t-statistics for all holding periods.  

To summarize, Table 4.6 indicates that ICCs based on the interacted model have stronger 

predictive power for future realized returns on a portfolio level compared to ICCs based on the 

initial model. Combined with the results of Table 4.5, the findings provide evidence that the 

interacted model generates more reliable ICC estimates. Therefore, investors potentially benefit 

from using earnings forecasts that include information about the extent of a firm’s EM. Again, 

as pointed out in the previous section, this further helps to establish cross-sectional earnings 

forecasts as an alternative to analysts’ forecasts. 

 

 
76  With the exception of decile 10 for holding periods of two and three years. 

Table 4.5: ICC Firm-Level Tests 

 

Model

Intercept ICC R² Intercept ICC R² Intercept ICC R²

0.1099 *** 0.1904 ** 0.0107 0.0484 ** 0.1659 ** 0.0129 0.0408 ** 0.1472 ** 0.0146
(3.91) (2.62) (2.48) (2.69) (2.69) (2.61)

0.1058 *** 0.2176 *** 0.0128 0.0437 ** 0.1947 *** 0.0149 0.0355 ** 0.1896 *** 0.0164
(3.78) (2.77) (2.26) (2.91) (2.41) (3.13)

Interacted 

Model

This table depicts the relation between the composite ICC and buy-and-hold returns for one-, two-, and three-years ahead. We compare the initial

earnings forecast model with the interacted model. The table show the time-series averages of the parameter estimates, Newey-West (1987) t-statistics,

and R² values from the annual regressions of realized future returns on the composite ICC. ***, **, and * indicate significance at an alpha level of 1%,

5%, and 10%, respectively.

Rett+1 Rett+2 Rett+3

Initial 

Model
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4.5.4 Alternative Earnings Forecast Models 

The previous sections provide evidence that the extent of a firm’s EM is significantly 

negatively related to earnings forecast accuracy. We show that information about EM can be 

used to improve forecast accuracy and that this increased accuracy translates to more reliable 

ICCs. These findings are based on the RI earnings forecast model by Li and Mohanram (2014). 

To ensure that the findings are robust to alternative earnings forecast models, we further show 

results for the EP model by Li and Mohanram (2014) and the model by Hou et al. (HVZ) (2012). 

Table A4.3 and Table A4.4 display the results for the EP and HVZ model, respectively.  

First, Panel A analyzes the relation of the extent of a firm’s EM to forecast accuracy, 

analogous to Table 4.2. For both models, findings are similar to the RI model, i.e., we document 

a positive and significant relation between EM and forecast accuracy for all forecast horizons. 

Second, Panel B compares forecast accuracy between the EP (HVZ) model and the EP (HVZ) 

model interacted with the EM quintile dummy variables. In line with our previous findings from 

Table 4.4, using the interacted models significantly improves forecast accuracy. Depending on 

the forecast horizon, the best performing model, i.e., RI, EP, or HVZ model, seems to vary. 

Table 4.6: ICC Portfolio Tests 

 

Model Decile ICC Rett+1 Rett+2 Rett+3

1 -0.0893 0.1022 0.0066 -0.0035

2 -0.0200 0.1116 0.0437 0.0355

3 0.0059 0.1130 0.0532 0.0471

4 0.0259 0.1142 0.0540 0.0484

5 0.0436 0.1217 0.0627 0.0575

6 0.0615 0.1311 0.0748 0.0677

7 0.0818 0.1363 0.0808 0.0716

8 0.1095 0.1624 0.0917 0.0808

9 0.1595 0.1747 0.0935 0.0807

10 0.4834 0.2085 0.0786 0.0582

H-L 0.5727 *** 0.1063 *** 0.0720 *** 0.0617 ***
(13.74) (3.24) (3.19) (3.20)

1 -0.0948 0.0923 -0.0003 -0.0146

2 -0.0246 0.1079 0.0365 0.0258

3 0.0013 0.1128 0.0457 0.0435

4 0.0209 0.1170 0.0524 0.0476

5 0.0384 0.1251 0.0610 0.0551

6 0.0554 0.1327 0.0803 0.0740

7 0.0739 0.1441 0.0862 0.0757

8 0.0975 0.1585 0.0970 0.0851

9 0.1359 0.1698 0.0972 0.0863

10 0.4461 0.2155 0.0835 0.0648

H-L 0.5410 *** 0.1232 *** 0.0838 *** 0.0794 ***
(11.10) (3.48) (3.50) (3.94)

Initial 

Model

Interacted 

Model

This table reports time-series averages of annualized buy-and-hold returns of decile portfolios based on the composite ICC for one-, two-, and

three-years ahead. We compare the initial earnings forecast model with the interacted model. For the H-L (10th decile minus 1st decile) return

spread, we further show Newey-West (1987) t-statistics. ***, **, and * indicate significance at an alpha level of 1%, 5%, and 10%, respectively.
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However, values for all models are rather close. Third, Panel C shows results for the firm-level 

ICC tests, analogous to Table 4.5. For both the EP and HVZ model, the interacted models show 

larger coefficients and t-statistics compared to the initial models. This confirms our previous 

findings. Further, while R² seems to be largest for the HVZ model, coefficients and t-statistics 

are largest for the RI model. Fourth, Panel D displays findings of the ICC portfolio tests. The 

results confirm our findings from Table 4.6, i.e., the interacted models yield larger return 

spreads for all holding periods. The only exception is the EP model for a one-year holding 

period. In general, return spreads for the RI and HVZ model seem rather similar, while the EP 

model performs worse. 

In summary, Table A4.3 and Table A4.4 provide evidence that our results are robust to 

alternative cross-sectional earnings forecast models. This further strengthens our findings as it 

implies that not only the RI model by Li and Mohanram (2014) profits from incorporating 

information about firms’ EM, but cross-sectional earnings forecast models in general. 

 

4.6 Conclusion 

Having accurate earnings forecasts is crucial as they are an important input for firm 

valuation, asset allocation, or ICC calculation. Intuitively, the occurrence of EM, i.e., 

intentionally misstating earnings, should negatively affect forecast accuracy. Hence, the aim of 

this paper is to analyze the effect of firms’ EM on model-based earnings forecast accuracy.  

The analysis is structured as follows. First, we examine the general effect of EM on 

forecast accuracy. We generate earnings forecasts for up to three years ahead with the RI model 

by Li and Mohanram (2014) and use the PAFE to evaluate forecast accuracy. Further, we 

compute the EM measure, i.e., absolute discretionary accruals, using the model of Dechow et 

al. (1995). We run annual cross-sectional regression of PAFE on the EM measure. In line with 

our expectations, we find a significantly positive relation between PAFE and EM for all forecast 

horizons. That is, with increasing EM, PAFE increases, i.e., forecast accuracy decreases. 

Second, we capitalize on this finding and use the EM measure to improve forecast accuracy. 

We rank firms annually into quintiles based on the level of EM and create five dummy variables 

indicating a firm’s respective quintile. Next, we interact the earnings forecast model with the 

EM quintile dummy variables. Again, we generate earnings forecasts for up to three years ahead 

and find that the forecasts of the interacted model show significantly lower PAFEs compared 

to the initial model. Third, we provide evidence that ICCs based on the interacted model are 

more reliable expected return proxies in comparison to the initial model. For the cross-section 

of firms, we annually regress realized future returns on the ICCs. We show that ICCs based on 
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the interacted model exhibit higher correlations to realized future returns. Moreover, we 

annually rank firms into deciles based on the ICCs and implement a long-short-strategy, i.e., 

we compute the spread between the highest and lowest decile. We find that this portfolio 

approach yields higher returns for holding periods of up to three years when using ICCs based 

on the interacted model. Fourth, we ensure that the findings are robust to alternative earnings 

forecast models. We rerun the previous tests and provide evidence that the tenor of results is 

unchanged when using the EP model by Li and Mohanram (2014) or the model by Hou et al. 

(2012). 

We contribute to the literature by providing first empirical evidence on the significantly 

negative relation between the extent of a firm’s EM and the predictive ability of earnings 

forecast models. The negative relation indicates that managerial influence on earnings lowers 

earnings predictability. This is potentially related to an impaired quality of reported earnings 

due to opportunistic managerial discretion. Therefore, we support the findings of previous 

studies indicating that EM is performed for opportunistic reasons, i.e., with the intention of 

misleading stakeholders to obtain some personal gain (e.g., Perry and Williams (1994), Teoh et 

al. (2002), and Bergstresser and Philippon (2006)), instead of aiming to increase the information 

content of reported earnings (Beneish (2001)). Further, we show that information about EM 

should be incorporated into earnings forecast models as it improves accuracy and results in 

more reliable ICCs that yield higher investment strategy returns. This supports previous 

research (e.g., Hou et al. (2012) and Hess et al. (2019)) and further establishes cross-sectional 

earnings forecasts as a viable alternative to analysts’ earnings forecasts 

In addition, future research on the relation between the extent of a firm’s EM and forecast 

accuracy might focus on EM measures that are not based on accruals models. Some studies 

(e.g., Guay et al. (1996), McNichols (2000), and Thomas and Zhang (2000)) criticize the use 

of such EM measures as they argue that these models provide biased and noisy estimates of 

discretionary accruals. Alternatively, for instance, Stubben (2010) proposes to use revenue 

models instead of accruals models to estimate firms’ EM or Dechow et al. (2012) incorporate 

reversals of accruals accounting into their model. 

To conclude, this study provides evidence that the extent of a firm’s EM is significantly 

negatively related to the predictive ability of earnings forecast models. We use this finding and 

show that incorporating information about firms’ EM into earnings forecast models increases 

forecast accuracy and improves ICC reliability. Therefore, future studies on model-based 

earnings forecasts should account for firms’ EM. 
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4.7 Appendices 

 

  

Table A4.1: Variable Descriptions 

 

Variable Description COMPUSTAT Variable

Earn Earnings divided by number of shares outstanding. IB-SPI

NegE
Indicator variable that equals 1 for firms with negative 

earnings and 0 otherwise.

NegExE Interaction term of Earn and NegE. Earn · NegE

BkEq
Book value of equity divided by number of shares 

outstanding.
CEQ

Tacc
Sum of change in WC, change in NCO, and change in FIN, 

divided by number of shares outstanding.

WC=(ACT-CHE)-(LCT-DLC)

NCO = (AT-ACT-IVAO)-(LT-LCT-DLTT)

FIN=(IVST+IVAO)-(DLTT+DLC+PSTK)

Div
Common dividends divided by number of shares 

outstanding.
DVC

DivD
Indicator variable that equals 1 for dividend payers and 0 

otherwise.

A Total assets divided by number of shares outstanding. AT

∆REV-∆REC
Change in revenues minus change in receivables, divided 

by number of shares outstanding.

REVT

RECT

PPE
Gross total property, plant, and equipment divided by 

number of shares outstanding.
PPEGT

Panel B: Dechow et al. (1995)

Panel A:  Li and Mohanram (2014) and Hou, van Dijk, and Zhang (2012)

This table contains the descriptions of the variables used throughout Chapter 4. All variables refer to the current period and are scaled by 

number of shares outstanding (COMPUSTAT variable CSHO) if not noted otherwise. Panel A contains the variable descriptions of the

earnings forecast models by Li and Mohanram (2014) and Hou, van Dijk, and Zhang (2012). Panel B contains the variable descriptions of

the accruals model by Dechow et al. (1995).

f Earn = {
1, Earn < 0
 0, Earn ≥ 0

f Div = {
1, Div ≥ 0
 0, Div < 0
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Table A4.2: ICC Estimates 

 

Source Formulas and Assumptions

Gebhardt et al. 

(2001)

Claus and Thomas 

(2001)

Ohlson and Juettner-

Nauroth (2005)

Easton

(2004)

This table contains the definitions of the individual ICC estimates that are used to compute the composite ICC measure. In detail, it

contains the ICC definitions of Gebhardt et al. (2001), Claus and Thomas (2001), Ohlson and Juettner-Nauroth (2005), and Easton (2004).

The notation is akin to Hou et al. (2012).

𝑀𝑡 = 𝐵𝑡 + ∑
𝐸𝑡[(𝑅𝑂𝐸𝑡+𝜏 − 𝐼𝐶𝐶) ∙ 𝐵𝑡+𝜏−1]

(1 + 𝐼𝐶𝐶)𝜏

11

𝜏=1
+
𝐸𝑡[(𝑅𝑂𝐸𝑡+12 − 𝐼𝐶𝐶) ∙ 𝐵𝑡+11]

𝐼𝐶𝐶 ∙ (1 + 𝐼𝐶𝐶)11
              

where 𝑀𝑡  is market equity in year 𝑡, 𝐼𝐶𝐶 is the implied cost of capital, 𝐵𝑡  is book equity, 

𝐸𝑡[] are the market expectations based on information available in year 𝑡, and 
(𝑅𝑂𝐸𝑡+𝜏 − 𝐼𝐶𝐶) ∙ 𝐵𝑡+𝜏−1 is the residual income in year 𝑡 + 𝜏. To estimate expected 𝑅𝑂𝐸 

in years 𝑡 + 1 to 𝑡 + 3, we use the model-based earnings forecasts and book equity 

determined based on clean surplus accounting, i.e., 𝐵𝑡+𝜏 = 𝐵𝑡+𝜏−1 + 𝐸𝑡+𝜏 − 𝐷𝑡+𝜏 . 𝐸𝑡+𝜏  

are earnings and 𝐷𝑡+𝜏  are dividends. For firms with positive earnings, dividends are 

calculated using the current payout ratio. For firms with negative earnings, the payout 

ratio is estimated by dividing current dividends by 0.6 ∙ 𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠. We assume that 

following 𝑡 + 3, the expected 𝑅𝑂𝐸 mean-reverts to the industry median value by year 

𝑡 + 11. 

𝐼𝐶𝐶 = 𝐴 +  𝐴2 +
𝐸𝑡[𝐸𝑡+1]

𝑀𝑡
∙ (𝑔 − (𝛾 − 1))                                                                                 

where 

𝐴 = 0.5 (𝛾 − 1) +
𝐸𝑡[𝐷𝑡+1]

𝑀𝑡
 ,  

𝑔 = 0.5  
𝐸𝑡[𝐸𝑡+3] − 𝐸𝑡[𝐸𝑡+2]

𝐸𝑡[𝐸𝑡+2]
+
𝐸𝑡[𝐸𝑡+5] − 𝐸𝑡[𝐸𝑡+4]

𝐸𝑡[𝐸𝑡+4]
 , 

𝑀𝑡  is market equity in year 𝑡, 𝐼𝐶𝐶 is the implied cost of capital, 𝐸𝑡[] are the market 

expectations based on information available in year 𝑡, 𝐸𝑡+1 are earnings in year 𝑡 + 1, 

and 𝐷𝑡+1 are dividends in year 𝑡 + 1. Dividends are calculated analogous to Gebhardt et 

al. (2001). 𝑔 is the short-term growth rate, estimated as the average of forecasted five-

year and near-term growth. 𝛾 is the perpetual growth rate of abnormal earnings beyond 

the forecast horizon, computed as 10-year government bond yield minus an assumed real 

risk-free rate of 3%. 

𝑀𝑡 =
𝐸𝑡[𝐸𝑡+2] + 𝐼𝐶𝐶 ∙ 𝐸𝑡[𝐷𝑡+1] − 𝐸𝑡[𝐸𝑡+1]

𝐼𝐶𝐶2
                                                                                 

𝑀𝑡  is market equity in year 𝑡, 𝐼𝐶𝐶 is the implied cost of capital, 𝐸𝑡[] are the market 

expectations based on information available in year 𝑡, 𝐸𝑡+1 and  𝐸𝑡+2 are earnings in year 

𝑡 + 1 and 𝑡 + 2, respectively. 𝐷𝑡+1 are dividends in year 𝑡 + 1. Dividends are calculated 

analogous to Gebhardt et al. (2001). 

𝑀𝑡 = 𝐵𝑡 + ∑
𝐸𝑡[(𝑅𝑂𝐸𝑡+𝜏 − 𝐼𝐶𝐶) ∙ 𝐵𝑡+𝜏−1]

(1 + 𝐼𝐶𝐶)𝜏

5

𝜏=1
+
𝐸𝑡[(𝑅𝑂𝐸𝑡+5 − 𝐼𝐶𝐶) ∙ 𝐵𝑡+4](1 + 𝑔)

(𝐼𝐶𝐶 − 𝑔) ∙ (1 + 𝐼𝐶𝐶)5
   

where 𝑀𝑡  is market equity in year 𝑡, 𝐼𝐶𝐶 is the implied cost of capital, 𝐵𝑡  is book equity, 

𝐸𝑡[] are the market expectations based on information available in year 𝑡, and 
(𝑅𝑂𝐸𝑡+𝜏 − 𝐼𝐶𝐶) ∙ 𝐵𝑡+𝜏−1 is the residual income in year 𝑡 + 𝜏. To estimate expected 𝑅𝑂𝐸 

in years 𝑡 + 1 to 𝑡 + 5 we use the model-based earnings forecasts and book equity 

determined based on clean surplus accounting, analogous to the ICC metric by Gebhardt 

et al. (2001). In line with Azevedo (2021), we set 𝑔 to the 10-year government bond yield 

minus an assumed real risk-free rate of 3%. 
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Table A4.3: Results for the EP-Model by Li and Mohanram (2014) 

 

Coefficient 0.0193 *** 0.0181 *** 0.0165 ***
(8.28) (10.54) (11.19)

Controls Yes Yes Yes

R² 0.1198 0.1356 0.1390

Model

Median Mean Median Mean Median Mean

0.0362 0.1278 0.0499 0.1439 0.0614 0.1596
(23.07) (15.18) (21.03) (21.33) (19.62) (20.76)

0.0317 0.1163 0.0459 0.1316 0.0566 0.1449
(21.72) (14.21) (19.04) (19.74) (17.90) (20.96)

Difference -0.4498 *** -1.1501 *** -0.3964 *** -1.2259 *** -0.4805 *** -1.4688 ***
(-5.59) (-6.16) (-11.32) (-8.21) (-10.01) (-6.27)

Model

Intercept ICC R² Intercept ICC R² Intercept ICC R²

0.1120 *** 0.1484 * 0.0095 0.0541 ** 0.0915 0.0106 0.0465 *** 0.0727 0.0112
(3.90) (2.02) (2.61) (1.57) (2.89) (1.45)

0.1099 *** 0.1571 ** 0.0106 0.0498 ** 0.1302 ** 0.0129 0.0413 ** 0.1251 ** 0.0137
(3.87) (2.07) (2.47) (2.07) (2.68) (2.22)

Model ICC

0.5234 *** 0.1114 *** 0.0554 *** 0.0453 **
(19.99) (3.77) (2.72) (2.00)

0.5081 *** 0.1069 *** 0.0665 *** 0.0641 ***
(15.48) (3.02) (2.78) (3.00)

Interacted 

Model

Panel C: ICC Firm-Level Test

Panel D: ICC Portfolio Test (H-L)

Initial 

Model

Interacted 

Model

Rett+1 Rett+2 Rett+3

Rett+1 Rett+2 Rett+3

Initial 

Model

Earnt+2 Earnt+3

Initial 

Model

Interacted 

Model

This table presents the main results of Chapter 4 for earnings forecasts generated by the EP-model by Li and Mohanram (2014). The model contains the

following variables, displayed in Table A4.1: Earn, NegE, and NegExE. Panel A shows the relation between EM and earnings forecast accuracy,

analogous to Table 4.2. Panel B compares the forecast accuracy of the EP-model and the EP-model interacted with EM quintile dummies, analogous to

Table 4.4. Panel C and Panel D present results for the ICC tests, analogous to Table 4.5 and Table 4.6.

Panel A: Relation Between Earnings Management and Forecast Accuracy

PAFEt+1 PAFEt+2 PAFEt+3

Panel B: PAFE Comparison

Earnt+1
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Table A4.4: Results for the Model by Hou, van Dijk, and Zhang (2012) 

 

Coefficient 0.0211 *** 0.0216 *** 0.0196 ***
(8.69) (10.78) (9.18)

Controls Yes Yes Yes

R² 0.1230 0.1304 0.1332

Model

Median Mean Median Mean Median Mean

0.0356 0.1282 0.0474 0.1389 0.0595 0.1574
(19.14) (13.58) (21.03) (18.22) (20.63) (16.88)

0.0314 0.1162 0.0454 0.1357 0.0558 0.1479
(21.47) (13.99) (19.49) (18.32) (18.95) (19.86)

Difference -0.4235 *** -1.1981 *** -0.2007 *** -0.3209 *** -0.3757 *** -0.9531 **
(-4.07) (-3.72) (-6.14) (-3.43) (-3.45) (-2.47)

Model

Intercept ICC R² Intercept ICC R² Intercept ICC R²

0.1124 *** 0.1588 ** 0.0114 0.0503 ** 0.1465 ** 0.0139 0.0422 ** 0.1347 ** 0.0149
(3.92) (2.07) (2.50) (2.23) (2.70) (2.35)

0.1093 *** 0.2007 ** 0.0120 0.0461 ** 0.1930 *** 0.0161 0.0381 ** 0.1805 *** 0.0170
(3.79) (2.50) (2.33) (2.75) (2.50) (2.96)

Model ICC

0.6100 *** 0.1029 *** 0.0559 ** 0.0503 **
(13.80) (3.12) (2.35) (3.00)

0.5688 *** 0.1238 *** 0.0884 *** 0.0794 ***
(7.73) (3.45) (3.61) (4.00)

Panel C: ICC Firm-Level Test

Panel A: Relation Between Earnings Management and Forecast Accuracy

PAFEt+1 PAFEt+2 PAFEt+3

Panel B: PAFE Comparison

Earnt+1 Earnt+2 Earnt+3

Initial 

Model

Interacted 

Model

This table presents the main results of Chapter 4 for earnings forecasts generated by the model by Hou, van Dijk, and Zhang (2012). The model contains

the following variables, displayed in Table A4.1: Earn, NegE, A, Div, DivD, and Tacc. Panel A shows the relation between EM and earnings forecast

accuracy, analogous to Table 4.2. Panel B compares the forecast accuracy of the model by Hou, van Dijk, and Zhang (2012) and the model interacted

with EM quintile dummies, analogous to Table 4.4. Panel C and Panel D present results for the ICC tests, analogous to Table 4.5 and Table 4.6.

Rett+1 Rett+2 Rett+3

Initial 

Model

Interacted 

Model

Interacted 

Model

Panel D: ICC Portfolio Test (H-L)

Rett+1 Rett+2 Rett+3

Initial 

Model
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