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A B S T R A C T

In the first part of this thesis I derive a full quantitative formula which de-
scribes the amplitude and frequency of magnetic oscillations in two-dimen-
sional Dirac systems. The investigations are on the basis of graphene, but they
generally also hold for other two-dimensional Dirac systems. Starting from
the Luttinger-Ward functional [1] I derive an expression for the oscillatory
part of the grand potential of graphene in a magnetic field. The amplitude
of this expression is usually called the Lifshitz-Kosevich (LK) formula. I per-
form the computation for the clean and the disordered system, and I study
the effect of electron-electron interactions on the oscillations. I discuss my re-
sults by comparing them to the analogue expressions for the two-dimensional
electron gas (2DEG) which have been derived in Ref. [2]. I find that, un-
like in the 2DEG, a finite temperature and impurity scattering also affects
the oscillation frequency. Further I find that in graphene, compared to the
2DEG, additional interaction induced damping effects occur: To two-loop or-
der electron-electron interactions do lead to an additional damping factor in
the amplitude of the LK-formula. Moreover the renormalization effects can-
not fully be accounted for by renormalizations of the Fermi velocity but they
also have to be described by field renormalizations.
The publication of the results of this part of the thesis is currently in progress.

In the second part of this thesis I investigate the temperature dependence of
the shear viscosity and spin diffusion in a two-dimensional, two-component
Fermi gas, as realized in ultracold atomic gases [3]. I implement a contact
interaction that only acts between fermions in different hyperfine states. The
transport coefficients are obtained within a kinetic approach. I solve the lin-
earized Boltzmann equation by using a variational principle and present a
full numerical solution for the degenerate gas. In contrast to previous works
[4, 5] I take the medium effect due to finite density fully into account. This
effect reduces the viscosity to particle density ratio, η/n, by a factor of four
for strong interactions; and similarly for spin diffusion. The lowest value I
obtain for the viscosity to entropy ratio is η/s = 0.15 h̄

kB
, and it occurs close

to the phase transition to the superfluid phase. This value is about twice
the conjectured lower bound [6] of η/s = 1

4π
h̄

kB
, computed using the Ad-

S/CFT correspondence [7]. I compare my result for the shear viscosity to
the measurements by Vogt et al. [3], who measured the damping rate of the
quadrupole mode of a trapped Fermi gas confined to two dimensions. This
damping rate is related to the shear viscosity of the gas and our numerical
results agree well with the experiment.
The results of this part of the thesis are published in Phys. Rev. A 86, 013617

(2012).
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K U R Z Z U S A M M E N FA S S U N G

Im ersten Teil der Arbeit leite ich einen Ausdruck her, der Amplitude und
Frequenz magnetischer Oszillationen in zweidimensionalen Dirac Systemen
quantitativ beschreibt. Die Herleitung ist auf Grundlage von Graphen, sie ist
jedoch auch gültig für andere zweidimensionale Dirac Systeme. Mein Aus-
gangspunkt ist das Luttinger-Ward Funktional [1], von dem aus ich einen
Ausdruck für den oszillierenden Teil des großkanonischen Potentials ableite.
Die Amplitude dieses Ausdrucks wird allgemein als Lifshitz-Kosevich (LK)
Formel bezeichnet. Zuerst führe ich meine Berechnungen für reines Graphen
aus, anschließend implementiere ich Unordnung und untersuche den Effekt
von Elektron-Elekron Wechselwirkungen auf die Oszillationen. Die Diskus-
sion meiner Ergebnisse erfolgt anhand eines Vergleichs mit den analogen
Ausdrücken für das zweidimensionale Elektronengas (2DEG), die in Ref. [2]
hergeleitet wurden. Im Vergleich zum 2DEG beeinflussen eine endliche Tem-
peratur und die Streuung an Störstellen in Graphen auch die Oszillationsfre-
quenz. Außerdem treten in Graphen zusätzliche, wechselwirkungsinduzierte
Dämpfungeffekte auf: In zweiter Ordnung in der Wechselwirkung finde ich
einen zusätzlichen Dämpfungfaktor in der Amplitude der LK-Formel. Zu-
dem können die auftretenden Renormierungseffekte nicht ausschließlich als
Renormierung der Fermigeschwindigkeit beschrieben werden, sondern sie
renormieren auch das Feld.

Im zweiten Teil der Arbeit untersuche ich die Temperaturabhängigkeit der
Scherviskosität sowie der Spindiffusion eines zweidimensionalen, zweikom-
ponentigen Fermigases, wie es in ultrakalten Gasen realisiert wurde [3]. Ich
implementiere eine Kontaktwechselwirkung, die nur zwischen Fermionen
in verschiedenen Hyperfeinzuständen wirkt. Ich berechne die Transportkoef-
fizienten innerhalb eines kinetischen Ansatzes: Ich löse die linearisierte Boltz-
mann Gleichung unter Anwendung des Variationsprinzips und präsentiere
eine numerische Lösung. Im Gegensatz zu bisherigen Arbeiten [4, 5] berück-
sichtige ich die Effekte des Mediums, die bei einer endlichen Dichte auftreten.
Dies reduziert das Verhältnis von Viskosität zu Teilchendichte um einen Fak-
tor von etwa vier. Ein ähnlicher Effekt ist bei der Spindiffusion zu beobachten.
Der kleinste Wert, den ich für das Verhältnis der Viskosität zur Entropiedichte
erhalte, ist η/s = 0.15 h̄

kB
und tritt nahe des Phasenübergangs zum Suprafluid

auf. Dieser Wert ist ungefähr doppelt so groß wie die mutmaßliche untere
Grenze von η/s = 1

4π
h̄

kB
[6], die anhand der AdS/CFT-Korrespondenz berech-

net wurde [7]. Ich vergleiche meine Ergebnisse für die Viskosität mit den Mes-
sungen von Vogt et al. [3]. In diesem Experiment wird die Dämpfungsrate
der Quadrupolmode eines auf zwei Dimensionen beschränkten Fermigases
gemessen. Diese Dämpfungsrate lässt sich mit der Viskosität des Gases in
Beziehung setzen und meine numerischen Ergebnisse stimmen gut mit dem
Experiment überein.
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S A M E N VAT T I N G

In het eerste gedeelte van de dissertatie leidt ik een volledig kwantitatieve for-
mule af die de amplitude en frequentie van magnetische oscillaties in tweed-
imensionale Diracsystemen beschrijft. Hoewel het onderzoek is gericht op
grafeen, geldt de toegepaste aanpak voor tweedimensionale Diracsystemen
in het algemeen. Beginnend met de Luttinger-Ward functionaal [1] leidt ik
een uitdrukking af voor het oscillerende gedeelte van de groot-canonieke po-
tentiaal in een magnetisch veld. De amplitude van deze uitdrukking wordt
gewoonlijk de Lifshitz-Kosevich (LK) formule genoemd. Ik pas de bereken-
ing in het geval van schone- en wanordelijke-systemen toe, en bestudeer
het effect van de elektron-elektron interacties op de oscillaties. Ik controleer
de overeenkomst van mijn resultaten met vergelijkbare uitdrukkingen voor
het tweedimensionale Fermigas (2DEG) zoals berekend in Ref. [2]. In tegen-
stelling tot het 2DEG concludeer ik dat een eindige temperatuurs- en onzuiv-
erheidsverstrooiing de frequentie van oscillatie beïnvloedt. Tevens bereken ik
dat er in grafeen, afgezet tegen het 2DEG, extra door interacties geïnduceerde
dempingseffecten optreden: Tot op de tweede lus-orde elektron-elektron in-
teracties leidt dit tot een extra dempingsfactor in de amplitude van de LK
formule. Bovendien kunnen de renormalisatie-effecten niet volledig door de
renormalisatie van de Fermisnelheid verklaard worden. Om dit wel te kun-
nen verklaren, zullen veldenrenormalisaties ook meegenomen moeten wor-
den.

In het tweede gedeelte van de dissertatie beschouw ik de temperatuursafhanke-
lijkheid van de schuifviscositeit en spindiffusie in een tweedimensionaal Fer-
migas met twee componenten, gerealiseerd in een ultrakoud atomisch gas
[3]. Ik pas een contactsinteractie toe die alleen werkt tussen fermionen in ver-
schillende hyperfijntoestanden. De transportcoëfficiënten worden berekend
via een kinetische aanpak. De gelineariseerde Boltzmannvergelijking wordt
opgelost door middel van variatierekening. Ik presenteer de volledige nu-
merieke resultaten voor het ontaarde gas. In tegenstelling tot eerder werk
[4, 5] neem ik tevens het effect van de eindige dichtheid van het medium
volledig mee. Dit effect reduceert de verhouding van de viscositeit tot de
deeltjesdichtheid, η/n, met een factor vier in het geval van sterke interacties;
hetzelfde geldt voor de spindiffusie. De laagste waarde die ik verkrijg voor
de verhouding van de viscositeit tot de entropiedichtheid is η/s = 0.15 h̄

kB
. Dit

resultaat wordt verkregen dichtbij de faseovergang naar een superfluïde fase.
Deze waarde is tweemaal de voorspelde minimale waarde van η/s = 1

4π
h̄

kB
[6] berekend door middel van de AdS/CFT correspondentie [7]. Mijn resul-
taten voor de schuifviscositeit vergelijk ik met metingen van Vogt et al. [3],
welke de demping van een quadrupool van een tot twee dimensies beperkt
Fermigas bestuderen. De mate van demping is gerelateerd aan de schuifvis-
cositeit van het gas. De numerieke resultaten komen goed overeen met de
resultaten van dit experiment.
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Part I

D E H A A S - VA N A L P H E N O S C I L L AT I O N S I N
G R A P H E N E
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1M O T I VAT I O N

Electron-electron interactions in condensed matter systems have been subject
to ample astonishment throughout the history of research on solid state sys-
tems. An important breakthrough was the Fermi liquid theory developed by
Landau in 1957-59 [8]. It explains why a system of strongly interacting par-
ticles can be described by a system of non-interacting quasiparticles, which
allows for simple theoretical models to describe phenomena in condensed
matter system.
However, in Dirac systems, the Fermi liquid theory is not straightforwardly
applicable. [9] It has been shown that graphene can be described by a marginal
Fermi liquid. [10] And as the screening length diverges at the Dirac point,
electron-electron interactions are expected to play a significant role.
In general there exist two different predictions on the effect of Coulomb-
interactions in graphene. Assuming a weak coupling, electron-electron in-
teractions are assumed to renormalize the Fermi velocity according to vF →
vF ln Λ

k , where k is the momentum and Λ is a high-energy cutoff. [11, 12, 13]
At strong couplings one expects the system to undergo a phase transition at
low temperatures towards an excitonic insulator. [14] It is not yet ascertained
if graphene is in the weak or the strong coupled regime. A Quantum Monte-
Carlo simulation as well as experiments suggest that couplings are not strong
enough for the insulating phase to occur. [15, 12]
There are only very few experiments which allow to deduce information
about the electron-electron interactions in a system. A standard experiment
is the measurement of magnetic oscillations. Generally they are described
by the Lifshitz-Kosevich (LK) formula. [16] As electron-electron interactions
affect the oscillation amplitude, one can extract their strength by fitting the
LK-formula to the measured amplitude. [12, 16] However, in the Fermi liq-
uid regime, the amplitude of the LK-formula does not contain an additional
damping factor due to electron-electron interactions, but instead electron-
electron interactions only affect the oscillations by renormalizing the cyclotron
frequency. [2, 17]
Since graphene near the charge neutrality point is not a Fermi liquid [9, 10],
it is questionable if this Fermi liquid result also holds for graphene. Yet, there
are experiments reported where the Fermi liquid LK-formula was used to
extract interaction effects from the damping of the amplitude of magnetic
oscillations. [12]

3
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2G R A P H E N E

Graphene is a two-dimensional system of carbon atoms arranged on a hexag-
onal lattice, the so called honeycomb lattice, see Figure 1. It is thus a single-
atom thick sheet of graphite. This strictly two-dimensional crystal was dis-
covered to be stable by the groups of Konstantin novoselov and Andre Geim
at the University of Manchester in 2004. [18, 19] They used a method called
mechanical exfoliation to prepare thin films of graphite, including the mono-
layer. For this discovery they won the nobel prize in physics in 2010.
Before this discovery it was thought that strictly two-dimensional systems
would not be stable, according to the argument by Peierls and Landau [20, 21]
that large thermal fluctuations should destroy the long-range crystal struc-
ture. Later, a theorem due to Mermin and Wagner stated that in one- and
two-dimensional systems, a continuous symmetry cannot be broken. [22, 23]
Consequently atoms in these systems cannot be arranged on a lattice which
would break translational symmetry. Accordingly, the experimental finding
of a stable graphene sheet were startling and groundbreaking.
A lot of debate has taken place about the reason why a stable graphene sheet
can be produced. On the one hand there are doubts that the Mermin-Wagner
theorem applies for finite graphene samples. [24] On the other hand, it has
been found that a suspended graphene sample ripples in the third dimension
[25], which suppresses the thermal fluctuations.
In this chapter we will review the electronic properties of graphene and the

figure 1: The honeycomb lattice of graphene. Image by Alan Stonebraker/APS [26].

behaviour of graphene in a magnetic field, assuming that it is perfectly flat.
We will introduce the tight binding model for graphene from which the band
structure can be obtained. Based on this we will discuss the low energy excita-
tions, leading us to the Dirac theory. This effective low-energy theory will be
used throughout this part of the thesis. Thereafter, we will address graphene

5
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6 graphene

in a magnetic field. In this chapter we largely follow the review article by
Castro neto et al. [27].

2.1 electronic properties of graphene

Carbon is the element of atomic number six with electron configuration
1s22s22p2. In order to form a lattice structure the 2s-orbitals and the px- and
py-orbitals of the carbon atoms hybridize and build three sp2 hybrid orbitals.
These three hybrid orbitals are located in one plane and form the maximal
possible angle of 120◦ between each other. The pz-orbital is perpendicular to
the plane in which the hybrid orbitals are situated.
Three of the four valence electrons occupy the three sp2 hybrid orbitals and
form σ-bonds in all three directions with the electrons in hybrid orbital of ad-
jacent carbon atoms. An image of the resulting hexagon structure is shown in
Figure 1. The fourth electron is located in the pz-orbital and forms a π-bond
with the electrons of the pz-orbitals of the adjacent carbon atoms. Hence the
π-band, which is constituted in this way, is half filled and responsible for the
electronic properties of graphene.

2.1.1 The tight binding model

Within the tight binding approach the mobile pz electrons are considered to
be located at the lattice sites. However they can hop to another lattice site. As
the hopping amplitude depends on the overlap of the wave functions of the
atoms on the lattice sites in most cases it is sufficient to consider only nearest
neighbour hopping. In graphene, the hopping energy t (the tunneling matrix
element) for nearest neighbour hopping is t ≈ 3 eV [27], while the energy t′

for next nearest neighbour hopping is much smaller, t′ ≈ 0.3 eV [28].
The honeycomb lattice can be seen as a triangular lattice with a bi-atomic unit
cell and lattice vectors a1 and a2, see Figure 2. The inter atomic distance of
the graphene lattice is a ≈ 1.42Å. All three nearest neighbours of an atom of
sublattice A (B) are located on sublattice B (A) and connected via the vectors

δ1 = (0, a), δ2 = − a
2
(
√

3, 1), δ3 =
a
2
(
√

3,−1). (1)

The nearest-neighbour tight-binding Hamiltonian, neglecting interactions, reads

Ĥ = −t ∑
r

3

∑
i=1

(a†
σ(r)bσ(r+ δi) + h.c.), (2)

where aσ(r)
(
a†

σ(r)
)

and bσ(r + δi)
(
b†

σ(r+ δi)
)

annihilates (creates) an elec-
tron of spin σ on site ri of sublattice A and site r + δi of sublattice B, re-
spectively. In order to find the energy-momentum relation of the charge
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A
B

a1 a2

δ1
δ2 δ3

figure 2: The honeycomb lattice of
graphene. The vectors a1 and a2 are
the lattice vectors of the triangular sub-
lattices A and B.

K'

K'

K'K

K

K

a*2

a*1

figure 3: The reciprocal lattice of the
honeycomb lattice with reciprocal lat-
tice vectors a∗1 and a∗2 . The shaded
area inside represents the first Bril-
louin zone.

carriers one needs to perform a Fourier transformation of the operators,
aσ(r) = ∑k aσ,keikr. The Hamiltonian in k-space reads

Ĥ = −t
3

∑
i=1

∑
k

(eikδi a†
σ,kbσ,k + h.c.)

= ∑
k

(
a†

σ,kb†
σ,k

)( 0 −t f (k)

−t f ∗(k) 0

)(
aσ,k

bσ,k

)
(3)

with

f (k) = ei a
2 kx 2 cos

(
ky

a
√

3
2

)
+ e−iakx . (4)

The energy eigenstates E(k) of this Hamiltionian are

E±(k) = ±t

√√√√3 + 2 cos(
√

3kya) + 4 cos

(√
3

2
kya

)
cos

(
3
2

kxa
)

. (5)

This dispersion is plotted in Figure 4. It consists of two bands, the lower
π-band and the upper π∗-band, each of which contains the same number
of states. In six points at the corners of the Brillouin zone the two energy
bands touch. Only two of these so called Dirac points are inequivalent as
they cannot be connected by a reciprocal lattice vector. These inequivalent K
and K′ points are called ’valleys’.
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8 graphene

figure 4: Bandstructure of graphene. In the six K-points of the Brillouin zone, shown
in Figure 3, the two energy bands touch. The zoom in on the right shows the cone-
shaped bandstructure in the vicinity of one of the Dirac points. Figure extracted from
Ref. [27].

When expanding the dispersion around a Dirac point, the resulting energy-
momentum relation is linear,

E±(q) ≈ ±h̄vF|q|+O{
( q

K

)2
}, (6)

where q is the momentum relative to the momentum K of one Dirac point,
k = K + q, and vF is the Fermi velocity defined by vF = 3

2h̄ ta ≈ 106 m
s .

Hence the energy-momentum relation near the Dirac points is rotationally-
symmetric and cone-shaped, which is emphasized in Figure 4, with vF being
the slope of the cone. This bandstructure is also called the Dirac cone, which
is plotted in Figure 5.
Since each carbon atom contributes one π-electron, which can occupy ei-

ther a spin-up or a spin-down state, we have twice as many states as π-
electrons. Hence in pristine graphene, the lower π-band, which is also called
the valence band, is completely filled and the upper π∗-band, also called con-
duction band, is empty. Thus the chemical potential µ in pristine graphene
crosses the Dirac points, meaning µ = 0. In this sense, it is an ideal semi-
metal. By doping the system, the chemical potential can be moved away from
the Dirac point, µ > 0 or µ < 0. For chemical potential much larger than
the temperature, µ � T, the conoidal band structure is not striking and the
system resembles a Fermi liquid. However, for chemical potentials near the
Dirac point, meaning µ� T, the cone-shaped dispersion plays an important
role and the description as a pure Fermi liquid becomes questionable once
interactions are taken into account. This relation of scales is sketched in Fig-
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2.1 electronic properties of graphene 9

figure 5: Excitations in the Dirac cone: If the
temperature T is much smaller than the chemi-
cal potential µ, only states in the vicinity of the
chemical potential are accessible. In this small
energy range the system can be described as a
Fermi liquid. This is illustrated by the blue arrow.
Whereas for high temperatures also the other
band becomes accessible, depicted by the green
arrow, and the cone-shaped dispersion must be
taken into account.

ure 5.

2.1.2 The Dirac equation

In the previous section we saw that near the Dirac points, the dispersion
relation of graphene is linear. To describe the system in the vicinity of the
Dirac points, we expand the Hamiltonian (3) around K = ( 4π

3
√

3a
, 0) and K ′ =

(− 4π
3
√

3a
, 0) and approximate the fermionic operators as a sum of two new

operators

aσ(r) ≈ e−iKraK(r) + e−iK ′raK′(r) (7)

bσ(r) ≈ e−iKrbK(r) + e−iK ′rbK′(r). (8)

After Fourier transforming the new fields, the Hamilton operator reads

Ĥ ≈
3

∑
i=1

∑
k

eiδik
(
a†

K(k−K)bK(k−K) + a†
K(k−K)bK′(k−K ′)

+ a†
K′(k−K ′)bK(k−K) + a†

K′(k−K ′)bK′(k−K ′)
)
.

(9)

Since we want to develop a theory for low energy excitations, we neglect
terms that couple electrons at the K and the K′-points. These terms only
contribute at higher energies. Thereupon the Hamiltonian decouples into a
Hamiltonian HK and HK′ , which describes the system at the K-point and the
K′-point, respectively,

ĤK =
3

∑
i=1

∑
k

eiδika†
K(k−K)bK(k−K) + h.c. (10)

ĤK ′
=

3

∑
i=1

∑
k

eiδika†
K′(k−K ′)bK′(k−K ′) + h.c. . (11)
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10 graphene

We write k = K + q and expand to linear order in q, i.e. we write eikδi =
ei(K+q)δi ≈ eiKδi + iqδieiKδi and the Hamiltonian reads,

ĤK =
3
2

at ∑
q

(
a†

K(q)b
†
K(q)

)( 0 qx − iqy

qx + iqy 0

)(
aK(q)

bK(q)

)

= h̄vF ∑
q

(
a†

K(q)b
†
K(q)

)
σ̂q

(
aK(q)

bK(q)

)
, (12)

ĤK′ =
3
2

at ∑
q

(
a†

K′(q)b
†
K′(q)

)( 0 qx + iqy

qx − iqy 0

)(
aK′(q)

bK′(q)

)

= h̄vF ∑
q

(
a†

K′(q)b
†
K′(q)

)
σ̂∗q

(
aK′(q)

bK′(q)

)
. (13)

Here, σ̂ = (σ̂x, σ̂y) is the vector of Pauli matrices and σ̂∗ = (σ̂x,−σ̂y) is its
complex conjugate. We now see that the electron wave function ψ(r) near the
Dirac points obeys the two-dimensional Dirac equation

−ih̄vFσ̂∇ψK(r) = EψK(r) at the K-point, and (14)

−ih̄vFσ̂∗∇ψK′(r) = EψK′(r) at the K′-point. (15)

For this reason the quasiparticles in graphene are also called massless Dirac
fermions.

2.2 the two-dimensional electron gas in a magnetic field

In order to be able to compare our results for graphene to the analogue
expressions for the two-dimensional electron gas (2DEG) we will first dis-
cuss the energy spectrum of the 2DEG in a magnetic field before we turn to
graphene. Thereby we follow the book by Landau and Lifshitz [29].
We consider a two-dimensional system of non-interacting electrons with a
parabolic dispersion in the x-y−plane which is exposed to a perpendicular
magnetic field, i.e. B = Bêz. The Hamilton operator of such a system is given
by

Ĥ =
1

2m
(p̂− eÂ)2, (16)

where m is the electron mass, e the electron charge and A is the magnetic
vector potential defined by B = ∇ ×A. Within Landau gauge, i.e. A =(
−By

0

)
, the Hamiltonian reads

Ĥ =
p2

y

2m
+

1
2

mω2
c

(
y +

px

eB

)2
, (17)

where we have defined a cyclotron frequency

ωc =
eB
m

. (18)
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2.3 graphene in a magnetic field 11

This Hamiltonian has the form of that of the harmonic oscillator with the
minimum of the potential shifted by px

eB . Thus the energy levels of this system
are those of the harmonic oscillator, namely

En = h̄ωc

(
n +

1
2

)
(19)

with n being a non-negative integer. The magnetic field therefore leads to a
quantization of energy. These degenerate quantized energy levels are called
Landau levels.

2.3 graphene in a magnetic field

In this section we restrict ourselves to low energies near the Dirac point such
that the system is well described by the Dirac equation (14). All calculations
in this section are performed for excitations near the K-point. The physics
near the K′-point can be obtained in an analogue way.
In order to account for the magnetic field we assume a minimal coupling and
the Dirac equation reads,

h̄vF[σ̂(−i∇+ eA)]ψK(r) = EψK(r). (20)

Using Landau gauge the solution of this equation has the generic form ψK(r) =
ΦK(y)eikx. With this ansatz the Dirac equation reads

h̄vF

(
0 ∂y − k + Bey

c

−∂y − k + Bey
c 0

)
ΦK(y) = EΦK(y). (21)

It is convenient to introduce the dimensionless variable ξ = y
lB
− lBkx where

lB =
√

h̄
eB is the magnetic length. now the eigenvalue equation reads

h̄ωc

 0 1√
2
(∂ξ + ξ)

1√
2
(−∂ξ + ξ) 0

ΦK(ξ) = EΦK(ξ) (22)

with the cyclotron frequency

ωc =
√

2
vF
lB

= vF

√
2eB

h̄
. (23)

The eigenstates of this matrix equation are spinors

ΦK
n (ξ) =

(
ψn−1(ξ)

±ψn(ξ)

)
(24)

where the first entry refers to sublattice A and the second entry to sublattice
B. ψn(ξ) are the solutions of the one-dimensional harmonic oscillator, with
n being a positive integer. The eigenstates of the analogue matrix for the
K′-point are given by

ΦK′
n (ξ) =

(
±ψn(ξ)

ψn−1(ξ)

)
. (25)
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12 graphene

The many-body Hamilton of graphene in a perpendicular magnetic field is
thus given by

ĤK =
∫

dy(ξ)∑
kx

Ψ†
kx
(ξ)h̄ωc

 0 1√
2
(∂ξ + ξ)

1√
2
(−∂ξ + ξ) 0

Ψkx (ξ).

(26)

Since the translation symmetry in y-direction is broken by the Landau gauge
and thus ky is not a good quantum number we keep the integration over
the y-coordinate while summing over the kx coordinate in Fourier space. We
write the wave functions as an expansion with respect to the Eigenfunctions
(25) of the system.

Ψkx (ξ) = ∑
n

eikx x

(
an,kx ψn−1,kx (ξ)

bn,kx ψn,kx (ξ)

)
(27)

With this expansion the Hamilton reads

ĤK = h̄ωclB

∫
dξ ∑

kx ,n,n′
(a†

n,kx
ψ∗n−1,kx

(ξ), b†
n,kx

ψ∗n,kx
(ξ))

×

 0 1√
2
(∂ξ + ξ)

1√
2
(−∂ξ + ξ) 0

( an′ ,kx ψn′−1,kx (ξ)

bn′ ,kx ψn′ ,kx (ξ)

)
. (28)

Using 1√
2
(∂ξ + ξ)ψn′ ,kx (ξ) =

√
n′ψn′−1,kx and 1√

2
(−∂ξ + ξ)ψn′−1,kx (ξ) =

√
n′ψn′ ,kx

yields

ĤK = h̄ωclB

∫
dξ ∑

kx ,n,n′

(
a†

n,kxbn′ ,kx

√
n′ψ∗n−1,kx

(ξ)ψn′−1,kx (ξ)

+ b†
n,kxan′ ,kx

√
n′ψ∗n,kx

(ξ)ψn′ ,kx (ξ)
)
. (29)

now we can perform the integral by using the normalized property of the
wave functions

∫
dξψ∗n(ξ)ψn′(ξ) =

1
lB

δnn′ and the Hamilton becomes

ĤK = h̄ωc ∑
kx ,n

(
a†

n,kxbn,kx

√
n + b†

n,kxan,kx

√
n
)

= h̄ωc ∑
kx ,n

(
a†

n,kxb†
n,kx

)( 0
√

n
√

n 0

)(
an,kx

bn,kx

)
. (30)

The eigenvalues of this Hamiltonian are

E± = ±h̄ωc
√

n. (31)

Thus the Landau levels in graphene in a uniform magnetic field are not
equally spaced as they are in a two-dimensional electron gas but they get
closer with higher energy. As a consequence, phenomena which are negligi-
ble when the electrons in the system only occupy low Landau levels might
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2.3 graphene in a magnetic field 13

become important when also high Landau levels are occupied. Another pe-
culiar feature is the existence of a Landau level with zero energy. It is respon-
sible for the anomalous integer quantum hall effect without any Hall plateau
at n = 0. From Eq. (25) one can see that the wave functions of the electrons
and holes in this Landau level are fully localized in one of the sublattices of
the honeycomb lattice: since ψ−1 is zero, the wavefunction at the K-point is
localized in sublattice B and the wavefunction at the K′-point it is localized
in sublattice A. In this way the magnetic field does not break inversion sym-
metry.
The Landau levels are degenerate according to (see Equation (43) and (23))

D =
eBL2

h̄π
=

ω2
c L2

2πv2
F

, (32)

where L is the size of the system.
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3I N T R O D U C T I O N T O T H E D E H A A S - VA N A L P H E N
O S C I L L AT I O N S

In 1930 de Haas and van Alphen observed an oscillatory magnetic field de-
pendence of the magnetization in single crystal bismuth at low temperatures.
Later on this oscillatory behaviour of the magnetization was detected also
in other systems, but the observation seemed to be confined to polyvalent
metals, where more than one electron participates in a bond. In 1952 Onsager
established a theory for the de Haas - van Alphen (dHvA) effect based on
Landau quantization of the electron energy in an applied magnetic field. [30]
According to his theory, the dHvA-frequency F which is the reciprocal of the
period in 1

B , with B being the magnetic field, is proportional to the extremal
cross-section A of the Fermi surface. Moreover, the proportionality factor is a
universal constant. The relation reads [16]

F =
h̄

2πe
A, (33)

with e being the electron charge. Thus measuring the dHvA-oscillations can
be used as a tool of detecting the Fermi surface of a system: by measuring
the dHvA-frequency for different crystal orientation one gains the structure
of the Fermi surface. Relation (33) also explains why it is easier to observe the
oscillations in polyvalent metals. Systems with more than one bonding elec-
tron exhibit a Fermi surface which crosses Brillouin zone boundaries, produc-
ing ’pockets’. These pockets, with their small extremal cross-section, result in
oscillations with a small frequency, which are easier to observe.
In this chapter we will use a semiclassical approach in order to explain the
physics behind the magnetic oscillations. We will see that this oscillatory be-
haviour is due to the quantization of electron motion in a magnetic field. We
thereby follow the books by Shoenberg [16] and Kittel [31].

figure 6: First observation of the oscillatory field dependence of the magnetization
in single crystal bismuth (de Haas and van Alphen 1930) [16].

15
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16 introduction to the de haas - van alphen oscillations

3.1 semiclassical approach to the origin of the magnetic os-
cillations

In a magnetic field B an electron with charge e which moves with velocity v

is exposed to the Lorentz force F according to

F = −e(v ×B). (34)

We now restrict ourselves to the situation of a magnetic field which is perpen-
dicular to the velocity of the electron. In this case the electron motion due to
the Lorentz force describes a circuit. Because of the closed orbit the wave func-
tion must fulfill a boundary condition. This results in the Bohr-Sommerfeld
quantization rule for an electron in a magnetic field,∮

pdq = (n + γ)2πh̄, (35)

where n is a non-negative integer and the integral over the electron momen-
tum p runs along the electron orbit described by the trajectory q. The phase γ
is exactly 1

2 for a parabolic band and deviates slightly from 1
2 for other Fermi

liquids. This deviation depends on energy and magnetic field. In graphene,
however, γ is zero. Within minimal coupling, the momentum p of an electron
in a magnetic field B is

p = h̄k− eA (36)

with A being the magnetic vector potential. Using Stokes’ theorem and the
relation h̄k = r ×B which follows from the definition of the Lorentz force
we find∮

pdq =
∮

h̄k dq − e
∮

Adq = −e
∮

r×B dq − e
∫

S′
∇×A dS′

= eB
∮

r× dq − e
∫

S′
BdS = eB2S− eBS

= eBS = (n + γ)2πh̄. (37)

The quantization rule for the closed electron orbit with area S follows as

Sn = (n + γ)
2πh̄
eB

. (38)

The quantization rule for the area an of the electron orbit in k-space reads

an = (n + γ)
2πeB

h̄
. (39)

This quantization rule is the so-called ’Onsager relation’ [30]. Consequently
the electrons move on so called Landau tubes in k-space whose cross-sectional
area fulfill the quantization rule (39). For a spherical Fermi surface the Lan-
dau tubes are plotted in Figure 7. In terms of these quantized electron orbits
one can understand the oscillatory behaviour of several physical quantities
of a system in a varying magnetic field as follows: The electrons of a system
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3.1 semiclassical approach to the origin of the magnetic oscillations 17

B

kx

kz
ky

figure 7: For a system with a spherical Fermi surface the Landau tubes are cylinders.
The dashed line is the extremal cross-section of the Fermi surface. The cross-sectional
area of the Landau tubes is given by the Onsager relation (39). Only the occupied part
of the tubes is plotted which lies within the Fermi sphere.

occupy those Landau tubes which are located inside the Fermi surface. Let
us assume that there is a large number of Landau tubes inside the Fermi sur-
face, i.e. the magnetic field is sufficiently weak. When the magnetic field is
increased, also the cross-section of the Landau tubes increases, see Eq. (39),
and the occupied length of the Landau tubes decreases until the Landau tube
separates from the Fermi surface. At this moment its occupation vanishes
instantaneously. As these vanishings happen periodically the total energy of
the system and all quantities which can be derived from it show a periodic
behaviour. Equation (39) leads to the following relation for the magnetic field
Bn at which the Landau tube n parts company with the Fermi surface,

1
Bn

= (n + γ)
2πe
h̄A

, (40)

with A being the extremal cross-section of the Fermi surface. Thus the period
of the oscillations is given by

∆
1
B
=

1
Bn+1

− 1
Bn

=
2πe
h̄A

(41)

and the frequency reads

F =
h̄A
2πe

. (42)

Due to the restriction of the electron location to orbits with quantized cross-
section the Landau levels are degenerate. Per surface element there are

( 2π
L
)2

allowed k-values. The area between two adjacent Landau tubes is according
to Onsager’s relation (39) ∆a = 2πeB

h̄ . Thus the degeneracy factor is

D = 2∆a
(

L
2π

)2
=

eBL2

h̄π
. (43)
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18 introduction to the de haas - van alphen oscillations

ky

kx
n=1

n=2

n=3

n=4

figure 8: In an applied magnetic field, the k-states rearrange on the Landau tubes.

The factor of two stems from the spin. This degeneracy factor is indepen-
dent of the dispersion and thus also graphene’s Landau levels are degenerate
according to Eq. (43), as referred to in Eq. (32).
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4T H E L I F S H I T Z - K O S E V I C H F O R M U L A I N T H E
N O N - I N T E R A C T I N G S Y S T E M

A full formula in order to describe quantitatively the magnetic oscillations
was derived by Lifshitz and Kosevich already in 1954 [16]. This formula is an
expression for the oscillatory part of the grand potential Ω̃osc of a system in a
magnetic field. Observables, such as the magnetization M or the specific heat
c, can be derived from this expression via the corresponding derivatives,

Mosc =

(
∂Ω̃osc

∂B

)
µ

cosc = −T
∂

∂T

(
∂Ω̃osc

∂T

)
B

. (44)

In this chapter we will first outline the derivation of the Lifshitz-Kosevich
(LK) formula for the two-dimensional electron gas (2DEG) as it has been
performed by Adamov et. al. in [2]. (However, in this chapter we neglect
electron-electron interactions.) On the basis of this result we will discuss the
effects which lead to a damping of the oscillation amplitude. Thereafter we
will compute the LK-formula for clean and disordered graphene. The effect of
electron-electron interactions will be discussed in the following chapter. The
results, in particular the differences between the LK-formula for the 2DEG
and that for graphene, will be discussed in Chapter 6.
Our starting point is the Luttinger-Ward functional [1] which relates the ther-
modynamic potential Ω of the system to its Green function Ĝ,

Ω = −T tr{ln(−Ĝ−1)} − T tr{ĜΣ̂}+ Ω′. (45)

(From now on we will set the Boltzmann constant, kB ≡ 1, as well as the
Planck’s constant, h̄ ≡ 1.) The trace implies summation over the Landau level
index m, the fermonic Matsubara frequencies ωn = πT(2n + 1), and the dif-
ferent degenerate states within one Landau level. The self-energy Σ̂ accounts
for disorder (Σ̂dis) or electron-electron interactions (Σ̂ee). T is the temperature.
The terms Ttr{ĜΣ̂} and Ω′ are introduced to avoid overcounting of diagrams.
Their oscillatory parts cancel each other [2] such that the magnetic oscillations
are fully described by

Ωmo = −T tr{ln(−Ĝ−1)} = −DT ∑
m

∑
ωn

ln(−g−1
m (iωn)). (46)

In the last step we used the generic identity tr{lnĜ} = ∑i ln(gii) which holds
for any diagonalizable matrix Ĝ with Eigenvalues gii. The factor D accounts
for the sum over degenerate Landau levels, see Eq. (43). We use the Poisson

19
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ρ(E)
Poisson formula

E

ρ(E)

E
figure 9: The transformation which is described by the Poission summation formula:
Instead of summing over discrete Landau levels one goes to a continuous picture with
a constant density of states ρ(E) which is modulated by a periodic function.

summation formula which relates the summation of a function to the func-
tion’s continuous integral,

∞

∑
m=0

fm = lim
ε→0+

∞

∑
m=−∞

∫ ∞

−ε
dx f (x)δ(x−m) =

∞

∑
l=−∞

∫ ∞

0
dx f (x)ei2πlx

=
∫ ∞

0
dx f (x) + 2

∞

∑
l=1

∫ ∞

0
dx f (x) cos(2πlx). (47)

Philosophically this transformation means that we go from discrete Landau
levels to a continuous picture, where a constant density of states is modu-
lated by oscillating modes, see Figure 9. This approach is appropriate when
the Landau levels are sufficiently broadened due to e.g. disorder or temper-
ature. In this case we obtain a small parameter, ωc/αdis (αdis is the disorder
potential) and ωc/T, respectively, such that the magnetic field can be treated
perturbatively.
We neglect the first term as it only describes the B = 0 state, and insert the
function defined in Eq. (46) into Eq. (47) and integrate by parts,

Ωmo′ =− 2DT ∑
ωn

∞

∑
l=1

∫ ∞

−ε
dx ln(−g−1(x, iωn)) cos(2πlx)

=− 2DT ∑
ωn

∞

∑
l=1

[
ln[−g−1(x, iωn)]

sin(2πlx)
2πl

]∞

0

+ 2DT ∑
ωn

∞

∑
l=0

∫ ∞

0

1
−g−1(x, iωn)

d
dx

(
− g−1(x, iωn)

) sin(2πlx)
2πl

dx.

(48)

The first term is non-oscillatory and finite due to a cut-off in the Green func-
tion. The oscillatory part thus reads

Ω̃ = 2DT ∑
ωn

∞

∑
l=0

∫ ∞

0

1
−g−1(x, iωn)

d
dx

(
− g−1(x, iωn)

) sin(2πlx)
2πl

dx.

(49)
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4.1 the lifshitz-kosevich formula for the two-dimensional

electron gas

In this section we will compute the Lifshitz-Kosevich formula for the two-
dimensional electron gas. Using the energy spectrum derived in Section 2.2
we can write down the Green function for the 2DEG in Landau level space,

Ĝm(iωn)
−1 = (iωn + µ)1− Ĥ − Σ̂ =

(
iωn + µ−ωc

(
m +

1
2

))
1− Σ̂.

(50)

Here, we neglect interaction effects and consider white-noise disorder. That
means that the impurities are randomly distributed in the system and that
the disorder potentials u(r) of the single impurities, located at ri, are not
correlated, meaning [32]

〈u(ri)〉 = 0 and 〈u(ri)u(rj)〉 = u2
0δij. (51)

The strength of the scattering potential u0 is related to the scattering time τ
via

u2
0 =

1
2πn0τ

. (52)

Here, n0 is the free single-particle density of states. At weak magnetic fields,
i.e. ωcτ � 1, the self-energy can be computed in the k-basis and is given by
[32]

Σdis(iωn) = −
isgnωn

2τ
. (53)

The eigenvalues of the inverse Green function then follow as

g−1
m (iωn) = iωn + µ−ωc

(
m +

1
2

)
+

isgnωn

2τ
(54)

and the oscillatory integral (49) reads

Ω̃ =
ωcmL2T

π2 ∑
ωn

∞

∑
l=0

1
l

∫ ∞

0

ωc sin(2πlx)

−iωn − µ + 1
2 ωc + xωc − isgnωn

2τ

dx. (55)

This integral can be solved using residue theorem and for µ > 1
2 ωc we get

for the oscillatory part

Ω̃osc = 4νωcTL2
∞

∑
l=1

∑
ωn>0

(−1)l

l
e−

2πl
ωc (ωn+

1
2τ ) cos

(
2πlµ

ωc

)
, (56)

with ν = m
2π being the density of states of the two-dimensional electron gas,

where m is the electron mass. The sum over Matsubara frequencies ωn =
πT(2n + 1) can be performed resulting in

Ω̃osc = 4νωcTL2
∞

∑
l=1

(−1)l

l
1

2 sinh( 2π2lT
ωc

)
e−

πl
ωcτ cos

(
2πlµ

ωc

)
. (57)
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4.1.1 Effects of amplitude damping

From Eq. (57) we see that there are two parameters that enter the amplitude
and lead to a damping of the oscillations: a finite temperature T and a finite
relaxation time τ. These damping effects are discussed qualitatively in the
next two sections by following the book by Shoenberg [16].

4.1.1.1 Damping due to finite temperature

At finite temperature T the probability of occupation of a state with energy ε
is given by the Fermi-Dirac distribution

f (ε) =
1

1 + e
ε−µ

T
(58)

where µ is the chemical potential. The following gedankenexperiment illus-
trates why this occupation distribution leads to a phase smearing, and thus
to a damping of the oscillation amplitude. Let us assume that we have sev-
eral copies i of our system at T = 0, but with different chemical potentials
µi such that the µi are distributed according to the Fermi-Dirac distribution.
Thus only the copies with µ > ε are occupied. This situation is equivalent to
a single system with occupation distribution (58). Since the frequency of the
dHvA-oscillations depends on µ, the different copies are not phase-coherent,
leading overall to a phase smearing. From Eq. (57) we can extract the reduc-
tion factor due to finite temperature,

RT =
T

2 sinh( 2π2lT
ωc

)
. (59)

For high temperatures 2π2lT/ωc ≥ 1 this factor approaches

RT ≈ Te−2π2lT/ωc . (60)

E

ρ(E)ρ(E)

E

finite τ, T

figure 10: The density of states ρ(E) versus the energy E for a system in a magnetic
field. A finite relaxation time and/or a finite temperature broadens the otherwise
sharp Landau levels.

4.1.1.2 Damping due to disorder

Impurity scattering leads to a finite relaxation time τ of the electrons. Ac-
cording to the uncertainty principle connecting time and energy this causes
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4.2 the lifshitz-kosevich formula in clean graphene 23

a broadening of the otherwise sharp Landau levels. The levels broaden in a
Lorentzian fashion. Thus the probability that a Landau level with energy εLL
in the case of no level broadening effects lies between ε and ε + dε is given
by

dε

(ε− εLL)2 + (1/2τ)2 . (61)

If it is reasonable to assume that the relaxation time τ is independent of the
electron energy, the effect of this level broadening is similar to the case of
finite temperature, but this time with a Lorentzian broadening,

dµ

(µ− ξ)2 + (1/2τ)2 . (62)

This again leads to a phase smearing and thus to a damping of the ampli-
tude. The reduction factor due to a finite relaxation time, first introduced by
Herbert Dinlge [16] and also called the ’Dingle factor’, reads

RD = e−
πl

ωcτ . (63)

If one introduces

x =
1

2πτ
(64)

the Dingle factor becomes

RD = e−
2π2 lx

ωc . (65)

Comparing this Dingle factor to the temperature induced damping factor (60)
suggests to identify x with a temperature. Hence x is the so called Dingle
temperature.

4.2 the lifshitz-kosevich formula in clean graphene

Now we will derive the Lifshitz Kosevich formula for clean graphene. The
inverse Green function of the clean, non-interacting system is given by

Ĝ−1
0 (ωn) = (iωn − µ)1− Ĥ (66)

where ωn = (2n + 1)πT is the fermionic Matsubara frequency. We insert the
Hamiltonian of graphene in a magnetic field, Eq. (30), to give

Ĝ−1
0 (ωn, m) =

(
iωn + µ ωc

√
m

ωc
√

m iωn + µ

)
(67)

where m is the Landau level index. The Eigenvalues of this matrix are

g−1
m,± = iωn + µ±ωc

√
m. (68)
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With these eigenvalues the Luttinger Ward functional (46) reads

Ωmo = −DT
∞

∑
m=0

∑
ωn

∑
λ=±1

ln
(
−iωn − λωc

√
m− µ

)
(69)

and for the oscillatory potential (49) we get

Ω̃ = 2DT ∑
ωn

∞

∑
l=1

∑
λ=±1

∫ ∞

0

1
−iωn − µ− λωc

√
x
−λωc

2
√

x
sin(2πlx)

2πl
dx

=
2Tω2

c L2

πv2
F

∑
ωn

∞

∑
l=1

ω2
c

2πl

∫ ∞

0
dx

sin(2πlx)
(iωn + µ)2 −ω2

c x
. (70)

Here, we have inserted the degeneracy factor D = ω2
c L2

2πv2
F

(Eq. (43)) of the Lan-

dau levels. The integral of Eq. (70) can be evaluated using residue theorem,
with the integration path shown in Figure 11.

∫ ∞

0
dx

sin(2πlx)
(iωn + µ)2 −ω2

c x
=

1
2i

∫ ∞

0
dx

ei2πlx − e−i2πlx

(iωn + µ)2 −ω2
c x

=
1
2

∫ ∞

0
dx e−2πlx

(
1

(iωn + µ)2 − iω2
c x)

+
1

(iωn + µ)2 + iω2
c x)

)
− π

ω2
c

Θ(µ2 −ω2
n)

[
e
−4πlωnµ

ω2
c e

i2πl(µ2−ω2
n)

ω2
c Θ(ωnµ) + e

4πlωnµ

ω2
c e

−i2πl(µ2−ω2
n)

ω2
c Θ(−ωnµ)

]
(71)

Using ∑ωn F(ωn) = ∑ωn>0 (F(ωn) + F(−ωn)), we get the following expres-
sion:

∑
ωn

∫ ∞

0
dx

sin(2πlx)
(iωn + µ)2 −ω2

c x
=

∑
ωn>0

(µ2 −ω2
n)
∫ ∞

0
dx

(
e−2πlx

(µ2 −ω2
n)

2 + (2ωnµ−ω2
c x)

+
e−2πlx

(µ2 −ω2
n)

2 + (2ωnµ + ω2
c x)

)

− π

ω2
c

∑
ωn>0

e
−4πlωn |µ|

ω2
c 2 cos

(
2πl(µ2 −ω2

c )

ω2
c

)
Θ(µ2 −ω2

n). (72)

Importantly, the first term on the right-hand-side in Eq. (72) does not con-
tribute an oscillatory term to the thermodynamic potential. Thus the oscilla-
tory potential reads

Ω̃osc =
2Tω2

c L2

πv2
F

∞

∑
l=1

|µ|

∑
ωn>0

1
l

e
− 4πlωn |µ|

ω2
c cos

(
2πl

(
µ2 −ω2

n
)

ω2
c

)
. (73)
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a

b

c

Re{x}

Im
{x
}

1

a

c

b2

1

1

2

2

figure 11: Integration path: we use the integration
path 1 in the upper complex half-plane to evaluate
the integral ei2πlx

(iωn+µ)2−ω2
c x and the path 2 in the lower

complex half-plane for the integral e−i2πlx

(iωn+µ)2−ω2
c x

such that the paths c1,2 vanish for x → ∞. Thus
the original integral along the real axis, paths a1,2
, can be written as an integral along the imaginary
axis, paths b1,2, plus summation over residues.

4.2.1 The LK-formula in the Fermi liquid regime

In the limit µ � T the T-dependence of the frequency can be neglected.
Furthermore, the sum over Matsubara frequencies can be extended to infinity.
The LK-formula for graphene in the Fermi liquid regime thus reads

Ω̃osc =
4Tω2

c L2

πv2
F

∞

∑
l=1

1

l sinh
(

4π2lT|µ|
ω2

c

) cos
(

2πlµ2

ω2
c

)
. (74)

We therefore observe that the Fermi liquid regime of graphene almost re-
produces the formula for a standard 2DEG, cf. Eq. (57), the difference arises
simply from the different spacing of the Landau levels and the linear density
of states.

4.2.2 The LK-formula near the Dirac point

Upon approaching the Dirac point we observe a number of peculiarities: (a)
due to the restricted sum in Eq. (73) the oscillations completely die as soon
as µ < πT. (b) The effective oscillation frequency is not only a geometric
quantity, but instead also depends on temperature via the dependence upon
ωn.

4.3 the effect of disorder on the dhva-oscillations

As discussed in Section 4.1.1.2 disorder in the system leads to a damping of
the amplitude of the de Haas - van Alphen oscillations. In this Section we
will compute this damping factor in graphene. For this reason we will first
compute the disorder related self-energy Σ̂dis and subsequently we will solve
the oscillatory integral Eq. (49) with the self-energy included in the Green
function according to the Dyson equation [33],

Ĝ−1 = Ĝ−1
0 − Σ̂dis. (75)
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We do not attempt to make a realistic modelling of the properties of graphene
with disorder; instead we treat disorder in the simplest way to gain a physical
understanding of its effects.

4.3.1 The self-energy within the self-consistent Born approximation (SCBA)

We consider the self-energy within the SCBA to lowest order in the disorder
potential, such that we have a non-vanishing imaginary part. That means the
self-energy consists of the following two diagrams, whereM is the dressed
Green function.

Σ̂SCBA
dis = +

= U(r) +
∫

U(r)Ĝ(r− r′)U(r′)dr′ (76)

The disorder potential U(r) is given by the sum over the potentials that arise
from scattering at the single impurities which are located at Rj.

U(r) =

Nimp

∑
j=1

u(r−Rj) = u0

Nimp

∑
j=1

δ(r−Rj) (77)

Here we have assumed short-ranged impurities with uniform strength u0.
Since the single impurities are generally randomly distributed, it is reason-
able to take the average over all possible configurations, meaning

〈Σ̂SCBA
dis 〉 = 〈u0

Nimp

∑
j=1

δ(r−Rj)〉︸ ︷︷ ︸
0

+u2
0

Nimp

∑
j=1

Nimp

∑
l=1

∫
dr′ 〈δ(r−Rj)δ(r

′ −Rl)〉︸ ︷︷ ︸
δ(r−r′)δjl

〈Ĝ(r− r′)〉

= u2
0

Nimp

∑
j=1
〈Ĝ(0)〉 = u2

0Nimp〈Ĝ(0)〉, (78)

where we assumed a translational invariant average. In momentum space the
averaged self-energy then reads

〈Σ̂SCBA
dis 〉 = u2

0Nimp ∑
k
〈Ĝ(k)〉. (79)

Since we want to perform the calculation within the Landau level (LL) basis,
we need to transform the Green function into the LL-basis. The inverse Green
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function of graphene in a magnetic field in the presence of disorder is then
given by (cf. Eq. (67) and Eq. (75)),

Ĝ−1 =

(
iωn + µ− Σa

dis ωc
√

m

ωc
√

m iωn + µ− Σb
dis

)
(80)

⇒ Ĝ =
1

(iωn + µ− Σa
dis)(iωn + µ− Σb

dis)−ω2
c m

×
(

iωn + µ− Σb
dis ωc

√
m

ωc
√

m iωn + µ− Σa
dis

)
.

(81)

Here we assumed that the self-energy is diagonal in the Landau level basis.
Inserting this Green function into Eq. (79), we find a self-consistent expression
for the self-energy,

Σa(b)
dis = Nimpu2

0 ∑
k,m

iωn + µ− Σb(a)
dis

(iωn + µ− Σa
dis)(iωn + µ− Σb

dis)−ω2
c m

. (82)

We can perform the sum over k by simply multiplying by the degeneracy
factor (32) of the Landau levels,

Σa(b)
dis = αdisω2

c ∑
m

iωn + µ− Σb(a)
dis

(iωn + µ− Σa
dis)(iωn + µ− Σb

dis)−ω2
c m

, (83)

where αdis =
Nimpu2

0L2

2πv2
F

is a dimensionless parameter characterizing the strength

of the disorder potential.
In the following we assume that sufficiently high-lying Landau levels are pop-
ulated such that the asymmetry between the sublattices is irrelevant. We then
have

Σdis = αdisω2
c

∞

∑
m=0

iωn + µ− Σdis

(iωn + µ− Σdis)2 −ω2
c m

. (84)

We use the Poisson summation formula, Equation (47), to dualize the sum
over Landau levels making the expression more amenable to approximations
for weak fields.

Σdis = αdisω2
c

∞

∑
l=−∞

∫ vFΛ
ωc

0
dx

iωn + µ− Σdis

(iωn + µ− Σdis)2 −ω2
c x

ei2πlx

= αdis

∫ v2
FΛ2

0
dx

iωn + µ− Σdis

(iωn + µ− Σdis)2 − x

+ αdis

∞

∑
l=1

∫ v2
FΛ2

0
dx

(iωn + µ− Σdis)

(iωn + µ− Σdis)2 − x
cos

(
2πlx
ω2

c

)
= Σ0

dis + Σosc
dis (85)

Here we introduced a cutoff Λ, restricting the analysis to the regime where
the dispersion is linear. The first term Σ0

dis is the l = 0 term and corresponds
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to the standard expression of the SCBA in a system without magnetic field.
The second part Σosc

dis describes the oscillations of the self-energy due to the
magnetic field. Performing the integration yields

Σ0
dis = −αdis(iωn + µ− Σdis) ln

v2
FΛ2 − (iωn + µ− Σdis)

2

−(iωn + µ− Σdis)2 . (86)

This expression can be solved self consistently to leading order in αdis and
we obtain,

Σ0
dis = −αdis(iωn + µ) ln

v2
FΛ2 − (iωn + µ)2

−(iωn + µ)2 . (87)

Σosc
dis can be computed by using integration by parts, yielding an analytic

expression. This calculation is performed in Appendix A.1. However, more
insight is gained by treating the integral using residue theorem:

Σosc
dis = αdis(iωn + µ− Σdis)

∞

∑
l=1

∫ ∞

0
dx

e
i 2πlx

ω2
c + e

−i 2πlx
ω2

c

(iωn + µ− Σdis)2 − x

= αdis (iωn + µ− Σdis) 2πiΘ(a)
∞

∑
l=1

e
− 2π

ω2
c
|b|l

(e
i 2π

ω2
c

al
Θ(b)− e

−i 2π

ω2
c

al
Θ(−b))

+ αdis (iωn + µ− Σdis)
∞

∑
l=1

∫ ∞

0
dx

 e
− 2π

ω2
c

xl

a + i(b− x)
− e

− 2π

ω2
c

xl

a + i(b + x)

 (88)

with a = (µ− Σ
′
dis)

2 − (ωn − Σ
′′
dis)

2 and b = 2(ωn − Σ
′′
dis)(µ− Σ

′
dis) where

Σ
′
dis is the real part of Σdis and Σ

′′
dis is its imaginary part. The first term

stems from the residue. Whether the pole is located inside or outside the
integration contour depends on the sign of a and b. The second term stems
from integration along the imaginary axis and is a non-oscillatory correction
term. The integration contours used here are plotted in Figure 11. In the
regime T & ωc both terms in Σosc

dis are suppressed exponentially due to the
factors exp(− 2π

ω2
c
|b|l) and exp(− 2π

ω2
c

xl), respectively. Thus, in this regime, Σosc
dis

can be neglected, and the self-energy can be well-approximated as

Σdis = −αdis(iωn + µ) ln

(
v2

FΛ2 − (iωn + µ)2

−(iωn + µ)2

)

≈ −αdis(iωn + µ) ln

(
v2

FΛ2

−(iωn + µ)2

)
. (89)

4.3.2 The Lifshitz-Kosevich formula with disorder

Now we can include the derived expression for the self-energy Eq. (89) into
the Green function Eq. (80) and compute the oscillatory grand potential Eq.
(49). As the self-energy is energy independent, the steps (67) to (70) can be
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performed analogously to the calculation of the clean system but now with
an additional summand, Σdis. We have,

g−1
m = iωn + µ− Σdis(iωn, µ)±ωc

√
m (90)

and therefore

Ω =
Tω4

c L2

π2v2
F

∑
ωn

∞

∑
l=1

1
l

∫ ∞

0
dx

sin(2πlx)

[iωn + µ− Σdis(iωn, µ)]2 −ω2
c x

. (91)

This integral can again be computed using residue theorem (the computation
is performed in appendix A.2). We find,

Ω̃osc =
2Tω2

c L2

πv2
F

∞

∑
l=1

1
l

|µ|
1+αdis

π
2

∑
ωn>0

e
− 4πl

ω2
c
((µ2−ω2

n)(παdis−2φαdis)+|µ|ωn(1+2αdisΓ))

× cos
(

2πl
ω2

c

(
(µ2 −ω2

n)(1 + 2αdisΓ)− 4αdis|µ|ωn(π − 2φ)
))

. (92)

Now we can define a Dingle temperature according to Eq. (65). The damping
factor that stems from disorder is

e
− 4πl

ω2
c
((µ2−ω2

n)(παdis−2φαdis)+|µ|ωn2αdisΓ)
= e
− 4πl|µ|ωn

ω2
c

(
(µ2−ω2

n)
|µ|ωn

(παdis−2φαdis)+2αdisΓ
)

.

Thus the Dingle temperature TD reads

TD = ωn

(
(µ2 −ω2

n)

|µ|ωn
(παdis − 2φαdis) + 2αdisΓ

)
(93)

and at zero temperature it becomes

TD = |µ|παdis. (94)

From the expression for the grand potential, Eq. (92), we derive the oscillatory
part of the magnetization (44),

Mosc =

(
∂Ω̃osc

∂B

)
µ

=
4TL2e

π

∞

∑
l=1

|µ|
1+αdis

π
2

∑
ωn>0

e
− 4πl

ω2
c
((µ2−ω2

n)(παdis−2φαdis)+|µ|ωn(1+2αdisΓ))

×
[(

1
l
+

4π

ω2
c

(
(µ2 −ω2

n)(παdis − 2φαdis) + |µ|ωn(1 + 2αdisΓ)
))

× cos
(

2πl
ω2

c

(
(µ2 −ω2

n)(1 + 2αdisΓ)− 4αdis|µ|ωn(π − 2φ)
))

+
2π

ω2
c

(
(µ2 −ω2

n)(1 + 2αdisΓ)− 4αdis|µ|ωn(π − 2φ)
)

× sin
(

2πl
ω2

c

(
(µ2 −ω2

n)(1 + 2αdisΓ)− 4αdis|µ|ωn(π − 2φ)
)) ]

. (95)
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O N T H E D H VA - O S C I L L AT I O N S

As the relaxation time due to electron-electron interactions is temperature
dependent, it is natural to assume that electron-electron interactions also con-
tribute to the Dingle temperature. Fowler and Prange showed that electron-
phonon interactions do not lead to an additional damping but only renormal-
izes the effective mass. [34] This statement has been generalized to electron-
electron interactions for T & ωc and it is independent of the specific form
of the interaction potential. For the two-dimensional electron gas it can be
found in Refs. [17, 2]. It states that the imaginary part of the self-energy due
to electron-electron interactions, Σ′′ee(iωn), which formally leads to an addi-
tional damping factor, only yields a renormalization of the field for the first
Matsubara frequency, i.e. Σ′′ee(iω0) ∝ ω0. Higher Matsubara frequencies can
be neglected for temperatures T & ωc. The real part of the self-energy, Σ′ee,
does not lead to an additional damping factor but only renormalizes the elec-
tron mass.
In this chapter we will first retrace the statement for the two-dimensional
electron gas and then investigate the effect of electron-electron interactions
in graphene. We find that while to one-loop order all interaction effects can
be fully accounted for by the renormalized Fermi velocity, this ceases to be
true to two-loop accuracy and additional renormalization effects play a role.
Furthermore, at finite temperature, electron-electron interactions do lead to
an additional damping factor due to inelastic scattering which is absent for
standard metals.

5.1 the effect of electron-electron interactions in the two-
dimensional electron gas

In contrast to the disorder self-energy Σdis, the self-energy for electron-electron
interactions Σee depends on energy, i.e. on the Landau level m. Thus we will
first investigate the influence of an energy dependent self-energy on the os-
cillations. We will see that the real part of the self-energy only renormalizes
the cyclotron frequency. Then we will compute the imaginary part and show
that it is only a renormalization of the field for temperatures T & ωc.
The Green function of the two-dimensional electron gas, Eq. (50), was given
by

Ĝ(m, iωn)
−1 =

(
iωn + µ−ωc

(
m +

1
2

))
1− Σ̂. (96)

31
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We assume a self-energy that is diagonal in the Landau level basis. By follow-
ing Adamov et. al. [2] we use the following ansatz for the self-energy,

Σee(m, iωn) = −iα0ωn + δµ + βωcm + δΣ(m, iωn), (97)

where δΣ(m, iωn) incorporates inelastic scattering processes. As these are in
general small by a factor of T/EF (EF is the Fermi energy) we neglect the real
part. The imaginary part does not depend on energy, meaning on the Landau
level index m, and so we can write

δΣ(m, iωn) ≈ iδΣ′′(iωn). (98)

In Chapter 4 we derived a generic expression for the oscillatory grand poten-
tial, Eq. (49), which was

Ω̃ = 2DT ∑
ωn

∞

∑
l=0

∫ ∞

0

1
−g−1(x, iωn)

d
dx

(
− g−1(x, iωn)

) sin(2πlx)
2πl

dx.

(99)

Inserting the Green function of the two dimensional electron gas, Eq. (96),
with eigenvalues

g−1(x) = iωn(1 + α0) + µ− δµ−ωcx(1 + β)− ωc

2
− iδΣ′′(iωn), (100)

the oscillatory integral reads

Ω̃ =
DT
π ∑

ωn

∞

∑
l=0

∫ ∞

0

ωc(1 + β) sin(2πlx) dx(
−iωn(1 + α0)− µ + δµ + ωcx(1 + β) + ωc

2 + iδΣ′′(iωn)
) .

(101)

Solving this integral using residue theorem and neglecting the non-oscillatory
summands we obtain

Ω̃osc = −2DT ∑
ωn>0

∞

∑
l=1

1
l

e−
2πl(ωn(1+α0)−δΣ′′)

ωc(1+β) cos
(

2πlµ̃
ωc(1 + β)

)
, (102)

where we introduced an effective chemical potential µ̃ ≈ µ− δµ− ωc
2 . We see,

that the self-energy Σee influences the oscillation amplitude as follows: The
real part of Σee renormalizes the cyclotron frequency according to

ω∗c = ωc(1 + β). (103)

A non-vanishing imaginary part would first lead to a renormalization of the
Matsubara frequency according to

ω∗n = ωn(1 + α0), (104)

and second it would lead, as in the case of disorder, to an additional damping
factor

exp
{

2πlδΣ′′

ω∗c

}
. (105)
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5.1.1 The Fermi liquid self-energy for generic interactions.

Now we will derive a generic expression for the imaginary part of the self-
energy of the Fermi liquid, in order to see if it meets the conditions for no
additional damping factor in the amplitude due to electron-electron interac-
tions.
We compute the electron self-energy within the ’random phase approxima-
tion’ (RPA) [35],

Σee(k, iωn) =

k,iω k,iωk',iω'

k-k',iω-iω'

= + + +
...

= −T
∫ d2k′

(2π)2 ∑
ω′n

V(k− k′, iωn − iω′n)G0(k
′, iω′n), (106)

where the interaction potential V is a resummed interaction line (double
dashed line). We use the spectral representation for the potential V(k −
k′, iωn − iω′n) and the Green function G0(k

′, iω′n) [35],

Σee(k, iωn) = −T
∫ d2k′

(2π)2 ∑
ω′n

∫ ∞

−∞

dε

π

V′′(k− k′, ε)

iωn − iω′n − ε

∫ ∞

−∞

dε̃

π

G′′0 (k
′, ε̃)

iω′n − ε̃

= −T ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε̃

π
V′′(k− k′, ε)G′′0 (k

′, ε̃)

× −iωn + iω′n − ε

(ωn −ω′n)2 + ε2
−iω′n − ε̃

ω
′2
n + ε̃2 .

(107)

Since for a collective mode or general interaction we have V′′(ε) = −V′′(−ε),
we can transform to

Σee(k, iωn) = −T ∑
ωn

∫ d2k′

(2π)2

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε̃

π
V′′(k− k′, ε)G′′0 (k

′, ε̃)

× −ε

(ωn −ω′n)2 + ε2
−iω′n − ε̃

ω
′2
n + ε̃2 .

(108)

We thus have a real and an imaginary part of the self energy, where the
imaginary part is given by

Σ′′ee(k, iωn) = −T ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dε

π

∫ ∞

−∞

dε̃

π
V′′(k− k′, ε)G′′0 (k

′, ε̃)

× ε

(ωn −ω′n)2 + ε2
ω′n

ω
′2
n + ε̃2 .

(109)
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In the special case of a Fermi liquid we can linearize the dispersion around
the Fermi surface. The resulting density of states is particle-hole symmetric
and the integral over ε̃ yields just π meaning

Σ′′ee(k, iωn) ∝ −πT ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dε

π
V′′(k− k′, ε)

ε sgn ω′n
(ωn −ω′n)2 + ε2

= −πT ∑
ω′n>0

∫ d2k′

(2π)2

∫ ∞

−∞

dε

π
V′′(k− k′, ε)ε

×
(

1
(ωn −ω′n)2 + ε2 −

1
(ωn + ω′n)2 + ε2

)
= −πT

∫ d2k′

(2π)2

∫ ∞

−∞

dε

π
V′′(k− k′, ε)

ωn−πT

∑
νn≥0

ε

ν2
n + ε2 .

(110)

This implies that on the first Matsubara mode, i.e. ωn = πT, there is a contri-
bution

Σ′′ee(k, iπT) ∝ −πT
∫ d2k′

(2π)2

∫ ∞

−∞

dε

π
V′′(k− k′, ε)

1
ε

, (111)

but no T2 dependence. This leads to

Σee(k, iπT) = Σ′ee(iπT,k)− iπT f (k) = Σ′ee(iπT,k)− iω0 f (k). (112)

The imaginary part of the self-energy is simply a renormalization of the field
and incorporated in the parameter α0 in the general form of the self energy,
Eq. (97).
We conclude that at sufficiently high temperatures, i.e. when it is reasonable
to only consider the first Matsubara frequency ω0, electron-electron interac-
tions do not lead to an additional damping factor in the amplitude of the
Lifshitz-Kosevich formula for the two-dimensional electron gas.

5.2 the effect of electron-electron interactions in graphene

In this section we will investigate the effect of electron-electron interaction
on the oscillation amplitude in graphene. Thereby, we will follow the same
logic as in the case of the 2DEG. We will first calculate the oscillatory part of
the grand potential with a self-energy Σ̂ee that depends on energy. Then we
will compute the interaction induced self-energy for graphene and see that
for finite temperatures the imaginary part contributes an additional damping
factor to the LK-amplitude.
We make the following ansatz for the self-energy, which we will motivate
below by means of an explicit calculation.

Σ̂ee(m, iωn) =

(
iωn(1− Z−1) (1− ZvF )ωc

√
m

(1− ZvF )ωc
√

m iωn(1− Z−1)

)

+

(
iδΣ′′(ωc

√
m, ωn) δΣ′(ωc

√
m, ωn)

δΣ′(ωc
√

m, ωn) iδΣ′′(ωc
√

m, ωn)

)
. (113)
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Here, we assumed that Z and ZvF account for logarithmic renormalizations
and do not explicitly depend on energy. δΣ′′(ωc

√
m, ωn) and δΣ′(ωc

√
m, ωn)

are real and correspond to non-logarithmic contributions and potentially de-
pend on temperature. The Green function thus reads

Ĝ−1(m, iωn) =

(
iωnZ−1 + µ ZvF ωc

√
m

ZvF ωc
√

m iωnZ−1 + µ

)

−
(

iδΣ′′(ωc
√

m, ωn) δΣ′(ωc
√

m, ωn)

δΣ′(ωc
√

m, ωn) iδΣ′′(ωc
√

m, ωn)

)
. (114)

The eigenvalues of this matrix are

g−1
m = iωnZ−1 + µ− iδΣ′′ ∓ (

√
mωcZvF − δΣ′) (115)

= g1 − λg2, (116)

with λ = ±1. Inserting these eigenvalues into Eq. (99), the grand potential
reads

Ω̃ =
DT
π ∑

ωn

∞

∑
l=1

1
l ∑

λ=±1

∫ ∞

0

[
sin(2πlx) d

dx (−g1 + λg2)

−g1 + λg2

]
dx. (117)

Merging the two poles yields

Ω̃ =
DT
π ∑

ωn

∞

∑
l=1

1
l

∫ ∞

0

[
sin(2πlx)(2( d

dx g1)g1 − 2( d
dx g2)g2)

g2
1 − g2

2

]
dx

=
DT
π ∑

ωn

∞

∑
l=1

1
l

∫ ∞

0

[
sin(2πlx) d

dx (g2
1 − g2

2)

g2
1 − g2

2

]
dx. (118)

Now we will linearize the denominator around the pole x0 with g2
1− g2

2

∣∣
x=x0

=
0,

Ω̃ =
DT
π ∑

ωn

∞

∑
l=1

1
l

∫ ∞

0

[
sin(2πlx) d

dx (g2
1 − g2

2)

(x− x0)
d

dx (g2
1 − g2

2)|x=x0

]
dx. (119)

We expand the pole in powers of the interaction parameter α, which we will
define below (δΣ′ and δΣ′′ are quadratic in α),

x0 = x(0)0 + x(2)0 + ... .

To lowest order we have(
−iωnZ−1 − µ

)2
−
(√

x(0)0 ωcZvF

)2
= 0

⇒ ω2
c Z2

vF
x(0)0 =

(
iωnZ−1 + µ

)2
= −ω2

nZ−2 + µ2 + 2iωnZ−1µ. (120)

To quadratic oder we find(
−iωnZ−1 − µ + iδΣ′′(x(0)0 )

)2
−
(√

x(0)0 + x(2)0 ωcZvF − δΣ′(x(0)0 )

)2
= 0
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⇒ ω2
c Z2

vF
x(2)0 = 2iδΣ′′(−iωnZ−1 − µ) + 2δΣ′(x(0)0 )

√
x(0)0 ωcZvF

= i
(

2={δΣ′′}ωnZ−1 − 2<{δΣ′′}µ + 2={δΣ′}
√

x(0)0 ωcZvF

)
+ 2<{δΣ′′}ωnZ−1 + 2={δΣ′′}µ + 2<{δΣ′}

√
x(0)0 ωcZvF .

(121)

Computing the integral using residue theorem, we obtain

Ω̃osc = 2DT
∞

∑
l=1

1
l

≈|µ|

∑
ωn>0

e
− 4πl

ω2
c Z2

vF
(ωnZ−1µ+(={δΣ′′}+<{δΣ′})ωnZ−1+(={δΣ′}−<{δΣ′′})µ)

× cos

(
2πl

ω2
c Z2

vF

(
−ω2

nZ−2 + µ2 + 2(<{δΣ′′} − ={δΣ′})ωnZ−1

+2(={δΣ′′}+<{δΣ′})µ
))

. (122)

5.2.1 The interaction induced self-energy for graphene

In this section we will compute the electron-electron interaction induced self-
energy Σ̂ee for graphene in the ’random phase approximation’ (RPA). We will
perform our computation in k-space. We believe that this is a reasonable ap-
proximation at weak magnetic fields since in the case of disorder we showed
that the part of the self-energy due to a finite magnetic field, Σosc

dis (Eq. (88)),
can be neglected for T & ωc.

Σ̂ee in the RPA was given in Eq. (106),

Σ̂ee(k, iωn) = −T ∑
ω′n

∫ d2k′

(2π)2 V(k− k′, iωn − iω′n)Ĝ0(k
′, iω′n) . (123)

Graphene’s free electron Green function for zero chemical potential is given
by

Ĝ0(k, iωn) =
−iωn1− vFkσ̂

ω2
n + v2

Fk2
(124)

and the Coulomb interaction in the RPA at zero temperature is given by

V(k, iωn) =
2παvF

|k|+ 2παvF
4

k2

4
√

v2
Fk2+ω2

n

, (125)

with α = e2/(εvF) (ε corresponds to the dielectric constant) being graphene’s
dimensionless fine structure constant. In the following we will only work to
two-loop accuracy and consequently expand the dressed Coulomb interac-
tion to quadratic order yielding

V(k, iωn) = ++ O (α3)
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=
2παvF

k
−

(2π)2α2v2
F

4
√

v2
Fk2 + ω2

n

+O(α3) . (126)

We decompose the self-energy into a first and a second order part according
to

Σ̂ee(k, iωn) ≈ Σ̂(1)(k, iωn) + Σ̂(2)(k, iωn) (127)

where Σ̂(1)(k, iωn) is linear in α, while Σ̂(2)(k, iωn) is quadratic in α. They
read

Σ̂(1)(k, iωn) = 2παvFT ∑
ω′n

∫ d2k′

(2π)2
1

|k− k′|
iω′n1 + vFk

′σ̂

ω′2n + v2
Fk′2

(128)

and

Σ̂(2)(k, iωn) = −
(2π)2α2v2

F
4

T ∑
ω′n

∫ d2k′

(2π)2
1√

v2
F(k− k′)2 + (ωn −ω′n)2

× iω′n1 + vFk
′σ̂

ω′2n + v2
Fk′2

.

(129)

We see that the imaginary part is strictly diagonal, while the real part is off-
diagonal. This motivates ansatz (113) for the self-energy.
We start with the calculation of Σ̂(1). From symmetry we observe that the
diagonal part vanishes and only the off-diagonal part survives,

Σ̂(1)(k, iωn) = 2παvFT ∑
ω′n

∫ d2k′

(2π)2
1

|k− k′|
vFk

′σ̂

ω′2n + v2
Fk′2

. (130)

We apply an integral identity,∫ ∞

−∞

dx
π

1
a2 + x2 =

1
a

, (131)

and rescale k′ and x with vF, and obtain

Σ̂(1)(k, iωn) = 2παT ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

1
(k′ − vFk)2 + x2

k′σ̂

ω
′2
n + k′2

.
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We use the Feynman parameter and write

Σ̂(1)(k, iωn) = 2παT ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

∫ 1

0
du

× k′σ̂(
u(k′ − vFk)2 + ux2 + (1− u)(ω′2n + k′2)

)2

= 2παT ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

∫ 1

0
du

× k′σ̂(
(k′ − uvFk)2 + ux2 + u(1− u)v2

Fk2 + (1− u)ω′2n )
)2

= 2παT ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

∫ 1

0
du

× 1√
u

(k′ + uvFk)σ̂(
k′2 + x2 + u(1− u)v2

Fk2 + (1− u)ω′2n )
)2 .

In the last step we shifted k → k′ + uvFk and rescaled x and ω′n. The k′

integral over the first summand vanishes as the integrand is odd, the second
summand contributes

Σ̂(1)(k, iωn) = −αTvFkσ̂

2 ∑
ω′n

∫ ∞

−∞

dx
π

∫ 1

0
du
√

u

×
(

1
Λ2 + x2 + u(1− u)v2

Fk2 + (1− u)ω′2n

− 1
x2 + u(1− u)v2

Fk2 + (1− u)ω′2n

)

= −αTvFkσ̂

2 ∑
ω′n

∫ 1

0
du
√

u

×

 1√
Λ2 + u(1− u)v2

Fk2 + (1− u)ω′2n

− 1√
u(1− u)v2

Fk2 + (1− u)ω′2n

 . (132)
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The sum over ω′n can only be performed analytically in the limit T → 0 when
one can transform the sum into an integral,

Σ̂(1)(k, iωn) = −αvFkσ̂

4π

∫
dω′

∫ 1

0
du
√

u
1− u

×

 1√
Λ2 + u(1− u)v2

Fk2 + ω
′2
− 1√

u(1− u)v2
Fk2 + ω

′2

 .

= −αvFkσ̂

4π

∫ 1

0
du
√

u
1− u

ln

(
u(1− u)v2

Fk2

Λ2 + u(1− u)v2
Fk2

)

≈ −αvFkσ̂

4π

∫ 1

0
du
√

u
1− u

ln

(
u(1− u)v2

Fk2

Λ2

)

=
αvFkσ̂

4
ln
(

4Λ
vFk

)
. (133)

Now we calculate Σ̂(2)(k, iωn). We use an integral identity and write

Σ̂(2)(k, iωn) = −
(2π)2α2v2

F
4

T ∑
ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

× 1
x2 + v2

F(k− k′)2 + (ωn −ω′n)2
iω′n1 + vFk

′σ̂

ω′2n + v2
Fk′2

.

Using the standard Feynman parameter we can rewrite it as

Σ̂(2)(k, iωn) = −π2α2v2
FT ∑

ω′n

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

∫ 1

0
du

× iω′n1 + vFk
′σ̂

ux2 + v2
F(k
′ − uk)2 + (ω′n − uωn)2 + u(1− u)Ω2

where Ω2 = v2
Fk2 + ω2

n. In the following we analyze this expression in the
zero temperature limit. We note, however, that we have also analyzed the fi-
nite temperature behaviour of this expression numerically, which is discussed
later. In the limit T → 0 we can rewrite the expression after an appropriate
shift as

Σ̂(2)(k, iωn) = −π2α2v2
F

∫ dω′

2π

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

∫ 1

0
du

× (iω′ + uiωn)1 + vF(k
′ + uk)σ̂

ux2 + v2
Fk′2 + ω′2 + u(1− u)Ω2

.

For symmetry reasons we can simplify the expression to yield

Σ̂(2)(k, iωn) = −π2α2(iωn1 + vFkσ̂)
∫ dω′

2π

∫ d2k′

(2π)2

∫ ∞

−∞

dx
π

∫ 1

0
du

×
√

u
x2 + k′2 + ω′2 + u(1− u)Ω2 .
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The integrals over k′ with a cutoff Λ and ω′ are elementary and we obtain

Σ̂(2)(k, iωn) = −α2

8
(iωn1 + vFkσ̂)

∫ 1

0
du
√

u
∫ ∞

−∞
dx

×
(

1√
x2 + u(1− u)Ω2

− 1√
x2 + u(1− u)Ω2 + Λ2

)
.

Integrating over x leaves us with

Σ̂(2)(k, iωn) = −
α2

8
(iωn1 + vFkσ̂)

∫ 1

0
du
√

u ln
u(1− u)Ω2 + Λ2

u(1− u)Ω2 ,

which we can integrate to give

Σ̂(2)(k, iωn) = −α2

8
(iωn1 + vFkσ̂)

∫ 1

0
du
√

u ln
(

u(1− u)Ω2 + Λ2

u(1− u)Ω2

)
=

α2

24
(iωn1 + vFkσ̂)

×
[√

2

Ω
3
2

((
−Ω +

√
4Λ2 + Ω2

)3/2
arctan

[ √
2Ω√

−Ω +
√

4Λ2 + Ω2

]

+
(
−Ω−

√
4Λ2 + Ω2

)3/2
arctan

[ √
2Ω√

−Ω−
√

4Λ2 + Ω2

])

+ 2 ln
[

4Ω2

Λ2

] ]
. (134)

In the limit Ω2 � Λ2 this reduces to

Σ̂(2)(k, iωn) = −
α2

2
(iωn1 + vFkσ̂)

(
1
6

ln

(
Λ2v2

F
k2v2

F + ω2
n

)
− 1

3
ln(2) +

5
9

)
. (135)

In defining the Z-factors we introduced in the ansatz for the self-energy, Eq.
(113), we only include the logarithmically dependent parts since the other
parts are irrelevant for the flow equations. They read

Z−1 =

(
1 +

α2

12
ln

Λ2

v2
Fk2 + ω2

n

)

ZvF =

(
1 +

α

4
ln

4Λ
vFk
− α2

12
ln

Λ2

v2
Fk2 + ω2

n

)
. (136)

While Z corresponds to the field renormalization, ZvF can be identified with
the renormalization factor of the Fermi velocity. This implies that the Green
function reads

Ĝ−1(k, iωn) = Z−1(iω1 + Zµ1− vFkσ̂ZZvF ) (137)

and consequently we can define a renormalized Fermi velocity vR
F as

vR
F = vFZZvF , (138)
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where vF is the bare Fermi velocity. The calculation was performed within
bare perturbation theory. In order to derive the flow equation we add a
counter term in ZvF which is present in the renormalized perturbation theory.
This counter term reads

α2

16
ln2 4Λ

vFk
. (139)

Exploiting dvF
d ln Λ = 0 we obtain the flow of the renormalized Fermi velocity

as

dvR
F

d ln Λ
= vF

(
∂ZZvF

∂ ln Λ
+

∂ZZvF

∂α

∂α

∂vR
F

∂vR
F

∂ ln Λ

)

=
vR

F
ZZvF

(
∂ZZvF

∂ ln Λ
− α

ZZvF

∂ZZvF

∂α

∂ZZvF

∂ ln Λ

)
= vR

F

(
α

4
− α2

3

)
+O(α3) . (140)

The flow of α itself to lowest order in perturbation theory (one-loop) is given
by dα

d ln Λ = − α2

4 +O(α3). The flow equation implies a critical αc = 3/4, which
potentially describes a repulsive critical point from weak coupling to strong
coupling. However, in a strict large-N limit to all orders in α the absence of
such a critical point was shown by Son in Ref. [36], meaning that the critical
point most likely is an artefact of the order of approximation.
For additional effects of inelastic scattering we have also investigated Σ̂(2) at
finite temperatures. Here, we concentrate our discussion on the diagonal part
of Σ̂(2), called δΣ′′ = Σ(2)

diag(T) − Σ(2)
diag(T = 0), which enters the amplitude

and frequency of the oscillation, see Eq. (122), and was introduced in the
ansatz for the self energy (113). We have found that

δΣ′′(k, ωn) = −
α2π ln 2

12
ωn

 T2

ω2
n + v2

Fk2
+O


(

T2

ω2
n + v2

Fk2

)2

 . (141)

A discussion of the results follows in the next chapter.
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6D I S C U S S I O N A N D S U M M A RY

In this chapter we will give an overview of our main results and compare
our findings for graphene to the two-dimensional electron gas. Further we
will discuss an experiment where the LK-formula was applied and we will
analyse our results. We will give an outlook at the end of the chapter.

6.1 comparison of the dhva-oscillations : graphene vs . 2deg

First we will discuss the different energy scales of the two systems and their
consequences. Thereby we will set h̄ ≡ 1 and kB ≡ 1, and the used unit for
the energy is Kelvin (K). Thereafter we will compare the Lifshitz-Kosevich
formula for graphene to that for the 2DEG, for clean, disordered, and inter-
acting systems. However, we did not study the combined effect of disorder
and interactions.

6.1.1 Energy scales

In Table 1 we contrast the energy characteristics of graphene which were de-
rived in the introductory Chapter 2 with those of the two-dimensional elec-
tron gas. Graphene’s linear dispersion leads to different energy scales in a
magnetic field, compared to the 2DEG with its quadratic dispersion. The en-
ergy of the Landau levels does not depend linearly on the Landau level index
but goes with its square root. Thus the Landau levels are not equally spaced
but get closer with higher energy. As a consequence, phenomena which are
negligible when the electrons in the system only occupy low Landau levels
might become important when higher Landau levels are also occupied. For
example, the Zeeman effect, which we neglected throughout the thesis, leads
to an energy splitting for different spin species according to E = ±~µ~B, where
~µ is the magnetic moment of spin-up electrons and −~µ that for spin-down
electrons. For example at a magnetic field of B = 0.1 T it becomes important
when Landau levels with index n ≈ 10000 are occupied. Also the cyclotron
frequency ωc, which is linear in the magnetic field for the 2DEG, depends
on the square root of the magnetic field in graphene. For the common mag-
netic fields and temperatures at which experiments are performed, ωc � T
holds in the 2DEG. But due to the different B-dependence of ωc in graphene,
ωc v T applies for the same experimental parameters. An example is given
in the last two lines of Table 1.

43
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44 discussion and summary

table 1: Energy scales

2DEG Graphene

Dispersion E = k2

2m E = ±vFk

Landau levels En = ωc(n + 1
2 ) En,± = ±ωc

√
n

cyclotron frequency ωc =
eB
m ωc = vF

√
2eB

B = 0.01 T ωc ≈ 0.01 K ωc ≈ 30 K

B = 0.1 T ωc ≈ 0.1 K ωc ≈ 100 K

6.1.2 The Lifshitz-Kosevich formula in a clean system

In Table 2 we contrast the Lifshitz-Kosevich formula for the 2DEG and for
graphene without disorder or interaction effects. The most striking difference
is the limited sum. The oscillations in graphene die as soon as πT > µ. The
other noticeable difference in graphene’s magnetic oscillations is the depen-
dence of the frequency on the temperature through ωn. This also has strong
consequences if temperature becomes comparable to the chemical potential,
which in contrast to metals is easily achievable in graphene.

table 2: The LK-formula in a clean system

2DEG Ω̃osc = 4νωcT ∑∞
l=1 ∑∞

ωn>0
(−1)l

l e−
2πlωn

ωc cos
(

2πlµ
eB

)

Graphene Ω̃osc =
2Tω2

c L2

πv2
F

∑∞
l=1 ∑

|µ|
ωn>0

1
l e
− 4πlωn |µ|

ω2
c cos

(
2πl(µ2−ω2

n)

ω2
c

)

6.1.3 The Lifshitz-Kosevich formula in a disordered system

In this section we will discuss the effect of disorder on the oscillations in
gaphene and compare this effect to that discussed in Section 4.1.1.2 for the
2DEG.

In Table 3 we contrast the LK-formula with disorder for graphene and the
2DEG. Again, we see, that in contrast to the oscillations in the 2DEG, the
oscillations in graphene die above a characteristic temperature Tosc. This tem-
perature depends on the strength αdis of the scattering potential and is given
by πTosc = |µ|

1+αdis
π
2

. Disorder in graphene, unlike in the 2DEG, also affects
the oscillation frequency.
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In Section 4.1.1.2 we introduced the Dingle temperature TD, which expresses
the damping of the amplitude due to disorder. In Table 3 we specify the Din-
gle temperature for the 2DEG as well as for graphene. In graphene the Dingle
temperature depends on the chemical potential and on the temperature, un-
like in the 2DEG.

table 3: The LK-formula in a disordered system

2DEG Ω̃osc = 4νωcT ∑∞
l=1 ∑ωn>0

(−1)l

l e−
2πl
ωc (ωn+

1
2τ ) cos

(
2πlµ

eB

)
TD = 1

2πτ

Graphene Ω̃osc = − 2Tω2
c L2

πv2
F

∑∞
l=1

1
l ∑

|µ|
1+α π

2
ωn>0 e

− 4πl
ω2

c
((µ2−ω2

n)(πα−2φα)+|µ|ωn(1+2αΓ))

× cos
(

2πl
ω2

c

(
(µ2 −ω2

n)(1 + 2αΓ)− 4α|µ|ωn(π − 2φ)
))

TD = ωn

(
(µ2−ω2

n)
|µ|ωn

(πα− 2φα) + 2αΓ
)

TD(T = 0) = |µ|πα

6.1.4 The effect of electron-electron interactions on the Lifshitz-Kosevich formula

table 4: The LK-formula with electron-electron interactions

2DEG Ω̃osc = −2DT ∑ωn>0 ∑∞
l=1

1
l e−

2πl(ωn(1+α0)−δΣ′′)
ωc(1+β) cos

(
2πlµ̃

ωc(1+β)

)
Graphene Ω̃osc = 2DT ∑∞

l=1
1
l ∑
≈|µ|
ωn>0

× e
− 4πl

ω2
c Z2

vF
(ωnZ−1µ+(={δΣ′′}+<{δΣ′})ωnZ−1+(={δΣ′}−<{δΣ′′})µ)

× cos
(

2πl
ω2

c Z2
vF

(
−ω2

nZ−2 + µ2 + 2
(
<{δΣ′′} − ={δΣ′}

)
ωnZ−1

+2
(
={δΣ′′}+<{δΣ′}

)
µ
))

We have derived the LK-formula for weak interactions in both, the 2DEG
and graphene, see Table 4. One of the main features of the 2DEG is that in-
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elastic processes on the first Matsubara mode do not lead to an additional
damping, since δΣ′′ vanishes on the first Matsubara mode. (see Eq. (112))
This implies that interaction effects can fully be absorbed in renormalization
factors.
The situation is different in graphene. Here, both inelastic effects as well as
renormalization effects influence the amplitude. The inelastic effects are ex-
pressed by δΣ′(x(0)0 , iωn) and δΣ′′(x(0)0 , iωn). The latter is given by (cf. Eq.
(141))

δΣ′′(x(0)0 , iωn) = −α2π ln 2
12

ωn

(
T2

ω2
n(1− Z−2) + µ2 + 2iωnZ−1µ

+O
{(

T2

ω2
n(1− Z−2) + µ2 + 2iωnZ−1µ

)2})
.(142)

However, unlike in the case of disorder, the inelastic effects vanish for zero
temperature.
Another interesting property is that the dominant damping term

e
− 4πl

ω2
c Z2

vF
ωnZ−1µ

(143)

cannot fully be accounted for by renormalizations of the Fermi velocity, since
it goes like 1

ω2
c Z2

vF Z
instead of 1

ω2
c Z2

vF Z2 , which would be required for that. So

this result is in contrast to a recent analysis, where this has tacitly been as-
sumed [12] and which we will discuss in the following section.

6.2 application of the lifshitz-kosevich formula

figure 12: Dirac cone re-
shaped by electron-electron in-
teractions as reported in Ref.
[12].

In the Nature article by Elias et. al. [12] the
authors report their experimental finding on
how electron-electron interactions in graphene
renormalize the Fermi velocity vF → v∗F. They
find a momentum dependent renormalized
Fermi velocity v∗F(k) which reshapes the Dirac
cone.
In their experiment, Shubnikov-de Haas (SdH)
oscillations in graphene are measured as a func-
tion of temperature T. These oscillations in
the conductivity of graphene in a magnetic
field are usually also described by the Lifshitz-
Kosevich formula. By fitting the first harmonic
l = 1 of the LK-formula (57) for the two-
dimensional electron gas,

A1 v
T

2 sinh( 2π2Tm∗c
h̄eB )

, (144)
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to the measured amplitude, the effective mass
m∗ is extracted. It is related to the effective Fermi velocity v∗F via

m∗c =
h̄
√

πn
v∗F

=
µ

v∗2F
. (145)

By repeating this procedure for different doping levels (meaning different
momenta), a momentum-dependent effective mass is obtained. The analysis
of the experimental data suggests a logarithmic renormalization of the Fermi
velocity, caused by electron-electron interactions,

v∗F(k) v ln k. (146)

The reshaped Dirac cone is plotted in Figure 12. As a consequence, electron-
electron interactions effectively reduce the density of states at low energies.
In the experiment the doping level, embodied by the electron and hole con-
centrations, ne and nh, respectively, is varied between |n| v 109 cm−2 and
|n| v 1012 cm−2. The chemical potential µ is related to the particle concentra-
tion via µ = h̄

√
πnvF. Thus we find 40 K < |µ| < 1400 K (for vF = 106). The

magnetic field is varied from B ≈ 0.01 T to B ≈ 0.1 T and the temperature
regime of the measurements is 0 K < T < 60 K. With these parameters we
find

µ & T

ωc ∼ T, (147)

meaning in the experiment the non-Fermi liquid regime of graphene is
reached. From our analysis we can say that the statement that a renormal-
ization of vF is the only damping effect due to electron-electron interactions
is only true to one-loop order. Our two-loop calculation of the self-energy in
Chapter 5 shows that electron-electron interactions in graphene also lead to
inelastic processes, see Eq. (142) as well as field renormalization effects, see
Eq. (143). Furthermore the frequency of the oscillations is also affected by
temperature, impurity scattering and interactions, as seen in Table 3, 2, and 4.
However, it should be mentioned that it is not clear to what extent our anal-
ysis for dHvA-oscillations also applies to Shubnikov - de Haas oscillations.

6.3 outlook

From the theoretical point of view it would be interesting to also study the
interplay of electron-electron interactions and impurity scattering. In the two-
dimensional electron gas this coupling was studied in Ref. [2]. The authors
find that in the diffusive regime the electron mass is renormalized, meaning
that impurity scattering does not change qualitatively the effect of electron-
electron interactions on the amplitude of the dHvA-oscillations. As we found
additional damping effects due to electron-electron interactions in graphene,
it would be interesting to see how impurity scattering influences this result,
meaning if our results still hold in the diffusive regime of graphene.

[ November 4, 2015 at 17:36 – classicthesis ]



48 discussion and summary

On the experimental side there are so far no reported experimental inves-
tigations of the dHvA-effect in graphene. In Section 6.2 we compare our
results to the measurements of Shubnikov de - Haas oscillations, as they
were performed in Ref. [12]. Usually these oscillations in the conductivity
are also described using the LK-formula derived for dHvA-oscillations, since
the derivation of the oscillating conductivity is more sophisticated and there
are so far no theoretical descriptions which also include the effect of electron-
electron interactions. (Theoretical work on SdH-oscillations neglecting any
interaction effects can be found in Ref. [37] for graphene and in Refs. [38, 39]
for the 2DEG.) However, it is not clear to what extent the LK-formula for
dHvA-oscillations describes the oscillations in the conductivity well.
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a.1 computation of the oscillatory part of the self-energy

due to disorder

In this section we will derive an analytic expression for the oscillatory part of
the disorder induced self-energy defined in Eq. (85).

Σosc = αdis(iωn + µ− Σ)
∞

∑
l=1

∫ ∞

0
dx

cos
(

2πlx
ω2

c

)
(iωn + µ− Σ)2 − x

= αdis(iωn + µ− Σ)
∞

∑
l=1
��

���
���

���
���

���
��:0[

ω2
c

2πl
sin
(

2πl
ω2

c
x
)

1
(iω + µ− Σ)2 − x

]∞

0

− αdis
ω2

c
2π

(iωn + µ− Σ)
∞

∑
l=1

∫ ∞

0
dx

1
l

sin
(

2πlx
ω2

c

)
([iωn + µ− Σ)2 − x]2

,

(148)

where we integrated by parts. Now we will first compute the sum over l,
yielding

∑∞
l=1

sin
(

2πlx
ω2

c

)
l

= −1
2

i(ln e
i 2πx

ω2
c + ln(−1)) =

1
2

(
2πx
ω2

c
mod(2π) + π

)
=

1
2

(
2π

ω2
c
(xmod(ω2

c )) + π

)
. (149)

Now we use this expression to solve the integral,

∫ ∞

0
dx

1
2

(
2π
ω2

c
(xmod(ω2

c )) + π
)

([iωn + µ− Σ)2 − x]2

=
1
2

∞

∑
n=0

∫ ω2
c

0
dx

2π
ω2

c
x + π

([iωn + µ− Σ)2 − x− nω2
c ]

2

=
1

2ω2
c

∞

∑
n=0

∫ 1

0
dx

2πx + π

[ (iωn+µ−Σ)2

ω2
c

− x− n]2

=
π

2ω2
c

∫ 1

0
dxPolyΓ[1, x− (iωn + µ− Σ)2

ω2
c

](1− 2x)

= − π

2(iωn + µ− Σ)2 +
π

ω2
c

γ−
− (iωn+µ−Σ)2

ω2
c

∑
k=0

1
k
+ ln[− (iωn + µ− Σ)2

ω2
c

]

 , (150)

49
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where γ is Euler’s constant. Thus we obtain the following expression for Σosc,

Σosc =
αdis

2

(
ω2

c
2(iωn + µ− Σ)

− (iωn + µ− Σ)

γ−
− (iωn+µ−Σ)2

ω2
c

∑
k=0

1
k
+ ln

[
− (iωn + µ− Σ)2

ω2
c

]
)

.

(151)
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A.2 the grand potential for disordered graphene in a magnetic field 51

a.2 the grand potential for disordered graphene in a mag-
netic field

In this section we will compute the oscillatory potential for disordered graphene.
The corresponding self-energy Σdis is given by Eq. (89).

Ω̃ =
Tω4

c L2

π2v2
F

∑
ωn

∞

∑
l=1

1
l

∫ ∞

0
dx

sin(2πlx)

[iωn + µ− Σdis(iωn)]
2 −ω2

c x
. (152)

In order to evaluate the integral using residue theorem the location of the
pole needs to be known. For this purpose we split the sum over ωn, such that
we have ωn > 0 from now on:

Ω̃ = Tω4
c L2

π2v2
F

∑ωn>0 ∑∞
l=1

1
l

∫ ∞
0 dx sin(2πlx)

[iωn+µ−Σdis(iωn)]
2−ω2

c x
+ sin(2πlx)

[−iωn+µ−Σdis(−iωn)]
2−ω2

c x
.

(153)

In the following we assume µ > 0. For µ < 0 it is expedient to sum over
negative ωn, i.e. to use the identity ∑ωn F(ωn) = ∑ωn<0 (F(−ωn) + F(ωn)).
The two poles read

x1 =
1

ω2
c
[iωn + µ− Σdis(iωn)]

2 (154)

x2 =
1

ω2
c
[−iωn + µ− Σdis(−iωn)]

2. (155)

Here, we only perform the calculation for the first pole. The location of the
second pole can be computed analogously.
First we will simplify the expression (89) for the self-energy

Σdis(iωn) ≈ −αdis(iωn + µ) ln

(
v2

FΛ2

−(iωn + µ)2

)

= −αdis(iωn + µ) ln

(
eiπv2

FΛ2

(ω2
n + µ2)e2iΦ

)
= −αdis(iωn + µ)(Γ + iπ − 2iφ) (156)

with Γ = ln
(

(vFΛ)2

ω2
n + µ2

)
and φ = arctan

(
ωn

µ

)
. (157)

If we insert expression (156) for the self-energy into Eq. (154) we obtain

x1 =
1

ω2
c
(iωn + µ)2(1 + αdisΓ + iαdis(π − 2φ))2. (158)

We expand the pole to linear order in αdis as we are interested in a weak
disorder potential,

ω2
c x1 ≈ (µ2 −ω2

n) (1 + 2αdisΓ)− 4αdisωnµ(π − 2φ)

+ i2
(

ωnµ (1 + 2αdisΓ) + αdis(µ
2 −ω2

n)(π − 2φ)
)

. (159)

[ November 4, 2015 at 17:36 – classicthesis ]



52 appendix

In order to find the zero-crossing of the real part we use the ansatz µ =
ωn + δµ and expand again the real part up to first oder in αdis whereupon we
assume that δµ is linear in αdis.

(µ2 −ω2
n) (1 + 2αdisΓ)− 4αdisωnµ(π − 2φ) ≈ 2ωnδµ− 4αdisω2

n(π − 2φ)
!
= 0.

With φ = arctan
(

ωn
ωn+δµ

)
≈ arctan(1) = π

4 we get as a condition for the
zero,

δµ0 = αdisωnπ ⇒ µ0 = ωn(1 + αdisπ). (160)

Hence the pole is located within our range of integration only for frequen-
cies ωn < µ

1+αdisπ . (We find the same condition for the second pole x2.) The
imaginary part of the pole, see Eq. (159), is larger than zero. Thus the pole is
located in the first quadrant. With this information we now can apply residue
theorem to compute the integral,∫ ∞

0
dx

sin(2πlx)

[iωn + µ− Σdis(iωn)]
2 −ω2

c x

=
1
2i

∫ ∞

0
dx

ei2πlx

[iωn + µ− Σdis(iωn)]
2 −ω2

c x

− 1
2i

∫ ∞

0
dx

e−i2πlx

[iωn + µ− Σdis(iωn)]
2 −ω2

c x
= I1 + I2. (161)

The integration path is plotted in Figure 11. For the integral I1 we use path
c1 since ei2πlx vanishes for x → i∞. This path contains the pole.

I1 =
1
2i

∫ ∞

0
dx

ei2πlx

[iωn + µ− Σdis(iωn)]
2 −ω2

c x
=

− 1
2i

∫ 0

i∞
dx

ei2πlx

[iωn + µ− Σdis(iωn)]
2 −ω2

c x

+
1
2i

2πi

µ
1+αdisπ

∑
ωn

(
1
−ω2

c

)
e

i2πl
ω2

c
(iωn+µ−Σdis(iωn))2

.

In the first term we substitute y = −ix and in the second term we part the
self-energy Σdis into a real part Σ

′
dis and an imaginary part Σ

′′
dis,

I1 =
1
2

∫ ∞

0
dy

e−2πly

[iωn + µ− Σdis(iωn)]
2 −ω2

c iy
(162)

− π

ω2
c

µ
1+αdisπ

∑
ωn

e
i2πl
ω2

c
((µ−Σ

′
dis)

2−(ωn−Σ
′′
dis)

2)
e
− 4πl

ω2
c
(µ−Σ

′
dis)(ωn−Σ

′′
dis). (163)
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The first term is a non-oscillatory correction term. Now we simplify the oscil-
latory part Ĩ1. We only keep terms linear in αdis. We consider the self-energy
(156) and split it into a real and an imaginary part:

Σdis = −αdis(iωn + µ)(ln Γ + iπ − 2iφ)

= αdis(−µ ln Γ + ωn(π − 2φ))− iαdis(ωn ln Γ + µ(π − 2φ))

= Σ
′
dis + iΣ

′′
dis. (164)

We see that Σ′dis and Σ′′dis are both linear in αdis. Thus the oscillatory part in
Eq. (163) simplifies to

Ĩ1 = − π

ω2
c

µ
1+αdisπ

∑
ωn

e
i2πl
ω2

c
(µ2−2µΣ

′
dis−ω2

n+2ωnΣ
′′
dis)e

− 4πl
ω2

c
(µωn−µΣ

′′
dis−ωnΣ

′
dis). (165)

Now we examine integral I2 defined in Eq. (161) using residue theorem. We
use the integration contour c2 as e−i2πlx vanishes for x → −i∞,

I2 = − 1
2i

∫ ∞

0
dx

e−i2πlx

[iωn + µ− Σdis(iωn)]
2 −ω2

c x

=
1
2i

∫ 0

−i∞
dx

e−i2πlx

[iωn + µ− Σdis(iωn)]
2 −ω2

c x

=
1
2

∫ ∞

0
dx

e−2πly

[iωn + µ− Σdis(iωn)]
2 + ω2

c iy
, (166)

where we have used the substitution y = ix.
Now we add our results Eq. (162), Eq. (163) and Eq. (166) and obtain∫ ∞

0
dx

sin(2πlx)

[iωn + µ− Σdis(iωn)]
2 −ω2

c x

=
1
2

∫ ∞

0
dye−2πly

(
1

[iωn + µ− Σdis(iωn)]
2 + ω2

c iy

+
1

[iωn + µ− Σdis(iωn)]
2 −ω2

c iy

)

− π

ω2
c

µ
1+αdisπ

∑
ωn

e
i2πl
ω2

c
(µ2−2µΣ

′
dis−ω2

n+2ωnΣ
′′
dis)e

− 4πl
ω2

c
(µωn−µΣ

′′
dis−ωnΣ

′
dis). (167)
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We also performed the analogue calculation, steps (156) to (167), for the sec-
ond term in Eq. (153) which depends on Σdis(−iωn). Merging the two results
we gain the following expression,

Ω̃ =
Tω4

c L2

π2v2
F

∞

∑
l=1

1
l ∑

ωn>0

∫ ∞

0
dx e−2πlx

(
(µ + Σ′dis)

2 − (ωn − Σ′′dis)
2
)

×
(

1(
(µ + Σ′dis)

2 − (ωn − Σ′′dis)
2
)2

+ (2(µ + Σ′dis)(ωn − Σ′′dis) + ω2
c x)

+
1(

(µ + Σ′dis)
2 − (ωn − Σ′′dis)

2
)2

+ (2(µ + Σ′dis)(ωn − Σ′′dis)−ω2
c x)

)

− Tω2
c L2

πv2
F

∞

∑
l=1

1
l

µ
1+αdisπ

∑
ωn>0

e
− 4πl

ω2
c
(µωn−µΣ

′′
dis−ωnΣ

′
dis)

× 2 cos
(

2πl
ω2

c
(µ2 − 2µΣ

′
dis −ω2

n + 2ωnΣ
′′
dis)

)
. (168)

We now see that the non-oscillatory correction terms are real and finite be-
cause of the factor e−2πlx. We insert the expression for the self-energy defined
in Eq. (164) and generalize our result to negative chemical potentials,

Ω̃osc =
2Tω2

c L2

πv2
F

∞

∑
l=1

1
l

|µ|
1+αdis

π
2

∑
ωn>0

e
− 4πl

ω2
c
((µ2−ω2

n)(παdis−2φαdis)+|µ|ωn(1+2αdisΓ))

× cos
(

2πl
ω2

c

(
(µ2 −ω2

n)(1 + 2αdisΓ)− 4αdis|µ|ωn(π − 2φ)
))

.

(169)
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7M O T I VAT I O N

Transport properties provide particularly valuable probes which can reveal
the nature and strength of the effective interaction between particles. The
shear viscosity η, e.g., measures the internal friction in a quantum fluid,
which is lowest for strongly interacting systems. For certain relativistic gauge
theories the ratio of the shear viscosity to the entropy density s has been com-
puted using the AdS/CFT correspondence and takes the value (η/s)min =
h̄/(4πkB) [7]. It has been conjectured that this value provides a lower bound
also for a wider class of relativistic field theories [6], and quantum fluids
which saturate this bound are therefore regarded as ’perfect fluids’ [40]. Quan-
tum fluids ranging from (non-relativistic) ultracold atoms to (relativistic) quark-
gluon plasmas have been investigated in the search for such a perfect fluid
[40]. In the solid state context, the viscosity of graphene layers has been
shown to decrease logarithmically with increasing temperature [41] coming
reasonably close to the lower limit. Another example is the viscosity of the
unitary Fermi gas in three dimensions which has been measured [42, 43, 44]
and again comes rather close to the hypothetical bound for temperatures
below the Fermi temperature. This is in agreement with calculations based
on kinetic theory for low [45, 46, 47] and high temperatures [48, 49, 50, 51].
These calculations have been confirmed and refined in approaches based on
the Kubo formula with self-energy [52] and full vertex corrections [53] and
recently also in the form of a Quantum Monte Carlo simulation [54]. Measure-
ments for a trapped two-dimensional Fermi gas with strong interactions have
found the viscosity to decrease with decreasing temperature and increasing
interaction strength. [3]
The quantum limit for the spin diffusion coefficient, D ∼ h̄/m, has also been
predicted to provide a similar lower bound for spin diffusion in any system
[55]. Measurements of the spin diffusion coefficient for the three-dimensional
Fermi gas [56, 57] come close to this lower bound and are in good agreement
with calculations based on kinetic theory [56, 55].
Since in two dimensions the effect of interactions is stronger, one expects the
transport coefficients to be even smaller than in three dimensions.
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8I N T R O D U C T I O N T O U LT R A C O L D AT O M S

Ultracold atoms have emerged as a versatile system to study quantum ef-
fects in strongly interacting fermionic and bosonic many-body systems [58].
In particular, studies of ultracold fermionic systems are of special interest
since they can reveal the physics behind complex phenomena in condensed
matter systems. The advantage of systems of ultracold fermionic atoms over
real condensed matter systems is the excellent control over the Hamiltonian
parameters. Crystal structures can be simulated by optical lattices: Interfering
laser beams form an intensity pattern in which neutral atoms can be trapped.
Parameters such as lattice constant and on-site potential can be tuned in ex-
periment. [58] Fermionic atoms in a trap obey an quadratic dispersion with
a real mass which is not renormalized by a lattice potential. The interaction
between the atoms can be tuned by Feshbach resonances, see Section 8.2.
In this chapter we will introduce the most important features characterizing
ultracold atomic systems and the tools used in ultracold atom experiments.
Thereby we will follow the book by Stoof, Gubbels, and Dickerscheid [59] as
well as the review article by Bloch, Dalibard and Zwerger [58].

8.1 scattering

Collisions of two atoms in the quantum regime do a priori include scattering
processes involving states at nonzero relative angular momentum. In order
to scatter in these states, the incoming atoms need to have enough energy
to overcome the centrifugal barrier due to the centrifugal potential which
scales with V v l(l + 1) [60], where l is the quantized angular momentum
of the final state. The energy of this threshold for small l corresponds to a
temperature in the milli-Kelvin regime for the typical atomic masses that are
used in experiments. [58] Below that temperature, only s-wave scattering pro-
cesses can occur. This threshold temperature defines the regime of ultracold
collisions. In many cases realistic interactions can be well approximated by
a contact interaction. This has an important consequence on the scattering
in ultracold fermionic systems: as fermions obey the Pauli exclusion prin-
ciple and because ultracold temperatures only allow for s-wave scattering,
only fermions in different intrinsic states are affected by a contact interaction.
Therefore, in order to observe scattering events, fermionic gases are prepared
in different intrinsic states - most often in two different hyperfine states.
A quantitative discussion on scattering in two dimensions will be given in
Section 10.2, where we derive the two-body scattering matrix for collisions in
a two-dimensional system.
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Interatomic distance

Energy

Bound state

figure 13: A system with two coupled
scattering channels which have different
magnetic moments. By varying the mag-
netic field it can be driven to a Feshbach
resonance .

B0 B

a

figure 14: The dependence of the
scattering length a on the magnetic
field B according to a ∝ ∆B

B−B0
. The scat-

tering length diverges when the mag-
netic field is tuned to its value B0 of
the Feshbach resonance.

8.2 feshbach resonances

The Feshbach resonance is a very important feature of ultracold atomic gases
which allows to study strongly correlated systems. By tuning the system to-
wards a Feshbach resonance, the scattering length can be increased drasti-
cally.
A Feshbach resonance can occur in systems which exhibit two coupled scat-
tering channels which differ in the internal configuration of the colliding
atoms: the closed channel which contains a two-atom bound state close to
the continuum of the other channel, called the open channel. This situation
is depicted in Figure 13. For instance when the atoms in a gas can take two
different spin states, the two colliding atoms can either form a singlet or a
triplet. Let us assume that the singlet channel contains a bound state which
is close in energy to the continuum of the triplet channel. The two channels
are coupled via the hyperfine interaction which can provoke a spin flip. As
the singlet and the triplet have a different magnetic moment, the two channels
have a different Zeeman shift in a magnetic field. For that reason a magnetic
field can be tuned such that the bound state of the singlet channel becomes
resonant to the continuum of the triplet channel.
The resonating bound state is an eigenstate of the scattering process, as well

as the plane waves of the continuum. For that reason the bound state is or-
thogonal to the plane waves and there is no overlap of the wave functions.
In the resonant case, the plane waves of the continuum are repelled and the
scattering length diverges.

[ November 4, 2015 at 17:36 – classicthesis ]



9T H E T R A N S P O RT C O E F F I C I E N T S

9.1 shear viscosity

The shear viscosity η of a fluid or a gas is a measure of the internal friction
of the system. It characterizes the force required to create a velocity gradient
in the system. The shear viscosity is the proportionality factor that relates the
force F and the velocity gradient ∂u/∂y,

F = Aη
∂u
∂y

, (170)

where A is the cross sectional area of the system. [40] Figure 15 illustrates
this definition.

fluid

y 

gradient

F
x 

moving 
boundary plate

cr
o
ss

 s
e
ct

io
n
 A

x

velocity field u  (y)

fixed boundary plate

figure 15: The shear viscosity η indicates how much force F is needed to create a
velocity gradient ∂u

∂y . The picture is based on Ref. [61].

By measuring the shear viscosity of a system one can gain information about
the interaction between the particles of the system. The shear viscosity of
strongly interacting systems is lower than that of weakly interacting systems.
This at first sight contradictory correlation can be understood as follows:
The viscosity measures the momentum transfer across a given distance: In
a weakly interacting gas, as one boundary plate jolts a particle, the particle
moves to the other plate and transfers its momentum. However, if the system
is strongly interacting, the particle has already lost a part of its momentum
through scattering with other particles by the time it arrives at the other side.
In this case the momentum transfer is smaller, and hence the shear viscosity
is also smaller. In terms of Eq. (170) and Figure 15 one can think in the fol-
lowing way: In strongly interacting systems, less force is needed to create a
velocity gradient because the momentum transfer from one side of the capil-
lary to the other is hindered by scattering.
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62 the transport coefficients

In fact, the temperature dependence of the viscosity η(T) is expected to have
a minimum, as now discussed (we follow the article by Schäfer and Teaney
[40]). In a classical picture, which goes back to Maxwell, the viscosity in a di-
lute gas is connected to the momentum transfer of the individual molecules.
The relation reads as follows,

η =
1
3

npl (171)

where n is the particle density, p the momentum and l the mean free path.
The mean free path is connected to the transport cross section σ via l = 1

nσ .

Since the molecules move according to their thermal energy, p2

2m = kBT, the
viscosity of a dilute gas increases with increasing temperature in accordance
with

η =

√
2mkBT

σ
(172)

but it is approximately independent of the density. This counterintuitive be-
haviour was observed in experiments which were carried out by Maxwell
himself. When the temperature is further lowered the gas condenses into a
liquid and transport can no longer be described by the motion of the individ-
ual molecules. Here, transport processes are thermally activated transitions
between local energy minima and the viscosity scales up with decreasing
temperature according to

η w hne
E

kBT (173)

where E is the activation energy. Because of the opposite scalings of the vis-
cosity for dilute gases, Eq. (172), and liquids, Eq. (173), there must be a mini-
mum of the viscosity as a function of temperature. It is natural to expect that
this minimum occurs in the vicinity of the gas-liquid phase transition.
Now we come to the question how to identify a "good" fluid. Experimental
results show that the viscosity of liquids which are known to have a good
flow characteristic differs by orders of magnitude. This observation suggests
that the viscosity should be normalized with respect to some thermodynamic
quantity. Eq. (171) and (173) indicate that the viscosity scales with particle
density n. Indeed, the ratio η

n of fluids with similar flow characteristics takes
values of the same order of magnitude. However, as we are especially inter-
ested in a comparison to relativistic systems, normalization with respect to
particle density is not applicable because in these systems the particle num-
ber is not conserved. A more suitable normalization quantity is the entropy
density s. For many fluids the entropy density scales as s v nkB. The uncer-
tainty relation of quantum mechanics provides us with a rough estimate of a
lower bound of the ratio η

s : The product of the momentum and the mean free
path is restricted from below according to pl & h̄. From Eq. (171) it follows

η

s
&

h̄
3kB

. (174)
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9.2 spin diffusion 63

But since kinetic theory is not reliable in the regime η
s v h̄

kB
other methods

are needed in order to get a reliable lower bound. Based on the string theory
framework, Kovtun et. al. [6] laid down a conjecture for the lower bound:

η

s
=

h̄
4πkB

. (175)

The existence of a lower bound of the viscosity raises the question if there is
a "perfect fluid" whose ratio of viscosity to entropy density is equal to h̄

4πkB
.

9.2 spin diffusion

In a fermionic system which contains two different spin species, ↑ and ↓,
random collisions between the particles lead to spin currents which flow in
such a way as to even out spatial gradients in the spin density. Here, spin
refers to any intrinsic quantum number of the fermions. The spin diffusion
coefficient Ds is a measure of this equilibration process and is defined by [56]

js = −Ds∇(n↑ − n↓) (176)

where js is the spin current density and n↑(↓) is the density of spin-up (spin-
down) atoms. In our setup this translates to the two fermionic species with
atomic masses m↑ and m↓ responding to gradients in the chemical potentials
µ↑ and µ↓, which are opposite for the two species.
An excellent set-up to measure the spin diffusivity is provided by ultracold
atomic gases [56]: Two clouds of fermionic atoms which are prepared in two
different spin states are separated from each other in a trap via a magnetic
field gradient. Then strong interactions are induced by driving the system
near a Feshbach resonance. The two atom clouds are released and collide in
the middle of the trap. They "bounce" off each other, but subsequently collide
again because the trapping potential pulls both clouds into the middle of the
trap. This oscillating process is imaged selectively for the different spin com-
ponents. The spin diffusivity Ds can be gained by comparing the relaxation
rate to the gradient in the spin density.
In the strongly interacting regime, the spin diffusion coefficient exhibits a
minimum as a function of temperature [55]. As spin diffusivity is smallest
for strong interactions, this minimum is considered to be universal. This
can be understood from the argument presented in Refs. [56] and [55]: At
a high collision rate, a spin-up fermion is scattered back into the spin-up
cloud when the two atom clouds collide, rather than diffusing into the oppo-
site spin region. Hence the spin diffusion coefficient increases with increasing
mean free path lm f between scattering events, and with increasing velocity v
of the atoms. In general we have for a d-dimensional system, [62]

Ds v
1
d

vlm f . (177)

lm f is connected to the scattering cross section σ via lm f v
1

nσ , with n =
kd

F
dπd−1

being the particle density. For temperatures T much higher than the Fermi
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temperature TF the scattering cross section is given by the thermal de Broglie
wavelength, σ v λd−1

T where λT = 2πh̄√
2mπkBT , and the fermions move with the

thermal velocity vT =
√

2mπkBT. This yields for the spin diffusion coefficient
in two dimensions:

Ds v
vT

2nσ
v
√

2mπkBT
2π

2k2
F

√
2mπkBT

2πh̄
=

1
h̄k2

F
(mπkBT) ∝ T (178)

For temperatures far below the Fermi temperature only low energy states of
the trap are occupied. Collisions into a low energy state are therefore sup-
pressed due to the Pauli exclusion principle. Thus in the low-temperature
regime the effective scattering cross section increases with increasing temper-
ature and is found to scale according to σ ∝ T2. As the average velocity is of
the order of the Fermi velocity vF = h̄kF

m , the spin diffusion coefficient in two
dimensions scales as

Ds v
vF

2nσ
v

h̄
m

π

kF

1
T2 ∝

1
T2 , (179)

and one expects a minimum to occur near the Fermi temperature before Pauli
blocking becomes effective.
Now we will estimate the minimum value of the spin diffusion coefficient:
The scattering cross section for strong interactions is related to the de Boglie

wavelength via σ v λd−1
B =

(
2πh̄

p

)d−1
, where p is the momentum of the

fermions. In the degenerate regime, p on average is the Fermi momentum
pF = h̄kF and v the Fermi velocity vF = h̄kF

m . This yields for the spin diffusion
coefficient in two dimensions,

Ds v
vF

2nσ
v

h̄kF
2m

2π

k2
F

kF
2π

=
1
2

h̄
m

. (180)

This estimate of the universal quantum limit for spin diffusion in Fermi gases
is independent of the temperature.
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10S C AT T E R I N G I N T W O D I M E N S I O N S

10.1 the model

We consider two species of interacting fermionic atoms, labeled by σ = ↑, ↓,
in two dimensions. The corresponding Hamiltonian reads

H = ∑
kσ

(εkσ − µσ)c†
kσckσ +

g0

V ∑
kk′q

c†
k′−q↓c

†
k+q↑ck↑ck′↓. (181)

The first term describes the energy of the free Fermi gas with the free single-
particle dispersion εkσ = k2/2mσ and species-dependent chemical potential
µσ. (In this chapter as well as in Chapter 11 and 12 we will set h̄ ≡ 1 and kB ≡
1.) c†

kσckσ are fermionic creation and annihilation operators. The second term
accounts for the interactions between the fermions where g0 is an attractive
contact interaction and V is the area of the system. We sum over all initial
momenta k and k′ and the momentum transfer q. At ultracold temperatures
the interaction only allows s-wave scattering (as higher scattering channels
are suppressed due to the potential barrier, see Section 8.1). Due to the Pauli
principle the s-wave contact interaction acts only between different species ↑
and ↓ .

10.2 the scattering matrix

In the dilute Fermi gas, the only important interaction processes are two-
particle collisions. In this section we will derive an expression for the 2d
two-body s-wave scattering matrix which describes such processes in two di-
mensions. First we will consider two-body scattering processes in the vacuum
and derive the vacuum scattering matrix T vac

0 for s-wave scattering. Thereby
we follow the book by Stoof, Gubbels, and Dickerscheid [59] and the article
by Adhikari [63]. Thereafter we also include the effect of a medium on the
two-body scattering processes and we derive an integral expression for the
the medium scattering matrix T , which can only be computed numerically.

10.2.1 The two-body scattering matrix in the vacuum

We consider a spherically symmetric interaction potential V(r1−r2) = V(|r1−
r2|). In this case the two-body Schrödinger equation separates into a part de-
scribing the center-of-mass motion and one part describing the relative mo-
tion. The Schrödinger equation for the relative wave functions ψ(r) reads

(Ĥ0 + V̂(r))ψ(r) = Eψ(r) (182)

65
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66 scattering in two dimensions

with Ĥ0 = −∇2

2mr
being the free Hamiltonian with the reduced mass m−1

r =

m−1
↑ + m−1

↓ . E is the energy at which the elastic scattering process takes place.
As |k〉 solves the problem for V̂ = 0 the solution of Eq. (182) is given by

|ψk〉 = |k〉+
1

E− Ĥ0 + iε
V̂ |ψk〉 . (183)

The infinitesimal part iε is introduced in order to deal with the singular na-
ture of the operator 1

E−Ĥ0
. Eq. (183) is known as the Lippmann-Schwinger

equation. For distances r much larger than the range R of the scattering po-
tential, the wave function assumes the form

ψk(r, θ) ≈ eikx +

√
i
k

f (k,k′)
eik′r
√

r
. (184)

The first term describes the incoming state, which is assumed to be a plane
wave in x-direction with wave vector k. The outgoing state with wave vector
k′ is rotationally invariant around the scattering potential V̂ at the origin and
is determined by the momentum-dependent scattering amplitude f (k,k′),
which is defined via the matrix element,

f (k,k′) = −
√

1
2π

mr
〈
k′
∣∣ V̂ |ψk〉 . (185)

We now introduce the operator T̂2B, defined by

V̂ |ψk〉 ≡ T̂2B |k〉 (186)

which is called the two-body scattering matrix. Multiplying Eq. (183) with
V̂ and using Eq. (186) yields the Lippmann-Schwinger equation for the T̂-
matrix,

T̂2B = V̂ + V̂Ĝ0T̂2B, (187)

where Ĝ0 is the free Green function

Ĝ0(z) =
1

z− Ĥ0
(188)

with z = E + iε. When expanding this expression into a Born series,

T̂2B = V̂ + V̂Ĝ0V̂ + V̂Ĝ0V̂Ĝ0V̂ + ... (189)

one gains a formal solution for the scattering matrix

T̂2B = V̂ + V̂ĜV̂, (190)

where we introduced the full Green function

Ĝ = (z− Ĥ)−1. (191)

[ November 4, 2015 at 17:36 – classicthesis ]



10.2 the scattering matrix 67

When inserting the complete set of eigenstates |ψα〉 〈ψα| of the perturbed
Hamiltonian Ĥ with eigenvalues εα one gets the following expression for the
scattering matrix,

T̂2B = V̂ + ∑
εα<0

V̂
|ψα〉 〈ψα|

z− εα
V̂ +

∫ ∞

0

d2k
4π2 V̂

|ψk〉 〈ψk|
z− εk

V̂. (192)

From this expression we can see that the two-body scattering matrix exhibits
poles in the complex plane that correspond to the bound states of the interac-
tion potential and that it has a branch cut along the positive real axis due to
the continuum of scattering states at positive energies.
From Eq. (185) we see that the two-body scattering matrix is related to the
scattering amplitude f (k,k′) via

f (k,k′) = −
√

1
2π

mr
〈
k′
∣∣ T̂2B |k〉 . (193)

As we consider elastic scattering processes, meaning k = k′, the scattering
problem is fully described by k and θ, where θ is the angle between the wave
vector k of the incoming wave and the wave vector k′ of the outgoing wave.
Since we are only interested in s-wave scattering it is convenient to expand
the scattering amplitude in partial waves with amplitudes fl(k) and then only
consider the first summand,

f (k, θ) =

√
2
π

∞

∑
l=0

εl cos(lθ) fl(k). (194)

We now write the incoming plane wave as a superposition of incoming and
outgoing spherical waves by using

eikx = eikr cos θ =
∞

∑
l=0

εl il cos(lθ)jl(kr)

−→
r→∞

∞

∑
l=0

εl il cos(lθ)

√
1

2πkr

(
eikre−i π

2 (l+
1
2 ) + e−ikrei π

2 (l+
1
2 )
)

(195)

with εl = 2 for l 6= 0 and ε0 = 1. Here, we used the asymptotic form of the
Bessel function jl(kr). From Eq. (184), Eq. (194), and Eq. (195) we can see that
scattering at a potential leads to a change in the coefficient of the outgoing
spherical wave according to

eikr
√

r
→ (1 + 2i fl(k))eikr

√
r

. (196)

Since the probabiliy flux is conserved during the scattering process, the coef-
ficient 1 + 2i fl(k) is equal to unity. This can be taken into account by writing
the coefficient as an exponential function,

1 + 2i fl(k) = e2iδl(k). (197)
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And we find for the scattering amplitude fl ,

fl(k) = eiδl(k) sin δl(k) =
1

cot δl(k)− i
. (198)

Consequently the partial wave expansion for the T̂-matrix reads

T̂2B(k, θ) =
∞

∑
l=0
Tl(k, θ) = − 2

mr

∞

∑
l=0

εl cos(lθ)
1

cot δ(k)l − i
. (199)

When only considering s-wave scattering we can use the low energy expan-
sion for cot δ0(k) with E = k2

2mr
,

π cot δ0(E) = ln(E/εB) +O(E/εR) (200)

with constant εR = 1/2mrR2 and R the range of the interaction potential.
Inserting this expansion we find for s-wave scattering [63, 64],

T0(E) =
2π/mr

ln(εB/E) + iπ
. (201)

The pole at E = −εB < 0 corresponds to the two-body bound state. This
bound state is always present in an attractive 2d Fermi gas [65, 64] and the
binding energy

εB =
1

2mra2
2D

(202)

defines the 2d scattering length a2D.
In the following section we derive an expression for the two-body scattering
matrix in the medium. Thereby we will use the notation T0 = T vac for the
vacuum two-body, s-wave scattering matrix (Eq. (201)) derived in this section.

10.2.2 The two-body scattering matrix in the medium

At finite density we need to consider the effect of the medium on the two-
particle collisions. This scenario is described by the two-body scattering ma-
trix Tkk′(q, ω) in the medium which is subject to the Bethe-Salpeter equation
[33],

Tkk′(q, ω) = T vac
kk′ (q, ω)+

1
L2 ∑

p
T vac

kp (q, ω)Gp↑(ω)Gp+q↓(ω)Tpk′(q, ω). (203)

k is the momentum of one particle before the scattering event and k′ is its
momentum after the scattering event. q is the relative momentum of the par-
ticles which is not changed by the scattering process. The sum runs over all
internal momenta p. The vacuum scattering matrix T vac

kk′ (q, ω) is given by Eq.
(201) and [66]

Gp↑(ω)Gp+q↓(ω) = −T ∑
iνm

1
iνm − εp↑ + µ↑

1
iωn − iνm − εp+q↓ + µ↓

=
f↑↓(εp)− f↑↓(εp+q)

iωn − εp↑ − εp+q↓ + µ↑ + µ↓
(204)
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with f↑↓(εp) being the Fermi-Dirac distribution [65]

f↑↓(εp) =
1

e
1
T (εp↑↓−µ↑↓) + 1

. (205)

In a dilute gas with short-range interactions, where the average interparticle
spacing k−1

F is much larger than the range R of the potential (meaning we
have a small parameter kFR, where kF is the Fermi momentum) only dia-
grams which have no crossing interaction lines survive. (This approximation
is consistent with the lowest order approximation of the large-N expansion in
Section 13.1.) The recursive formula reduces to the ladder structure sketched
in Figure 16,

+ =

figure 16: Ladder approximation for the scattering matrix Tkk′ (q, ω)

Tkk′(q, ω) = V(q, ω) + V(q, ω)
1
L2 ∑

p
G↑p(ω)G↓p+q(ω)Tpk′(q, ω), (206)

where V is a single interaction line. Since the expression for Tkk′(q, ω) does
not depend on k, we can solve this equation for T (q, ω) yielding

T (q, ω) =
V(q, ω)

1−V(q, ω) 1
L2 ∑p Gp↑(ω)Gp+q↓(ω)

(207)

or

T −1(q, ω) =
1

V(q, ω)
− 1

L2 ∑
p

Gp↑(ω)Gp+q↓(ω)

= T0(E)−1 −
∫ d2p

(2π)2
f (εp↑ − µ↑) + f (εp+q↓ − µ↓)

iω + µ↑ + µ↓ − εp↑ − εp+q↓
. (208)

This integral is known analytically at T = 0 [67]. At finite temperature we
can perform only the angular integral analytically which is done in appendix
B.1. The radial part we have to compute numerically.
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11T H E B O LT Z M A N N F O R M A L I S M

The Boltzmann approach is a formalism to compute the distribution func-
tion of particles in a system. It was developed by Ludwig Boltzmann [68]
in 1872 in order to describe the dynamics of classical gases. The approach is
based on the semi-classical picture: particles move in phase space and scatter
among each other or from external obstacles. It remains applicable in quan-
tum systems provided quantum interference effects are negligible and the
quasiparticles are well-defined.
In this introductory chapter we will derive a variational approach to solve the
linearized Boltzmann equation. Thereby we will follow the book by Ziman
[69] and the article by Arnold et al. [70].

11.1 introduction to the boltzmann formalism

The distribution function fk(r, t) counts the average number of fermions in
the momentum state k in the neighbourhood of position r at time t. In equi-
librium the distribution function in a Fermi gas is given by the Fermi-Dirac
distribution

f 0
k(r, t) =

1

e
1
T (εk−µ) + 1

, (209)

where µ is the chemical potential and εk the energy of the state with mo-
mentum k. The processes that lead to a disequilibrium and thus to a change
of the distribution function in time, can be identified from d

dt fk(r, t) 6= 0. It
follows that,

d
dt

fk(r, t) = ∂t fk(r, t) + k̇∇k fk(r, t) + ṙ∇r fk(r, t) = −Icoll [ fk(r, t)].

(210)

We discuss each term now in turn. The term

ṙ∇r fk(r, t) = v∇r fk(r, t), (211)

takes the group velocity v into account, with which the different momentum
states travel in k-space.
External fields Fext, which act as classical forces on the system are accounted
for by

k̇∇k fk(r, t) = Fext∇k fk(r, t). (212)

On the other hand we have

d
dt

fk(r, t) =
(

∂ fk(r, t)
∂t

)
coll

= −Icoll [ fk(r, t)], (213)

71
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72 the boltzmann formalism

describing the change of fk(r, t) due to collision processes. The collision in-
tegral Icoll [ fk(r, t)] is a functional which induces a change in the distribution
of momenta k. It will be specified in Section 11.2.2. Collecting Eqs. (210) to
(213) yields the Boltzmann equation,

[∂t + v∂x +Fext∂k] fk(r, t) = −Icoll [ fk(r, t)] , (214)

which is an integro-differential equation for the quasiparticle distribution
function fk(r, t). It can be written in the form,

Dα fk(r, t) = −Icoll [ fk(r, t)], (215)

where we have introduced the tensor differential operator Dα, which is called
the driving term as it accounts for perturbations driving the system away
from the equilibrium situation. α specifies the type of the perturbation. In
this thesis we will have α = η for the shear viscosity in Section 12.1 and
α = sd for the spin diffusion in Section 12.2.
From now on we will simply write fσ for the distribution function in order
to discriminate between the different fermionic species but thereby skip the
other dependences unless they are necessary for the comprehension.

11.2 the boltzmann equation in linear response

We will solve the Boltzmann equation for the non-equilibrium distribution
function in the linear response regime, assuming that the deviation from the
equilibrium distribution function can be obtained in an expansion in the per-
turbation. Schematically, it assumes the form

fσ = f 0
σ +

1
T

f 0
σ

(
1− f 0

σ

)
f 1
σ , (216)

where f 0
σ is the Fermi-Dirac distribution of the equilibrium, see Eq. (209),

and f 1
σ is linear in the perturbation and otherwise a generic function (this is

true for all types of perturbations considered here). The factor 1
T f 0

σ

(
1− f 0

σ

)
is introduced for later convenience. In the next two sections we will linearize
both sides of the Boltzmann equation, the driving term and the collision
integral.

11.2.1 The driving term

Since the driving term Dα is linear in the perturbation one can replace fσ →
f 0
σ on the left-hand side of Eq. (215). We are interested in the stationary state

of the system, i.e. ∂t fσ = 0, hence in general we have,

Dα f 0
σ = v(∂ε f 0

σ∇rεα + ∂µ f 0
σ∇rµα) + Fext(∂ε f 0

σ∇kεα + ∂µ f 0
σ∇kµα)

= −β f 0
σ

(
1− f 0

σ

) (
v(∇rεα +∇rµα) + Fext(∇kεα +∇kµα)

)
= − 1

T
f 0
σ

(
1− f 0

σ

)
Iij
σ,αFij

σ,α ≡ Dσ
α , (217)
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11.2 the boltzmann equation in linear response 73

where we use the Einstein summation convention. At this point we have in-
troduced Fij

σ,α as a generalized force field and Iij
σ,α as a generalized projection.

Both will be specified in Chapter 12, when we compute the transport coef-
ficients. For reasons of a concise presentation we assume from now on that
we can absorb the spin-dependence of Fij

σ,α into the factor Iij
σ,α and work with

Fij
α only, which acts in the same way on both spin species. For concreteness,

in the case of an electrical conductivity it is Fij
σ,ec = Eiδij and Iij

σ,ec = evi
k,σδij

with Ei being the ith component of the external electric field, e the electron
charge and vi

k the ith component of the electron velocity. Since the driving
term is linear in the perturbation f 1

σ its general form also dictates the form of
the ansatz for f 1

σ , which we choose as

f 1
σ(k) = Fij

α Iij
σ,α(k)gσ,α(k) = Fij

α χ
ij
σ,α(k). (218)

gσ,α(k) is the excited function and we will later write it as a linear combination
of the excited modes of the system.

11.2.2 The collision integral

The collision integral describes the scattering between particles. It can be
derived from Fermi’s Golden Rule [71] and to lowest non-trivial order in the
interaction, represented by the scattering matrix T (Eq. (208)), it reads,

Icoll [ fσ, f−σ] =
1
T

∫
k′ ,q

δ
(
εk,σ + εk′ ,−σ − εk+q,σ − εk′−q,−σ

)
×
∣∣∣T (k+ k′, εk,σ + εk′ ,−σ − µσ − µ−σ

)∣∣∣2
×
[

fσ (k) f−σ

(
k′
)
(1− fσ (k+ q))

(
1− f−σ

(
k′ − q

))
− fσ (k+ q) f−σ

(
k′ − q

)
(1− fσ (k))

(
1− f−σ

(
k′
)) ]

,
(219)

where
∫
k =

∫ d2k
(2π)2 . k and k′ are the momenta of the particles before the scat-

tering event, q is the momentum transfer. The δ-function accounts for energy
conservation and the product of distribution functions reduce the scattering
amplitude according to how many states with momenta k and k′ are occu-
pied before the scattering event and how many states with momenta k + q

and k′ − q are available. In order to work consistently we also approximate
the collision integral by using Eq. (216) and expand to linear order in f 1

σ ,

Icoll[ fσ, f−σ] = C[ f 1
σ , f 1
−σ] +O(( f 1

σ)
2, ( f 1

−σ)
2)

≈ C[ f 1
σ , f 1
−σ], (220)
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74 the boltzmann formalism

which yields

C[ f 1
σ , f 1
−σ] =

1
T

∫
k′ ,q

δ
(
εkσ + εk′−σ − εk+qσ − εk′−q−σ

)
×
∣∣∣T (k+ k′, εkσ + εk′−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k) f 0

−σ

(
k′
) (

1− f 0
σ (k+ q)

) (
1− f 0

−σ

(
k′ − q

))]
×
[

f 1
σ (k) + f 1

−σ

(
k′
)
− f 1

σ (k+ q)− f 1
−σ

(
k′ − q

)]
. (221)

With the ansatz for f 1
σ introduced in Eq. (218) we can write the Boltzmann

equation in linear response,

Dα
σ = −C[χij

σ , χ
ij
−σ]F

ij
α . (222)

In the following we will skip the index α to preserve a clear view.

11.3 the variational approach

In this section we will find a solution for the linearized Boltzmann equation,
Eq. (222). A seemingly straightforward approach to solve Eq. (222) would
be to convert it to a matrix equation and solve it numerically. However, this
method fails when the matrix is singular. A better strategy is to convert this
integral equation into an equivalent variational problem. This variational ap-
proach will be introduced in a generic form in this section. In the following
chapter we will specify it to compute the transport coefficients.

A conserved current jij in a system is given by the integration over the phase-
space distribution function fσ(k). In general it is defined by

jij = ∑
σ

∫
k

Iij
σ fσ(k), (223)

where Iij
σ is the generalized projection defined in Section 11.2.1. If we use

ansatz (216) for the distribution function the generalized current reads

jij = ∑
σ

1
T

∫
k

f 0
σ(1− f 0

σ)Iij
σ Fklχkl

σ

= −∑
σ

∫
k

χ
ij
σDσ = −〈χij|D〉

= −〈χij|S〉Fij = −S [χij] Fij, (224)

where |χij〉 = (χ
ij
↑ , χ

ij
↓ ) is a spinor and the components are themselves vectors

in function space. In the last line we have introduced a scalar product and we
have defined a functional,

S [χij] = −∑
σ

1
T

∫
k

f 0
σ(1− f 0

σ)Iij
σ χ

ij
σ . (225)
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11.3 the variational approach 75

Using the definition of a scalar product we can also define the projection of
C[χij] on the spinor |χij〉,

C[χij] =
1
2
〈χij|C[χij]〉, (226)

where we write the collision integral as a vector whose entries refer to the
different spin species, σ and −σ, thus

C[χij] =

(
Cσ[χij]

C−σ[χij]

)
=

(
C[χij

σ , χ
ij
σ ] + C[χij

σ , χ
ij
−σ]

C[χij
−σ, χ

ij
−σ] + C[χij

−σ, χ
ij
σ ]

)
=

(
C[χij

σ , χ
ij
−σ]

C[χij
−σ, χ

ij
σ ]

)
,

where in the last step we have used the fact that due to Pauli blocking there
is no scattering between identical particles. The Boltzmann equation (222)
dictates the relation between these functionals,

S [χij] = −2C[χij]. (227)

We can now introduce a functional

Q[χij] = S [χij] + C[χij] (228)

whose extremum in function space

δQ[χij]

δχ
ij
σ

∣∣∣∣
χ

ij,max
σ

= 0 (229)

can be shown to lead to the Boltzmann equation for the respective species σ:

δS [χij]

δχ
ij
σ

∣∣∣∣
χ

ij,max
σ

= −C[χ
ij]

δχ
ij
σ

∣∣∣∣
χ

ij,max
σ

⇔ Dα
σ(Fij)−1 = −C[χij

σ , χ
ij
−σ]. (230)

Conversely, the Boltzmann equation implies that the current reads

jij = −S [χijmax
σ ] Fij = 2C[χijmax

σ ] Fij

= −2Q[χij,max
σ ] Fij . (231)

The proper strategy to solve the Boltzmann equation is thus to maximize
the functional Q[χij

σ ] for χ
ij
σ = Iij

σ gσ(k) by varying gσ(k). This is done by
identifying the physically most relevant modes gnσ(k) and writing gσ(k) as
an expansion with respect to these modes,

gσ(k) = ∑
n

λngnσ(k) , (232)

Q[Iij ∑
n

λngnσ(k)] = ∑
n

λn〈Iijgn|S〉+
1
2 ∑

n,m
λnλm〈Iijgn|C[Iijgm]〉. (233)
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76 the boltzmann formalism

Taking the derivative of Q[Iij ∑n λngnσ(k)] with respect to a specific expan-
sion coefficient λn yields

δQ[Iij ∑n λngnσ(k)]
δλn

= 〈Iijgn|S〉+
1
2 ∑

m
λm〈Iijgn|C[Iijgm]〉+

1
2 ∑

m
λm〈Iijgm|C[Iijgn]〉

= S ij
n +

1
2 ∑

m
λm(C ij

nm + C ij
mn) = S

ij
n + ∑

m
λmC ij

nm, (234)

where we used the fact that C ij
nm is a symmetric matrix.

Maximizing Q[Iij ∑n λngnσ(k)] with respect to the expansion coefficients λn,

i.e. δQ[Iij ∑n λngnσ(k)]
δλn

∣∣∣
λmax

n
= 0 leads to a matrix equation for λmax

n which can be

solved by matrix inversion,

−Ŝ ij(Ĉ ij)−1 = λ̂max. (235)

The advantage of solving Eq. (235) over Eq. (222) is that the basis of Ĉ ij con-
sists of the physical modes of the system. That means if there is a zero in the
matrix, which leads to a singularity, it has a real physical meaning. For exam-
ple in a system where the different fermionic species have different mass, the
spin diffusion equilibration process will lead to an oscillation of the center of
mass, which cannot be relaxed. This will lead to a singularity in (Ĉ ij)−1.
Usually the most relevant modes are the slow modes which are related to
almost conserved quantities whose relaxation is described by the collision
kernel.
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12C O M P U TAT I O N O F T H E T R A N S P O RT C O E F F I C I E N T S

12.1 the shear viscosity within linear response

We consider a two-component Fermi gas in its most general form, allowing
for different chemical potentials for the two species, i.e. µ↑ and µ↓ and a
species dependent mass mσ. We are concerned with a system without exter-
nal forces, i.e. Fext = 0, in its stationary state, ∂t = 0, such that the left hand
side of the Boltzmann equation reduces to

Dη f 0
σ(εη(k)) = v∇r f 0

σ(εη(k)). (236)

Here, we specified the interaction according to a system with shear viscosity
η and set α = η. The energy of the system is given by

εη(k) =
k2

2m
− u(r)k, (237)

with u(r) being the velocity field. We assume a uniform flow in the x-direction
and a velocity gradient in the y-direction as sketched in Figure 15 meaning
u(r) = (u(y), 0). Now we can compute the spatial derivative of the equilib-
rium distribution function,

∇r f 0
σ = ∂ε f 0

σ∇rε = −β f 0
σ(1− f 0

σ)∇r(−u(y)kx) = β f 0
σ(1− f 0

σ)

 0

∂yu(y)kx

0


and the left hand side of the Boltzmann equation reads

Dη f 0
σ = β f 0

σ(1− f 0
σ)v

 0

∂yu(y)kx

0

 = β f 0
σ(1− f 0

σ)
kxky

mσ
∂yu(y), (238)

where we used v = k
m . Following the logic of Section 11.2.1 we find

Iij
ση =

kxky

mσ
and Fij

η = ∂yu(y). (239)

In the more general case, we define for a generic velocity field u(r) of the
fluid,

Fij
η = ∂iuj + ∂jui −

2
d

δij∂lul

Iij
ση = vi

k,σkj, (240)

77
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78 computation of the transport coefficients

with ui being the components of the flow velocity of the fluid. The generalized
current is the viscous part of the stress tensor describing hydrodynamics in
two spatial dimensions,

jijη = Tij = −ηFij
η − ζδij∂lul , (241)

where ζ the bulk viscosity. Combining Eq. (241) and Eq. (224) one obtains

η = Sη [χ
ij] (242)

for the exact solution |χij〉. The variational principle provides us with a lower
bound. If we make an ansatz |χij, ansatz〉 using a finite function set χij, ansatz =
Iij ∑n λngnσ(k) this implies [72]

η ≥ Sη [χ
ij, ansatz
max ], (243)

where |χij, ansatz
max 〉 corresponds to the optimal choice for a finite number of the

parameters λn introduced in Eq. (232) which maximizes Eq. (229). In the case
of the viscosity, the driving term does not couple to a conserved quantity such
as the total energy or the momentum. Consequently, the variational approach
can be employed straightforwardly, and very few modes suffice to solve the
problem essentially exactly. We found that, just as in the three-dimensional
case [52], the choice for the modes

gσ(k) = 1 (244)

yields results which are very close to the exact result. We have checked this
statement for different sets of modes, for instance gnσ(k) = kn for n =
0, . . . , N up to N = 10 as well as Chebyshev polynomials up to the same
order. The differences were in the low percent level, i.e. of order O{10−2}.
With this choice of modes, Eq. (244), we find the following expression for the
shear viscosity,

η = Sη [I
ij
η ]λ

max =
〈Iij

η |Sη〉2

〈Iij
η |C[I

ij
η ]〉

, (245)

where we used the expression (225) and (235) for Sη [I
ij
η ] and λmax, respec-

tively.

12.2 the spin diffusion coefficient within linear response

Spin diffusion in a metal describes the response of a system of fermions to a
gradient in a magnetic field. In our setup this translates to the two fermion
species responding to gradients in the chemical potentials, which are oppo-
site for the two species with atomic masses m↑ and m↓. Again we assume a
system with no external forces, i.e. Fext = 0, in its stationary state, ∂t f (k) = 0,
such that the distribution function is accordingly driven out of equilibrium
by

Dsd f 0(k) = v∇r f 0(k). (246)
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12.2 the spin diffusion coefficient within linear response 79

The energy of our system ε(k) does not vary in space, meaning∇rε(k) = 0,
but we have ∇rµσ 6= 0, such that

∇r f 0
σ = ∂µσ f 0

σ∇rµσ = β f 0
σ(1− f 0

σ)∇rµσ. (247)

We assume that the absolute value of the gradient is the same for both species
but counteracts, meaning ∇rµσ = σ∇rµ, and the driving term reads

Dσ
sd = σ

k∇rµ

mσT
f 0
σ

(
1− f 0

σ

)
. (248)

Again, we identify the generalized force and projection from Eq. (217),

Fij
sd = ∂iµδij

Iij
σ,sd = σvi

k,σδij. (249)

The generalized current in this case is the spin current given by

js = −σsFij
sd (250)

with σs being the spin conductivity. In accordance with Eq. (224) the spin
conductivity is bounded from below by

σs ≥ Ssd[χ
ij, ansatz
max ]. (251)

We can deduce the spin diffusion coefficient D via

D =
σs

χs
(252)

with the spin susceptibility of the free Fermi gas

χs =
m↑ f 0

↑ (k = 0) + m↓ f 0
↓ (k = 0)

2π
. (253)

In the case of the spin diffusion the driving term in general does not decouple
from the momentum mode. Accordingly, finding the relevant modes of the
system requires more care than in the case of the viscosity. The momentum
mode corresponds to the choice

gσ = σmσ. (254)

The overlap of the momentum mode with the driving term within this varia-
tional ansatz is calculated as

〈χ|Dsd〉 =
T
π

(
m↑ ln(1 + eβµ↑)−m↓ ln(1 + eβµ↓)

)
. (255)

This is zero if µ↑ = µ↓ = µ and m↑ = m↓ = m, meaning the momentum
mode is not excited. If these conditions do not hold, the momentum mode
is excited and it cannot be relaxed. This formally leads to an infinite spin
conductivity σs. In metals the standard situation is spin balance with a finite
spin conductivity [73]. In the experiments under discussion [56] two clouds
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of different spin species are prepared to collide in the center of the trap. If
the two clouds have the same number of particles and the masses are equal
the unified cloud will reside in the center of the trap. On the other hand, the
zero mode can be excited if one prepares different densities and/or different
masses for the different spin species. The zero mode of the spin diffusion
then has a very simple and intuitive physical interpretation as the center of
mass motion.
In our concrete setup in a balanced system we work with the choice

gσ = m (256)

which is not a zero mode of the collision integral and has finite overlap with
the driving term. We have again checked more generic mode choices and
found this to provide an excellent variational ansatz.
With this choice of modes, Eq. (256), we find for the spin diffusion coefficient,
as an analogue to Eq. (245) for the shear viscosity,

D =
1
χs
Ssd[I

ij
sd]mλmax =

m
χs

〈Iij
sd|Ssd〉2

〈Iij
sd|C[I

ij
sd]〉

. (257)

The numerical solution for the shear viscosity and the spin diffusion coeffi-
cient is presented in the next chapter.
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In order to obtain results comparable to other systems we need to normalize
the transport coefficients by the respective thermodynamic quantities, density,
pressure, and entropy density, which we will compute in Section 13.1.
In order to be able to compare our results for the two-dimensional Fermi
gas to the transport coefficients of the classical gas we will discuss those
coefficients for the classical in Section 13.2 before we present our results in
Section 13.3.

13.1 thermodynamic quantities

For consistency all thermodynamic quantities have to be computed at the
same level of approximation. A definite prescription is provided by the large-
N expansion described in [51]. Here, N identical copies of spin-up and spin-
down fermions are introduced such that one can interpolate between free
fermions (N = ∞) and the physical case of interacting fermions (N = 1). To
order O(1/N) the grand potential reads [51]

Ω
N

= ∑
k
{−2T ln(1 + e−β(εk−µ))− 1

N

∫ ∞

−∞

dω

π
b(ω)= ln T (k, ω)}, (258)

with the full medium scattering matrix T (k, ω) and the Bose function b(ω) =
(exp(βω)− 1)−1, β = 1/(kBT). The total differential of the thermodynamic
potential dΩ = −SdT− PdV− N0dµ provides us with the required relations
for thermodynamic quantities, pressure P, particle density n, and entropy
density s. To leading order in 1/N the thermodynamic quantities within the
large-N expansion are those of the free Fermi gas [51] with grand potential

Ω = −kBT ∑
k

ln(1 + e−β(εk−µ)). (259)

We find

n =
N0

V
= − 1

V
∂Ω
∂µ

= 2λ−2
T ln(1 + eβµ), (260)

P = −∂Ω
∂V

= −nkBTθLi2(1− e1/θ) and (261)

s = − ∂P
∂T

= nkB{−2θLi2(1− e1/θ)− ln(e1/θ − 1)}, (262)

with the thermal length λT =
√

2π/mkBT and reduced temperature θ =
T/TF. Lis(z) is the polylogarithm function. In the high temperature classical
limit θ → ∞ the entropy density becomes

s = nkB
{

2 + ln θ +O(θ−2)
}

. (263)

81
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13.2 transport coefficients of the classical gas .

In this section we present the shear viscosity and the spin diffusion coeffi-
cient for the classical gas. By comparing our results for the quantum gas to
the coefficients of the classical gas we can reveal the quantum effect on the

transport coefficients. In the classical limit T � TF =
k2

F
2m the Fermi-Dirac

distribution, Eq. (205), becomes the Boltzmann distribution,

f 0(k) = e−E/kBT , (264)

for which f 0(k)� 1 holds for high temperatures. In this case the integrals of
Eq. (245) and Eq. (257) simplify and can be solved analytically. Including the
vacuum scattering matrix, Eq. (201), in the collision integral in Eq. (245) and
Eq. (257), respectively, yields for the shear viscosity [4]

η(θ)

n
=

Rθ

2π
with R = π2 +

[
ln
(

5
2

Θ
)
+ 2 ln(kFa2D)

]2
, (265)

and for the spin diffusion coefficient [5]

D(θ) =
Qθ

4π
with Q = π2 +

[
ln
(

3
2

Θ
)
+ 2 ln(kFa2D)

]2
. (266)

In the high-temperature limit the transport coefficients depend linearly on θ
with logarithmic corrections.

13.3 numerical results for the transport coefficients

In Figure 17 we plot our numerical results for the transport coefficients for
the strongly interacting two-dimensional Fermi gas. In the left panel of Fig-
ure 17 we show the shear viscosity over particle density α = η/n, and in the
right panel we give the spin diffusion coefficient times the mass, Dm. The
red lines represent the results with full medium effects, i.e. with the medium
scattering matrix T (q, ω) (208) included in the collision integral C (221) while
the blue lines were calculated using the vacuum scattering matrix T vac (201).
The black lines represent the transport coefficients for the classical gas, Eq.
(265) and Eq. (266). Our main finding is that the medium increases scattering
in an interacting system and thereby substantially lowers the transport coeffi-
cients. For strong interactions (εB/εF = 2, for further explanation regarding
the interaction parameter εB/εF = 2 see below) we find a minimum value for
the shear viscosity with medium scattering of

η

n
≈ 0.83h̄, (267)

at a temperature T/TF ≈ 1.3. The shear viscosity with vacuum scattering at
this temperature obtains the value

η

n
≈ 3.6h̄, (268)
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which is approximately four times larger.
For the spin diffusion coefficient with medium scattering at strong interac-
tions we find a minimal value of

mD ≈ 0.39h̄, (269)

at a temperature of T/TF ≈ 1.4. The spin diffusion coefficient with vacuum
scattering at this temperature is

mD ≈ 2.3h̄, (270)

which is approximately six times larger than with medium effects included.
The reason for the very small value for the spin diffusion coefficient with
medium effects could be due to the fact that our approach overestimates
quantum fluctuations. As the calculation with only vacuum scattering in-
cluded underestimates quantum fluctuations we expect the real minimum
to be located between these two values. Consequently, we can conclude that
the spin diffusion coefficient for the two-dimensional Fermi gas is close to
the quantum limit of v h̄

m .
For vacuum scattering the system always appears to be in the normal Fermi
liquid phase and the upturn of the transport coefficients for low temperatures
is due to Pauli blocking. With medium scattering the transport coefficients de-
crease down to a finite temperature Tc where the medium T -matrix acquires
a pole, T −1(q = 0, ω = 0)|T=Tc = 0. Below Tc this pole would formally lead
to a diverging collision integral C, see Eq. (221), and according to Eq. (235),
η, D → 0 in this approximation. But in accordance with the Thouless crite-
rion [74, 75, 76], at this temperature the system undergoes a phase transition
to a superfluid phase where our approach is not valid. For the viscosity the
following picture applies: In the superfluid phase, the viscosity of the super-
fluid component within the Landau two-fluid model [77] is indeed zero, but
in the superfluid phase also the particle density is not defined, as there is no
particle conservation. Therefore, the ratio η/n is not well defined. If one also
considers the normal component of the fluid, the shear viscosity as well as
the particle density are finite and the ratio η/n increases with decreasing tem-
perature, such that the minimum value for η/n near the critical temperature
is global. A calculation of the viscosity in the superfluid B phase of 3He for
T < Tc in Ref. [46] found that Pauli blocking and enhanced scattering cancel
precisely and the viscosity approaches a finite value for T → 0.

In Figure 18 the ratio of the viscosity to entropy density η/s is compared
for different values of the interaction strength. The interaction strength is
expressed by the binding energy εB of the two-particle bound state scaled
by the Fermi energy εF. For strong interactions the binding energy is larger
and it is connected to the two-dimensional scattering cross section a2D via
εB = 1/(2mra2

2D) with the reduced mass m−1
r = m−1

↑ + m−1
↓ . As discussed in

Section 9.1, the viscosity is lower when interactions are stronger. The phase
transition, indicated by the endpoints of the solid lines at T = 1.04 Tc, to
the superfluid phase occurs at higher temperatures when interactions are
stronger. As an estimate, the smallest value we computed for the ratio η/s is
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figure 17: The temperature dependence of the transport coefficients, the shear vis-
cosity left and the spin diffusion coefficient right, with and without medium effects, at
strong interaction εB/εF = 2. While Pauli blocking (blue line) increases the transport
coefficients with respect to the classical gas (black line), medium scattering (red line)
substantially lowers the minimum as Tc is approached from above.

for an interaction parameter εB/εF = 0.5 (blue line). It is located at around
T/TF ≈ 0.6 and has a value of

η/s ≈ 0.15
h̄

kB
≈ 1.9

1
4π

h̄
kB

. (271)

This is only about twice the proposed string theory bound of η/s = 1/(4π) h̄
kB

.

13.4 relation to other theoretical work

13.4.1 Shear viscosity

The shear viscosity for the two-dimensional Fermi gas, calculated using only
the vacuum scattering matrix, has also been discussed in [4, 5]. The authors
find a minimum of η/n ≈ 2.7h̄ at a temperature of T/TF ≈ 0.6 and a min-
imum of η/s ≈ 1.5 h̄

kB
at T/TF ≈ 0.9. These values agree exactly with the

observed minima in our calculations with the vacuum scattering matrix, the
blue line in the left panel of Figure 17.
The calculation for the shear viscosity with the full T -matrix has been per-
formed for the unitary three-dimensional Fermi gas by Enss et. al. [53]. In
two dimensions, quantum and interaction effects are stronger than in three
dimensions, and we expect the minimum of our computed shear viscosity
for the two-dimensional Fermi gas to be smaller. Enss et. al. find the minimal
value of η/s ≈ 0.6 h̄

kB
at a temperature of T/TF ≈ 0.3− 0.4 for the 3d Fermi

gas. This is four times larger than our result of η/s ≈ 0.15 h̄
kB

at T/TF ≈ 0.6
for the 2d Fermi gas.

[ November 4, 2015 at 17:36 – classicthesis ]



13.5 comparison to experiment 85

 0.1

 1

 10

 0.1  1  10

η
/s

T/TF

EB/EF=0.1

EB/EF=0.2

EB/EF=0.5

EB/EF=1.0

EB/EF=2.0

figure 18: Viscosity to entropy ratio η/s in units of h̄/kB with medium scattering
above Tc for different interaction strengths εB/εF = 0.1, 0.2, 0.5, 1, 2 (from top to
bottom). The dashed line indicates the bound h̄/(4πkB).

13.4.2 Spin diffusion

The spin diffusion coefficient for the two-dimensional Fermi gas with only
the vacuum scattering matrix included in the calculations has also been dis-
cussed by Bruun in Ref. [5]. The author finds a minimum of mD ≈ 2.15h̄ at
a temperature of T/TF ≈ 0.85. This value is in very good agreement with
the lowest value we could find in our calculation with the vacuum scattering
matrix, mD ≈ 2.07h̄.
The spin diffusion coefficient for the three-dimensional Fermi gas has been
discussed by Bruun in Ref. [55]. For high temperatures the author used a
kinetic approach while for low temperatures he includes strong correlation
effects by using Fermi liquid theory. In the unitarity limit the minimum value
of mD ≈ 1.1h̄ occurs somewhat below TF but above the transition tempera-
ture of Tc v 0.2TF. This value is very close to the universal quantum limit
discussed in Section 9.2 and it is lower than our result for the spin diffusion
in a two-dimensional Fermi gas with vacuum scattering, but larger than our
result with medium effects included.

13.5 comparison to experiment

We compare our computed result for the shear viscosity to the experimental
finding of Vogt et. al. [3] in a strongly interacting ultracold Fermi gas con-
strained to two dimensions. Experimentally the shear viscosity can be mea-
sured via the damping rate of the quadrupole mode of an oscillating gas. In
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this section we will sketch the experimental setup and derive an expression
which relates the damping rate of the quadrupole mode to the shear viscosity,
to allow comparison of our results with the experiment and the classical gas.

The experiment [3] is performed with a gas of 40K-atoms prepared in a 50/50

ratio in two different hyperfine ground states and cooled down to temper-
atures of the order T

TF
. A standing wave potential creates an optical lattice

which confines the gas to two dimensions. Within the plane the gas is trapped
by a weaker isotropic, two-dimensional harmonic potential with trapping fre-
quency ω⊥. The quadrupole mode is excited by adiabatically introducing a
small anisotropy and then abruptly returning to the original trapping con-
figuration. This excites an oscillation of the atomic cloud with frequency ωQ
until the radial trapping potential is switched off and the cloud expands.
From an absorption picture which is taken some milliseconds after switch-
ing off the potential one can determine the radii of the cloud in the x- and
y-direction and fit their difference to determine ωQ. The damping of the os-
cillations is caused by the viscosity of the gas. Hence one can calculate the
viscosity from the damping rate ΓQ which is connected to the time averaged
energy dissipation rate 〈Ė〉t via

ΓQ =
〈Ė〉t

2〈E〉t
. (272)

The time-averaged mechanical energy is given by

〈E〉t =
mb2

2

∫
d2r r2n(r), (273)

with n(r) being the two-dimensional particle density profile in the trap and
the parameter b specifies the strength of the velocity field, cf. Eq. (277). In the
temperature regime T

TF
≥ 0.3 in which the measurement of Vogt et. al. was

performed we can apply the high temperature approximation for the cloud
density which shows a gaussian decay with increasing distance r from the
center of the gap [4]

n(r) =
N

πσ2 e−
r2

σ2 (274)

with σ2 = 2T
mω2
⊥

and particle number N =
∫

d2r n(r). With this density profile

we obtain

〈E〉t =
b2NT

ω2
⊥

. (275)

The time averaged energy dissipation rate follows from the stress tensor (241)

〈Ėij〉t = −
1
2

∫
d2r η(r)(∂iuj + ∂jui − δij∇v)2 −

∫
d2r ζ(r)(∇v)2. (276)

For the quadrupole mode the velocity field has the form

v(r) = b[xêx − yêy] cos(ωt) (277)
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such that the time averaged energy dissipation rate of the quadruple mode is
fully determined by the shear viscosity,

〈Ėij〉t = −2b2
∫

d2r η(r). (278)

It is convenient to write

η(r) = n(r)α(r) (279)

with α(r) being a dimensionless function. The spatial integral over η(r) can
then be written as∫

d2r η(r) =
∫

d2r n(r)α(r) = N〈α〉 (280)

With Eq. (275), Eq. (278) and Eq. (280) the quadrupole damping rate follows
as

ΓQ = −
ω2
⊥

T
〈α〉. (281)

For a classical gas the viscosity is approximately independent of particle den-
sity, such that the spatial integral of η(r) is infinite. This problem is solved
by introducing a cutoff, which physically accounts for the nonapplicability of
hydrodynamics in the dilute corona of the cloud. Within kinetic theory, this
can be implemented by taking into account the frequency dependence of the
shear viscosity [78, 4, 51],

η(ω) =
η(0)

1 + τ2
Rω2

, (282)

where τR is the viscous relaxation time, which is the time it takes for the stress
tensor to relax to the Navier-Stokes form Tij = −η(0)Fij. η(0) is the shear
viscosity at zero frequency (which still depends on the spatial coordinates).
The relaxation time can be obtained from the sum rule which connects the
shear viscosity to the pressure P within kinetic theory [79],

1
π

∫
dω η(ω) =

P
2

. (283)

Integrating Eq. (282) and comparing to Eq. (283) one finds an antiproportion-
ality of the viscous relaxation time to the particle density: τR = η(r)

P(r) v η(r)
n(r)T .

Thus the spatial integral over η(ω) becomes finite. Now we can calculate the
spatial average of α,

〈α〉 = 1
N

∫
d2r η(ωQ, r) =

1
N

∫
d2r

n(r)α(r)

1 + ω2
Q

n(r)2α(r)2

P2(r)

=
1
N

∫
d2r

n(r)α(r)

1 +
ω2

Q
ω2
⊥

α2(r)
NΘ2 p2(r)

, (284)
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where we introduced the global reduced temperature Θ = T
Tglob

F

= T√
Nω⊥

and

the dimensionless pressure p(r) = P(r)
n(r)T . We now change variables to a local

temperature, defined as

θ(r) =
T

Tloc
F

=
mT

πn(r)
, (285)

where we used the fact that the Fermi temperature is TF =
k2

F
2m and in two

dimensions the Fermi momentum is related to the particle density via

kF =
√

2πn. (286)

After this change of variables the integral reads

〈α〉 = 2Θ2
∫ ∞

2Θ2

dθ

θ2
α(θ)

1 +
ω2

Q
ω2
⊥

α2(θ)
NΘ2 p2(θ)

. (287)

Now we can compute 〈α〉 numerically for the two-dimensional Fermi gas for
different interaction strengths εB/εF, using our numerical result for η/n =
α (see Section 12.1 and left panel of Figure 17). The damping rate of the
quadrupole mode (Eq. (281)) over the trapping frequency ω⊥ can then be
extracted. We use the parameters from the experiment, Θ = 0.3, εF/h =
6.4 kHz, ω⊥ = 2π × 125 Hz, N = 2620 particles and we use p(θ) = 1. The
frequency of the quadrupole mode ωQ can be determined by measuring the
radius of the cloud in x and y-direction from the absorption picture. In the
hydrodynamic regime, i.e. for interaction parameters ln(kFa2D) . 2.5, it is
found to be ωQ w

√
2ω⊥.

For the classical gas we find by using Eq. (265),

〈α(Θ)〉 = RΘ2

2π
ln
[

1 +
π2N

2R2Θ2

]
(288)

which yields for the damping rate

ΓQ

ω⊥
=

RΘ
2π
√

N
ln
[

1 +
π2N

2R2Θ2

]
. (289)

In Figure 19 we plot the computed damping rate over trapping frequency ΓQ
ω⊥

for the classical gas, Eq. (289), and for the two-dimensional Fermi gas ver-
sus the interaction parameter ln(kFa2D) together with the experimental data.
(Here, a2D is the two-dimensional scattering length.) The interaction param-
eter ln(kFa2D) is smaller for stronger interactions, and kFa2D is connected to
the energy of the two-particle bound state εB via εB

εF
= 1

(kFa2D)2 . We see that
the function for the classical gas fails to describe the experimental data. In the
2d Fermi gas the damping is strongly enhanced compared with the classical
gas and the peak hight ΓQ/ω⊥ v 0.6 agrees well with the experiment. Still,
the peak position in our calculation occurs at a larger interaction parameter
than in the experiment.
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figure 19: Quadrupole damping rate ΓQ/ω⊥ vs. the interaction strength of the
trapped gas at T/TF = 0.3 and εF/h = 6.4 kHz, with radial trapping frequency
ω⊥ = 2π × 125 Hz and N = 2620 particles.

13.6 conclusion and outlook

We used the Boltzmann approach to compute the shear viscosity and the
spin diffusion coefficient of the two-dimensional Fermi gas. We performed
the numerical calculations with the two-body vacuum scattering matrix and
the two-body medium scattering matrix and find that the medium effects
lower both transport coefficients. In the case of the shear viscosity by a factor
of four, cf. Eq. (267) and Eq. (268), and in the case of the spin diffusion by
a factor of six, cf. Eq. (269) and Eq. (270). We also computed the ratio shear
viscosity over entropy density η/s (see Eq. (271)) and obtain a result that is
about twice the conjectured lower bound [6] of η/s = 1

4π
h̄

kB
, computed using

the AdS/CFT correspondence [7].
The Boltzmann approach we used to compute the transport coefficients is
valid provided quantum interference effects are negligible and deviations
from well-defined quasiparticles are small. This assumption is questionable
in systems with strong interactions and at temperatures well below the Fermi
temperature TF. In our calculation with the medium scattering matrix we only
go down to temperatures close to the Fermi temperature above the phase tran-
sition to the superfluid phase. We performed our calculations for different
interaction parameters up to εB/εF = 2. Consequently we enter the strongly
coupled regime, which is marked by a sharp decrease of the quadrupole
mode frequency to ωQ v

√
2ω⊥, where ω⊥ is the frequency of the trap-

ping potential in an ultracold atom experiment [3]. Accordingly, it would be
instructive to compare our result to calculations within a formalism which
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does not require the quasiparticle picture to be valid, as e.g. an approach
based on the Kubo formula [53, 54].
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b.1 the many-body scattering matrix

In this section we compute the angular part of the integral

∫ d2p

(2π)2
f (εp↑ − µ↑) + f (εp+q↓ − µ↓)

iω + µ↑ + µ↓ − εp↑ − εp+q↓
, (290)

which is part of the many-body scattering matrix, Eq. (208).
We split the integral into two parts,

I↑ =
∫ d2p

(2π)2
f (εp↑ − µ↑)

iω + µ↑ + µ↓ − εp↑ − εp+q↓

=
∫ d2p

(2π)2
f (εp↑ − µ↑)

iω + µ↑ + µ↓ −
p2

2m↑
− p2

2m↓
− q2

2m↓
− 2pq cos θ

2m↓

(291)

and

I↓ =
∫ d2p

(2π)2
f (εp+q↓ − µ↓)

iω + µ↑ + µ↓ − εp↑ − εp+q↓

p→p−q
=

∫ d2p

(2π)2
f (εp↓ − µ↓)

iω + µ↑ + µ↓ − εp−q↑ − εp↓

p→−p
=

∫ d2p

(2π)2
f (εp+q↓ − µ↓)

iω + µ↑ + µ↓ −
p2

2m↑
− p2

2m↓
− q2

2m↑
− 2pq cos θ

2m↑

. (292)

Now we can summarize Eq. (291) and Eq. (292) and write

I↑↓ =
∫ ∞

0

pdp
(2π)2 f (εp↑↓ − µ↑↓)

∫ 2π

0
dθ

1
A↑↓ − B↑↓ cos θ

=
∫ ∞

0

pdp
(2π)2 f (εp↑↓ − µ↑↓)

2π√
A2
↑↓ − B2

↑↓

(293)

with

A↑↓ = iω + µ↑ + µ↓ −
p2

2m↑
− p2

2m↓
− q2

2m↓↑
and B↑↓ =

pq
m↓↑

. (294)

91

[ November 4, 2015 at 17:36 – classicthesis ]



92 appendix

b.2 proof : maximizing Q [χ i j ] leads to the boltzmann equation

In this section we will maximize the functional Q [χ i j ] = Sα [χ i j ] + C [χ i j ]
with respect to χ i j and we will see that this leads to the Boltzmann equation,
Eq. (222). For this purpose we will take the derivative of the functionals,
Sα [χ i j ] and C [χ i j ].

δS [χ i j ]

δχ
i j
σ (k)

= − 1
T

δ

δχ
i j
σ (k)

∑
σ ′

∫
k ′

f 0
σ ′ (k

′ )(1 − f 0
σ ′ (k

′ )) I i j
σ ′ (k

′ )χ
i j
σ ′ (k

′ )

= − 1
T ∑

σ ′

∫
k ′

f 0
σ ′ (k

′ )(1 − f 0
σ ′ (k

′ )) I i j
σ ′ (k

′ )δ(k − k ′ )δσ ′σ

= − 1
T

f 0
σ (k)(1 − f 0

σ (k)) I i j
σ (k) = Sσ

α (295)

and

δC [χ i j ]

δχ
i j
σ (k)

=
δ

δχ
i j
σ (k)

1
2

( ∫
k ′

χ
i j
σ (k

′ )C [χ
i j
σ (k

′ ) , χ
i j
−σ (k

′ )]

+
∫
k ′

χ
i j
−σ (k

′ )C [χ
i j
−σ (k

′ ) , χ
i j
σ (k

′ )]

)
(296)

with ∫
k ′

χ
i j
σ (k

′ )C [χ
i j
σ (k

′ ) , χ
i j
−σ (k

′ )] =

1
T

∫
k ′

∫
k1 ,q

δ
(

εk ′σ + εk1−σ − εk ′+qσ − εk1−q−σ

)
×
∣∣∣T (k ′ + k1 , εk ′σ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ

(
k ′
)

f 0
−σ (k1 )

(
1 − f 0

σ

(
k ′ + q

)) (
1 − f 0

−σ (k1 − q )
)]

× χ
i j
σ (k

′ )
[

χ
i j
σ

(
k ′
)
+ χ

i j
−σ (k1 ) − χ

i j
σ

(
k ′ + q

)
− χ

i j
−σ (k1 − q )

]
(297)

and ∫
k ′

χ
i j
−σ (k

′ )C [χ
i j
−σ (k

′ ) , χ
i j
σ (k

′ )] =

1
T

∫
k ′

∫
k1 ,q

δ
(

εk ′−σ + εk1 σ − εk ′+q−σ − εk1−qσ

)
×
∣∣∣T (k ′ + k1 , εk ′−σ + εk1 σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k ′
)

f 0
σ (k1 )

(
1 − f 0

−σ

(
k ′ + q

)) (
1 − f 0

σ (k1 − q )
)]

× χ
i j
−σ (k

′ )
[

χ
i j
−σ

(
k ′
)
+ χ

i j
σ (k1 ) − χ

i j
−σ

(
k ′ + q

)
− χ

i j
σ (k1 − q )

]
(298)
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Taking the derivative we get for the first part (297):

δ

δχ
i j
σ (k)

∫
k ′

χ
i j
σ (k

′ )C [χ
i j
σ (k

′ ) , χ
i j
−σ (k

′ )] =

1
T

∫
k ′

∫
k1 ,q

δ
(

εk ′σ + εk1−σ − εk ′+qσ − εk1−q−σ

)
×
∣∣∣T (k ′ + k1 , εk ′σ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ

(
k ′
)

f 0
−σ (k1 )

(
1 − f 0

σ

(
k ′ + q

)) (
1 − f 0

−σ (k1 − q )
)]

× δ(k − k ′ )
[

χ
i j
σ

(
k ′
)
+ χ

i j
−σ (k1 ) − χ

i j
σ

(
k ′ + q

)
− χ

i j
−σ (k1 − q )

]
+

1
T

∫
k ′

∫
k1 ,q

δ
(

εk ′σ + εk1−σ − εk ′+qσ − εk1−q−σ

)
×
∣∣∣T (k ′ + k1 , εk ′σ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ

(
k ′
)

f 0
−σ (k1 )

(
1 − f 0

σ

(
k ′ + q

)) (
1 − f 0

−σ (k1 − q )
)]

× χ
i j
σ (k

′ )
[

δ(k − k ′ ) − δ(k − k ′ − q )
]

. (299)

Here the first summand just yields C[χij
σ , χ

ij
−σ]. The second summand we split

once more and discuss the two addends therein separately. For the first one,
which contains the factor δ(k− k′) we get

c1 =
1
T

∫
k1,q

δ
(
εkσ + εk1−σ − εk+qσ − εk1−q−σ

)
×
∣∣∣T (k+ k1, εkσ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k) f 0

−σ (k1)
(

1− f 0
σ (k+ q)

) (
1− f 0

−σ (k1 − q)
)]

χ
ij
σ(k), (300)
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and the second one with the factor δ(k− k′ − q) yields

c2 = − 1
T

∫
k1,q

δ
(
εk−qσ + εk1−σ − εkσ − εk1−q−σ

)
×
∣∣∣T (k− q + k1, εk−qσ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k− q) f 0

−σ (k1)
(

1− f 0
σ (k)

) (
1− f 0

−σ (k1 − q)
)]

χ
ij
σ(k− q)

q→−q
= − 1

T

∫
k1,q

δ
(
εk+qσ + εk1−σ − εkσ − εk1+q−σ

)
×
∣∣∣T (k+ q + k1, εk+qσ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k+ q) f 0

−σ (k1)
(

1− f 0
σ (k)

) (
1− f 0

−σ (k1 + q)
)]

χ
ij
σ(k+ q)

k1→k1−q= − 1
T

∫
k1,q

δ
(
εk+qσ + εk1−q−σ − εkσ − εk1−σ

)
×
∣∣∣T (k+ k1, εk+qσ + εk1−q−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k+ q) f 0

−σ (k1 − q)
(

1− f 0
σ (k)

) (
1− f 0

−σ (k1)
)]

χ
ij
σ(k+ q)

= − 1
T

∫
k1,q

δ
(
εkσ + εk1−σ − εk+qσ − εk1−q−σ

)
×
∣∣∣T (k+ k1, εkσ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k) f 0

−σ (k1)
(

1− f 0
σ (k+ q)

) (
1− f 0

−σ (k1 − q)
)]

χ
ij
σ(k+ q)

(301)

where in the last step we used energy conservation during the scattering
process and the identity f 0

σ (k) f 0
−σ (k1)

(
1− f 0

σ (k+ q)
) (

1− f 0
−σ (k1 − q)

)
=

f 0
σ (k+ q) f 0

−σ (k1 − q)
(
1− f 0

σ (k)
) (

1− f 0
−σ (k1)

)
which holds for the equi-

librium distribution function f 0.

Now we look at the derivative of Eq. (298)

δ

δχ
ij
σ(k)

∫
k′

χ
ij
−σ(k

′)C[χij
−σ(k

′), χ
ij
σ(k

′)] =

1
T

∫
k′

∫
k1,q

δ
(
εk′−σ + εk1σ − εk′+q−σ − εk1−qσ

)
×
∣∣∣T (k′ + k1, εk′−σ + εk1σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k′
)

f 0
σ (k1)

(
1− f 0

−σ

(
k′ + q

)) (
1− f 0

σ (k1 − q)
)]

× χ
ij
−σ(k

′) [δ(k− k1)− δ(k− k1 + q)] . (302)
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Here again we discuss the two summands separately. For the first one with
the factor δ(k− k1) we find

c3 =
1
T

∫
k′ ,q

δ
(
εk′−σ + εkσ − εk′+q−σ − εk−qσ

)
×
∣∣∣T (k′ + k, εk′−σ + εkσ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k′
)

f 0
σ (k)

(
1− f 0

−σ

(
k′ + q

)) (
1− f 0

σ (k− q)
)]

χ
ij
−σ(k

′)

q→−q
=

1
T

∫
k′ ,q

δ
(
εk′−σ + εkσ − εk′−q−σ − εk+qσ

)
×
∣∣∣T (k′ + k, εk′−σ + εkσ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k′
)

f 0
σ (k)

(
1− f 0

−σ

(
k′ − q

)) (
1− f 0

σ (k+ q)
)]

χ
ij
−σ(k

′).

(303)

And the result after transformations for the second summand with the factor
δ(k− k1 + q) is

c4 =− 1
T

∫
k′ ,q

δ
(
εk′−σ + εk+qσ − εk′+q−σ − εkσ

)
×
∣∣∣T (k′ + k+ q, εk′−σ + εk+qσ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k′
)

f 0
σ (k+ q)

(
1− f 0

−σ

(
k′ + q

)) (
1− f 0

σ (k)
)]

χ
ij
−σ(k

′)

k′→k′−q
= − 1

T

∫
k′ ,q

δ
(
εk′−q−σ + εk+qσ − εk′−σ − εkσ

)
×
∣∣∣T (k′ + k, εk′−q−σ + εk+qσ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k′ − q

)
f 0
σ (k+ q)

(
1− f 0

−σ

(
k′
)) (

1− f 0
σ (k)

)]
χ

ij
−σ(k

′ − q)

=− 1
T

∫
k′ ,q

δ
(
εk′−σ + εkσ − εk′−q−σ − εk+qσ

)
×
∣∣∣T (k′ + k, εk′−σ + εkσ − µσ − µ−σ

)∣∣∣2
×
[

f 0
−σ

(
k′
)

f 0
σ (k)

(
1− f 0

−σ

(
k′ − q

)) (
1− f 0

σ (k+ q)
)]

χ
ij
−σ(k

′ − q).

(304)
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Here, again, we used energy conservation and the identity we used in the
last step of Eq. (301).
Adding all components we find

δC[χij]

δχ
ij
σ(k)

=
1
2

(
C[χij

σ , χ
ij
−σ]+

1
T

∫
k1,q

δ
(
εkσ + εk1−σ − εk+qσ − εk1−q−σ

)
×
∣∣∣T (k+ k1, εkσ + εk1−σ − µσ − µ−σ

)∣∣∣2
×
[

f 0
σ (k) f 0

−σ (k1)
(

1− f 0
σ (k+ q)

) (
1− f 0

−σ (k1 − q)
)]

× [χ
ij
σ(k)− χ

ij
σ(k+ q) + χ

ij
−σ(k

′)− χ
ij
−σ(k

′ − q)]
)

= C[χij
σ , χ

ij
−σ] (305)

Thus we find

δQ[χij]

δχ
ij
σ(k)

= 0 ⇔ Sσ
α − C[χij

σ , χ
ij
−σ] = 0, (306)

which is the Boltzmann equation (cf. Eq. (222) and Eq. (224)).
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